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I will remember that I didn't make the world, and it doesn't satisfy my equations.
I'will never sacrifice reality for elegance without explaining why I have done so.
Nor will I give the people who use my model false comfort about its accuracy.

Instead, I will make explicit its assumptions and oversights.
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Abstract

Global Navigation Satellite Systems (GNSS) is used nowadays in various fields for navigation and
positioningincluding safety-of-life applications. Amongthese applications is civil aviationthat requires
avery high quality of service forthe most demanding phases of flight. The quality of the GNSS service
is typically based on four criteria (integrity, accuracy, availability and continuity), that have to meet
International Civil AviationOrganization (ICAO) requirements. To meet theserequirements any source
of potential service degradations has to be accounted for.

One such example is GNSS signal distortions due to the satellite payload which can manifest in two
ways:

- Nominal signal distortions generated by healthy satellites due to payload imperfections. This
type of perturbation can limit the accuracy of the GNSS measurements and result in the
unavailability of the service for some very stringent phases of flight. To mitigate theirimpact,
a precise characterization of these distortions and aknowledge of their effectson civilaviation
GNSS receivers are necessary.

- Non-nominal distortions that are triggered by a satellite payload failure. Non-nominal
distortions, also called Evil WaveForms (EWFs) are rare events that may pose an integrity risk
if the signal remainsused by the airbornereceiver.The strategy proposedby ICAO to deal with
the EWF challenge isto characterize threatening distortionsby the definition of a Threat Model
(TM) and to build an appropriate monitor, referred to as Signal Quality Monitor (SQM) that
will be able to detectany distortion from the TMthat could lead to a position integrity failure.
Thistask is performed by GNSS augmentation systems including Ground Based Augmentation
Systems (GBAS) and Satellite Based Augmentation Systems (SBAS). The current monitors are
based on the analysis of the correlation function.

Supported by the groundwork performed by civil aviation on signal distortions for the GPS L1 C/A
signal, this dissertation aims at proposing new distortions models associated to the new Global
Positioning System (GPS) and Galileo signals that will be used by civil aviation after 2020.

One important characteristic of GNSS signal distortions is that although they impact all users of the
distorted signal, the consequence on the estimated pseudorangeis dependent upon the GNSS receiver
setting. This makes arduous the estimation of the impact of signal distortions on a GNSS user. The
receiver parameters that have an influence on the pseudorange measurement estimated from
distorted signals (nominal or non-nominal distortions) are listed. In addition illustrations to show the
influence of these parameters on the GNSS receiver signal processing are proposed.

The thesisfirstlooks at the nominal distortions through GPS L1 C/A and Galileo E1C signals. Different
types of observations are used based on correlation or chip domain visualization, and using high -gain
and omnidirectional antennas.

This investigation allows to:

- compare results with the state-of-the-art to validate the receiver processing software
developed for this study,
- confirm published results and provide new results,
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Abstract

- make acomparison between nominal distortions observed from measurements collected with
a high-gain dish antenna and with an omnidirectional antenna.

The conclusions of the analysis are that the nominal distortions are relatively constant overyearsand
that a precise characterization of nominal distortions is difficult notably because it is challenging to
isolate signal distortions induced by the satellite from distortions induced by the receiver.

Afterthe observationof nominal distortions, the dissertation investigates the non-nominal distortions
due tothe payloadfailure. In particular, new TMs for new signals (GPS L5, Galileo E5a and Galileo E1C)
are proposed. To define these TMs, the same parameters as the ones usedto define the ICAO TM for
GPS L1 C/Aare used. The main work then consistsin defining the range of the TMs parametersfor the
new signals. The limitation of the range of these parametersis based on two criteria: the impactof a
distortion on a reference station and the impact of a distortion on differential users. It is noticeable
thatthe new proposed TMs are largerthan the GPS L1 C/A ICAO TM, resultingin anincrease by a factor
100 of the number of considered threats.

Then, the dissertation investigates the SQM that would be necessary to protect a civil aviation user
against the TMs for new GNSS signals. The new SQM is based on current receiver technologies, in
particularthe ability to use many correlator outputs from the same signal. The main contributionis to
propose an innovative representation to test and compare the SQMs performance whatever the
received signal C/N, is. This representation is based on severalassumptions but a strategy is exposed
to still be able to use this representationif all assumptions are not fulfilled. From this representation,
new SQMs (for each signal) are designed, their performancesare assessed,and optimization processes
are described to reduce their complexity.

The concluding chapter of the dissertation reviews the main contributions of this Ph.D.. In addition
perspectives for future works that could be conducted from the study performed in this Ph.D. are
exposed.



Résumeé

Le GNSS est actuellement présent dans de nombreux domaines et permet le positionnement et la
navigation. De nombreuses applications tirent profit du service apporté par le GNSS a I’exemple des
applications portant sur la sécurité des personnes. Parmi ces applications, I’aviation civile a besoin
d’une qualitéde service trés élevée et fiable, notamment pendant les phases devol les plus exigeantes.
Cette qualité de service est généralement basée sur quatre criteres (I'intégrité, la précision, la
disponibilité et la continuité) qui se doivent de respecter les exigences fixées par I’Organisation de
I’Aviation Civile Internationale (OACI). Afin de satisfaire ces exigences, toutes les sources de
dégradations potentielles du service doivent étre prises en compte.

Les distorsions des signaux GNSS générées parlacharge utiledu satellite sont un exemple de probléme
qui doit étre pris en compte par I’aviation civile. Elles peuvent se manifester de deux maniéres
différentes:

- Les distorsions nominales générées par les satellites en fonctionnement normal. Ces
distorsions sont causées par des imperfections au niveau de la charge utile du satellite. Elles
limitent la précision des mesures obtenues grace au GNSS et cela peut entrainer une
indisponibilité du service pendant les phases de vollesplus contraignantes. Pour atténuerleur
impact, il est nécessaire de caractériser de maniére précise ces distorsions et de connaitre
leurs effets sur les récepteurs GNSS de I’aviation civile.

- Les distorsions nonnominales générées lors d’'une panne de la charge utile d’'un satellite. Les
distorsions non nominales, aussi appeléesEWFs sont des événements rares qui peuvent poser
des problemesd’intégrité si des signaux affectés par de telles distorsions sont utilisés par un
récepteurembarqué. Afinde répondreala problématiqueliée aux EWFs, lastratégie proposée
par I’OACl est tout d’abord de caractériser par le biais d’'un modéele de menaces (aussi appelé
TM) les distorsions qui pourraient menacer les utilisateurs. Ensuite le but est de mettre au
pointun systeme permettant de détecter les distorsions du TM pouvant entrainer des pertes
d’intégrité. Ce systéme de détection est appelé SQM et est implémenté dans les systémes
d’augmentationdu GNSStels quele GBAS et le SBAS. Les détecteurs actuels sont basés surune
analyse de la fonction de corrélation.

En utilisantlestravaux réalisés dans le passé par|’aviation civiledans le cadre du signal GPS L1 C/A, un
but de cette thése est de proposerde nouveaux modelesde distorsions associés aux nouveaux signaux
GPS et Galileo qui vont étre utilisés par I’aviation civile apres 2020.

Une importante propriété des distorsions des signaux GNSS est que, bien qu’elles impactent tous les
utilisateurs du signal déformé, la conséquence sur la pseudo-distance estimée dépend du récepteur
GNSS. Cela rend compliqué I’estimation de I'impact d’une distorsion sur les récepteurs GNSS. Les
parametres ayant une influence surlamesure de pseudo-distance estimée a partir d’un signal déformé
(que ce soit par une distorsion nominale ou hon nominale) sont listés. De plus, des illustrations sont
proposées afin de montrer l'influence de ces parametres sur le traitement du signal opéré par le
récepteur GNSS.

Tout d’abord, cette thése aborde le probléme des déformations nominales affectant les signaux GPS
L1 C/A et Galileo E1C. Différentes observations sont réalisées a partirde la visualisation de lafonction
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Résumé

de corrélation ou du signal et par l'utilisation d’antennes a haut gain et d’une antenne
omnidirectionnelle.

Cette étude permetde:

- comparer les résultats avec ceux présents dans la littérature afin de valider le bon
fonctionnement du traitement du signal implémenté dans le récepteur virtuel mis au point
dans le cadre de cette these,

- confirmer les résultats déja publiés et fournir de nouveaux résultats,

- faire une comparaison entrelesdistorsions nominales observées a partir de collectes réalisées
grace a une antenne parabolique a haut gain et a une antenne omnidirectionnelle.

Les conclusions de cette analyse sont que les distorsions nominales sont relativement constantes au
fil desannées et qu’une caractérisation précise des distorsionsnominales est rendue compliquée étant
donné ladifficulté d’isolerla distorsion du signal induite par le satellite de celleinduite parlerécepteur.

Apres |'observation des distorsions nominales, cette thése aborde le sujet des distorsions non
nominales dusignal, causées parune panne de la charge utile. Dans ce cadre, de nouveaux TMs pour
les nouveaux signaux (GPS L5, Galileo E5a et Galileo E1C) sont proposés. La définition de ces TMs est
basée sur les mémes parametres que ceux utilisés pour définir le TM de I’OACI pour le signal GPS L1
C/A. Le travail consiste alors en lalimitationdesvaleurs que peuvent prendre les paramétres en ce qui
concerne les nouveauxsignaux. Cette limitation est fondée sur deux critéres :I'impact d’une distorsion
sur la station de référence etl’'impact de ladistorsion surun utilisateur différentiel. Il esta noter que
lesnouveaux TMs proposés lors de cette étude sont plus larges (environ d’un facteur 100) que le TM
défini par I’OACI pour le signal GPS L1 C/A.

La derniére étape de cette these se focalise sur I’étude de SQMs capables de protéger un utilisateur
de l"aviation civile contre les distorsions des TMs proposés pour les nouveaux signaux. Les SQMs
envisagés utilisent les technologies actuellement disponibles au niveau récepteur. En particulier, de
nombreuses sorties de corrélateurs estimées a partir d’'un méme signal sont utilisées. La principale
contribution est de proposer une représentation innovante afin de tester et de comparer les
performances de SQMs quel que soitla valeurdu C/N,. Cette représentation est basée surplusieurs
hypotheses mais une stratégie quipermet d’utiliser cettereprésentation quandleshypothéses ne sont
pas toutes vérifiées est exposée. A partir de cette représentation, de nouveaux SQMs sont définis pour
chaque signal. Les performances de ces SQMs sont estimées et un processus d’optimisation
permettant de réduire la complexité des SQMs est décrit.

En guise de conclusion, les principales contributions de cette thése sont résumées dans le dernier
chapitre. De plus, les perspectives qui pourraient étre envisagées et les travaux futurs qui pourraient
étre entrepris en continuité de cette thése sont exposés.
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1 Introduction

1.1 Thesis Motivations

Global Navigation Satellite Systems (GNSS) play animportant role on the world economy as well as on
our everyday life. Evenif GPS (Global Positioning System) is the well-known standard-bearer of GNSS,
it only represents a part of the GNSS that is used nowadays in various fields for navigation and
positioning including safety-of-life applications. Among these applications s civil aviationthat requires
a very high quality of service forthe most demanding phases of flight. The quality of the GNSS service
is typically based on four criteria (integrity, accuracy, availability and continuity), that have to meet
International Civil Aviation Organization (ICAO) requirements. To meet these requirements any source
of potential service degradations has to be accounted for.

Different errors affect GNSS signals (including ionospheric error, tropospheric error, multipath,
satellite clock and ephemeris inaccuracies, signal distortions and noise). Despite the fact that errors
from different sources can be presenton a GNSSsignal, this Ph.D. isfocused on one potential source
of degradation: GNSS signal distortions due to the satellite payload. These distortions can manifestin
two ways:

- Nominal signal distortions generated by healthy satellites due to payload imperfections. This
type of perturbation can limit the accuracy of the GNSS measurements and result in the
unavailability of the service for some very stringent phases of flight.

- Non-nominal distortions that are triggered by a satellite payload failure. Non-nominal
distortions, also called Evil WaveForms (EWFs) are rare events that may pose an integrity risk
if the distorted signal remains used by the airborne receiver.

Even if nominal and non-nominal GNSS signal distortions are two different topics with two specific
problematics, both signal distortions impact in the same way (even if the order of magnitude is
different) the GNSS receiver processing. Oneimportant characteristic of GNSS signal distortionsis that
they impact all users of the distorted signal. Nevertheless, the consequence of a signal distortion on
the estimated pseudorangeis dependent upon the GNSS receiversettingand this makes arduousthe
estimation of the impact of signal distortions on a GNSS user due to the large variety of existing GNSS
receiver configurations.

Onthe one hand, the study of GNSS signal nominal distortions aims at quantifying preciselythe impact
of distortions on different GNSS users. Indeed, these distortions are unavoidable, presentall the time
and have to be taken into account by anticipating their effects on users even if they are dependent
upon several parameters and cannot be characterized easily.

Onthe otherhand, non-nominal distortions study has two aims. First to model the expected distortions
that could appear due to a payload failure. These models are referred to as Threat Models (TMs). Then
to develop techniques that are able to detect non-nominal distortions of TMs that induce hazardous
error on the considered airborne users. Even if these distortions are hard to predict, theirscarcity and
theirconsiderable impactonthe user are at the origin of differences that exist between nominaland
non-nominal distortions studies. In order to deal with the EWF problem, civil aviation operations are
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1. Introduction

supported by Ground Based Augmentation system (GBAS) or/and Satellite Based Augmentation
System (SBAS). In GBAS and SBAS, a dedicated monitorisimplemented to detect non- nominal signal
distortions: the Signal Quality Monitor (SQM).

The GNSS signal distortions topicis not recent and has been subject to many publications regarding
the GPS L1 C/A signal, the oldest and the most widely used signal. This Ph.D. thesis takes place in the
context of GNSS signals and constellations modernization. Supported by the groundwork performed
by civil aviation on signal distortions forthe GPS L1 C/A signal, this dissertation aims at proposing new
distortions models associated to the modernized GPS and Galileo signals that will be used by civil
aviation users after 2020. Investigations on Galileo E1C, Galileo E5a and GPS L5 signals are developed
because these signals should be used in the future by airborne receivers.

Without proof that the quality of new signals aided by augmentation systems permits to meet civil
aviationrequirements, the standardization of these signals to civil aviation users can be compromised.
The challenges are by consequence considerable and assessments of signal distortions on new signal
innominal conditions as wellas the definition of TMand system to detect non-nominal distortions are
of primary importance.

Evenif the dissertation contributionscan be extendedto GBAS (with somesslight differences), this work
is focused on SBAS and more precisely on the European SBAS: EGNOS (European Geostationary
Navigation Overly Service). EGNOS already provides a support to civil aviation users on GPS L1 C/A
signal that has beenvalidated and the aimisto generalizethe conceptto Galileo E1C, Galileo E5a and
GPS L5 signals and the Dual-Frequency Multi-Constellation (DFMC) SBAS context.

1.2 Thesis Objectives

The global objective of this dissertation is to tackle the problem of signal distortions generated at
satellite level in both nominal and non-nominal cases in the context of GNSS modernization. More
preciselyafocusis made on Galileo E1C, Galileo E5a pilot component and on GPS L5 pilot component
signals. To be compared with studiesabout distortions on GPS L1 C/A signal, adetailed analysis of GPS
L1 C/A signal is also required.

Objectives of this Ph.D. thesis can be divided in four sub-objectives:

1) The review of the state-of-the-art on GNSS signal distortions.

- Sort and select relevant publications about nominal distortions in the context of this Ph.D.
thesis.

- Understand problematics related to EWF, understandwhy the ICAOTM has been adopted and
seeif otherpossibilities to deal with the problem of EWF can be foundin the state-of-the-art.
In addition, a clear description of SQM is required.

2) The investigation of nominal signal distortions on new GNSS signals.

- Visualize on real signals nominal distortions that can affect GPS L1 C/A, Galileo (E1C and E5a
pilot component only) and GPS L5 pilot component signals, and isolate the satellite
contribution from the receiver contribution.

- Assesstheimpact of nominal distortions on GNSS receivers. Forthat, differentantennas and
receivers have to be tested to collect the different signals.
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3)

4)

1.3 Thesis Contributions

Synthetize results and as a final challenge, characterize nominal distortions that affect the
different signals.

The investigation of non-nominal distortions on new GNSS signals.

Discuss about the relevance to adapt the GPS L1 C/A ICAO TM to new modulations and
question the TM concept.

Propose TMs for new signals and justify the methodology that leads to these TMs.

The investigation of a SQM adapted to the proposed TM for new GNSS signals.

Define performance objectives that the SQM has to achieve in terms of probability of false
alarm, probability of missed detection and maximum tolerable error entailed by undetected
signal distortions. Two cases have to be considered: the single frequency (GPS L1 C/A and
GALILEO E1C) and the DFMC contexts.

Estimate performance that can be reached by SQM in terms of integrity and accuracy.
Compare SQM performance on new modulations to SQM performance on GPS L1 C/A that has
been already validated.

Optimize the SQM by finding the simplest SQM design that is able to meet targeted
performance objectives.

1.3 Thesis Contributions

Meeting objectives detailed in the previous section, the main contributions of the Ph.D. are listedand
can be divided in four main categories.

1)

2)

Bring a clear understanding of issues related to GNSS signal distortions.

A list of receiver parameters that have an influence on the pseudorange measurements
estimated from distorted signalsis exposed. In addition, the influence of these parameterson
the GNSS receiver signal processing is illustrated.

An exhaustive list of GNSS signal distortions that summarizes outcomes found in the state-of-
the-artis provided. Additionally, based on GPS L1 C/A satellite payload considerations, most
likely sources of these distortions are listed.

Bring new and additional results on GNSS signal nominal distortions.

A Matlab® program that is able to process real data collected from different high-gain dish
antennas was developed. It gives the possibility to estimate the chip domain observableand a
large number of correlator outputs (upto one thousand) on GPS L1C/A, GPS L5, Galileo E5and
Galileo E1C signals.

Observations of nominal distortions on GPS L1 C/A and Galileo E1C signals from a high-gain
dish antenna in the chip domain and on the correlation function are presented.

A comparison of nominal distortionsthat affect signal measurements collected from high-gain
dish antenna and from omnidirectional antenna is detailed. Similar phenomena as identified
in the state-of-the-art are noticed.

From results obtained on GPS L1 C/A signals, it appears that nominal distortions are relatively
constant over years but that a precise characterization of nominal distortions is difficult
notably because it is challenging to isolate signal distortions induced by the satellite from
distortions induced by the receiver.
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3)

4)

Based on works performed in [Wong, 2014] a parameter that permits to quantify the impact
of nominal distortions on a useris proposed: the inter-PRN bias.

Propose new TMs for Galileo E5a, GPS L5 and Galileo E1C signals in a DFMC context.

A comprehensive history of the EWF threat regarding GPS L1 C/A signal is exposed. The
strategy adopted by ICAO in the pastonthe GPS L1 C/Asignal is applied to define TMs on new
signals. It appears that to define these TMs, the same parameters as the ones used to define
the ICAO TM for GPS L1 C/A can be considered. This choice is justified by the observation of
nominal distortions, the lack of knowledge about satellite payload and the absence of EWF
observation on new signals.

The relevance of the TM concept is put into question.

A method is introduced to limit the range of these parameters thanks to two criteria: the
impact of a distortion on a reference station and the impact of a distortion on considered
differential users.

Based on the current GPS L1 C/A ICAO TM and a detailed methodology, TMs for Galileo E5a,
GPS L5 and Galileo E1Care proposed. A Matlab® program has been implementedto generate
signals distorted by the different TMs.

A discussion about the number of distortions to test in a given TMis undertaken.

Propose SQMs regarding new proposed TMs and assess their performance.

An innovative representation is proposed to test and compare theoretically the SQMs
performance whatever the received signal C/Nj is.

A Matlab® program that is able to estimate metrics values on correlation function distorted
by proposed TMs has been implemented. In addition, the software permits to estimate the
differential tracking errorinduced by a distortion on different users. From metrics values and
differential tracking errors, the ability of a SQM to protect differential users is assessed..
Simplified SQMs are proposed. The aimisto reduce the number of SQM metrics still reaching
performances targeted in this Ph.D..

Inaddition toa presentation given atthe ENACITSNT 2016 as an invited speaker, six papershave been
published in the context of this Ph.D..

[Pagot et al., 2015] presented at ION ITM 2015 conference shows nominal distortions that
affect GPS L1 C/Asignalson the chip domainand the correlation function domain from high-
gain dish antennas data collections.

[Pagotetal., 2016a] presented at Navitec 2016 conference focuses SQMdesign for Galileo E1C
and Galileo E5a signals.

[Pagotetal., 2016b] presentedat|ONITM 2016 conference exposes astrategy to design TM
and this strategy is used to define TM on Galileo E5a and Galileo E1C signals.

[Pagotetal., 2016c] presented at|ION GNSS+ 2016 conference deals withthe SQM design for
Galileo E1C and Galileo E5a signals.

[Thevenonetal.,2014] presented at Navitec 2014 conference gives details on the chip domain
observable and on its capacity to visualize non-nominal distortions.

[Julien et al., 2017] accepted to be presented at ION ITM 2017 conference presents an
extended TM definition and its associated SQM.
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1.4 Thesis Outline

1.4 Thesis Outline

The dissertation is structured as follows:

Chapter 2 introduces the background which permits to understand the GNSS signal distortions
problematic. A general overview of GNSS is given before exposing the civil aviation context which is
focused in this Ph.D.. More precisely ICAO requirements definitions are presented and concepts of
augmentation systems, crucial to meet these stringent requirements, are described. Finally the SBAS
is presented as it is the original augmentation system targeted in this study.

Chapter 3 is a more technical chapter which synthetizes the GNSS receiver processing. This chapteris
important because it gives the background necessary to understand how a GNSS signal is processed
and explainsthe impact of asignal distortion on the final pseudorange measurement. The analog and
the digital sections of the receiver are presented separately. In addition, GNSS signals of interest are
presented: GPS L1 C/A, Galileo E1C, Galileo E5a pilot component and GPS L5 pilot component.
Mathematical time-domain expression, power spectral density and correlation function of the
different signals are provided.

Chapter 4 is the first chapter dedicated to signal distortions. First of all, nominal and non-nominal
distortions are described based on the state-of-the-art. This descriptionincludes a speculation about
the origin of these distortions on GPS L1 C/A signal. Secondly, differentimpacts of signals distortions
on the receiver processing are listed. Then, the issue related to non-nominal distortions in a civil
aviation contextis detailed. Itisseenthatitis necessaryto model and detect non-nominal distortions
that could affect a GNSS signal. Finally, this chapter describesin detailstwo strategiesto observesignal
distortions: look atdistortionsinthe chip domain and look at distortions on the correlation function.

Chapter 5 synthetizes results on nominal distortions obtained by the observation of real data
collections from high-gain dish and from omnidirectional antennas. After a brief introduction to the
differentsetupsthat wereusedto collect the different GNSS signals, the effects of nominal distortions
at different levels of the receiver processing are observed. From data collected with high-gain dish
antennason GPS L1 C/A and Galileo E1C signals, three observables are used to quantify the impact of
signal distortions on users: the chip domain, the correlation function and the S-curve zero-crossing.
From high-gain dish antenna measurements, it appears that a wrong or an absence of antenna
calibrationinduces an additional distortion on the measurement which cannot be separated from the
nominal distortion generated by the payload. This is the reason why the S-curve zero-crossing
observable is also provided based on measurements collected on GPS L1 C/A signal with an
omnidirectional antenna. This kind of antenna does not need any calibration because anormalization
can be achieved usingall visible signals collected at a given time. Finally, inter-PRN tracking biasesare
estimated from the omnidirectional antenna data collection and appear consistent with results
provided in the state-of-the-art.

Chapter 6 deals with the proposition of new TMs for Galileo E5a, Galileo E1C and GPS L5. Aftera
detailed descriptionof the currentGPS L1 C/A TM adopted by ICAOQ, itis proposed to assume that same
parameters are relevant to characterize threatening distortions on new modulations. Based on two
criteria (the impact of a distortion on a reference station and the impact of a distortion on differential
users) the parametersrange is limited. Finally TMs similarto the ICAO GPS L1C/A TM-A, TM-B and TM-
C are proposed for each signal of interest.
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Chapter 7 is a thorough study of SQM on new modulations regarding TMs proposed in the previous
chapter. Firstly, definitions provided by ICAO on SQM are presented. Secondly aninnovative method
isexposed thatisabletotestand compare theoretically the SQMs performance whateverthe received
signal C/ N, is. Then, based on this representation and on TMs proposed in chapter 6, performances
of reference SQM s are assessed for the different signals. Finally, a method to optimize the SQM is
described. The aim is to reduce the number of SQM metrics still reaching targeted performances.

Chapter 8 draws conclusions from main results of this Ph.D. and makes recommendations for works
that could be addressed in the future.
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2 GNSS background

The main purpose of GNSS is to allow users to estimate their Position, Velocity and Time (PVT). The
work performed in this Ph.D. thesis focuses on the use of GNSS in a civil aviation context, and more
precisely in the context of two augmentation systems: SBAS and GBAS. The main objective of this
chapteris to expose GNSS concepts related to its civil aviation use.

Section 2.1 presents the concepts of GNSS positioning. After the introduction of pseudo-ranging and
multilateration notions, GNSS segments are described. This section also defines the different errors
affecting pseudorange measurements.

Section 2.2 defines the performances requirements criteria that have to be met forthe use of GNSSin
civil aviation.

Section 2.3 describes augmentation systems used by civil aviation to meet performances
requirements. In particular, the notion of differential correction is presented.

Section 2.4 proposes afocus on SBAS which isthe augmentation systemof interest for this Ph.D. thesis.

Finally, a conclusion about this chapteris given in section 2.5.

2.1 PVT Computation using GNSS core constellations

In this section, the PVT estimation technique based onthe multilateration conceptis first introduced.
It uses pseudorange measurements that are described in this section. The GNSS structure is then
exposed. Tofinish, errors having an impact on pseudorange measurements and consequently on the
PVT computation are overviewed.

2.1.1 GNSS positioning principles

The primary purpose of GNSS is to allow an autonomous user to compute its PVT. The user’s position
is commonly evaluated in the Earth-Centered Earth-Fixed coordinate system (ECEF). Information
needed by the user to estimate its PVT are carried by an electromagnetic wave emitted by GNSS
satellites. The transmitted signal reaches the earth with a remarkably low power. For instance, the
minimum received power on ground, measured at the output of a RHCP 0 dBi polarized receiver
antenna, is -157 dBW for Galileo E1 OS/Sol signals and -155 dBW for Galileo E5a and E5b signals (for
satellite elevation angle higherthan 10°) [GSA, 2010]. A part of the information necessary to the user
is contained in the time delay caused by the propagation of the electromagnetic waves between
satellites and users. The time delay estimated from the signal i is sometimes called PT; (Propagation
Time).

The propagation time isestimated by comparing the time atthe emissionand the time at the reception
of the signal. The time at the emission is given in the satellite time frame whereas the time at the
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receptionis computedinthereceivertime frame. Because thetwo clocks are not synchronised, a clock
bias has to be considered between the satellite and the receiver.

Multiplying PT; by the velocity of the wavein space c (the speed of light), itis possible to estimate the
range between the satellite and the receiver. This range estimated forsignal i, affected by errors and
by the clock bias between the satellite and the receiver is called pseudorange (p;) and is defined by:

pi:PTi Xc

To assessits PVT, the userhas to estimate the position of the it" satelliteat the origin of the signal i.
A model based on several parameters exists to forecast satellites position. These parameters are sent
by satellites via the navigation message and are called ephemeris.

An importantremarkis that the satellite time may be different from the GNSS constellation time and
the difference is satellite-dependent. By consequence, a second importantinformationis sent by the
satellite tothe userviathe navigation message: the clock correction parameters which allow the user
to estimate from a model the difference between the satellites and the constellation time. After
applyingthe clock corrections, pseudoranges only include the bias between the constellation time and
the receiver. By consequence, after clock corrections, all pseudoranges are affected by the same
receiver clock bias §t,,.

Fourunknowns must thus be estimated by the user: three forthe position (x,, ¥y, Z,,) and one for the
receiver time offset with respect to the constellation reference time dt,,. To compute the four
parameters at least four measurements from four different satellites are necessary.

Two types of pseudorange measurements can be extracted from the received satellite signal: carrier
phase and code pseudorange measurements.

After correction by the satellite clock term, these clock corrected pseudoranges can be modeled as:

pt =RL + 6ty + errors};,u (2-1)
@Y = RY+ 6t +errorsh, + AN' (2-2)
with
; 2 2 2 (2-3)
Ry = (xu - xsat,i) + (yu - YSat,i) + (Zu - Zsat,i)
where

- plisthe code pseudorange measurement estimated from satellite i in meter.

- RYisthe geometric distance in meter between the user and the i satellite.

- [xwyw 2,17 is the true user’s position vector in the reference system.

- [ Xsati, Vsati Zsati || is the true position of the it" satellite in the reference system.

- ¢ isthe speed of light in meter/second.

- errors};,u (errors};,,u) groups all pseudorange errors (respectively all phase measurement
errors) related to the propagation medium (tropospheric, ionospheric, bias harder to model),
the synchronization errors (due to multipath, interference, thermal noise) and the
correction/model uncertainty (satellite clock correction, tropospheric and ionospheric delay,
and ephemeris). These errors are detailed in the next section (2.1.3) and are given in meter.

- Oty = c(Aty) is the clock bias between the receivertime and the constellation time in meter.

- @l isthe carrier phase pseudorange measurement in meter.
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2.1 PVT Computation using GNSS core constellations

- Aisthe carrier wavelength in meter.
- Nlisthe carrier phase measurement ambiguity, constantover time as longas the carrier phase
synchronization is maintained by the receiver.

In most of GNSSreceivers, aleast square algorithm is adopted to estimate the four unknowns from at
least four pseudorange measurements. Nevertheless other methods exist, such as the Kalman filter.

2.1.2 GNSS structure

GNSS are composed of three different complementary segments that are describedin the following:

- the space segment,
- the ground segment,
- the user segment.

This segment consists of satellites that are orbitingaround the earth in order to send signals toward
the earth that will be used for positioning and timing. The satellite orbit/constellation can generally be
chosen according to the desired coverage area:

- Worldwide coverage: a constellation of generally around thirty Medium Earth Orbit satellites
(MEQ) are used, orbiting at an altitude close to 20 000 km. A minimum number of such
satellites (typically at least twenty-four) allows to provide a worldwide service, meaning that
any user on earth would see at least four satellites of a given constellation in an open sky
environment. Typical core global-coverage GNSS constellations such as GPS, Galileo, GLONASS
and BeiDou are described in Table 2-1.([ESA, 2015], [Navipedia, 2015] and [GPS.gov, 2015])

- Regional coverage: GeoSynchronous earth Orbit (GSO) or Geostationary Earth Orbit (GEO)
satellites can be used for regional coverage.GSO vehiclesare satellites that are not fixed in the
earth frame contrary to GEO satellites. GSO satellites ground track resultsin an “eight” ground
track figure. GEO is a particular GSO with zero inclination and zero eccentricity. All GEO
satellites are orbiting at an altitude equalto 35 786 km. BeiDou uses such satellites to enhance
its coverage overthe Asianarea. Some other systems, such as NAVIC or QZSS are entirely based
on regional systems that can be complemented by core constellations [Navipedia, 2015].

Note that all these satellites typically transmit multiple signals over multiple frequency bands. Such
diversity allows the system to provide several types of positioning services to different communities.
The signals and frequency bands associated to civilaviationusers will be described later on, in chapter
3.
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) COMPASS
Constellations GPS GALILEO GLONASS .
(BeiDou)
Political entity United States European Union Russia China
21528 km
Orbital altitude 20200 km 23222 km 19 100 km (MEO)
(MEOQ) (MEO) (MEO) 35786 km (GEO
GSO)
Orbit type Circular Circular Circular Circular
Orbit period 11h58min2s 14 h 05 min 11 h 15 min 12 h 38 min
Number of orbits 6 3 3 3
Incllnat_lon of s c6e 64.8° £
orbits
Minimum
number of 24 24 24 27 (MEO)+
) 3(GSO)+ 5 (GEO)
satellites
E1(1575.42 B1(1561.098
. L1(1575.42) ( ) L1(1602) ( )
Frequencies E6(1278.75) B1-2 (1589.742)
L2(1227.60) L2 (1246)
(MHz) L5(1176.45) E5b (1207.14) 13 (1201) B3(1268.52)
' E5a (1176.45) B2(1207.14)
Reference system WGS84 ITRF PZ-90.02 CGCS2000
T lil BDT (BeiD
Reference time GPS time GST (Ga I €0 GLONASS time ( eroou
System Time) Time)

Table 2-1. Space segment of four GNSS.

The role of the ground segment is:

- to monitor the satellite constellation,

- tocompute the precise satellite ephemeris and satellite clock corrections,

- to generate the navigation message and upload it to the space segment. The navigation
message contains the information required by any user receiverto compute its position, such
as the satellite position and the satellite clock corrections,

- to perform stations keeping operations.

As a consequence, a ground segment is typically composed of:

- sensorstationsthatare distributed overthe world and monitor the satellite positions and the
transmitted signals of all satellites,

- amastercontrol station (witha possible redundancy) that gathers allthe information from the
sensor stations and extracts all the necessary information to build the navigation message,
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2.1 PVT Computation using GNSS core constellations

- upload stations that can upload the navigation message to all satellites in view,
- the network that link all these stations.

Generally, this segment consists of antennas and receivers that are able to process at least some of
the signalssent by the satellitesto provide aPVT to the user. A typical receiveris composed of three
processing stages:

- A RF front-end whose aim is to pre-condition the received analog signal and digitize it. It is
typically composed of a Low Noise Amplifier (LNA), a frequency down-conversion stage, a
selective filter stage and a quantization/sampling stage.

- Asignal processing unitin charge of acquiringand gettingthe receiver synchronized with the
incoming signals of interest.

- Adata processing stage in charge of readingthe navigationmessage, forming the pseudorange
measurements, applying the appropriate corrections to the pseudoranges, and computing the
PVT.

The two first processing stages are described in more details in chapter 3.

Each receiver has different variants according to the system (GPS/GALILEO, etc.). These variants are
mainly on software and models butalso onthe processingused by the different systems. An important
remark is that the user does not have to communicate with the satellites. There can be an unlimited
number of simultaneous users.

2.1.3 Pseudorange measurement errors

As introduced, the pseudorange measurement model is affected by differentindependent sources of
errors all grouped in the errors},, (or errorsl,,) term. In this section, a list of the main sources of

errorsisgivenand ameasurement modelis defined. Orders of magnitude ofthese errors are discussed
as a conclusion.

A precise description and modeling of each error type can be found in the literature, for example in
[Kaplan and Hegarty, 2006]. A brief overview of each erroris proposed in the following:

- the receiver noise,

- ionospheric effect,

- tropospheric effect,

- multipath,

- clock and ephemeris inaccuracies.
The satellite payload, the satellite antenna, the receiverantennaand the receiver processingchannel
are also sources of pseudorangeerrors. Theseerrors are induced by signal delaysand signal distortions
generated at satellite level and at receiver level as detailed in next chapters.
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2.1.3.1.1 Receiver noise

The pseudorange estimation is based on the synchronization of the receiver with the digitized
incoming signal (thus providing the receiver with the capability to estimate the time of arrival of a
specific part of the incoming signal). This synchronization mechanism, also called tracking, will be
presented later. The noise affecting a digitized incoming signal has a direct impact on this
synchronization and consequently on the pseudorange measurement. The repercussion on the
pseudorange can be modeled as an additive Gaussian noise affecting the measurement.

The magnitude of this noise depends upon the setting ofthe tracking loop, thereceived signal strength,
the antenna as well as upon the modulation of the signal of interest.

2.1.3.1.2 lonosphericeffect

The ionosphere is a dispersive medium located approximatively between 70 km and 1000 km above
the earth’s surface. Because of free electronswhich create an electricfield, electromagnetic wavedoes
not travel at the vacuum speed of the light as they cross this region. The signal group delay and by
consequence the code pseudorange measurement are delayed in proportion to the number of
electrons encountered, referred to as the Total Electron Content (TEC), whereas the carrier phase
measurement is advanced by the same amount. The ionospheric delay is frequency-dependent. The
delay on the code pseudorange measurement i, &/, is modeled by:

40.3 X TEC

sliono(f) = fz (2'4)

where
- fisthe carrier frequency of the signal in hertz.

GNSS receivers systematically try to mitigate the ionospheric effect applying corrections. Different
algorithms exist to estimate ionospheric delays:

- GPS receivers apply the Klobuchar ionospheric model and Galileo receivers the NeQuick
ionospheric model. These model parameters are embedded in the navigation message.

- SBAS provides users with its own ionospheric delay correction model by the means of an
ionospheric grid.

- Another method consists of combining pseudorange measurements from the same satellite
but on two different frequencies, exploiting the fact that the ionosphere is a dispersive
medium, meaning that the ionospheric delay is frequency-dependent. This method called
dual-frequency iono-free combination removes the first orderionospheric delay.

- Theuse of differential measurementsis also a meansto compensate the ionosphericeffect as
presentedin 2.3.1.1.

2.1.3.1.3 Troposphericeffect

The troposphere is a non-dispersive medium (for frequencies up to 15 GHz) located between about
40 kmand the earth’s surface. Within this medium, the group and the carrier phase delays are delayed
by the same amount compared to free space propagation. This delay, which leadsto a pseudorange
measurementbias, isfunction of the troposphericrefractiveindex, which is dependent upon the local
temperature, pressure, and relative humidity.
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2.1 PVT Computation using GNSS core constellations

GNSS receivers can estimate and correct their own troposphericdelay according to different models,
usually fairly accurately. Civil aviation, forinstance, recommends the UNB3 troposphericmodel to be
applied by airborne receivers [RTCA, 2006].

The use of differential measurementsis alsoameanstocompensate troposphericeffect as presented
in2.3.1.1.

2.1.3.1.4 Multipatherror

Multipath are GNSS signal replicasinduced by the reflection and/orthe diffraction of GNSS signals on
obstacles encountered during the signal propagation. This phenomenon is environment-dependent.
At receiverlevel, interferences exist between the Line of Sight (LoS—the only signhal corresponding to
the true satellite/receiver distance) and reflected/diffracted signals. Thus, the receiver sees multiple
versions of the GNSS signal, each with different times of arrival, signal levels and carrier phases. The
consequence is that multipathinduces an erroron the receiver synchronization with the LoS signal of
interest. There are usually three types of methods used to mitigate the multipath at different stages
of the receiver signal processing:

- at the antenna level, by carefully choosing antenna characteristics and location, in order to
limit the power of the multipath entering the receiver,

- atthesignal processinglevel by discriminating the LoS from the multipath. Tens of techniques
were developed as the MRDLL [Laxton and DeVilbiss, 1997], the MEDLL [Townsend et al.,
2000], the deconvolution technique [Dragunas and Borre, 2011], etc.,

- at the PVT computationlevel by tryingto detect and exclude measurement with biases (high
residual values).

2.1.3.1.5 Clockandephemerisinaccuracies

Satellites clocks are highly stable but cannot remain fully synchronized withthe constellation time. This
is the reason why the navigation data message contains a clock correction field. Despite the satellite
clock correction, some residual errors can affect the receiver.In the same way, ephemeris transmitted
inthe navigation data message, which contains the information of satellites positions, can be affected
by some imprecisions because of the difficulty to forecast changes of satellites orbit. These
inaccuracies entail equivalent residual error on pseudorange measurements. Assuming that the
distribution of the clock and ephemeris inaccuracies (projected on the vector between the satellite
and the user) is a zero mean Gaussian random variable, the standard deviation of the error budget
attributed to the clock and ephemeristogetheris called URA (User Range Accuracy) for GPS and SISA
(Signal-In-Space Accuracy) for Galileo. These parameters are broadcast in the navigation message.

The error termwhich appearsin the pseudorange measurements definition gathers the pseudorange
measurement bias induced by different sources:

i A i i i i -
errors, = &, noise t €rropo 1 €1ono T Epmp T Eclockgeph (2-3)
| i ol i i
errors(p - S(p,Noise + STropo €lono + g(p,MP + Sclock&eph (2-6)

where
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s;;'Noise (sé’Noise) is the error induced by the receiver noise on the code (respectively the

carrier phase) pseudorange measurement.

eiTmpo is the error induced by the tropospheric delay (after applying UNB3 tropospheric

model) on the pseudorange measurement.

- e,iono is the error induced by the ionospheric delay (afterapplyingionosphericmodels such as
Klobuchar and NeQuick etc.) on the pseudorange measurement.

- 5£,MP (efp‘MP) is the error induced by the multipath (after applying multipath mitigation
techniques) on the code (respectively on the carrier phase) pseudorange measurement.

- gélock&eph is the error induced by the satellite clock and ephemeris inaccuracies on the

pseudorange measurement.

Itis usually assumed that components of errors}, and errorsé, are independentand can be modeled
by zero-mean normal distributionsthat overbound the real error distributions. The total errorinduced
on the pseudorange measurement model, also called User Equivalent Range Error (UERE), has a
variance equal to:

2 _ 2 2 2 2 2
OyERE = ONoise + O_Tropo + OJono + Opmp + Uclock&eph (2'7)

where

- 0/ gggis the variance of all residual errors affecting the pseudorange measurement.

- Opoise IS the variance of the receiver noise affecting the pseudorange measurement. g, is
lower on carrier phase than on code measurement.

- U%ropo is the variance of the tropospheric delay affecting the pseudorange measurement.

- leono is the variance of the ionospheric delay affecting the pseudorange measurement.
- GI@P is the variance of the error entailed by multipath affecting the pseudorange
measurement.

2 . . . . .
= OZlockgeph IS the variance of the satellite clock error plus the ephemeris error affecting the
pseudorange measurement.

Orderof magnitude for these five components are given as an exampleforasingle frequency receiver
not using any augmentation system. All values given in Table 2-2 are dependent upon several
parameters and characteristics of the GNSS receiver. Values givenin Table 2-2 have to be considered
as order of magnitude and represent the impact of the different errors on a typical receiver.

- Orropo is evaluated for a satellite elevation angle 6 equal to 5° (highest value) and equal to

75° (lowest value). It corresponds to the residualtropospheric model after applying the UNB3
model. Values are estimated from formulas defined in [RTCA, 2006].

- Opono is evaluatedforareceiverlatitudey equal to 45°and a satelliteelevation angle 6 equal
to 5° (highest value) and equal to 75° (lowest value). GPS results are provided after applying
the Klobucharionospheric model, whereas Galileo results are provided after applying the
NeQuick ionospheric model [Montloin, 2014]. Even if in general gy, is lower after applying
the NeQuick model than the Klobuchar model, at this latitude, the two models reach same
performance.
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- Opoise and oy p are provided for information only and give an idea of expected standard
deviations in a clear sky environment with high-end receiver equipment [GSA, 2014]. The
standard deviation associated to multipathis considered forasatellite elevation equal to 45°
and can be higherforlowersatellite elevations. Values are available only for GPS L1 C/A signal.

- Oclock&epn IS linked to the integrity performance requirement. ESA specifies a Galileo SISA
value forboth nominal and degraded modes of 0.85 m [Oehleretal.,2006]. GPS URA depends
upon the satellite technology and therefore upon the considered modernization step of the
GPS constellation. For the study we will assume, as GPS performance, current GPS SiS
performance [Smitham, 2014].

The use of dual-frequency (forexample GPS L1 C/A with GPS L5 or Galileo E1 with Galileo E5) mitigates
the ionosphericimpact (as detailed for example in [Montloin, 2014]) and, in counterpart, increasesthe
noise and multipath error components. The term g;,,,, can be neglected for dual-frequency receiver
when comparing its magnitude to other errors.

GPS L1 C/A GPS L5 Galileo E1C Galileo E5a
ONoise (M) 0.5 N/A N/A N/A
OTropo (M) 02- 15 02-15 02-1.5 0.2- 1.5
Olono (M) 4.6- 13.7 8.2- 24.5 4.6- 13.7 8.2- 24.5
oyp (M) 0.2 N/A N/A N/A
Octock&epn (M) 0.85 0.85 0.85 0.85

Table 2-2. Order of magnitude of code measurement errors.

2.2 Civil Aviation Operational Requirements

Civilaviationisa veryspecificfieldinthe sense that it is fully attached to the notion of safety-of-life.
As a consequence, any system used by civil aviation is related to the fact that it has to provide
performance accordingtovery stringent requirements. Forthe use of GNSS in civil aviation, the GNSS
Signal-in-Space (SiS) has to fulfil requirements defined through four parameters:

- the accuracy,
- the availability,
- the continuity,
- theintegrity.

The four terms are defined below from official sources.

2.2.1 Accuracy

In navigation, the accuracy of an estimated or measured position of a craft (vehicle, aircraft, orvessel)
at a given time is the degree of conformance of that position with the true position of the craft at that
time [SSF, 2008]. Accuracy requirementis based onthe concept that the probability of the estimated
position beinginsidethe accuracy bound (maximum allowable position error) has to be at least 0.95.
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2.2.2 Integrity

Integrity is a measure of the trust that can be placed in the correctness of the information supplied by
the total system. Integrity includes the ability of a system to provide timely and valid warnings to the
user (alerts) when the system must not be used for the intended operation (or phase of flight) [ICAO,
2006]. Three parameters are defined relatively to the notion of integrity:

- The alert limit: To ensure that the position error is acceptable, an alert limit is defined that
represents the largest position error allowable for a safe operation. The position error cannot
exceed this alert limit without annunciation [ICAO, 2006].

- Time to alert: Time-to-Alert is the maximum allowable elapsed time from the onset of a
positioning failure until the equipment annunciates the alert [RTCA, 2006].

- Integrity Risk: The integrity risk is the probability of providing a signal that is out of tolerance
without warning the user in a given period of time [Martineau, 2008].

In practice to satisfy ICAO SiS integrity requirement, the following condition must be fulfilled:

P(PE > AL & noalert withinTTA) < IR (2-8)

where

- TTAistheTime-To-Alert which comprisesthe delay necessary to detect the positioning failure
and transmit this information to the pilot.

- PE isthe Position Error.

- P(A) means the probability of event A.

- AListhe Alert Limit.

- IRisthe Integrity Risk.

2.2.3 Availability

The availability of a navigation system is the ability of the system to provide the required function and
performance at the initiation of the intended operation. Availability is an indication of the ability of the
system to provide usable service within the specified coverage area. Signal availability is the percentage
of time that navigationalsignals transmitted from external sources are available for use [RTCA, 2006].

2.2.4 Continuity

Continuity of service of a system is the capability of the system to perform its function without
unscheduled interruptions duringthe intended operation. More specifically, continuityis the probability
that the specified system performance will be maintained for the duration of a phase operation,
presuming that the system was available at the beginning of that phase operation, and predicted to
exist throughout the operation [RTCA, 2006].

These requirements are not met by core GNSS constellations alone and especially accuracy and
integrity have to be improved for stringent operations, such as approach. Even with GNSS
modernization and the availability of new signals (for instance on the L5 frequency band),
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requirements cannot be met. Asaconsequence,augmentations systems are necessary for GNSS to be
usable by civil aviation.

2.2.5 Civil aviation SiS requirements

Table 2-3 presents SiS performances requirements defined in the civil aviation context [ICAO, 2006].
The operation LPV-200is not defined in the SARPs butinadocument [FAA, 2008] dedicated to SBAS.

2.3 Augmentation of core constellation systems for civil aviation

For GNSS to meet civil aviation operational requirements that demand highest level of performance,
there is a need to use augmentation system that can improve GNSS performance. Civil aviation
augmentations are mostly working on two aspects:

e improvement of the accuracy of the pseudoranges,
e improvement of the integrity of the PVT solution.

Obviously, this has to be done keepingin mind the continuityand availability of the solution. Different
augmentation systems exist and are adopted by civil aviation:

- ABAS(Aircraft Based Augmentation Systems) which consists in the integration of i nformation
provided by GNSS with information provided on-board by the aircraft. Indeed, if redundant
measurements are available (typically, more than four pseudorange measurements), it is
possible to perform a consistency check betweenthe measurementsin orderto detect biased
measurements. The two ABASs that can be used by civil aviation users are the RAIM (Receiver
Autonomous Integrity Monitoring) which is based on an on-board algorithm that uses only
GNSSinformation and the AAIM (Aircraft Autonomous Integrity Monitoring) which uses GNSS
combined with other on-board sensors such as baro-altimeter and inertial measurement units.

- SBAS(Satellite Based Augmentation system)which isbased on additional satellitesand ground
stations that provide to the user additional information to improve its performance. SBAS
provides thisinformation at the continental coverage. SBASs are studied in details laterin this
section. WAAS (Wide Area Augmentation System), the United States’ SBAS and EGNOS
(European Geostationary Navigation Overlay Service), the European’s SBAS support En-Route,
Terminal and Approach operations. It provides CAT | equivalent vertical guidance (also called
LPV-200) at any qualifying runway [SBAS IWG, 2014].

- GBAS (Ground Based Augmentation System) which consists of a single ground station that
provides to user with additional information to improve its performance. GBAS coverage is
local, typically 50 km around the ground station, which is enough to cover all aircraft
approaching an airport. GBAS provides CAT | service but research programs are currently
conducting to enable CAT Il approach service [FAA, 2016a].
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Accuracy Accuracy . . .
. . . . Time to . L - Horizontal alert Vertical
Typical operation | horizontal vertical Integrity Continuity Availability . L.
Alert limit alert limit
95% 95%
7.4 km
i tinetal
1-10-% /ht . (oceanic/con
En-route 3.7 km N/A 5 min 1-1077/h _f{ ° 0.99 to low density trafic) N/A
1-107° /h 0.99999
3.7 km
(continental)
1-107* /h to 0.99 to
- i -10~7
En-route, Terminal | 0.74 km N/A 15s 1-10=7/h 1-10-% /h 0.99999 1.85 km N/A
Initial Approach, _
1-107%* /ht
Intermediate, NPA, 220 m N/A 10s 1-10~7/h _g © 0.99 to 556 m N/A
1-107° /h 0.99999
Departure
Approach
operations with 1-2.1077in 1-87° per 0.99 to
16 20 10 40 50
vertical guidance m m ° any approach 15s 0.99999 m m
(APV1)
Approach
i ith 1-2.1077i 1-876
ope‘ratlon‘s wit 16m 8m 65 0~7in 87° per 0.99to 40 m 20m
vertical guidance any approach 15s 0.99999
APV2
6mto 1-2.1077in 1-87° per 0.99 to 35mto
CATI 16 6 40
m 4m s any approach 15s 0.99999 m 10m
0.99 or N/A
2.1077/h per 6 depending
1-87° per
LPV-200 16 m 4m 6.2s approach 165 on the 40 m 35m
(150 s) coverage
zone

Table 2-3. Civil Aviation Signal-in-Space Requirements.
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2.3.1 Accuracy improvement

The accuracy of the pseudorange measurement is one of the performance criteria improved by
augmentation systems and several ways exist to perform this task. For instance the RAIM algorithm
allows removing pseudorange measurements affected by large bias from the PVT computation
whereas AAIM also integrates on-board sensors measurements to increase the pseudorange
measurement accuracy. SBAS and GBAS use differential corrections to meet accuracy requirements.
As the study focuses on SBAS applications, the concept of differential corrections is detailed in this
section. Another method presentedin 2.3.1.2 used by civil aviation airborne toincrease the accuracy
of pseudorange measurements is the smoothing of pseudorange measurements.

In the literature, this technique is called DGPS for Differential GPS when applied only on GPS signals
and DGNSS in a more general way. The term DGNSS is used in this document to generalize the
differential concept to all GNSS signals.

The concept of differential GNSS is to improve the accuracy of the user pseudorange measurements
pl by providing corrections Ap,y» computed by a set of reference stations.

For pseudorange errors that are correlated in space and time, itisinterestingforthe user who derives
a pseudorange measurement to have access to an estimate of these errors from a nearby reference
station. Knowing the precise location of the reference station, it is possible to evaluate these errors
that affect the reference by comparing the actual pseudorange measurements with respect to the
theoretical pseudorange measurements.

2.3.1.1.1 Time correlation of the error

The time correlation of an error gives the rapidity with which the error is varying in time. An error
highly correlatedin time meansthatthe error varies slowly overtime. Issues appearwhen anerroris
poorly correlated intime. In this condition, to be efficient, the correctionassociated to the error should
be appliedinstantaneously. The problemisthat in general,a DGNSS user cannot apply correctionsin
real time. Indeed, the correction has to be estimated by the reference, transmitted, received by the
DGNSS user and applied on measured pseudoranges.

A time correlation model is standardized by ICAO and consists of a first order Gauss-Markov [RTCA,
2009] described by:

x =;x+w (2-9)
where

- xisthe Gauss-Markov random process with a zero mean and a variance equal to g,.

- wisthe driving noise of the Gauss-Markov process with a zero mean and a variance equal to
Ow-

- tisthe correlation time of the error in second.
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The relation between the standard deviation of the random process and the standard deviation of the
driving noise is given by:

At
02 = o? (1—er) (2-10)
where At is the sampling time interval at which the process is observed in second.

Anoverview of the time correlation of differenterrorsis givento understandthe globalimpact of each
error component. Orders of magnitude of error variations in time are proposed in the literature.

eiTmpo and gélack&eph are highly correlated in time, by consequence it is not problematic if
corrections are applied several seconds after their estimations. The correlation time of
sélock&eph can be assumed equal to 7200 s but can be reduced to 3600 s based on the average
satellite visibility whereas the correlation time of siTmpo can be assumed equal to 1800 s
[RTCA, 2009].

sliono is generally highly correlated in time and this correlation depends upon the latitude.
When the ionosphere is disturbed (geomagnetic storms, scintillations, etc.), the time
correlation can decrease significantly. The correlationtime of €!,,,, can be assumed equal to
1800 s [Salos, 2012].

- g4pand ek, are poorly correlated in time. As a consequence they cannot be corrected by
differential corrections. The time correlation of €, depends upon the time over which
measurements are averaged to derive the pseudorange measurements. In civil aviation, the
time correlation of the ¢, » can take value between 1 and 100 s. The highest valueis obtained
whensmoothingisapplied on measurements. The time correlation of the sll;,oise isin general
equalto1sincivil aviation applications and depends upon receiver setting [Vezinet, 2014].

2.3.1.1.2 Spatialcorrelation ofthe error

The spatial correlation of an error gives the rapidity with which the error is varyingin space. An error
highly correlated in space means that the error varies slowly over distance. Issues appear when an
error is poorly correlated in space. In this condition, to be efficient, the correction associated to the
errorshould be appliedinanareavery close tothe location of the reference station. In real conditions
reference and user locations are different and depending on the error spatial correlation, the
correction will be more or less efficient. The distance between the DGNSS user and the reference is
called baseline.

An overview of the space correlation of the different errors is given to understand the global impact
of each error component. Orders of magnitude of errors variations in space are proposed in [Pullen,
2011].

- 5élock&eph is highly correlated in space, by consequence itis not problematicif correctionsare
applied at a location several tens of kilometers from the station providing the estimation. As
an order of magnitude, considering that the standard deviation of the error distribution is
equal to zero at the reference location, the standard deviation of the error at a distance
baseline in km from the reference is equal to 0.1 mm X baseline in optimistic conditions
and 0.6 mm X baselinein pessimistic conditions [Kaplan and Hegarty, 2006].

- &l is,mostof the time, highly correlated in space.Even withbaselines of tensof kilometers,
DGNSS corrections decrease greatly the ¢!, , term. When the ionosphere is disturbed, the
space correlation decreases and this term is more difficult to compensate. As an order of
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magnitude, considering that the standard deviation of the residual error distributionis equal
to zero at the reference location, the standard deviation of the error ata distance baseline in
km from the reference is equal to 0.2 cm X baselinein the case of undisturbed ionosphere
and 4 cm X baseline in the case of disturbed ionosphere [Kaplan and Hegarty, 2006].
siTmpO is more affected by a difference in height between the userand the reference station
than a horizontal distance. This is the reason why, in GBAS, the vertical component which
arises from the height difference between ground station and aircraft is corrected using the
standardized nominal modelgivenin [RTCA, 2008]. Considering baseline of several kilometres,
DGNSS corrections decrease significantly the eiTmpo term. As an order of magnitude,
considering that the standard deviation of the error distribution is equal to zero at the
reference location, the standard deviation of the errorat a distance baseline inkm fromthe
reference is equal to 1 cm X baseline in optimistic conditions and 4 cm X baseline in
pessimistic conditions. This value is estimated considering that the userand the referenceare
at the same height [Kaplan and Hegarty, 2006] or that tropospheric error due to height
difference has been compensated.

e,ﬁ,P is poorly correlated in space. This error component is dependent upon the receiver
environment. The consequence is that multipath cannot be corrected by DGNSS even if the
baseline is of some meters. On the contrary, multipath experienced at the reference station
will be added to the differential user pseudoranges.

€loise 15 NOt correlated in space and depends also upon the receiver. DGNSS cannot
compensate this error component even if the baseline is of some centimeters.

2.3.1.1.3 Differential corrections concept

A simplified differential correction model is proposed to illustrate the DGNSS concept. A more
comprehensive definition of SBAS differential corrections is discussed in 2.4.

It is assumed that the error affecting the measurement i is decomposed into two parts, the error

differentiallycorrected eéiff andasmallererrortermthatis nottakeninto account by the differential

correction €

i

other- The error affecting the user (u) pseudorange measurement can be written as:

i i i
errors,, = Eotheru t Ediffu (2-11)

and the error affecting the reference receiver (rr) can be written as:

i i
errors, . = Eytheryr T Ediffrr (2-12)

The pseudorange measurement estimated by the reference can be modeled as:

where

p#r = R1ifr + 6ty + g(l)ther,rr + gzliiff,rr (2-13)

RL.is the geometricdistance between the reference station and the satellite at the origin of
signal i.
6t is the clock bias between the reference receiver and the satellite constellation time, in
second.
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Knowing the precise location of the reference station allows to remove the term RL,.. The differential
correction Apgidiff,wrr isintroduced and has the expression:

Ap‘édifﬁCOTT‘ =0ty + gtl)ther,rr + Scliiff,rr (2-14)
The user code pseudorange corrected by Apsidiffjwrr is noted p&,gdifﬁcorr and can be written as a

function of the uncorrected user pseudorange pl and the correction Apgidiff,ww as:

p’l,il,Ediff,COT'T = pli - Apédiff,corr (2-15)

with pl the pseudorange measurement estimated by the user and modeled by:

pl=RL+ 8ty + eltporn + g(iiiff,u (2-16)
where

- R isthe geometric distance between the user and the satellite at the origin of signal i.
- Oty isthe clock bias between the userreceiverand the satellite constellation times, in second.

Finally the pseudorange corrected by the term &£4;¢¢ can be modeled as:

Pﬁ,sdiff,corr = R%t + 5turr + £cl)ther,u + géther,rr + Agclliff,urr (2-17)
where

- Oty = Oty — 8t,, is the difference between user and reference station clock offsets in
second.
- Aséifflurr = séiff,u - sciliff'rr is the residual pseudorange errors on the user pseudorange of

the error corrected differentially.

Oty induces the same bias to all pseudorange measurements. This common bias 6ty is
consequently integrated in the time unknown (clock bias) of the user PVT solution. The term &t
which appears in the corrected pseudorange measurement expression is compensated in the same
way as 6t,,.

It can be seen from the definition of p&,gdifﬁcorr that the error term Ag(iiiff,urr which alters the

corrected pseudorange is the difference between the errors affecting the user and the reference. If
both receivers are influenced by the same errors, then the differential correction will have removed
all errors. However, if thereis a poorspatial and time correlation of the error component, error will be
different at reference and user levels and will not be completely compensated and will even be

amplified by DGNSS corrections (terms e};ther‘u and sf)therware added).

In DGNSS applications usedincivil aviation, the pseudorange measurementis smoothed at reference
station and user receiver levels using the carrier phase measurement. This step is of primary
importance in order to decrease the impact of errors poorly time correlated (receiver noise, some
multipath), since the magnitude of carrier phase tracking errors s significantly lower than that of code
pseudorange measurements. The smoothing equation is given in the steady state (k = n) by:
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P = -t )+ T [pi (k= 1) + (9! () — pCk — 1)] (218

where

- plisthe smoothed code pseudorange measurement from the signal i in meter.

- plistheunsmoothed code pseudorange measurement fromthe signal i in meter.

- n =S/T is the normalized smoothing time with S the filter time constant and T the epoch
duration.

- @listhecarrier phase measurement fromthe signal i in meter.

-k representsthe epoch of measurements estimation.

It is noticeable that the difference of carrier phase pseudoranges removes the ambiguity affecting the
carrier phase measurement if no carrier phase tracking disruption has occurred between the two
epochs.

As an example, regarding GBAS and SBAS, civil aviation airborne receivers shall utilize a maximum
standardized 100-second time constant carrier smoothing [ICAO, 2006]. GBAS users can also use a 30-
second smoothing constant.

Aftersmoothing, itis estimatedthatthe standard deviation attributed to noise and multipathis of the
order of a few tens of centimeters [RTCA, 2004].

As an orderof magnitude, expected standard deviationsof the three code pseudorange measurement
errors eélock&eph, gl . and siTmpo using DGPS compared to a standalone L1 C/A GPS receiver are
presented in [Kaplan and Hegarty, 2006]. Values of the three errors after differential corrections are
dependent upon the baseline between the user and the reference. Itis assumed that:

- the time correlation of errors is neglected (corrections are estimated, sent and applied
instantaneously),

- the Klobucharionospheric model is applied before differential corrections,

- the UNB3 tropospheric model is applied on pseudorange measurements before the
differential correction,

- thetroposphericerrordue toadifference of height betweenthe referenceand the useris not
considered and

- when two differential correction values are provided, the lowest value consists of optimistic
conditions and the highest value of pessimistic conditions.

Before differential corrections After differential corrections
ONoise 0.5m 0.7m
OTropo 0.2-15m 1 —4 cm/km X baseline in km
Olono 43-13.7m 0.2 — 4 cm/km X baseline in km
Oymp 0.2m 0.3 m
Oclock&eph 0.85m 0.1 — 0.6 mm/km X baseline in km

Table 2-4. GPS L1 C/A pseudorange measurement errors order of magnitude before and after
applying differential corrections.
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2. GNSS background

The standard deviation of £/,;.,and €}, increases after applying the differential correction and are
independent from the baseline. The influence of the multipath and the noise that affect the reference
receiver and the airborne are added.

2.3.2 Integrity monitoring

In a DGNSS system, the accuracy can be improved by sending corrections to the user but a second
importantinformationisthe quality of the correction and the trust that can be put on the correction
(including the trust in the GNSS). This second information is related to the integrity issue and is
provided by the augmentation system. In civil aviation, an integrity risk is allocated to hazardous
failures depending on the phase of flight.

The overall integrity risk is allocated to different identified conditions through an integrity risk
allocationtree. The tree depends uponthe approach type. In particularanintegrity risk is allocated to
the SiS threats that correspond to hazardous failures focused in this Ph.D. thesis. An example of
integrity risk allocation tree for the SiS is presented in Figure 2-1.

[ Signal in Space (SiS) integrity risk ]

Integrity risk due to no Integrity risk due to single Integrity risk due to
satellite failure satellite failure multiple satellite failures

Figure 2-1. SiS integrity risk allocation example.

Thenfor eachidentified condition, anintegritymonitoring functionisimplemented underthe form of
either:

- afault detection monitor,
- aprotection level computation.

Both integrity monitoring functions are tackled in this section.

Different specific monitors are implemented to protect GNSS users against identified failures. The
monitoris generally based on an observable whose value is compared to a threshold estimated from
the distribution of that observablein nominal conditions. The performance of afaultdetection monitor
is assessed by testing the capability of a monitorto detectfailures defined by a mode . The threshold
is computed from statistical analysis.

Different monitors exist such as the Signal Quality Monitor (SQM) which aims at detecting hazardous
signal distortions. SQM s extensively discussed inchapter 7. Many other monitors exist to detect other
precisely identified failures. For example, GBAS monitors the following threats:

- satellite signal deformation (EWF),
- low satellite signal power,
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2.4 Focus on SBAS

- excessive code-carrier divergence,

- broadcast of erroneous GPS ephemeris data,
- excessive range acceleration,

- ionospheric spatial-gradient anomaly,

- tropospheric gradient anomaly.

Two protection levels are defined: one horizontallyand onevertically. The definition of both protection
levels is provided in [RTCA, 2006].

The Horizontal Protection Level (HPL) is the radius of a circle in the horizontal plane (the local plane
tangent to the WGS-84 ellipsoid), with its center being at the true position, that describes the region
assured to contain the indicated horizontal position.

The Vertical Protection Level (VPL) is half the length of a segment on the vertical axis (perpendicular to
the horizontal plane of WGS-84 ellipsoid), with its center being at the true position, that describes the
region assured to contain the indicated vertical position.

The protection level computationis dependent uponthe augmentation system. In GBAS and SBAS, the
protection level isassumedto protect a user that appliesthe SBAS or GBAS corrections and only use
the non-faulty satellites, i.e. satellites whose measurements have been monitored successfully by the
groundreference station(s), forthe computation of its PVT. At each epoch, HPL or VPL are computed
by the user receiver by combining parameters transmitted by the ground segment, airbome
parameters and the user geometry w.r.t. the satellites used in the position computation.

In other words, the protection level computed by SBAS and GBAS users assumed that corrected
pseudoranges are affected by nominal errors only, and not by failures.

The ABAS protection level differsfrom GBAS and SBAS conceptsin that sense that it takes into account
that one measurement might be faulty (and that ABAS monitor might not detect certain faults).

2.4 Focus on SBAS

Afterthe description of the SBAS architecture, the concept of SBASdifferential correctionwhich allows
the user to improve pseudorange measurement accuracy is described. Then, the SBAS integrity risk
allocation is deepened. Finally, a comparison between SBAS and GBAS is proposed to have a better
understanding of augmentation systems.

2.4.1 SBAS architecture

Figure 2-2 gives an overview of the SBAS architecture [Chatre, 2003]:
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Figure 2-2. SBAS general architecture [Chatre, 2003].

The SBAS space segment consists of Geostationary Earth Orbit (GEO) satellites. Some characteristics
of the two SBASs that are targeted in this study are given in Table 2-5. Ground stations send
information via uplink stations to SBAS satellites that transmit the information to all SBAS usersin the

area covered by the satellites.

SBAS

WAAS

EGNOS

Political entity

United States

European Union

Orbital height

GEO (35 786 km)

GEO (35 786 km)

Orbital slot

Inmarsat 4F3 (98° W)
Galaxy 15 (133° W)
Telesat Anik FIR (107.3° W)

Inmarsat-3 AOR-E (15.5° W)
Inmarsat-3 IOR-W (25.0° E)
ESA-Artemis (21.5° E)

Number of satellites

3

3

Frequencies

L1 (1575.42 Mhz)

L1 (1575.42 Mhz)

Table 2-5. Space segment of the two SBASs of interest: WAAS and EGNOS [Navipedia, 2015] and

ConsideringSBAS ground segment, WAAS and EGNOS are controlledand managed by different ground

[GALILEO LA, 2015].

stations as summarized in Table 2-6.

WAAS EGNOS
Central processing WAAS Master Station Master Control Center
facilities (WMS): 3 (MCC): 4

Uplinks facilities

Ground Uplink Station
(GUS): 6

Navigation Land Earth
Station (NLES): 6

Monitoring facilities

Wide area Reference
Station (WRS) : 38

Ranging Integrity Monitoring
Station (RIMS) : 36

Operational Control
Centers: 2

Performance Assessment
and Checkout Facilitie: 2

Table 2-6. Ground segment of the two SBASs of interest ([Navipedia, 2015] and [GALILEO LA, 2015]).
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More details about WAAS and EGNOS are givenrespectivelyin [RTCA, 2006] andin [Westbrooketal.,,
2000] or [Brocard et al., 2000]. In EGNOS, specificand independent Ranging Integrity Monitoring
Stations are dedicated to the monitoring of signal distortions: the RIMS-C.

The SBAS user segment is based on the same principles as classical GNSS receivers: L-band
receiver/processors and antennas are necessary to process SBAS satellite signals. As the information
carried by SBAS satellite signals is different from information carried by GPS or Galileo signals, a
dedicated software processing has to be implemented.

SBAS users also have the possibility to use SBAS signals as ranging sources to increase the number of
pseudorange measurements (not all SBAS provide this service).

2.4.2 SBAS differential pseudorange measurement concept

SBAS provides three corrections to users which estimate their PVT from GPS L1 C/A signals [RTCA,
2006]:

- Fastcorrections:theyare intendedto correct errors that change rapidly in time such as GNSS
satellite clock errors. Fast corrections are common to all users.

- Long-termcorrections:they are intended to correct errors that change slowly intime such as
errors due to the atmospheric and long-term satellite clock and ephemeris errors.

- lonosphericcorrections: awide-areavertical ionosphericdelay modelis provided to the user
at pointson areference grid. The ionosphericdelay is estimated at userlevel by interpolation
of delays available on the reference grid (at least three points are necessary for the
interpolation) and by projection of the ionospheric delay in the direction of the user.

SBAS principles are defined in this section based on EGNOS definitions [RTCA, 2006].
In EGNOS system, the code pseudorange measurement correction is defined as:

ﬁ&,corr = ﬁl,ll + TCi + ICi + PRCi (ti,of) + RRCi(ti,of) X (t - ti,of) + At;v(t) (2'19)

with
RCi,current — PR Ci,previous

At
At = tiof — tof previous

Ath,(t) = ag, + ap (t —to) + aseo

P
RRCi(ti,of) =

where

- PRC;is the fast pseudorange correction associated to signal i.

- PRC;cyrrent is the most recent fast pseudorange correction associated to signal i.
PRC; current = PRC; (ti,of)'

- PRC;previous is the previous fast pseudorange correction associated to signal i.

- tior isthe time of applicability of the most recent fast pseudorange correction associated to
signal i.

- tiof previous iSthe time of applicability of the previous fast pseudorange correction associated
to signal i.

- TCjisthetroposphericdelay estimated by the userforthe signal i froma UNB3 tropospheric
model.
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- IC;istheionosphericdelay estimatedforthe signal i from the gridionospheric model defined
by RTCA [RTCA, 2006] and send by SBAS satellites.

- Atl,is the long term satellite error correction associated to signal i.

- ag,isthe clock offset error correction.

- ay, isthe clock drift error correction.

- Qggois an additional correction used for GLONASS satellites. Itis set to zero for GPS satellites.

- tgisthe time of the day applicability.

Still considering EGNOS, after differential corrections, the standard deviation associated to the
ionosphericerroris approximately equalto 0.5 m ([GSA, 2014]) instead of being between 4.3 and 13.7
m. The standard deviation of the clock and ephemeris error for users augmented by EGNOS was
estimated at 0.3 massumingthat the userapply the mostrecent correction (sentevery 6 s) instead of
0.85 m before corrections [Salos, 2012].

2.4.3 SBAS integrity risk allocation

In SBAS, the integrity risk allocation is splitin two integrity risks, one for the protection level and
anotherone for the fault detection detector. Ageneral faulttree is presented regarding SBAS context
in Figure 2-3, more details are available in [RTCA, 2004] or [Roturier et al., 2001].

[ Signal-in-Space (SiS) integrity risk J

SiS integrity risk associated to Ground system SiS integrity risk,
the protection level not covered by protection level

Figure 2-3. General SBAS fault tree, SiS integrity risk allocation.

SBAS monitors the validity of signals sent from the space segment as well as the ground segment.
Current SBASs monitor only GPS signals (or GPS and GLONASS). The ground system contribution in the
integrity risk corresponds to the right branch of Figure 2-3and can be divided in three high level threats
as presented for WAAS in [RTCA, 2004] and [Walter et al., 2012].

Ground system SiS integrity risk, not
covered by protection level

Integrity risk due to failurein Integrity risk due to Integrity risk due to

ranging source atmospheric anomalies and monitoring system
environmental effects

Figure 2-4. General fault tree, ground system SiS integrity risk allocation.

The three high level threats can be also sub-divided. The signal distortion contribution in the integrity
risk allocated to Signal-in-Space (SiS) is one of the threat included in the integrity risk allocated to
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failure inranging source. Nevertheless otherranging source failures are monitored by SBAS [Fernow,
2005]:

- the clock and ephemeris inaccuracies,
- the code carrier incoherency,
- excessive acceleration (the listis not exhaustive).

2.4.4 Comparison between SBAS and GBAS

Inordertounderstandin abetter way the SBAS differential concept, a brief comparison between GBAS
and SBAS is given. Even if both systems are concerned by the same problem regarding signal
deformations, the SBAS structure is different from the GBAS structure:

- GBAS s a system without any space segment.

- GBASgroundsegmentis constituted of asingle ground station located at an airport, containing
possibly several reference receivers with precisely known locations. SBAS relies on a network
of ground stations spread over a continent.

- SBAScorrectionsare uploaded fromthe ground to the satellites and then sentto the uservia
SBAS satellites whereas GBAS corrections are sent by ground stations via a VHF signal.

- The GBAS user segment contains a dedicated VHF antenna and demodulator, required to
decode the GBAS message. The SBAS signal is transmitted on the same band as GPS L1 C/A
signals, with a similar modulation. The hardware modifications required to use the SBAS
message are minor, any GNSS receiver is able to use the SBAS message with a software
modification.

From an operational point of view, the two main differences between GBAS and SBAS are that:

- SBAS code pseudorange corrections are given separately for each error depending on the
source of the error whereas all errors are corrected together in the GBAS approach.
Mathematically, and taking back notations from 2.3.1.1.3, in GBAS all errors coming from
different sources are corrected differentially in one term: £, .. = 0 and errorsﬁ, = sfﬁff.

- SBAS code corrections and integrity bounds are valid over an entire area and not only in the
GBAS reference station neighborhood. To estimate corrections, many reference stations are
spread over large regions. Instead of GBAS scalar correction, SBAS is based on vectorial
correction. Indeed SBAS provides the user with a set of corrections values at different space
locations. From thisinformation, the userextrapolates corrections values to its own location.

GBAS integrity risk allocation is similar for GBAS and SBAS.

2.5 Conclusions

In this chapter, a general overview of GNSS concepts was presented. Among all GNSS, two
constellations are focused on: the United State GPS constellation, as an unavoidable standard, and the
European Galileo constellation, as this work is performed in a European context. In the same way, two
SBASs are focused on: the United State system WAAS and the European system EGNOS.
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2. GNSS background

Inthe civil aviation framework, core constellationscannot be used in critical phases of flight (approach
and landing) because accuracy, availability, continuity and integrity requirements are not all met. To
mitigate these errors, improve accuracy and integrity, and meet requirements, augmentation systems
were developed. In particular, this Ph.D. thesis is focused on SBASs which are DGNSS and integrity
augmentation systems. To satisfy integrity requirements, SBASs have to associate probabilities
allocated to different GNSS threats (these probabilities are called integrity risks). A part of the total
integrity risk (it means the integrity risk considering all GNSS threats) is allocated to the SiS distortions
threat. GNSS signal distortion is the particular GNSS threat that is tackled in this Ph.D. thesis in the
SBAS context.

Even if GBAS is not the target of the study, its concept was introduced to illustrate the differential
measurement approach and to have a comparison with SBAS. Moreover both GBAS and SBAS are
concerned by the same problem of signal distortions evenif slight differences existin the strategy to
monitor SiS distortions as detailed by ICAO in [ICAO, 2006].

One of the difficulties regarding the GNSS signal distortion problem is that the impact of such a threat
on users depends upon two fundamental parameters: the signal modulation and the GNSS receiver
processing. Both parameters are detailed in the next chapter.
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3 GNSS signals structure and receiver
processing

This chapterintendsto give an overview of GNSSreceiverstructure. The basicarchitecture of a GNSS
receiveris presented in a simplified way in Figure 3-1.
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RF front end (Analog) A/D Signal and Navigation processing (Digital)
/Kconverter/

Figure 3-1. General structure of a GNSS receiver.

First of all, section 3.1 brings details about signals thatare (or will be) used by civil aviation receivers:
GPS L1 C/A, GPS L5, Galileo E5a and Galileo E1Csignals. Then,section 3.2 describes briefly the antenna
and the analog processing part of a GNSSreceiveralso called RF front-endwhich output consists of the
input of the Analog-to-Digital Converter (ADC). Section 3.3 introduces the main digital processing
steps, namely acquisition, code tracking and carrier phase tracking, which are typically implemented
in GNSSreceivers and that allow to have access to the pseudorange measurements. Note that the PVT
computation algorithm is not described as the pseudorange measurements are the observables of
interest in the present Ph.D. thesis. Information about these algorithms can be found for example in
[Kaplan and Hegarty, 2006].
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3. GNSS signals structure and receiver processing

3.1 Signals of interest description

This sectionintroduces the GPS and Galileo signals of interest forcivil aviation users: GPS L1 C/A, GPS
L5, Galileo E1C and Galileo E5a. For these users, stringent performances are required in terms of
accuracy, availability, continuity and integrity, reflected in a need of integrity of the received signals
themselves. This is why these signals are closely monitored by augmentation systems.

Satellite navigation signals are broadcasted in a frequency band allocated to the RNSS (Radio
Navigation Satellite System). In the special case of GNSS signals being used by civil aviation, these
signals also have to be within an ARNS frequency band (Aeronautical Radio Navigation Services). An
ARNS band is specifically protected as it hosts signals used for safety-of-life applications. It is thus
relatively free from interference (apart from intentional interference), except when other ARNS
broadcast in the band as is it the case for E5/L5 band, which is used by DMEs (Distance Measuring
Equipments) for example. The frequency band allocation is provided by International
Telecommunication Union (ITU).

Figure 3-2 illustrates Galileo and GPS signal frequency plans available in Galileo Interface Control
Document (Galileo ICD) [GSA, 2010].

Lower L-Band Upper L-Band
ARNS | ARNS
RNSS RNSS
I I
E5a E5b E6 i E1 i
A ! [
L5 L2 L1
¥ //// i i //// | e
]
\J X \J JoA
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oY Ny \'(\ Ny O N o \'{'\ > i & \"3\ NE °
Galileo Navigation Bands GPS Navigation Bands

Figure 3-2. Galileo and GPS frequency plans [GSA, 2010].

3.1.1 General GNSS signal structure

The modulation scheme for all the considered GPS and Galileo signals is based on Direct Sequence
Spread Spectrum (DSSS). As a consequence typical GNSS signals are composed of:

- Acarrier. To transport signalsinformation, asuitable carrier frequency is required. It allows to
choose the frequency band of the transmission, and therefore to respect the ITU frequency
allocation plan. The frequency bands chosen for GNSS transmissions allow to limit the impact
of the signal propagation channel (ionosphere, air, etc.) and to limit the size of antennas. The
carrier frequency (noted f;) of L1 signals is equal to 1575.42 MHz and the carrier frequency
of L5signals is equal to 1175.45 MHz.

58



3.1 Signals ofinterest description

The spreading code, which is a binary finite code composed of a large number of bits that
imitates the statistical behavior of white noise. A bit of the spreading code is known as a chip.
The chippingrate of a spreading code is noted f.. The code sequence c(t) can be modeled as:

+0o0 N
c(®) = Z (2 ck.m(t—kTC)>*5(t—iNTC) (3-1)

i=—o00 k=1
where
o Nisthe number of chips of the PRN code,
T, = 1/f, is the duration of a chip in second,
c are the spreading code chips,
m(t) isthe shaping waveform of the chip, which can take several forms depending on
the considered signal, as shown in the following paragraphs,
o 6(t — 1) is the Dirac function centered on the delay 7.

o O O

The spreading code name comes from the fact that the basebandsignal has a wider bandwidth
after modulation with the spreading code due to the high chippingrate of the spreading code
with respect to the data rate. This code is also called PRN (Pseudo Random Noise) due to its
statistical properties. The code periodis noted T,,4- This code allows the use of DSSS and is
chosen for satellite navigation for three main reasons [Kaplan and Hegarty, 2006]:
o The frequent phase inversionsin the signal introduced by the PRN waveform enable
precise ranging by the receiver.
o The use of different PRN sequences from a well-designed set, enables multiple
satellites to transmit signals simultaneouslyon the same frequency. Each satellite has
its own PRN and a receiver can distinguish among these signals the signal sent by a
particular satellite.
o DSSS provides significant rejection of narrowband interference.

A secondary code, whichis a binary finite code that modulates the signal. The secondary code
generally has a bitduration equal to the code period [GSA, 2010]. Notall GNSSsignals have a
secondary code. The use of a secondary code can improve some signal features [Sekaretal.,
2012]:

o datasymbol synchronization,

o correlation properties,

o narrowband interference protection.

The useful data. This component contains the useful information that is meant to be passed
to the user. Note that not all GNSS signals contain useful data. If they do, they are referred to
as data component. If theydo not, theyare referred to as data-lessor pilot component. Typical
GNSS data component uses BPSK modulation. Data bits are sent with a rate f; = 1/T,, with
T, the data bit period. f; is much smaller than the spreading code frequency f.. The data
sequence d(t) can be modeled as:

d(t) = i dp.rectr, <t - Ty (n + %)) (3-2)

n=—oo

where the rectangular function is defined by:
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0 if [¢] >
recty(t) = (3-3)

1 iflel <

N <N

Parameters defining signals of interest are summarized in Table 3-1. Other Galileo and GPS signals are
not described because they are not planned to be used by civil aviation users.

Constellation Galileo GPS
Signal E1B E1C E5a-| E5a-Q L1 C/A L5-1 L5-Q
Navigation Data . 50 . 100 .
(sps) 250 Pilot (25 bps) Pilot 50 (50 bps) Pilot

Secondary code

length (primary No 25 20 100 No 10 20
code length)
ori

rimary code 4092 10230 1023 10230
length (chip)

Chip rate (Mcps) 1.023 10.23 1.023 10.23
Primary code 4 1 1 1
duration (ms)

Modulation CBOC(6,1,1/11)* QPSK(10)* BPSK(1)*! QPSK(10)*

Carrier frequency 1575.420 1176.450 1575.420 1176.450

(MHz)
Bandwidth (MHz) 24.552 20.46 20.46 24
Polarization Right Hand Circular Polarized (RHCP)

1. definedinthe nextsection

Table 3-1. Characteristics of Galileo and GPS signals of interest.

In the following, details are added about the structure of signals presented in Table 3-1.

3.1.2 GPSL1 C/A signal structure

GPS L1 C/A signal is BPSK(1)-modulated, which means:

- the PRN code chipping rate f. is equal to 1 X 1.023 MHz and

- theshapingwaveformm(t) used by the PRN code is a rectangle of length the chip duration.

As a consequence, the PRN code can be modeled as:

60




3.1 Signals ofinterest description

c(t) = io <§N: ck-recty, (t —T, (k + %))) *§(t—INT,) (3-4)

i=—o00 k=0
Details about this signal can be found in a lot of documents such as in [GPS.gov, 2000] or [Gleason,
2009]. The ideal GPS L1 C/A signal at the satellite output can be modeled as:

Ss.c/a(t) = Ad(@®)c(t) cos(2ntfy) (3-5)
where A is the amplitude of the transmitted signal.

The derivation of the normalized Power Spectral Density (PSD) envelope of the GPS L1 C/A signal is
given in [Avila Rodriguez, 2008] assuming an infinite PRN code:
sin?® (7;—f>
G =T,———" (3-6)
BPSK(1) (f) c (T[f) 5

fe

The inverse Fouriertransform of the normalized PSDis the normalized autocorrelation function of the
signal:

400
Rppsk(n)(T) = f Gppsk(1) (He~2miftdf

|l
i 1—— if |t|<T,
Rppsk(n(7) = trig (1) = T, if Itl c (3.7)

0 elsewhere

Figure 3-3 showsthe normalized PSD (and not only its envelope) and the normalized autocorrelation
function of the ideal GPS L1 C/A signal made of finite PRN code sequences.

PSD of the GPS L1 C/A signal

GPS L1 C/A correlation function
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Figure 3-3.Normalized PSD (on the left) and normalized autocorrelation function (on the right) of the
GPS L1 C/A signal.

3.1.3 GPSL5 signal structure

GPS L5 signal is composed of two orthogonal components. One component consists of the L5 pilot
channel, onthe quadrature-phase part of the signal,and the second component consists of the L5 data
channel, on the in-phase part of the signal. The two channels have different PRN codes and different
secondary codes (with different secondary code lengths). Both components can be considered as two
independent BPSK(10)-modulated signals (the total signal is QPSK (10)-modulated). Details about
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GPS L5 are provided in several documentsasin [GPS.gov, 2012], [Macabiau et al., 2003] or [Bastide et
al., 2002].

The two GPS L5 components are BPSK(10)-modulated, which means:

- the PRN code chipping rate f. is equal to 10 X 1.023 MHz and
- theshapingwaveformm(t) used by the PRN code is a rectangle of length the chip duration.

As a consequence, the PRN code can be modeled on the in-phase (c;(t)) and the quadrature-phase
(co(t)) components as:

cx (O = io (ZN: Ck x-Tecty, <t —-T, (k + %))) *§(t —iNT,) (3-8)

i=—o0 k=0
withX =1orQ
where

- X =l isreferred to as the in-phase component and X = @ is referred to as the quadradure-
phase component.

- ¢ x(t) is the PRN chips sequence of the in-phase (X =1) and the quadrature-phase
component (X = Q).

The ideal L5signal, QPSK(10)-modulated, at the satellite output can be modeled as:

S5 15(t) = Ad(t)c;(t)cy (t) cos(2mt fo) + Acg (t)cpo(t) sin(2mtfy) (3-9)
where

- Aisthe amplitude of the transmitted signal.
- C1(t) (cg0(t)) is the materialization of the secondary code on the in(quadrature)-phase
component.

The pilot component is usually used essentially to improve the accuracy of the code pseudorange
measurement and decrease the time necessaryto acquire the signal. Moreover, the currentdraft SBAS
Dual-Frequency Multi-Constellation (DFMC) document [Samson, 2015] seems to indicate that only the
pilot channel would be used to estimate pseudorange measurements inanairborne (DFMC) receiver
in SBAS mode. As a consequence, aspecial focus willbe put onthe pilot component. By consequence,
the study of the GPS L5 pilot component can be seen as the study of one BPSK(10)-modulated signal.

The derivation of the normalized PSD envelope of the quadrature-phase L5 signal component
(BPSK (10) modulation)isequivalenttothe BPSK(1) modulation with a different chippingrate (10
times higherin the case of BPSK(10)) and is given by:

sin? (ﬂ—f>

Ggpsk(10) (f) = TCT{Z (3-10)

fe
The inverse Fouriertransform of the normalized PSDis the normalized autocorrelation function of the
signal:

400

Rppsk(10)(®) = f Gepsk(10) (He~2mirtdf
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||
. 1—— if|t T,
Rppsk(10)(®) = triq,(7) = T, i1t <Te (3-11)

0 elswhere

Figure 3-4 showsthe normalized PSD (and not only its envelope) and the normalized autocorrelation
function of the ideal GPS L5 pilot component made of finite PRN code sequences.
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Figure 3-4.Normalized PSD (on the left) and normalized autocorrelation function (right) of the GPS L5
quadrature component.

3.1.4 Galileo E5a signal structure

The Galileo E5 band carries two sub-signals: E5a and E5b signals. These two signals have different
carrier frequencies and are modulated together to form a wideband E5 signal AItBOC(15,10). E5a
and E5b sub-signals can be considered as two QPSK (10)-modulated signals and can be processed
independently. Each sub-signal has the same structure as the GPS L5 signal: a pilot and a data channels
are sentviathe in-phaseand the quadrature-phase signal components. Details about Galileo E5 signals
are provided in [GSA, 2010], [Bastide et al., 2002] or [Shivaramaiah and Dempster, 2009].

As only the E5a pilot channel component should be used by civil aviation to estimate pseudoranges,
the E5a signal model is presented without considering the E5b signal. The ideal E5a signal,
approximated by a QPSK(10)-modulated signal, at the satellite output can be approximated by:

Ss gsa(t) = Ad(t)c;(t)cy (t) cos2mtfy) + Aco (t)caq (t) sin(2mtfp) (3-12)
where
- Aisthe amplitude of the transmitted signal.

- C21(t) (cz0(t)) is the materialization of the secondary code on the in(quadrature)-phase

component.
- ¢1(t) (co(t)) isthe PRN code onthe in(quadrature)-phase component as defined by equation

(3-8).

The normalized PSD envelope of the Galileo E5a quadrature phase component assuming an infinite
PRN code can be approximated by the GPS L5 signal BPSK(10)-modulated PSD:

2 (7L
Gepsk (100(f) = TC%

fe
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3. GNSS signals structure and receiver processing

The normalized autocorrelation function of the Galileo E5a quadrature-phased signal can be
approximated by Rgpsk(10):
1-— ﬂ if lt| <T,

T c

(o
0 elsewhere

The normalized PSD and the autocorrelation function of the E5a signal pilot componentare very similar
to the GPS L5 signal pilot component PSD and correlation function (see Figure 3-4). In this document
both signals are considered as equivalent.

Rppsk(10)(®) = trig (1) =

3.1.5 Galileo E1 OS signal structure

The Galileo E1 Open Service signal is composed of two components: the E1B data componentand the
E1C pilot component. Both components are CBOC-modulated. The datacomponent carries the I/NAV
navigation datastream, the spreading code and is modulated with two sub-carriers whereas the pilot
component is constituted of a spreading code (which includes a secondary code) and is modulated
with the sub-carriers. Galileo E1signal is CBOC(6,1, 1/11)-modulated, which means:

- the PRN code chippingrate f. is equal to 1 X 1.023 MHzand
- theshapingwaveform m(t) used by the PRN code is a pattern with a length equal to the chip
duration and defined by:
ascpoc(i,1) (£) + Bscpocen) (t) for the E1B component,
ascpoc(1,1) (t) — BSCpoc(e,) (t) for the EIC component,

where
10
o a= [—
11
,1
o) = |=
B 11

[ in(2rXt x 1.023 x 107° if 0<t<T
o SCBOC(X,l)(t) = {SLgn(sm( T )) if ¢
0 elsewhere

is the materialization of the sub-carrier.

As a consequence, the PRN code on the E1B component can be modeled as:

+0o0 N
cp1p(t) = Z (Z Ck- (aSCBOC(m) (t — kT,) + Bscpoc(en)(t — ch))>

Feeo \ TR0 (3-13)
* §(t —INT,)
And on the E1C component as:
+o00 N
cpic@®) () = z (Z Ck- (aSCBOC(l,l) (t = kTc) — Bscgoc(en)(t — ch)))
S Ao (3-14)

* §(t —INT,)
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3.1 Signals ofinterest description

It should be noted that ¢, which appears in the definition of the E1B signal component is different
from ¢, which appearsinthe definition of E1IC evenif nodistinctionis made for the sake of simplicity.
Details about Galileo E1 OS signal are givenin [GSA, 2010] or [Julien etal., 2006]. The ideal E1 signal at
the satellite output can be modeled as:

ss g1(t) = Ad(O)cg1p(t) cos(2mtfy) — Acy g1 (£)CEic (b) cos(2mtfy) (3-15)

where

- Aisthe amplitude of the transmitted signal.
- ¢p1c(t) is the materialization of the secondary code on the E1C signal.

As for other signals, only the pilot componentis of interest in the context of this Ph.D.: E1C. E1C
modulation is defined as CBOC(6,1,1/11, —) whereas E1Bas a CBOC(6,1,1/11,+).

The PSD envelope of the transmitted Galileo E1signal onthe in-phase component is made of both E1B
and E1C signals. The global E1 modulation consistsin a CBOC(6,1,1/11) and its normalized PSD
envelope assuming an infinite PRN code is given in [Julien et al., 2006] by:

10 1
Gegocenn/11)(f) = 11 Grocan ) + 17 Geoccen ) (3-16)

sin (27;%) sin ( f{)
nfcos (ZXJ;”C)

The autocorrelation of the E1IC component cannot be directly estimated from the PSD of the entire E1
signal. For the E1IC component, the normalized CBOC(6,1,1/11,—) autocorrelation function is
defined from the convolution product as:

where

GBOC(X,I) (f) =fe

RCBOC(6,1,1/ 11,-) (T)

/ 10 1
= \ ESCBoc(m) - ESCBoc(m)
(3-17)
/10 , 1
ESCBOC(l,l) - HSCBOC(6,1) (™)

where (x *y) (1) = fj;o(x(r —t) X y(t))dtis the convolution process.

From this expression, the normalized autocorrelation function definition introduced in [Julien et al.,
2006] can be recovered:

10 1
RCBOC(6,1,1/11,—) (T) 11 RBOC(l 1) (T) +— 11 RBOC(6 1) (T)

V10

—2 ETh Rpoc(1,1)/80c61) (D

(3-18)

with

65



3. GNSS signals structure and receiver processing

z(k -1
— : 2(k —1)
RBoc(X1)(T) Z\trl — +iriT T+T/
2X

12

R @ 12 wariz (v~ 242 0)
T)=7>5) n T \T———5—

BOC(1,1)/BOC(6,1) 12 ) k 2 27X

- n=1ifk=1;2;3;10;11;12andn, = —-1if k =4;5;6;7;8;9.
- tTi7~C(T — ¢) the triangularfunction centeredin ¢ with a width equal to 2T, and a magnitude
equal to 1.

The three components of the correlation function are illustrated in Figure 3-5.

correlation functions for different modulations
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Time from the prompt in GPS L1 C/A chip unit
Figure 3-5. Correlation function terms used to defined CBOC autocorrelation function.

In the same way the normalized CBOC(6,1,1/11, +) autocorrelation function is given by:

10 1 m

Regoceni/in, e () = RBOC(l (™) +77 RBOC(G n(@ +2— RBOC(l 1)/B0c(6,1) (T)
In the following, only the E1C component (CBOC(6,1,1/11,—) modulation) will be treated.

Figure 3-6 showsthe normalized PSD (and not only its envelope) and the normalized autocorrelation
function of the Galileo E1C signal made of finite PRN code sequences.
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Figure 3-6.Normalized PSD of the Galileo E1 signal (on the left) and normalized autocorrelation
function (right) of the Galileo E1C signal.

66



3.1 Signals ofinterest description

3.1.6 Discussion about power spectral density and correlation function

PSD expressions given for different signals have been estimated considering only the primary code
materialization. This choice is equivalent to study the signal on only one spreading code chip symbol.
On some signals, data and secondary code streams are also added. The consequence is that PSDs of
transmitted signals are slightly different from PSDs estimated in sections 3.1.2to 3.1.5. In the general
case the mathematical definition of the PSD of a transmitted signal s¢(t) constituted of a data
sequence d(t), a spreading code sequence c(t) and a secondary spreading code sequence c,(t) is
equal to:

Gs, (f) = Ge,(f) * G (f) = G (f) (3-19)
where
- ss(t) = c2(O)d()e(t),
- G, (f) is the PSD of the materialized secondary code,

- G.(f) is the PSD of the materialized primary code,
- Gg4(f)isthe PSD of the materialized data steam.

It is noteworthy that PSDs that have been presented for the different signals consist only in the G, (f)
term. Considering that the secondary code has a rate equal to f, (fc, = 1/TCZ) and that the data rate

isequal to fy (fg = 1/Ty), G¢,(f) and G4(f) can be expressed as:
sin? (ﬂ)

fe

G, () =T, —
()
. 2(nf

Ga(f) = TdS”:TfM
(7)

For studiedsignals, f., and f; are considerably lower than the primary code frequency f, (atleast20

times lower as it can be seen on Table 3-1. It entails that the frequency occupation of G, (f) is much
larger than the frequency occupation of G, (f) and G4(f) and the consequence is that:

Gss(f) ~ Gc(f)

A second remarkisthat PSDs mathematical expressions established in previous sections of 3.1are not
exactly representative of transmitted signals PSD but only of the envelope of transmitted signals PSD,
as discussedin [Julien, 2006]. Indeed the presence of the periodic spreading code generates PSD
spectral lines separated from each other by the value of the ratio between f. and the code length:
1 kHz for GPS L1 C/A signal, 250 Hz for Galileo E1C signal, 100 Hz for Galileo E5a and GPS L5 signals.
For the sake of simplicity, only the PSD envelope is considered even if in Figure 3-3, Figure 3-4 and
Figure 3-6 true PSDs are shown.

Regarding correlation functions, only models were introduced. The presence of a secondary code
and/ordatabits does not have asignificantimpact on correlation functions. Nevertheless, the primary
code can slightly modify the shape of the correlation function. For instance for a GPS L1 C/A signal,
depending on the PRN spreading code, the amplitude of the normalized correlation function at a
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3. GNSS signals structure and receiver processing

distance T, isnotequal tozerobutto +1/1023. Thisphenomenonhas animpact on the correlation
function slope.

3.1.7 Signals structures summary

The foursignalsthat should be used by civil aviation receiversto estimate their pseudoranges and that
are focused in this document are:

- the GPS L1 C/A signal, BPSK (1)-modulated,

- the GPS L5 quadrature-phase signal, BPSK(10)-modulated,

- the Galileo E5a quadrature-phase signal, BPSK(10)-modulated and
- the Galileo E1Csignal, CBOC(6,1,1/11,—)-modulated.

Signals, PSDs and correlation functions expressions were introduced for the four signals. As an
approximation, PSDs were estimated fromtheirenvelopes. Secondary code and the data component
were neglected in order to facilitate the analysis.

chip shapes for different signals Correlation functions for different signals

—GPSL1CIA —Galileo E1C

—Galileo E5a and GPS L5 —GPSL1CIA

—Gallileo E1C —Galileo E5a and GPS L5
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Normalized amplitude
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Time in GPS L1 C/A chip unit Time from the prompt in GPS L1 C/A chip unit

Figure 3-7. Chip shapes and autocorrelation functions for different signals.

Figure 3-7 illustrates the chip shape and the autocorrelation function forsignals of interest. Inred are
presented results for the GPS L1 C/A signal, in blue results for Galileo E5a and L5 quadrature -phase
signal componentsandin black results for Galileo E1C signal. The abscissais givenin GPS L1 C/A chip
unit it means 1.023 x 107 s. The Galileo E1C correlation function corresponds to the
CB0OC(6,1,1/11,—) autocorrelation function. The Galileo E1C signal is normalized to have the
BOC(1,1) component amplitude equal to 1 in the chip domain.

3.2 Analog processing of GNSS receiver

When reaching the receiver antenna, the incoming signal sent by the satellite and generated by the
payload components, including the satellite antenna, has gone through the propagation channel that
was described in the previous chapter (free space, ionosphere, troposphere, potential obstruction,
multipath, interference). First of all this signal passes through the receiverantennaandthen through
the analog section of the GNSS receiver. In this section, the signal is processed as an analog signal
before beingdigitized (sampled in timeand quantifiedin amplitude) by the analog to digital converter.
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3.2 Analog processing of GNSS receiver

The analog section is made of the antenna, a Low Noise Amplifier (LNA), mixers, local oscillators and
filters. This receiver portion is of primary importance because it pre-conditions the signal thatisthen
processed digitally.

3.2.1 Antenna

The antennaisthe first component of thereceiver encountered by theincoming signal. As GNSS signals
are right hand circularly polarized, GNSS antennas are also right hand circularly polarized. Desired
characteristics of GNSS antennas are: the frequency selectivity, a high gain towards the satellites,
multipath and interference rejection capabilities, low gain in directions where no satellite is located
and a stable phase and group delays.

The antennahas an impact onthe signal quality. Asan example, a high-gain dish antennawith alarge
diameter is directive and allows to amplify a signal arriving from one direction while attenuating all
other. An omnidirectionalantenna will have less gainin agivendirection but will receive several signals
witha fair C/N,. Dependingon the usage, differentantennas can be selected. Forthe observation of
tiny signal distortions, high-gaindish antennas are preferred. However, typical civil aviation users have
antenna with a positive gain in the up direction and good rejection in the down direction.

3.2.2 RF front-end

Afterthe antenna, thesignalis passing through the RF front-end whereitis amplified, down-converted
and filtered. The down-conversion consists in reducing the signal carrier frequency in order to reach
intermediate frequencies (IF) and filterthe IF signal more selectively. The down-conversion is realized
by multiplying the incoming signals by local sinusoidal waves generated by local oscillators. Several
stages are usually necessary to translate the signal to IF or baseband.

The antenna and the summed effect of the different equivalent baseband filters and electronic
components, part of the RF front-end, determine the so-called equivalent selective filter or pre-
correlation filter of the GNSS receiver. In general, the lastfilter of the RF front-end (the most selective)
is the one that will dominate the pre-correlation filter.

Figure 3-8givesthe chip shapes afterapplying a 6"-order Butterworth pre-correlation filter of 24 MHz
(inred) and 12 MHz (in blue) double-sided. It is noticeable that a delay visible on the chip affects
filtered measurements. The delay is higher when the filter bandwidth is lower.

At the output of the RF front-end, the GNSS signal is dominated by the noise. The next step of the
signal processing which is the quantization of the signal consists essentially of a noise quantization
more than a GNSS signal quantization.

69



3. GNSS signals structure and receiver processing

] E?—hip shapes for different signals and different pre-correlation filter bandwidths

(0]
°
2
‘s
£
@
o
R 0.5
= - - -BPSK(1) - 24 MHz
E - - -BPSK(1) - 12 MHz
S -1f |--BPSK(10)- 24 MHz
- BPSK(10) - 12 MHz
15} |—CBOC-24MHz
—CBOC - 12 MHz
-2 ! ! L | ! I L ‘ ‘ :
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Time in GPS L1 C/A chip unit

Figure 3-8. Influence of the filter bandwidth on chip shapes.

3.2.3 Analog to digital converter (ADC)

The ADCisthe last step of the GNSS receiver analog processing. The purpose of this deviceis to digitize
the analogsignal. The signal is quantized in amplitudeand intime. The process of time quantization is
called sampling.The sampling period Ty is an important parameter becauseitis one of the parameters
linked to the resolution with which the signal is observed. Another parameter linked to the resolution
of the digitized signal is the number of bits used to quantize the amplitude of the signal. If only few
guantization levels are available, the digitized signal will suffer from quantization losses. In general, to
avoid these losses, the receiver can use a multi-bit ADC. In this case, an Automatic Gain Controller
(AGC) is necessary to adapt the power of the received signal to the ADC quantization range and avoid
signal distortions [Parkinson and Spilker, 2006].

3.2.4 Signal expression at the output of the analog section

Consideringthe ideal GNSS signal at the output of the satellite 55 (t), the signal 5;,,,,¢(t) at the receiver
antennainput can be written as a function of the propagation medium impulse response gp,op (t):

Sinput )= Yprop () * s5(t) (3-20)

When the signal goes through the antenna section, it is convolved with the impulse response of the
antenna g.n:(t). At the output of the antenna s(t), the signal can be modeled as:

s@) = Gant () * Sinput ®) (3-21)

The signal atthe output of the RF front-end 5(t) can be expressed as a function of theimpulse response
of the RF front-end h g (t).

§(t) = hgp(t) * s(t) (3-22)

The last stepis the A/D conversion which consistsin a quantization of the signal. The signal §,, at the
output of the ADC can be modeled as:
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su=5(2) (23
§,=5+ 3-23
" fs

where f; = 1/Tyisthe samplingfrequency in hertz.

Finally, the signal at the GNSS receiver analog section output can be written as afunction of the signal
at the satellite output:

Sm = (Grot * Ss) (%) (3-24)

Where geor (£) = (Rrr * Gane * gprop)(t) is the impulse response of the propagation medium, the
antennaand the RF front-end equivalent filter. g, (t)is equivalentto a delay 7. (t) on the code and
adelay r(p(t) on the carrier phase that are time-dependent.

Expressions of the two delays are function of parameters defined in 2.1.3 and can be expressedin
seconds as:

pL () _ Ri, + 8ty +errors),, (3-25)

() = c c

and

o) = @l(t) _Ri+ 68t +errors,, + AN'
¢ c c

The carrier phase delay causedby the propagation ofthe signal is usually givenin radian and is function
of the carrier frequency:

(3-26)

Pp(t) = 21fT4(t) (3-27)

Itis importantto notice that the Doppler Effect, caused by the relative velocity between the satellite
andthe receiverandsignals propagation effects, isincluded in the definition of the phase delay ¢, (®).

At a giventime, the Dopplerfrequency f;,, islinked to the phase delay by:

1 d(pp

=—_—F 3-28
4P " o dt (3-28)

It entails that ¢, (t) can be written as a function of the signal initial phase ¢,:
(Pp(t) = Zntfdop ®+ Ppo (3-29)

As an example, considering the expression of the GPS L1 C/A signal sS_C/A(t) at the satellite antenna
output defined by equation (3-5):

Ss.c/a) = Ad(t)c(t) cos(2mtfy)

the signal §,, /4 at the output of the ADC can be modeled as:

Snc/a= Ad(% e (%)’fd"p (]%)) 6(}%

n n n n n (3-30)
— T (E) +Jaop (]Ts)> cos <2n]75f’F + ¢, (E)) + i (175)
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where

- Tls isan additive perturbation that affects the GNSS signal. Itis modeled as a filtered white
Gaussian noise (thermal noise).

- Pp (t) is the phase delay of the signal induces by the propagation, the antenna and the RF
front-end in radian.

- fir isthe intermediate frequency after the down-conversion in hertz.

- faop (t) is the Dopplerfrequency affecting the signal in hertz. This term is time-dependent.

- E(t, fdop) is the filtered PRN chips sequence affected by a Doppler f;,, at time t.

- d(t,fdop) is the filtered datasequence affected by aDoppler f;,, at time ¢.

The same conceptcan be applied to othersignals.

To simplify formula without losing generality, the influence of the ADCis nottakenintoaccountinthe
expression of the signal at receiver digital section input. In the following, derivations are proposed
considering a continuous signal.

3.3 Digital processing of GNSS receiver

After the digitization of the signal, the signal is processed in three main steps: the acquisition, the
tracking and the data demodulation. The acquisition and the tracking aim at estimating the incoming
signal parameters (code delay, carrier phase and Doppler). These parameters were defined in 3.2.4.
These processes are all based on the correlation principle whichis describedin 3.3.1. The acquisition
isintroducedin 3.3.2. Then, code tracking and phase lock loops are describedin 3.3.3. As introduced
in this chapter, the estimation of the navigation solution is not tackled because the research about
GNSS signal distortions performed in this study is limited to the pseudorange measurement domain.

3.3.1 Correlation process

The correlation processis at the base of the GNSS receiver processing. First of all, a correlator output
modelis givenand some notations that are used in the continuation of this manuscript are introduced.
Then, correlation functions that are derived by GNSS receivers are presented taking into account
correlation function distortionsinduced by the analog section of the receiver. Finally, some important
correlation function properties are given.

To extract information from the GNSS signal buried in the noisy RF front-end output, the receiver has
toperformacorrelation operation between thereceived signaland two local copies of the GNSS signal
of interest (atleasta copy of its PRN code and carrier, which are known by the receiver). One copy of
the signal represents the in-phase component (5.4 ;(t)) and the other one the quadrature-phase
component (S;pcqr o(t)).

Slocal_[(t) = C(t - f) cos (ZnthF + qg(t)) (3'31)
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Stocar () = ¢(t — ) sin(2ntfir + (@) (3-32)

where

- Tisthe incoming signal group delay estimated by the receiver.
- cf)(t) is the incoming signal carrier phase delay estimated by the receiver.

The correlation operation is generally performed over one or an integer multiple of the PRN code
period. The resulting correlation function R (considering only the in-phase local replica) can be
expressed as:

1 Tint
R(S‘r: ‘g(p) = T_t fo Slocal_l (f' - t)§* (t)dt
in

Tint

R(ese,) = %nt c(z —t)cos (21Tf,p(% —t) + <;5(t))§*(t)dt (3-33)
0

where

- Tintis the coherentintegration duration in second.

- §*(t) is the conjugate of the signal at the output of the GNSS receiver analog section.
- Tisthe delay of the local PRN code in second.

- (ﬁ(t) is the phase of the local carrier (that can evolve over time) in radian.

- g;isthedifference between the incoming signal and the local code replica delay in second.
- gpisthe difference between the incoming signal and the local phase replica in radian.

This processing thus takes advantage of the correlation properties of the spreading codes used by GNSS
signals. GNSS spreading code families have two main properties:

- Poor cross-correlation: the correlation function between any two different PRN codesis very
small whatever the delay between the two signals is.

- Strong autocorrelation: the correlation between a PRN code and a local replica of itself is
maximum whenthey are synchronised andis very low when theyare not synchronized within
one chip (the autocorrelation functions of the signals of interest are provided in 3.1).

Inaddition, the correlation process permits to accumulate the power of the data bit overthe coherent
integration duration, while it averages out all the other signals that are not containingthe PRN code
(such as the noise orinterference). The consequence is such that the correlator output of the useful
signal should dominate the noise (whenthe local replica and the incoming signal are synchronized).

A simplified model for the in-phase correlator output affected by thermal noise (assuminga constant
code and carrier Doppler duringthe coherentintegration duration and considering that the correlation
is realized within one data bit) is given by [Julien, 2006]:

sin(mefTine)

I(e,,sq,, ef) = ADRg(e,) cos(e¢,) +ny (3-34)

nngint
where

- R;isthe correlationfunction between the local replicaand the received signal code (whichis
an elementof the receivedsignal). Note thatit takes into account the effect onthe incoming
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signal of the propagation channel, the antenna and the RF front-end equivalent filter. The
expression of filtered correlation function is given in appendix A.
- n;isthenoise atthein-phase correlatoroutput. This noise is assumed Gaussian and its power
isderivedin appendixA taking into account the antenna and RF front-end equivalent filter.
- Aisthe amplitude of the received signal at the receiver input.
- D isthesignof the incoming signal navigation data bit (if any) during the correlation operation.
- &;isthecode delaydifference between the local replica and the received signal in second.
- &y is the carrier phase difference between the local replica and the received signal. It
correspondsto the carrier phase difference inthe middle of the correlationinterval in radian.
- &isthe Doppler difference between the local replica and the received signal in hertz.

Fromthe previous model(equation(3-34)), itcan be seenthatthe correlator output will dominate the
noise only if &;, €, and & are close to zero. There is thus a need to synchronize the local replica

generated by the receiver with the incoming signal of interest.

All GNSS receivers also use the so-called quadrature-phase correlator outputs obtained from the
correlation of the incoming signal with a local replica of the signal quadrature-phased component
(Stocar_o(t)). The model of the quadrature-phase component is given by:

sin(merTine)

Q (ST,E(p, sf) = ADR(g;) sin(s(p) +ng (3-35)

Where ng is the noise at the quadrature-phase correlator output. This noiseis assumed Gaussian and

T[Ef Tint

isindependent from n;. It has the same power as n;.

I and Q are dependent upon the code delay error, the carrier phase error and the Doppler error.
Neverthelessin signal processing, correlator outputs are also estimatedfor code delay errors different
from zero. Assumingthate, = 0 and & = 0, the following notations willbe used in the continuation.

I, =1(g;,0,0) = ADRs(g) + 1y (3-36)

Qs, = Q(,0,0) = ny (3-37)

Figure 3-9 gives an illustration of the normalized code correlation function on a BPSK code sequence
of seven chips. It corresponds to a simplified configuration where e, = 0 and & = 0. Three cases are
represented, on the top the local replicaisin advance compared to the incomingsignal (e, = — T,./2).
On the middle, both signals are synchronized. On the bottom, the local replicais delayed comparedto
the incomingsignal (&, = T./2).The blue point on correlation function corresponds to the correlator
output given by the convolution of the two represented signals.
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Figure 3-9. lllustration of the code correlation process for different code delays between the incoming

signal and the local replica.

For GPS L1 C/A, GPS L5 and Galileo E5asignals, local replicas generated by the receiver have the same
modulation as the incomingsignals. By consequence, the correlation functions estimatedby the GNSS
receiver are definedby autocorrelation expressionspresentedin section 3.1. Nevertheless, inthe same
section, the expression of the CBOC(6,1,1/11,—) autocorrelation (Rcpoc(s1,1/11,-)) IS

mathematically

defined while civil aviation receivers will generate a BOC(1,1) instead of a
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3. GNSS signals structure and receiver processing

CB0OC(6,1,1/11, —) local replicato simplify receiverssignal generation. By consequence, civil aviation
receivers will track Galileo E1C signals via a R¢poc(e,1,1/11,-)/Boc(1,1) correlation function.

Even if it does not change significantly tracking performance, the difference of shape between
Rc¢goc(e1,1/11,-) @nd Repoc(e1,1/11,-)/Boc(1,1) has an influence onthe impact of signal distortions on
the tracking.

The correlation functionofa BOC(1,1)anda CB0OC(6,1,1/11,—)-modulated signalscan be modeled

as:
10 1 *
RcBoc(e,1/11,-) /Boc(1,1) ()= ESCBOC(l,l) BT SCpoc(e,1) | * (SCBOC(l,l)) ()

R CcBocC(6,1,1/11,—)/BOC(1,1) ()

10 1 (3-38)

11 RBOC(1,1) () — E RBOC(1,1)/BOC(6,1) (™)

The expressions of R¢poc(e1,1/11,-) /Boc(1,1) @ahd Rpoc(1,1)are givenin section 3.1.5.

The difference between the CB0OC(6,1,1/11,—) autocorrelation function in blue and the
CB0C(6,1,1/11,—-)/B0OC(1,1) correlation function in red is illustrated on Figure 3-10.

Correlation functions comparison

—CBOC/CBOC
—CBOC/BOC

Normalized amplitude

-1 0.5 0 0.5 1
Time from the prompt in GPS L1 C/A chip unit

Figure 3-10. Correlation functions between a CBOC(6,1,1/11)-modulated signaland a CBOC(6,1,1/11)-
modulated signal (blue) or a BOC(1,1)-modulated signal (red).

When the incoming signal goes through the analog section of the receiver, its characteristics are
modified as definedin section 3.2. In particular, the equivalent filter of the antennaand the RF front-
endinduces distortions on the signal before the correlation function process. The consequenceis that
correlation functions are also distorted depending on the pre-correlation function characteristics.

Figure 3-11 gives an example of correlation function shapes after applyinga 6™-order Butterworth pre-
correlation filter of 24 MHz (in red) and 12 MHz (in blue) double-sided. Correlation functions are
delayed because of the filtering effect and the delay is higher when the filter bandwidth is lower.
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3.3 Digital processing of GNSS receiver

Nevertheless, in Figure 3-11, the delay is not represented to underline difference that appears on the
shape of the correlation function because of the filter.

C1orrelation functions for different signals and different pre-correlation bandwidths
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Figure 3-11. Correlation functions for different pre-correlation filters.

Taking back notationsintroduced earlierin the document:

- s(t) is the nominal signal at the antenna outputand at the input of the RF front-end.
- Sipcal(t) is the local replica.

Considering that a distortion affects the signal, new notations are introduced:

- s4() = s(t) + d(t) isthe distorted signal at the antenna output and equivalently at the input
of the RF front-end.
- d(t) is the distortion affecting the temporal signal, represented as an additive component.

Due to the linearity property of the convolution product, the filtered distorted signal §;(t) can be
rewritten as:

$54(8) = (hgp *s)(®) = (hge = (s* +d"))(®) = 5@ +d(©) (3-39)
where

- d(t) = (hgp *d*)(t) is the signal distortion affecting the temporal signal filtered by the RF
front-end.

- §(t) = (hgp *s*)(t) is the nominal signal filtered by the RF front-end.

- hgp(t) is the RF front-end filter impulse response.

The linearity property of the convolution product entails that the correlation function of §;(t) with
the local replica is equal to:

Rs,(r) = Rs(t) + R4 (7) (3-40)
where

- Rs(1) = (8 * s/y.q) (1) isthe correlation functionbetween the filtered nominal signal and the
local replica.

77



3. GNSS signals structure and receiver processing

- Rg(1) = (d *5;,04) (T) is the correlation function between the filtered distortion and the
local replica.

Itis noticeable that the associative property of the convolution product leads to:

RE(T) = (§ * Sl*ocal)(T) = ((hRF * S) * Sl*ocal) (T) = (hRF * (S * Sl*ocal))(r) (3-41)

= (hgr *Rs)(7) = E;(T)
Where Rg(7) = (s * 5,.4)(7) is the correlation function between the unfiltered nominal signal and
the local replica.

The three conclusions of these mathematical expressions are that:

- Itisequivalent to apply a filter on a distorted signal or to apply the filter on the ideal signal
and the distortion separately. (Equation (3-39))

- Itisequivalenttoapplyafilterona distorted correlation function orto apply the filter on the
ideal correlation function and the distortion convolved with the local replica separately.
(Equation (3-40))

- ltisequivalenttoapplyafilteronthe incomingsignal orto applyiton the correlation function.
(Equation (3-41))

3.3.2 Acquisition

The acquisition consists in determining if a given GNSS signal is visible and can be processed by the
receiver. The onlywaytodosoistotryto seeifalocal replicaof this signal can correlate appropriately
with it. Based on the analysis of the correlator outputs, if such a correlation occurs, it should also
provide the receiver with a rough estimation of the GNSS signal delay and Doppler.

The typical acquisition detector does not need a local replica synchronized in phase:

K
T = Z(lz(k) +02(1) (3-42)
k=0
where K referred to as the number of non-coherent summations.

The acquisition stage is thus accomplished sequentially by testing all possible combinations of code,
delay and Dopplerthatthe incomingsignal of interest can take. Thisis thus equivalentto use discrete
bins on a grid of code delays and Dopplerfrequencies, all these binsrepresentinga 2-D grid. For each
bin of the so-calledacquisition grid, acorrelation is performed betweenthe incoming signaland alocal
replica with a delay and a Doppler frequency corresponding to that bin. During acquisition, if the
receiver does not have the knowledge about satellites in view, and by consequence does not know
incoming signal code waveform, all possible PRN codes are tested.

The typical size for a bin is a fraction (one half) of a chip (to have a bin hittinga high part of the PRN
code correlation function peak) on the code delay axis and about (2/3)T;,; on the Dopplerfrequency
axis [Kaplan and Hegarty, 2006].
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Figure 3-12. Example of GPS L1 C/A acquisition grids. On the left, a signal is acquired, whereas on the
right no signalis found by the receiver.

Figure 3-12 gives an example of twoacquisition gridsfora GPS L1 C/A signal. On the left, the acquisition
is successful. The estimated Doppler frequency is equal to 1500 Hz and the estimated code delay is
equal to 185 chips.

It is noticeable that the code delay swept 1023 chips and 10 000 Hz of Doppler frequendes.
Consideringa code delay resolution of halfachipand a Dopplerfrequencyresolution equalto 100 Hz,

the number of correlations to perform for each PRN is equal to 2046 x 10000/100 = 204 600.
Acquisition is generally a relatively long and cumbersome process.

Different algorithms exist to find out the Doppler frequency and the code delay and run through the
correlation grid more rapidly as described in [Kaplan and Hegarty, 2006]. Nevertheless no such
technique is used in the context of this study.

3.3.3 Tracking

After being acquired, GNSS signals are tracked by the receiver. Tracking means that the receiver
attempts to generate alocal replica that follows the parameters of the incoming signal. During this
phase, the code delay and the carrier phase of the incomingssignal are estimated more precisely than
at the output of the acquisition phase, generally using feedback loops knownas Phase Lock Loop (PLL)
for carrier phase tracking and Delay Lock Loop (DLL) for code delay tracking.

Also, the process of trackingis much less demandingin processing powerthan that of the acquisition.
Both code delay and carrier phase parameters are evaluated continuously until aloss of tracking. Like
the acquisition, tracking is based on the correlation process but the two approaches are different.

To understand a feedback loop, three important principles have to be introduced:

- Discriminator functions: discriminators use the correlator outputs to provide measurable
values of code delay and carrier phase tracking errors. Different discriminators with different
characteristics can be used to track the code delay and the carrier phase.

- Numerical Controlled Oscillator (NCO): it converts the filtered discriminator output into a
frequency thatdrivesthegenerationof the local replica. One NCOis used to generate the PRN
code and another one to generate the carrier.
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3. GNSS signals structure and receiver processing

- Loopfilters: the discriminator outputs are filtered to reduce the noise at the input of the NCO.
Note thatthe level of filteringinfluences the reactiontime of the loop. Notealso that the filter
order influences the ability of the loop to react to parameters dynamic.

In the following, delay lock loop and phase lock loop are presented separately. In GNSS receiver, both
tracking loops are used jointly. Note thatinstead of tracking the carrier phase of the incomingsignal,
it is possible to track its carrier frequency using a Frequency Lock Loop (FLL). FLL concepts are not
detailed butinformation can be found for example in [Navipedia, 2015] or [Kaplan and Hegarty, 2006].

Inthis section, the second orderloop filter that was adopted to processsome GNSS signalsis described
to show mathematically the impact of different tracking parameters on the NCO input.

Inthis part, the DLL conceptis exposed. Then, performance of the DLLis assessed and parameters with
an influence on this performance are listed. DLL concept and performance are of interest because it
conditions GNSS receiver performance.

3.3.3.1.1 DLL concept

A DLL isa feedbackloop aiming to keep the code-phase of the local replica alighed with the incoming
signal. The general structure of a DLLis shown in Figure 3-13.
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Figure 3-13. General structure of a DLL. Dashed block is outside the DLL.

v
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It isimportant to notice that several correlator outputsare fed into the discriminator. In general, three
PRN code local replicas are used by the receiver (considering one signal component): an early, a
prompt, and a late replica. In ideal tracking conditions, the prompt PRN code replica is synchronized
with the PRN code of the incoming signal, the early PRN code replica has an advance, noted Cy/2,
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compared to the PRN code of the incoming signal and the late PRN code replicais delayed by C/2
compared to the PRN code of the incomingsignal. Csis known as the correlator spacing, or Early-Late
spacing, and corresponds to the time delay between the two early and late PRN code local replicas
used for the tracking. The mathematical definitions of replicas delivered by the code generator are
function of the estimated code delay T and are defined as:

- C (t -7+ %) for the late replica,
- ¢(t — 1) for the prompt replica,

~ C .
- (t -7 - ;S) for the early replica.

The most common discriminators are the non-coherent Early Minus Late Power (EMLP) discriminator
and the quasi-coherent Dot Product (DP). The two discriminators are not considered as coherent
because they are insensitive to carrier phase error, whichis interesting foratracking robustness point
of view. These two discriminators are defined by:

Deyip = U5 +QF) — U7 +QP) (3-43)

Dpp =g —1)Ip+ Qg — QL)Qp (3-44)

where

- Ig =1 _cs (Qg = Q_cs) is the early correlator output of the in-phase (quadrature-phase)
2 2

component.
- I, =Ics (Qp = Qcs) is the late correlator output of the in-phase (quadrature-phase)
2 2

component.
- Ip =1, (@Qp =Qp) is the prompt correlator output of the in-phase (quadrature-phase)
component.

ADLL aims atachieving azero code delaytracking error. The goal of the discriminatoris thusto provide
an unbiased estimation of the actual code delay error so that the loop can react accordingly (to do so,
the aforementioned discriminators need to be normalized). Inideal condition, perfect synchronization
is achieved when the Early and Late correlator outputs are levelled. Some discriminator outputs are
shownin Figure 3-14 for GPS L1 C/A as a function of the code delay tracking error at the input of the
discriminator. In the example given in Figure 3-14, the discriminator functions are estimated from a
normalized unfiltered ideal correlation function and the correlator spacing is equal to C; = 0.2
chip.These plots are also called S-curves.

The S-curve represents the discriminator output. As a consequence, a zero-crossing of the S-curve
represents apointat which the tracking loop can be locked. Itis noticeable on Figure 3-14 that only a
stable S-curve zero-crossing can be locked: it corresponds to a S-curve zero-crossing surrounded by a
negative valueonthe leftand a positive value on the right. On these plots, itis assumedthat the carrier
phase tracking error is equal to zero. As a consequence, all terms on the quadrature component are
equal to zero (no distortion on the in-phase and/or the quadrature-phase signal components).
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Figure 3-14. Examples of S-curves for an unfiltered GPS L1 C/A signaland different DLL discriminators,
CS = 0.2 chip. In blue is the early minus late discriminator, in orange the DP discriminator, in yellow
the EMLP and in purple the early minus late normalized by the early plus late.

The important part of the DLLdiscriminator outputsis thelinear partaround the code delayerrorequal
to zero. Indeed, if a code delay error is affecting the DLL in the discriminator linear section range, a
NCO command proportional tothe error will be generated by the discriminator output, and the error
will be corrected in the next loop iteration.

The choice of the discriminator has an impact on the S-curve shape and on performance of the DLL
that is described in the next part.

3.3.3.1.2 DLL performance

Classical DLL performance is dependent upon three errors:

- thethermalnoise,
- multipathand
- thedynamicstresserror.

Inthis section, only the main source of carriertracking erroris treated: the thermal noise. It is assumed
that no signal distortion and multipathaffect theincoming signal. Details about other sources of errors
can be found as example in [Julien, 2006]. Using a non-coherent EMLP discriminator, assuming a
perfect normalization, no frequency uncertainty in the carrier wipe-off, a RF front-end filter with unity
gain within + Bfe/Z Hz and null elsewhere and a code delay error remaining small, the standard

deviation of the DLL tracking error due to noise is given in meter by [Betz and Kolodziejski, 2000]:
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In the same way and in same conditions, the DLL tracking error standard deviation can be estimated
for a DP discriminator and is equal to [Julien, 2006]:
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T, is the chips period in second.

Tint is the coherent integration time in second.

S is the powerspectral density of the signal atthe receiverantenna (which depends upon the
modulation type), normalized to unit area over infinite bandwidth.

C'/N,is the carrier to noise ratio in hertz.

Bfe is the double-sided font-end bandwidth in hertz.

C,is the early to late correlator spacing in chip.

Bp; 1 is the code loop noise bandwidth in hertz.

Itisimportantto notice that DLLperformance is dependent upon several receiver parameters that are:

The order of the DLL. It has an impact on the dynamicstress error. The higherthe order of the
loop is and the more robust the loop will be face to dynamic error. In the case of GNSS
receivers, first order DLLs are generally used because the dynamic error is absorbed by the
more accurate PLL and one objective of the DLLis to remove the noise on measurements.
The coherentintegration time T;,;. Toreduce the noise of the DLL, high coherent integration
time can be used. In practice, on data components, because of data bit transitions, the
coherentintegration time is generally limited (forinstance 20 ms to track GPS L1 C/A signal).
On pilot components, the integration time can be increased. Nevertheless, a long coherent
integration time implies that tracked parameters have alow update rate and signal conditions
may vary during that period.

The loop bandwidth Bp;;. Toreduce the noise of the DLL, narrow bandwidth are implemented
on DLL loop filters [Julien, 2006].
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- TheRF front-end bandwidth Bfe.Ingeneral the widerthe RF front-end filter bandwidth is, the
smaller the code tracking error will be [Julien, 2006].

- TheDLL discriminatorincluding the correlator spacing Cs. In general the smaller the correlator
spacing is, the smaller the code tracking erroris [Julien, 2006].

As an example, Figure 3-15 gives the standard deviation of the total DLL error considering an Early
Minus Late (EML) discriminator and a BPSK correlation function ([Kaplan and Hegarty, 2006]). The
coherent integration time is set to 20 ms, the code loop noise bandwidth is equal to 0.2 Hz, the
normalized one-sided RF front-end bandwidth is setto 17 times the chip frequency and a third order
DLL is considered.
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Figure 3-15. Example of PLL standard deviations due to all sources of errors function of the C/NO
[Kaplan and Hegarty, 2006].

Inthis part, the PLLconceptis exposed. Then, performance of the PLLis assessed and parameters with
an influence on this performance are listed. PLL concept and performance are of interest because it
conditions GNSS receiver performance.

3.3.3.2.1 PLL concept

The PLL isdesigned to keep the carrier phase of the local replicaalighed with the incoming signal. The
general structure of a PLLis provided in Figure 3-16.
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Figure 3-16. General structure of a PLL. Dashed block is outside the PLL.

The conceptis the same as the DLL but only two local replicas (and correlator outputs) are used. The
two replicas are defined mathematically by:

- sin@nufipt — $) for the in-phase local replica,
- cos(2nf;pt — @) for the quadrature-phase local replica,

where @ is the local carrier phase driven by the NCO.

The atan discriminatoris commonly used andis defined as:

QP)
Atan (— =& 3-47,
)= (3-47)
The PLL aims at achieving a zero carrier phase error. PLL S-curves have several stable zero-crossings

separated by 180°. This phenomenon is at the origin of the ambiguity in the carrier phase
measurement:itis difficult to know which stablelock pointis used by the loop. The atan discriminator
S-curve is presented Figure 3-17.
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Figure 3-17. S-curve of the atan PLL discriminator.

3.3.3.2.2 PLLperformance

Classical PLLperformance is dependent upon fourerrors:

- thethermalnoise,
- theoscillatorfrequency noise, also called the Allan deviation,
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the oscillatorvibration and
the dynamicstresserror.

Inthis section, only the main source of carriertracking erroris treated :the thermal noise. Detailsabout
other sources of errors can be found as example in [Julien, 2006].

PLL errors are also characterized by standard deviations. Assuming that the RF front-end filter is
modeled by a filter with a unity gain within i—Bfe/Z Hz and null elsewhere, the standard deviation of

the carrier trackingerror due to the thermal noise foran atan PLL discriminatorsisgivenin degree by
[Kaplan and Hegarty, 2006]:

where

On_PLL
|
|
360 | Bp., / 1 \ (3.48)
= | = |1+ = |
277: | f€/2 fe/z
\jC’/No <f_Bfe/ S(f)Cdf> \ 2Tint C'/ Ny (f—Bfe/ S(f)Cdf>/
2 2

C'/Nyis the carrier to noise ratioin hertz.

Tint is the coherentintegration timein second.

S is the power spectral density of the signal at the receiver antenna (which depends on the
modulation type), normalized to unit area over infinite bandwidth.

Bp; 1 is the code loop noise bandwidth in hertz.

Itisimportant to notice that PLLperformance is dependent uponseveral receiver parameters that are:

The NCO sensitivity to vibration for some frequencies which has an impact on the oscillator
vibration error.

The NCO frequency stability (drift) regarding the noise which affects the measurement (Alan
deviation). It has an impact on the oscillator frequency noise.

The order of the PLL. It has an impact on the dynamicstress error. A second order PLL is
sensitiveto accelerationand athird ordertothe jerk.Inthe case of GNSS receivers, third order
PLLs are generally used to account for any kind of signal dynamics.

The integration time Tj;,,;. Ahighintegration time decreases the standard deviation of the PLL
thermal noise but can lead to a loss of lock if the signal dynamicis high.

The loop bandwidth Bp;;. A narrow loop bandwidth decreases the standard deviation of the
PLL thermal noise but can lead to loss of lock if the signal dynamicis high [Julien, 2006].
The PLL discriminator.

As an example, Figure 3-18 gives the standard deviation of the total PLL error considering an atan
discriminator ([Kaplan and Hegarty, 2006]). The integration time is set to 20 ms, the Allan deviation to
1 x 10711, the vibration sensitivityto 1 X 10=2 and the vibration is equal to 0.005 g?/Hz between
20 Hz and 2000 Hz.
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Figure 3-18. Example of PLL standard deviations due to all sources of errors function of the C/NO
[Kaplan and Hegarty, 2006].

It was seenthat intraditional receivers, the PLLIoop filter orderis setto three and the DLL loop filter
to one. In this part, the definition of the discriminator at the output of a second order trackingloop is
mathematically defined. The second order case is treated because used in the continuation but the
other cases can be found in [Kaplan and Hegarty, 2006]. The mathematical definition permits to
underline the influence of the loop filter bandwidth and the integration time on the tracking.

The nt" filtered discriminator output is given by [Kaplan and Hegarty, 2006]:

D= (coeffy x + Tint X coeffy x )DE + (Tine X coeffy x )DR1 (3-49)
with
coeffi x = ‘Ug_x
coeffy x = 1414 X wg
— BX
Wox = 053
where

- X =DLLorX = PLL makes reference to the DLL or the PLL.

- Tipeis the coherentintegrationtime in second and corresponds also to the time betweenthe
estimation of two consecutive discriminator outputs.

- wgisthe filter frequency in radian.

- D¥isthe nt" tracking loop discriminator output.

- Egis the nt" filtered tracking loop discriminator output.

- By isthe bandwidth of the tracking loop filterin hertz.
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3.4 Conclusions

In this chapter, the signal processing part of a typical GNSSreceiver has been presented. This chapter
starts by a diagram which proposes a general overview of a GNSS receiver. A division in three steps
was envisaged: the signal of interest which feeds the receiver, the analog section of the receiverand
the digital section of the receiver.

The signal modulation has consequences on the signal characteristic and on the correlation function
shape. The PVT computation is derived from pseudorange measurements estimated from the
correlation function. It entails that the modulation as an impact on the receiver processing and the
PVT estimation. Thisisthe reason why signalsof interest forthis study are presentedin 3.1. These are
GNSS signals that are or will be used by civil aviation receivers for positioning and navigation. Four
signal structures are described: GPS L1 C/A, GPS L5, Galileo E5a and Galileo E1C. For each signal,
modulation, PSD and correlation function are defined.

In addition to the signal structure, the analog section of the GNSS receiver has an influence on the
correlation function, the pseudorange measurement and the PVT estimationinthatsense thatit pre-
conditionsthe signal before its processingin the digital section. The analogsectionis introducedin 3.2
and the three main components are briefly presented: the antenna, the RF front-end and the ADC.

Finally,in 3.3 the digital sectionis described. The correlation processisintroducedin 3.3.1 before the
presentation of acquisition (3.3.2) and tracking phases (3.3.3). A particular care is taken to define DLL
and PLL principles because tracking loops are of primary importance for the study of GNSS signal
distortions. Indeed, signal distortions impact straightforwardly the shape of the signal and by
consequences receiver processing and pseudorange measurements. The derivation of the position
(navigation processing) frompseudorange measurements is not detailed inthis document becausethe
impact of GNSS signal distortions is traditionally looked at the pseudorange level and not at the
position level.

In the next chapter, the influence of GNSS signal distortions onthe receiver processingis tackled.
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4 |Impact of GNSS signal distortions on signal
processing

In the previous chapter, principles of GNSS receiver processing were detailed. In this chapter, the
consequences of GNSS Signal-in-Space (SiS) distortions on the signals of interest and on the receiver
processing presented in chapter 3 are investigated.

In section 4.1, the two types of distortions that can be generated by the payload and that can affecta
GNSSsignal are defined. Firstly, nominal distortions that are present on signalsin fault-free conditions
(healthy satellite) are introduced. Secondly non-nominal distortions are investigated. It corresponds
to signal distortions induced by a payload failure. Both distortion types are defined based on
observations made in former studies.

To illustrate concepts developed in this chapter, and beforeintroducing the general distortion models
that will be the core of the chapter 6, one example of representative distortionisintroducedin section
4.2

In section 4.3, the relation between signal distortions and the antenna/RF front-end equivalent filter
is exposed. The impact of these distortions on tracking loops (PLLand DLL) is then investigated. It is
seen that depending on the receiver configurations (antenna, RF front-end equivalent filter and
tracking technique) the impact of a given signal distortion on the pseudorange measurement can be
different. Parameters with aninfluence on the pseudorange measurement bias are highlighted with a
primary interest to DGNSS applications.

Insection 4.5, two techniques which permitto observe GNSS signal distortions are described. The first
method consists of looking at the signal in the temporal domain and is called in this manuscript the
Chip Domain Observable (CDO) whereas the second method consists of looking at the correlation
function between the incoming signal and the local replica.

A conclusion ends the chapterin section 4.6.

4.1 Category of GNSS signal distortions

SiSsignal distortions are, by definition, generated at satellite level because visible to all usersand are
divided into two categories:

- nominal distortions which affect the signal in fault-free condition and
- non-nominal distortions or Evil WaveForm (EWF) which affect a signal in satellite failure
condition.

In this section, nominal distortions are introduced based on previous studies (4.1.1). Then, the impact
of the firstand largest observed non-nominal distortion is described in details (4.1.2). An overview of
GPS signal distortions reported inthe pastisalso given. The part ends on speculations about the origin
of nominal and non-nominal distortions (4.1.3).
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4.1.1 Nominal distortions

Even in fault-free condition (also called nominal case), signals transmitted by GNSS satellites are
affected by small distortions. These distortions are generated by the nominal payload, coming from
the signal generation unit and the antenna. They generally appear as distortions of the PRN chips.
Previous works put forward characteristics of these distortions:

- oscillations after each chip transitions (analog distortion) and
- delay (lead or lag) between rising and falling edges of PRN chips (digital distortion).

This phenomenonimpacts the receiver processing and can introduce unwanted errors at different
levels of the signal processing. This kind of problem was already tackled by different laboratories:
Stanford ([Phelts et al., 2009], [Wong et al., 2010], [Wong et al., 2011], etc.), Air Force Institute of
Technology and Ohio University ([Gunawardena and van Graas, 2012a], [Gunawardenaand van Graas,
2013], [Gunawardena, 2015], etc.), DLR ([Thoelert et al., 2014], etc.) and CNES ([Lestarquit et al.,
2012]). This section introduces some results already obtained about nominal distortions in order to
show consequences of such distortions on GNSS receiver.

The two main objectives of nominal distortions studies are:

- Increase GNSS performance (interms of integrity and continuity). The detection of threatening
distortions requires a detailed understanding of satellites performance when satellites are
operatingin nominal conditions. Indeed, the detection of distortionis based on a comparison
between the nominal and the current signal behavior. An accurate definition of the nominal
case improves the probability allocation for faulty modes. The impact of nominal distortions
are traditionally looked at the correlation function level or/and pseudorange level. A precise
understanding of nominal distortionsis also a first step in the mitigation of these distortions
and the increase of GNSS performance as discussed in [Wong, 2014].

- Quantify theirimpact on GNSS users.The impact of nominal distortionsis dependent uponthe
receiverasit will be seenin this chapter. Most of the time, the impact of nominal distortions
is assessed on the pseudorange measurement.

As the causes of these small perturbations find their origin on the disturbance of the temporal signal,
the chip domain observation was used in previous studies. The aim was to characterize nominal
distortions generated by the payload at chip level. From this characterization and with a precise
knowledge of receiver processing, the two main objectives defined above can be reached, it means
that nominal distortions (including the effect of the antenna and the RF front-end) that affect final
pseudorange measurements can be assessed.

The characterization of nominal distortions that affect the pseudorange measurements can be difficult
as it depends upon many parameters: the receiver configuration has an impact on the resulting
tracking error, the satellite type (for instance satellites from different GPS blocks, potentially using
differenttechnologies) can create different magnitudes of error. The modeling of the distortion can be
complexalthough simple models based on a limited number of parameters are generally used [Phelts
etal., 2009], etc.
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Two ways to estimate nominal distortions consistsin 1) observing themdirectly at the signal levelor
2) visualizing their effect at different stages of the receiver processing (correlation function, S-curve,
pseudorange, etc.). However, specific equipment and/or processing are required to observe these
distortions: high-gain antennas [Wong et al., 2010], [Thoelert et al., 2014], [Lestarquit et al., 2012]
multicorrelator receivers [Phelts, 2001], long integration time [Lestarquit et al., 2012], etc. To isolate
nominal signal distortions generated by the payload (and that entail the so-called natural biases) from
distortions caused by the receiver, the 3 dB bandwidth of pre-correlation equivalent filters has to be
chosen large enough (typically larger than 50 MHz) and the reception channel has to be calibrated.

High-gain parabolic dish measurements are traditionally used for the study of nominal distortions
because of their high gainand theirrobustness against noise, interference and multipath. This type of
antenna can only observe one satellite at a time. It was shown in [Wong, 2014] that without any
calibration, short term andlong term errors in this measurements processcannot be distinguished from
the satellite signal distortion range biases. The problem is that the calibration of such antennais a
difficult task as exposed in [Thoelert et al., 2009].

On the other side, omnidirectional antennas are able to collect and process several signals
simultaneously and can be calibrated easily. But measurements are more affected by multipath and
the C/ N, of signals at the output of the antennaare lower than C/N, of measurements collected from
a high-gaindish antenna. The latter drawback is that signals collected with omnidirectional antennas
are generally filtered by RF front-ends with 3 dB bandwidth lowerthan 25 MHz. In this condition, the
RF front-end has a strong influence on observed distortions. Such measurements were processed for
instance in [Liu et al., 2006].

Results obtained from measurements collected with the two types of antennas are provided for
instance in [Wong, 2014]. In this manuscript, high-gain dish and omnidirectional measurements are
studied but no hybrid algorithm using both measurements together is envisaged.

Nominal distortions are generally classified into analog (ringing phenomenon) and digital (delay
between rising and falling transitions zero-crossings) distortions. To characterize these two types of
nominal distortions a way is to estimate distortions parameters that are able to represent these
distortions. Analog parameters are difficult to estimate because no model is perfectlyrepresenting the
observed ringing effects whereas the digital distortion characterizationis easierto asses with only one
parameter.

4.1.1.3.1 Digital distortion

Digital distortions are characterized by the parameterA.

This parameter corresponds to the difference existing in the zero-crossing between rising and falling
transitions. Figure4-1isazoomon transitions forthe GPS satellite 34 (Block II-A, PRN 4) obtained with
real data from the chip domain, it means observing directly the signal. The processing technique to
obtainsuch observableis presentedin 4.5.2. It is noticeable that the two curves (falling transitionsin
blue and rising transitions in red) are not crossing the zero value at the same time. Indeed, a lag of
approximately 1.5 ns exists on the falling edge zero-crossing compared to the rising one.
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chip domain observable
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Figure 4-1. Example of delay between rising and falling transitions zero-crossings (GPS L1C/A, PRN 4).

The value of the delay was estimated for signals generated by different satellites. Results on GPS L1
C/A and GPS L5 obtained by Stanford University from measurements collected with a high-gain dish
antenna[Wonget al., 2010] are summarizedin Figure 4-2. Information aboutthe setup isavailable in
[Wong et al., 2010].

It can be seenthat the delayis satellite-dependent and that the payload technology has an influence
on the parameter. The secondimportantresultisthat the maximum value of the delayis lowerthan
5 ns for GPS L1 C/A signals and around 5 ns for the GPS L5 signal sent by the Block II-F satellite (SVN
62).
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Figure 4-2. Results about delay between rising and falling transitions zero-crossings for different

signals (GPS L1 C/A and one GPS L5) [Wong et al., 2010].

Some results on GPS II-F4 L5 (SVN 66, PRN 27) and Galileo PFM E1/E5a are also given in [Thoelert et
al., 2014]. Information about the setup is available in[Thoelert et al., 2014]. Table 4-1 gives asummary
of results provided in this publication.
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Signal Mean digital distortion (ns)
L5 data 4.6
L5 pilot 3.7
E1 OS data =0
E1 OS pilot =0
ES5a-| =0
E5a-Q =0
ESb-I =0
E5b-Q =0

Table 4-1. Results about delay between rising and falling transitions zero-crossings for different
signals (GPS L5, Galileo E5a and Galileo E1 OS) [Thoelert et al., 2014].

Values estimated on GPS II-F4 L5 are consistent in [Wong et al., 2010] and in [Thoelert et al., 2014].

Results on Table 4-1show that chip sym
L1 C/A and L5 signals. The low delay val

metry is better with Galileo E1 OS and E5 signals than with GPS
ues between zero-crossings of rising and falling transitions on

Galileo E1 was also noticed in [Gunawardena et al., 2015].

4.1.1.3.2 Analogdistortion

Analogdistortionscan be recognizedby the ringing effects affecting the temporal signal. Observations
of these distortions were realized on the temporal signal in [Wong et al., 2010] and are shown in Figure
4-3. In red are represented the distorted chip rising transitions on all SVNs forthe L1 C/Asignal andin
blue the in-phase and the quadrature-phase of the GPS II-F1 L5 (SVN 62, PRN 25). The step response
represented for L5 signals was averaged considering atransition followed by five consecutive positive
L5 chips to be compared to the L1 C/A step response on one L1 C/A chips.
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Figure 4-3. Results about analog nominal distortions (GPS L1 C/A in red and one GPS L5 in blue)

[Wong et al., 2010].
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From this plot, it can be seen that a ringing phenomenonis visible on signals sent by healthy GPS
satellites. Frequency of theringing phenomenon is approximatelyequal to 20 MHz whatever the signal
is (L5 or L1 C/A). It is noticeable that the ringing effect is attenuated at the beginning of chips but
remains at a visible level all along the chip.

Instead of characterizing the analog nominal distortion by a frequency and a damping factor, other
characterizations can be preferred as in [Phelts et al., 2009]. It was proposed to characterize analog
distortions by their equivalent step response using four parameters. For each parameter, definition
and associated overbound value obtainedin [Phelts et al., 2009] by high resolution measurements are
given in brackets.

- Rise time/Fall time (25 ns): It is the time it takes for the rising (falling) edge of the signal to
increase from the preceding zero-crossing to the ideal amplitude.

- Peak time (45 ns): Itis the time it takes for the rising edge of the signal to increase from the
preceding zero-crossing to the first peak value.

- Settling time (180 ns (at 10 % convergence)): Itis the time measured from the zero-crossing
preceding a positive (or negative) chip to when the signal response first enters and then
remains within a band whose width is computed as a percentage of amplitude for the
remaining duration of the chip width.

- Peakovershootratio (35 %): Itisthe difference of the amplitude of the first peak and the ideal
amplitude, divided by the ideal amplitude.

Chip shape of Galileo E1 signals is investigated in [Gunawardena et al., 2015]. Nevertheless, to
reproduce GNSS receiver conditions, an equivalent RF filter bandwidth equal to 24 MHz was
implemented. The consequenceis that nominal distortions ringing effect cannot be distinguished from
ringing effect caused by the receiver equivalent RF filtering.

In several publications, such asin [Phelts etal., 2009] or [Thoelertetal., 2014], equivalentfilters that
are able to reproduce analog distortions behavior are proposed.

4.1.1.3.3 Otherdistortions: observation ofthe quadrature-phase channel

In addition to analog and digital nominal distortions principally studied in various publications, two
othernominal distortions werereported on GPS L1 C/Ainto [Gunawardena and van Graas, 2012b]: in-
phase and quadrature-phase of the signal are imbalanced (they are not perfectly orthogonal) and a
ringing phenomenonwith afrequency equal to 10 times the GPS L1 C/A chip frequency is affecting the
signal. Both nominal distortions are well visible on the average quadrature channel as presented in
Figure 4-4. Different colors represent the chip observable for different chips sequences. In green is
plotted the average of chips sequences correspondingto -1;-1;-1, in pink the chips sequence +1;+1;+1,
in red the chips sequence -1;+1;-1, and in blue the chips sequence +1;-1;+1.

It can be seenthat whateverthe chip sequence is, even when the signalis tracked, the average of the
guadrature signal component is not null. This phenomenon is typically entailed by an imbalance
between the in-phase and the quadrature-phase of the signalwhich leads to aresidual of the in-phase
signal on the quadrature-phase signal. In addition, the 10 MHz ringing, is clearly visible on the
guadrature component of the signal.
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Figure 4-4. Imbalance between | and Q channels and 10 MHz ringing [Gunawardena and van Graas,
2012b].

4.1.2 Non-nominal distortions

GNSS signal distortions in nominal conditions are problematicfor GNSS users with high requirements
in terms of integrity, accuracy, continuity and availability because they induce errors difficult to
guantify and they impact receiver measurements not negligibly. Naturally, GNSS signal distortionsina
faulty condition are burningissuesforthese particular GNSS users. In this section are introduced non-
nominal GNSS signal distortions, also called Evil WaveForm (EWF).

The EWF matter is based on the initial problem raised by the first GNSS signal non-nominal distortion
observedin 1993 on the SV 19 (block ). Thisanomaly was the first real incident regarding GNSS signal
distortions. Consequently, it was the first example of something that could cause a large error in
landing an aircraft [Adams, 1999]. The investigation of this new problem led the FAA (Federal Aviation
Administration) to consider a new GNSS threat. The primary objective was to study the problem and
look at the entire class of signal anomalies that could have similar effects. The agency wanted
assurance that next-generation navigation systems will be protected, not only against SV 19 like
anomalies, but against any other possible EWF [Adams, 1999].

In 4.1.2.1, the SV 19 anomaly is detailed. Observations made in 1993 and already published are
presented.In4.1.2.2, an overviewof otherrecorded GNSSsignal distortions generated at payload level
is given.

The first threatening GNSS signal anomalywas reported in 1993. Several measurements were collected
from the anomalous signal emitted by the faulty satellite. The different impacts of the failure were
reported as in [Mitelman, 2004] or in [Edgar et al., 1999]. A summary of these impacts is proposed:
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- Impact on the position domain. Tests made in July 1993 confirmed the presence of severe
positioning error experienced by GPS users under certain conditions. Specifically, these tests
indicated differentially corrected vertical position errors up to 8 m when SV 19 was included
in the PVT solution set, compared with errors on the order of 50 cm when the satellite was
notin view.

An important point is that different receivers were affected differently by this error. By
consequence, the receiver configuration is fondamentally linked to the impact of the error on
the receiver PVT and the failure was a threat for differential users.

- Impactonthefrequency domain. The University of Leedshas noticeda difference betweenthe
spectrum of the unhealthy SV 19 (Block Il) and the spectrum of the healthy SV 31 (Block II-A).
These differences were observed using a 3 m dish antenna, the same RF chain and the same
elevation (25°) and azimuth (165°) for both signal measurements.
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Figure 4-5. Spectrum of signals transmitted by a healthy satellite (left) and SV 19 during its
failure (right).

Figure 4-5 shows the L1 powerspectraforthe SV 31 (ontheright) and the SV 19 (onthe left).
Two important points have to be noticed:

o a1l1dBspike at the center of the main lobe of the SV 19 spectrum and
o aslight asymmetry at the edges of the main lobe and first side lobes.

- Impacton the time domain. Measurements were done witha 20 m high-gain antenna by the
Aerospace Corporation to estimate the signal behaviorin the chip domainfor the L1 C/A (on
the top) and forthe P(Y) (onthe bottom) signals. Figure 4-6 provides results for the unhealthy
SV 19 (Block I1) on the right and the healthy SV 26 (Block I1-A) on the left.
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Figure 4-6. Chip domain representation of signals transmitted by a healthy satellite (left) and
the SV 19 during the failure (right).

In the chip domain several key features were worth noting:

o The zero-crossings of the C/Aand P(Y) codes on the healthy SV are aligned within
few nanoseconds, whilethose of SV 19 are misaligned by approximately 30 ns. (in-
phase and quadrature-phase components are not synchronized)

o More ringing is visible after the transition on SV 19.

Animportantresult underlinedin [Mitelman, 2004] is that the error was not detected in real time. The
consequence is that the satellite failure was an integrity threat for GNSS users estimating a PVT
solution with a pseudorange measurement derived from the faulty satellite without being warned.

To summarize, an EWF was initially a distortion of the GNSS signal which could entail a “large error”
using DGPS without being detected (thus the notion of “Evil”).

The notion of a SBAS user is thus closely linked to EWFs:

- The anomaly was observed in a DGNSS configuration.

- SBAS systems are high integrity systems that are using DGNSS principles, but that are also
meant at detectingall SiS threats. The EWF is anintegrity threat that thus has to be takeninto
account inthe SBAS integrity scheme. It does not means that non-SBAS users are not affected
by the EWF threat, just that they have to take it into account in a different way.

- Observations shown thatdifferentreceivers have reported different errors depending on the
receiver configuration. It entails that SBAS users, affected by these configuration
dependencies, have to be taken care of cautiously. By consequence, it is a necessity for the
SBAS to monitor and detect this kind of distortion.

The SV 19 anomaly is not the only example of reported GNSS signal distortion. In this section, an
overview of other EWF threats is given:
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SV 49 (PRN 1, Block II-RM) anomaly. Since the emission of the GPS L1 signal in mid-April 2009,
an anomaly was announced on that signal. Nowadays, the signal is still unusable until further
notice. Today, the cause of the anomaly is recognized as a reflection of the L1 signal when
reachingthe filtering stage at payload level which affect the transmitted signal [Suard, 2010].
The distortion is an EWF in that sense that it corresponds to a signal distortion which affects
pseudorange measurements of all users processing the signal in a non-nominal way. In
addition, the impact of the distortion is different depending on the GNSS receiver
configuration and is by consequence a threat for all DGNSS users.

SV 61 (PRN 2, Block II-R) anomaly. SV 61 experienced a degraded signal quality starting on
10/31/13 and ending with maintenanceon 11/3/13. The anomaly was not athreatin the sense
that pseudorange measurements were within the normal range. Nevertheless the signal was
affected by more noise than usually and slight distortions were observed on the correlation
function. Correlation function distortions were not high enough to be considered as
threatening and trigger an alarm [FAA, 2016b].

SV 54 (PRN 18, Block II-R) anomaly. A first distortion was observed, starting on 7/26/09 and
ending on 8/7/09 and a second distortion starting on 3/8/2016 still continues. In both cases,
the distortion consistsin a correlation function distortion. In 2016, some GBASs have detected
the signal distortion causing PRN 18to be unused which was not the case in 2009 [FAA, 2016b].

Itis noticeable that some other signals broadcasted by GPS satellites are affected by distortions that
could be considered as non-nominal distortions depending on the limit between nominal and non-
nominal distortions. To avoid availability issues, these distortions are considered as nominal but it is
noticeable thatthey could be classified asanomalies depending onthe application. In [Brenneretal.,,
2009], natural signal distortions are divided in two categories:

SV 49-like distortion, satellite elevation-dependent. With an amplitude lower than what was
observed on SV 49, the reflection of the signal at payload level induces a distortion which
depends uponthe satellite elevation. This phenomenonis visibleon SV 41 (PRN 14, Block II-R),
SV 44 (PRN 28, Block I1-R), SV 58 (PRN 12, Block II-RM), SV 59 (PRN 19, Block II-R), SV 60 (PRN
23, Block II-R) and SV 61 (PRN 2, Block II-R). In another publication [Springer and Dilssner,
2009], similarbehaviors werereported on SV 43 (PRN 13, Block II-R) and SV 55 (PRN 15, Block
[1-RM).

Signal distortionthat entailslarge bias. The phenomenon particularlyvisibleon SV 60 (PRN 23,
Block II-R) also affects, with alowerimpact, some othersignals. This phenomenon is visible on
SV 41 (PRN 14), SV 45 (PRN 24), SV 46 (PRN 11), SV 47 (PRN 22), SV 51 (PRN 20), SV 54 (PRN
18) and SV 56 (PRN 16), all from the Block II-R.

4.1.3 Origin of GNSS signal distortions

Distortions focusedin this Ph.D. thesis are distortions generated at satellite level. Theycan be induced
by the satellite payload or by the reflection of a signal at satellite level. A knowledge about payload
componentsis necessary to understand what could be the cause of such distortions. Nevertheless, it
will be seen that the lack of information available on payload components makes possible only some
speculations about the origin of nominal as well as non-nominal distortions.
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The GPS satellite signal generation unit can be divided in three main processing blocks [Parkinsonand
Spilker, 2006]:

- The Mission Data Unit (MDU): baseband signals are synthetized. The signal at this stage
consists of the multiplication of the spreading code with the square wave sub-carrier (if any)
and the navigation message (if any).

- Up-conversion to L frequencies: L-band carriers are generated by frequencies multipliers
followed by intermediate amplifiers. Carriers are then BPSK-modulated with baseband signals.
Separate balanced mixers are used for each modulated waveform to split in-phase and
gquadrature-phase components.

- Combiner and Radio frequency Antenna Beam Forming (RABF): modulated carriers are
summed to obtain a signal with a constant envelope. The signal is then amplified with High-
gain solid-state Power Amplifier (HPA).

The time of a GPS satellite is managed by three Atomics Frequency Standards (AFS). AFS are used to
tune a Voltage Control Oscillator (VCO) which provides the clock signal with the correct output
frequency. Three clocks are used for redundancy.

Several payload technologies are implemented on different GPS satellites. Among new technologies,
MDU are upgraded in new GPS satellitesto generate new signalssuch as L2C and M-code (Block [I-RM)
or also L5 (Block I1-F). Moreover, high precision L1 and L2 modulators are implemented in new GNSS
generations (Block II-RM, Block II-F). Intermediate and high power amplifiers are upgraded to high
frequency GaAstechnologyandincorporate sighal power and code power ratio flexibilities for Bock II-
RM and Block II-F generations [Rajan and Irvine, 2005].

More details about GPS satellite payloads are available in [Marquis and Shaw, 2011], [Fan etal., 2008]
or [Rajan and Irvine, 2005].

By analogy, Galileo satellite signal generation unit can be divided in three main processing blocks [OHB
System, 2012], [Rebeyrol, 2007]:

- The Navigation Signal GenerationUnit (NSGU): it generates the navigation message. Asin GPS
satellite, it consists of the multiplication of the spreading code with the square wave sub-
carrier (if any) and the navigation message (if any). The main difference with GPS technology
is that the NSGU includes a navigation signal modulator which generates three digital
modulated baseband signals: one for each frequency band (E1, E5, E6). The E5 digital
modulated baseband signal is generated from a look-up table [GSA, 2010]. According to the
signal bandwidth, the modulator puts the baseband signals around a digital intermediate
frequency and keeps the signals in-phase and quadrature-phase components separated. After
being modulated, signals are filtered by digital filters.

- TheFrequency Generationand Up-conversion Unit (FGUU): it delivers the sampling frequency
to the NGSU, achieves the digital to analog conversion and performsthe signals up-conversion
to their respective frequency bands before broadcasting to users. Different frequencies are
generated by independent frequency synthesizers which include two oscillators (a reference
and a VCO), a phase detector, aloop filter and a frequency divider.
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- Combiner and Radio frequency Antenna Beam Forming (RABF): different L-band signals are
amplified. The two types of poweramplifiers that may be used on navigationsatellites are the
Traveling Wave Tube Amplifier (TWTA) and the Solid State Power Amplifier (SSPA). At the
payload output, before the antenna subsystem, the Output MUItipleX unit (OMUX) combines
amplified signals.

The time of Galileo satellites is managed by fouratomic clocks. The clock unitis supported by a Clock
Monitoring and Control Unit (CMCU). One atomicclockis chosen bythe CMCUto providethe reference
time to the FGUU.

The main difference between GPS and Galileo signal generations is that in Galileo satellites, all
modulations of a given L-band are digitally synthetized in one navigation signal baseband component.
Thenthe composite digital waveformis converted into an analogsignal before being up-converted.In
GPS, different modulations are mixed in an analog way during the signal up-conversion.

This section aims at finding the origins of SiS signal distortions. The strategy consists of studying what
could be the cause of nominal distortions at payload level. Then it is possible to investigate which
payload component could lead to a signal distortion if operating in a faulty condition.

The starting point of this approach is observation made on nominal signals especially observation
based on chip domain. Possible explanation of all nominal distortions listed earlier are given.

- Post-transition damped ringing effect. This phenomenon is typically entailed by bandlimited
transferfunction processesthat can occur in the signal generation unitorin the transmission
sub-system.

- Delay between rising and falling transitions. In [ICAO, 2006] is said that this distortion is
associated with a failure in the navigation data unit (NDU), the digital partition of a GPS
satellite.

- Imbalanced in-phase and quadrature-phase components. The in-phase and the quadrature-
phase components are split during the up-conversion. A slight error in balance mixers could
explain such a distortion as presented in [Gunawardena and van Graas, 2012b].

- 10.23 MHz spectral components. This distortion can be explained by the imbalance between
the in-phase and the quadrature-phase components of the signal. Indeed, the quadrature-
phase channel carries the P(Y) code with a frequency 10 times higher than the C/A signal
carried by the in-phase channel. If both channels are not exactly orthogonal, the P(Y) code is
visible on the C/A code in-phase component [Gunawardena and van Graas, 2012b].

- Transitiontime (atrising and falling transitions). In theory, the passage from a positive chip to
a negative chip (orreciprocally) isinstantaneous. Nevertheless, as discussed in [Gunawardena
andvan Graas, 2012b] the modulator Schottky diodes have finite switching time (between one
hundred picoseconds to a few nanoseconds).

- Elevation dependence. In [Gunawardena and van Graas, 2013] it was observed that signal
distortions were dependent upon the elevation of the satellite. This phenomenonis different
from otherlisted distortionsinthatsense that itis a time varying effect. It could be expected
to have nominal distortions which are constant in time for a given satellite but the elevation
dependency shows that in nominal conditions, distortions can be time-dependent. An
explanation of this phenomenon is proposed in [Gunawardena and van Graas, 2012b]:
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multipath reflections and phase variations at satellite level can e ntail such nominal distortions
elevation dependency. In addition, it was noticed, for example in [Haines et al., 2012], that
thereisavariation of the satellite antenna group delaywith the nadir angle due to the antenna
pattern.

It is more difficult to speculate about the cause of non-nominal distortions, nevertheless some
conclusions can be established from the past:

SV 19 (1993). Two corrective actions were undertaken to solve the problem on SV 19
[Mitelman, 2004]. The first one was to switchover the modulator and initial power amplifier
taking place in the RABF from the primary unitto the on-board backup. It had the consequence
to reduce the spectral asymmetry and the height of the central spectral spike. The second
corrective action consisted of the switchover of the digital component known as navigation
data unit (NDU) from the primary unit to the on-board backup. This second action totally
restored the signal sent by the SV 19. To conclude the NDU was at the origin of the problem.
Itis not possible to estimate ifthe RABFwas another origin of the problem orif it just enhanced
the distortion generated by the NDU.

SV 49 (2009). As already discussed, it was suggested that the signal distortion observed from
SV 49 was induced by a reflection at satellite level.

4.2 Example of signal distortion

For the sake of illustration, the same example of distortion will be assumed on the three different
modulations (BPSK (1), BPSK(10), CBOC(6,1,1/11)) till the end of this chapter. Filtered distorted
signals (blue) are compared to nominal signals (orange): on Figure 4-7 for a BPSK(1)-modulated
signal, on Figure 4-8 for a CBOC(6,1,1/11)-mudulated signal and on Figure 4-9 for a BPSK(10)-
modulated signal. Ten chips are shown.

Signal amplitude in the temporal frame

—Filtered distorted signal
—Filtered nominal signal

Signal amplitude
L o

Time (chip)

Figure 4-7. Nominal (orange) and distorted (blue) BPSK(1)-modulated signals on ten chips.
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Signal amplitude

Signal amplitude in the temporal frame

—Filtered distorted signal
— Filtered nominal signal

W n
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1 2 3 4 5 6 4 8 9
Time (chip)

Figure 4-8. Nominal (orange) and distorted (blue) CBOC(6,1,1/11,-)-modulated signals on ten chips.

Signal amplitude

Signal amplitude in the temporal frame

—Filtered distorted signal
—— Filtered nominal signal

Time (chip)

Figure 4-9. Nominal (orange) and distorted (blue) BPSK(10)-modulated signals on ten chips.

The distortion consists in a second order ringing distortion with a ringing frequency equal to 8 MHz
and a dampingfactorequal to 2.8 Mnepers/s. A 6™-order Butterworth filter with a 24 MHz bandwidth

is applied to model the pre-correlation filter.

Nominal and distorted filtered signals shown on figures above will be used to illustrate the impact of

signal distortions on a GNSS receiver.

4.3 Impact of GNSS signal distortions on the receiver

After the description of GNSS signal distortions (nominal and non-nominal) reported in previous
studies, inthis section impacts of GNSS signal distortions on the user are listed and some illustrations
are proposed. The impact of a distortion on the pseudorange measurement is logically dependent
upon the distortion affecting the SiS. Nevertheless, the impact is also dependent upon several

parameters that are receiver-dependent and that are function of:
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- the antenna and RF front-end equivalent filter and
- the tracking technique.

The difference of receiver configurationsis one of the main problemsin differential systems. Indeed,
if the referencereceiver configurationis different fromthe userreceiver configuration, both receivers,
processing the same signal affected by the same distortion, might be affected by different errors on
the pseudorange. As differential corrections are based on pseudorange measurements, corrections
estimated at reference level could be not adapted to a user with another configuration.

In this section, illustrations show the impact of the distortion on the DLL and on pseudorange
measurements. The pseudorange measurement error is of primary interest because offidal
requirements on GNSS signal distortions aim at limiting the impact of these distortions at pseudorange
level. As a consequence, the impact of a distortion has finally to be assessed on pseudorange
measurements to know if a receiver meets requirements regarding the considered distortion.

4.3.1 RFfront-end and antenna equivalent filters

The antenna and the RF front-end were presented in sections 3.2.1 and 3.2.2. The influence of the
antennaandthe RF front-endisvisible on the sampled signaland consequently on all the downstream
receiver processing. Specifically, the equivalent pre-correlation filter model, dependent upon the
antennaand the RF front-end, has animpact on the pseudorange measurement error. More precisely,
three parameters of the antennaand the RF front-end equivalent filter have an influence on the signal
before its digitization:

- Thetechnology of the antenna (and RF front-end) which has aninfluence on the filter pattem
and the “filtered signal shape”. It can introduce distortions on the signal.

- The 3 dB bandwidth of the antenna and RF front-end equivalent filter. Figure 3-8, shown in
3.2.2, already illustrates the rounding of the correlation function peaks entailed by the pre-
correlation equivalent filter bandwidth.

- The maximum group delay variation of the equivalent filter which has an influence on the
“signal shape”. It can introduce distortions on the signal.

This last parameteris also called the maximum differential group delayandis defined in [ICAO, 2006]
by:

d¢ d¢
% (fcenter) - E) (f) (4-1)

where

- frenter is the pre-correlation band pass filter center frequency in hertz,

- fisanyfrequency within the 3 dB bandwidth of the pre-correlation filter in hertz,

- ¢ isthe combined phase response of pre-correlation band pass filter and antenna in radian,
- wisequal to 2rf.

4.3.2 Impact on tracking loops

In this part, the impact of distortions on the trackingand more precisely onthe DLLand PLL is tackled.
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Itis assumed that the distortion affects only the in-phase signal component orthe quadrature-phase
signal component. This assumption is important to simplify the study of GNSS signal distortions.
Instead of having a two dimensional distortion, the problem is reduced to one dimension. It is
noteworthy that distortions on bothcomponentscan affect GNSSsignals. Nevertheless, the correlation
processis performed between the incoming signal and alocal replica that reproduces the PRN code of
only one channel of the incoming signal (in-phase or quadrature-phase). For this reason, models which
represent threatening distortions define the distortion only on one component of the signal.

The DLL design has amajorinfluence on thefinal pseudorange measurement and more precisely, three
parameters of the DLL which are:

- thereceiverlocal replica,
- the discriminator type and
- the correlator spacing used to perform the tracking.

The local replicahas an impact on the correlation function and consequently onthe S-curve whereas
the discriminator type and the correlator spacing only have an impact on the S-curve.

4.3.2.1.1 DLL parameters with aninfluence on the distortion that affects the pseudorange
measurement

Regardingthe influence of the local replica, the problemis raised especially forthe CBOC(6,1,1/11)
modulation on E1C signal. Indeed, for BPSK modulations, same BPSK-modulated replicas are always
used for the tracking. However, civil aviation decided to choose Galileo E1C receiversthatare able to
generate BOC(1,1) modulated local replicas instead of CBOC(6,1,1/11) for simplicity reasons. An
illustrationof the R¢poc(e,1,1/11,—) (T)and Rcpoc(e1,1/11,-) /BoC(1,1) (t)correlation functionsis givenin
Figure 3-10.

The impact of the local replica used to derive correlator outputs was introduced in 3.3.1.3. It shows
that depending on the receiver local replica modulation, correlation functions are different, and are
by consequence impacted differently by a distortion. It entails that a signal distortion will have a
differentimpact on two GNSS receivers with differentlocal replicas. Therefore, the tracking errorand
the pseudorange measurement estimated from a distorted signal are dependent upon the receiver
local replica.

The impact of the discriminator type on the S-curve was introduced in 3.3.3.1. In the same way, the
discriminatortype changesthe shapeof the S-curve and by consequence its shape when affected by a
distortion. For that reason, the tracking error and the pseudorange measurement estimated from a
distorted signal are dependent upon the discriminator.

The impact of the correlator spacing is shown on Figure 4-10. The comparison is made considering a
filtered GPS L1 C/A signal and an Early Minus Late (EML) discriminator on a normalized correlation
function (prompt equal to one). Both nominal (dashed line) and distorted (continuous line) S-curves
are plotted for correlator spacing’s equal to 0.2 chip (in red) and 0.35 chip (in blue).
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S-curve

- - -Nominal signal filtered, correlator spacing =0.2Tc
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Figure 4-10. EML S-curves fora nominalsignal (dashed plots) and a distorted signal (continuous plots)
BPSK(1) modulated and different correlator spacing’s: 0.2 chip (red), 0.35 chip (blue).

The fact is that the aim of the DLL is to reach a steady-state corresponding to astable zero-crossing of
the S-curve. Any bias in the stable zero-crossing of the S-curve would thusresult in a bias on the DLL
synchronization, and thus in a bias on the corresponding pseudorange. In other words, if the zero-
crossing of the S-curve is not obtained for a code delay error equal to zero (perfect synchronization
with the received signal), the DLL loop will converge towards a code delay tracking error that is
representative of a synchronization bias.

From Figure 4-10 it can be seen that the two S-curves are different in the nominal and the distorted
cases. Itisalsoremarkable that the zero-crossings of distortedS-curves are different depending on the
correlator spacing, by consequence, pseudorange measurements estimate for various correlator
spacing’s will be different.

4.3.2.1.2 Impactofa distortion on the S-curve for different modulations

Figure 4-11 illustrates the impact of the considered distortion on the EML discriminator (I — 1) /2.
Plots represent the S-curves of that discriminator on a normalized correlation function (prompt equal
to one). For all modulations, the correlator spacing is equal to 0.2 chip of the studied modulation. In
blue are shown nominal S-curves (filtered by a 6"-order Butterworth filter) and in orange S-curves
obtained from distorted correlation functions.

It is noticeable from Figure 4-11 that the distortion has a direct impact on the S-curve. The zero-
crossing translationis more visible with the BPSK(10) modulationand atracking error of 0.1 chip (~3
m) is expected forareceivertracking the distorted sighal compared to areceiver tracking the nominal
signal. The code pseudorange measurement error is equal to the code delay error made by the DLL,

converted in meter.

Forthe BPSK(1)and CBOC(6,1,1/11) modulations the S-curve zero-crossing bias is approximatively
equal to 0.007 chip (~2.1 m).
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Figure 4-11. Nominal (orange) and distorted (blue) EML S-curves for BPSK(1) (top left), for
CBOC(6,1,1/11) (top right) and BPSK(10) (bottom) modulations.

It isassumed thatthe carrier phase error of the PLL is only affected by the noiseand can be neglected.
This assumption is equivalent to presume steady state tracking conditions. In this thesis, this
hypothesis is kept valid because transient problem is not investigated in this manuscript.

A carrier phase error can affectthe PLL if the in-phase and the quadrature-phase components are not
orthogonal because of a distortion. In this condition, the same phenomenon as on the DLL
discriminator will affectthe PLL: the PPLS-curve zero-crossing will be shifted dueto the distortion and
a biaswill appearon the carrier phase measurement. Nonetheless, due to the fact that carrier phase
errors have a smaller order of magnitude in terms of impact on the pseudorange measurement
(~1000 for a BPSK(1) modulation and ~100 for a BPSK(10) modulation), the bias induced by a
delay of PLL S-curve zero-crossing can be neglected.

4.3.3 Effect of nominal distortions on the tracking bias

It was seen by looking at S-curve zero-crossing that distortions can entail biases on pseudorange
measurements. Nominal signal distortions are presented in 4.1.1.3 on the temporal signal.
Nevertheless, as introduced, the main objective of nominal distortions studiesis to quantify theimpact
of such distortions on the pseudorange measurement. This part provides some results about the
impact of nominal distortions on the trackingerror, in 4.3.3.1 obtained from high-gain dish antennas,
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andin4.3.3.2 obtained from omnidirectionalantennas. Finally, 4.3.3.3 introduces methods that permit
to limit the impact of nominal distortions on the tracking error.

As discussedin4.3.1and in 4.3.2, the impact of a signal distortion on the pseudorange measurement
is dependentupon the pre-correlation equivalent filter and the tracking technique. In the context of
nominal distortions research, the pre-correlation equivalent filter should not have any influence on
the signal and by consequence on the pseudorange measurement. In this condition, so-called nominal
natural biases can be estimated. This case cannot be reached but can be approached using alarge dish
antenna, a 3 dB bandwidth of the pre-correlation equivalent filter large enough (largerthan 50 MHz)
and a constant gain inside the band.

In Figure 4-12, tracking bias curves are given considering an EML discriminator and relatively to a
correlator spacing equal to 0.1 chip. The figure comes from [Wong et al., 2011] and each curve
corresponds to the tracking error observed on a different PRN. Data were collected from a high-gain
dish antenna.

L1-GPS - Ref. Corr. Spacing: 0.1 chip

E :

S . -
wer-t -t E=L=0.1chips
04 -4 -+ - — . . . (R ——
P R S o ]

- | 1 1 1
Ref:0.1-chip [----- - — - - - e Sl
. L — — — l— — — — —  E R
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User C-orrel ator Spacing [-Chips]

Figure 4-12. Tracking error induced by different GPS L1 C/A signals at different correlator spacing’s
[Wong, 2014].0ne curve corresponds to one PRN.

Measurements collected from a high-gain dish antennaare dependent upon the time of the day and
the temperature of the antenna [Wong, 2014]. It means that a part of the bias observed on these
curvesis induced by the antennaand RF front-end. Inorderto remove the time varying biasinduced
by the high-gain antenna and which affects results shown in Figure 4-12, a solution is proposed in
[Wong, 2014]. The mitigation is performed by estimating biases that affect signals collected close in
time. After the subtraction of these biases to the different curves, residual nominal biases still affect
pseudorange measurements but with less amplitude and can be seen as the natural biases.

The impact of nominal distortions can also be estimated from omnidirectional antennas and
commercial wideband receivers as in [Wong, 2014], [Gunawardena and van Graas, 2012a] or [Liu et
al., 2006]. In these conditions, the pre-correlation equivalent filter has a larger impact on the
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pseudorange measurement that cannot be distinguished from the impact of nominal distortions. In
every cases, a particular care is taken to mitigate the multipath (environment free of obstade,
multipath-limiting antenna, tracking techniques, etc.) Results can be presented using the same
representation asin Figure 4-12 [Gunawardenaand van Graas, 2013]. Important conclusions obtained
from omnidirectional antenna measurements about the impact of nominal distortions on a user are
listed:

- Impact of nominal distortions on a user is dependent upon the satellite elevation
[Gunawardena and van Graas, 2013].

- Impact of nominal distortions ona user is dependent upon the RF front-end filter technology
and bandwidth [Gunawardena, 2015], [Gunawardena and Van Graas, 2014] and more
generally, upon the antenna and the analog section of a GNSS receiver.

- Impact of nominal distortionson a useris dependent upon the receiverdiscriminatorand its
correlator spacing.

- Nominal distortions are dependent upon the satellite.

- Asan orderof magnitude, forsingle frequency GPS L1 C/A users, the differential errorinduced
by the natural bias can be as large as +0.12 m considering a reference with an EMLP
discriminator and a correlator spacing equal to 0.1 chip and a user with an EMLP and a
correlator spacing equal to 0.2 chip. This differential bias can be as large as +£0.25 m
considering a reference with a EMLP discriminator and a correlator spacing equal to 0.1
chip and a user with an EMLP and a correlator spacing equal to 1 chip [Wong, 2014].

The impact of nominal distortions has to be taken into accountin the nominal errormodelin orderto
be able to make the difference between nominal and non-nominal distortions. By consequence, it is
important to quantify the impact of such distortions on civil aviation GNSS users. Moreover, it is also
possible to mitigate the impact of nominal distortions.

A strategy to mitigate nominal distortions can be envisaged: the characterization of the nominal
distortions and the application of a correction on pseudorange measurements depending on the
feature of the nominal distortions. The “Measure-and-Correct” methodis described in [Wong, 2014].
It is noteworthy that this method can be applied onlyon nominaldistortionsbecausethesedistortions
can be measured.

This method has one main drawback: nominal distortions are difficult to characterize accurately. One
of thereasonsis that as presentedin 4.3.3.1and 4.3.3.2, nominal distortions vary in time (depending
on the receivertemperature, satellite elevation, etc.). Moreover, as the impact of nominal distortions
is receiver-dependent, each receiver has to assess the impact of nominal distortions on itself.
Nevertheless, thisstrategy is studiedin ARAIM (Advanced RAIM) discussions as presentedin [GPS.gov,
2016]. ARAIM s a solution proposed by the GNSS Evolutionary Architecture Study (GEAS) in the civil
aviation context in order to guarantee LPV-200 operation worldwide in the future.
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4.3.4 Conclusions about the impact of distortions on a user and differential
considerations

Itisseeninsection4.3.1,4.3.2 and 4.3.3 how standalone GNSS users are affected by signal distortions.
To study the impact of GNSS signal distortions, several receiver parameters have to be specified and
are listed in Figure 4-13. Without these specifications results that are providedrelativelyto the i mpact
of signal distortions lost their interest, because the domain of applicability of results is not known.

Receiver parameters with an impact on the
pseudorange measurements

Pre-correlation equivalent filter Tracking technique characteristics
characteristics (DLL)
S
[ Bandwidth ] [ Filter technology ] ‘ Correlator spacing [ Local replica ]
.......... \
[ Differential group delay ] . Discriminator type ,
R T T T ——

Figure 4-13. Receiver parameters having an influence on the impact of GNSS signal distortions on
pseudorange measurements.

As amatter of fact, signal distortions alsohave an impact on differential users because of their different
impacts on receivers with different configurations.

As presented in 2.3.1.1, differential corrections are estimated by the reference receiver from its
estimated pseudorange measurements and the knowledge of its accurate location. The impact of the
troposphericerror, ionosphericerrorand clock and ephemeris inaccuracies is not dependent uponthe
receiverand can be differentially corrected (at least partially). On the contrary, signal distortionimpact
whichis dependent uponthe receiver configurationcannot be corrected precisely ifuserand reference
receivers configurations are too different.

To conclude, signal distortions and especially non-nominal signal distortions are one of the main
threats for differential users. More precisely, differential users with high requirements in terms of
accuracy, integrity, continuity and availability have to be protected against signal distortions that
induce large differential bias.

If a distortion induces a too large error on pseudorange measurement estimated from the distorted
signal, a strategy is to detect and exclude from the PVT computation the affected signal. In this
approach the difficulty is to defineabound above which asignalis considered as hazardously distorted
and must be excluded. The method is difficult to adopt in the nominal distortion context. Indeed, as
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underlined in [Wong, 2014], itis challenging to achieve good availability performance excludingsignals
based on their nominal distortions. Nevertheless, this is the strategy used to detect non-nominal
distortions.

4.4 Non-nominal signal distorsions and SBAS

It was seenin the previous section that GNSS signal distortions are a threat for differential users that
have to meet stringent requirements. Thisis the reason why SBAS users (that use mono-frequency or
DFMC measurements) must deal with the signal distortions issue carefully.

Even if the failure observed on SV 19 was corrected in January 1994, the problem of EWF was still
underdiscussion after 1994. Indeed, one importantissueraised by the distortion is about the integrity
risk induced by signal distortions generated at payload level on users with stringent integrity
requirement as SBAS users. The three main questions about non-nominal distortions are:

1) What kind of distortion can affect a GNSS signal?

2) How to detecta GNSS signal distortioninagivenTime-To-Alert (TTA) and with a given probability
of false alarm (also called probability of fault-free detection) P r4 and agiven probability of missed
detection P47

3) What is the maximum differential errorinduced by an undetected GNSS signal distortion?

Solutions proposed in the pastto answertothese three questions are detailed in this section.

4.4.1 Necessity to model threatening distortions

The first question (What kind of distortion can affect a GNSS signal?) is the most difficult to answer
because GNSSsignal distortions are seldom and are difficult to characterize. With current knowledge,
itis not possible to be sure that if a GNSS signal distortion occurs, the distortion will have the same
signature that what was already observed.

Two answers of this question were proposed and are detailed in the following:

- the Most EWF concept and
- the ICAO Threat Model (TM) concept.

The Most EWF was definedin [Mitelman, 2004] by: The most evil waveform (MEWF) is the waveform
that will producethe largest differential pseudorange error (PRE) for a particular user, while appearing
completely benign (undetectable) to the reference station monitor receiver.

The Most EWF conceptanswers to the first question (What kind of distortion can affect a GNSS signal?)
only by fixing the maximum energy of the distortion. It means that the threat space is infinite and
constrained by only one parameter. The second question (about the detection of distortion) is
answered by fixing the design of the Signal Quality Monitor (SQM) implemented at the reference
station. The answer to the third question (impact of undetected distortions) requires more
mathematical tools. The concept is to find the maximum differential error (among considered users)
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entailed by a GNSS signal distortion not detected by the SQM. The term Maximum Undetected
Differential Error (MUDE) is used in the following and is referred to as this quantity. In [Mitelman et
al.,, 1999], a mathematical model based on the orthogonally property (Gram-Schmidt
orthogonalization) between the distortionand the SQMis detailed and gives the possibility to estimate
the MUDE.

This method has the advantage to find the worst differential error without making strong assumption
on the distortion which is important due to uncertainties of what could happen in a faulty case.

Nevertheless, the Most EWF concept was put aside because of four main limitations:

- MEWFs are not necessarily causal (it does not respect law of physics),

- anassumed signal-to-evil ratio has to be defined to limit the threat space and no method was
found to limit this parameter,

- MEWFs are dependent upon the SQM design and

- the Most EWF is dependent upon the user and the reference configurations (SQM design,
equivalent RF front-end filter and correlator spacing).

Anotherway, adopted by ICAO, to deal with the problem of non-nominal distortionsis to define aTM.
The difficulty of this approach is to answer to the question one (What kind of distortion can affect a
GNSSsignal?). Then,aSQMcan be designedto detect threatening distortions amongdistortions of the
TM. Finally, the MUDE entailed by undetecteddistortions can be assessed. If MUDE values do not meet
requirements, otherimplementations of the SQM can be undertaken until its performance meets the
requirements.

Due to the difficultiesto characterize all non-nominal distortions which could affect a GNSS signal and
because of the lack of observations of GNSS signal distortions (inthe non-nominal case), amethod s
to propose TMs. These models are based on modeling possible phenomenon that could occur at the
satellite level. They do not necessarily represent the reality but are approaching expected signal
distortions which could appear on a GPS L1 C/A signal. In fact, these TMs, and their associated
parameters range, referred to as Threat Space (TS), are powerful and necessary tools to design and
test performance of SQM.

The approach adopted by ICAO to define TMs for the GPS L1 C/A signal is given in the following and
consists in two steps:

- the definition of correlation function threats and
- the limitation of the problem to a characterized TM defined by few parameters and a limited
TS.

Definition of correlation function threats

For the sake of simplification, ICAO proposed to study only three threatening effects (also called
“problematical effects”) on the correlation function:

- Dead zones: If the correlation function loses its peak, the receiver’s discriminator function will
includea flat spot ordead zone. If the reference receiver and aircraft receiver settle in different
portions of this dead zone, Ml (Misleading Information) can result.

- Falsepeaks: If the reference receiver and aircraft receiver lock to different peaks, MI could exist.
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- Distortions: If the correlation peak is misshapen, an aircraft that uses a correlator spacing other
than the one used by the reference may experience MI.

These signal effects were selected because they might cause a GBAS or SBAS to output Misleading
Information [ICAQ, 2006]. The threat is defined onthe correlation function because the pseudorange

is estimated from correlator outputs via tracking loop processing.

Limitation to a threat model

The ICAO TM includes all GNSS signal distortions with the two following properties:

- distortions haveto entail atleast one ofthe threethreats (dead zones, false peaks, distortions)
on the correlation function and
- distortions must be physically feasible.

ICAO defines two kinds of distortions that satisfy thetwo properties: adelayon the falling edge of each
chip, and a second orderoscillation at each chip transition. (Details about the ICAO TM definitionsare
definedin 6.1.1).

Following the first property, the three correlation function threatening effects can be generated by
these TMs to address all threatening distortions. The limitation to distortions covered by the TMis the
consequence ofthe second property that adistortion has to satisfy (physicallyfeasible).Indeed, a delay
and a second order oscillation are “natural” in that sense that they could be easily produced by a
malfunction of a filter or a digital to analog convertor. Even if no informationis given about the link
between the proposed distortions included in the TM and a payload failure, it seems reasonable to
assume that payload componentscan provoke it. Moreover, these distortionsexist with less amplitude
in the nominal case as shown in 4.1.1.3.

With the TM approach, the problem of EWF is reduced to a simple model.

4.4.2 Necessity to detect non-nominal distortions

To meet stringent requirements that are defined by ICAO, augmented systems were developed as
presentedinsection 2.3. As the Ph.D. thesis focuses SBAS application, only the strategy used by SBAS
to detect non-nominal distortions is detailed.

The goal of SBAS regarding non-nominal deformations is to detect threatening distortions for
differential users, it means distortions which entail differential tracking error higher than a so-called
MERR (Maximum allowable ERRor) with a probability Prsq and Pp,qin a given TTA equal to 6s. The
TTA notion is important in the sense that GPS Signal Performance Standard (SPS) only guarantee to
provide in the navigation message an information about the quality of the signal within 6 hours.

In SBAS, the detection of non-nominal distortionis performed by the SQM defined by ICAO as [ICAQ,
2006]:

The objective of the signal quality monitor (SQM) is to detect satellite signal anomalies in order to
prevent aircraft receivers from using misleading information (MI). Ml is an undetected aircraft pseudo-
range differential error greater than the maximum error (MERR) that can be tolerated. These large
pseudo-range errors are due to C/A code correlation peak distortion caused by satellite payload
failures. If the reference receiver used to create the differential corrections and the aircraft receiver
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4.4 Non-nominal signal distorsions and SBAS

have different measurement mechanizations (i.e. receiver bandwidth and tracking loop correlator
spacing), the signal distortion affects them differently. The SQM must protect the aircraft receiver in
cases when mechanizationsare not similar. SQM performance is defined by the probability o f detecting
a satellite failure and the probability of incorrectly annunciating a satellite failure.

In EGNOS, the SQM function is implemented in dedicated ground stations, the RIMS-Cs, whereas in
WAAS, the SQM is implemented in the World Reference Stations (WRS). Forthe two SBASs, the SQM
is based on the observation of the receiver correlation function between the incoming signal and the
local replica. Details about SQM are provided in chapter 7.

In EGNOS, each RIMS-C provides individual satellite warning flags to the CPF (Central Processing
Facility). The CPF then performs majority votingin order to secure the diagnostic. RIMS-C channels are
installed in fifteen of the thirty-three RIMS sites. This allows each EGNOS monitored satellite to be
observed by at least three stations equipped with RIMS-Cand make the CPF voting diagnostic robust in
terms of missed detection and false alarm rate [Brocard et al., 2000]. As a majority votingis adopted,
two RIMS-Cs over three have to flag the same satellite to consider that a signal distortion affect that
satellite.

4.4.3 Estimation of the Maximum Undetected Differential Error (MUDE)

With the definition of aTM and a SQM, itis possible by simulations to test the capacity of the SQM to
detect signal distortions included in the TM.

The main difficulty to assess performance of one SQM when the TM is defined and finite, is to take
into account all receiver configurations that have to be protected. Indeed, the impact of signal
distortions on different receivers depends upon the receiver configurations. By consequence, for a
given distortion, the MUDE has to be estimated considering the user receiver configuration and the
associated reference receiver configuration leading to the worst differential error (the highest MUDE)
for that distortion. The closer the user configuration is from the reference station configuration, the
more adapted the differential correctionis (withthe effect to decreasethe MUDE). In an extreme case
where user and reference station receivers are identical, GNSS signal distortions are not a threat
anymore for differential users because fully compensated by the differential correction.

To limit the issue of various receiver configurations, in the civil aviation context, airborne receiver
configurations are limited as defined by ICAO [ICAOQ, 2006]. ICAO defines constraints on parameters
presented in Figure 4-13 for aircraft tracking GPS L1 C/A signals: the pre-correlation equivalent filter
bandwidth, the local replica, the correlator spacing and the differential group delay atairborne levelis
limited.The local replicais BPSK-modulated. Two discriminators can be used by civil aviation users: the
EML and the double delta discriminators. For receivers with an implemented EML discriminator, the
three remainingreceiver parameters with aninfluence on pseudorange measurements are defined in
Table 4-2 and are givenforfourdifferentregions. Regionsare represented by bluerectangles in Figure
4-14.
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3 dB pre-correlation . . .
. . Correlator spacing (CS) | Differential group
double-sided bandwidth (chip) delay (ns)
Region (BW) (MHz) P Y
1 2< BW<7 0.04<(CS<1.2 <600
2 7< BW <16 0.04 < CS <0.235 <150
3 16 < BW <20 0.04 <(CS<0.15 <150
4 20 < BW <24 0.07<C5<0.13 <150

Table 4-2. Characteristics of GPS L1 C/A civil aviation receivers parameters with an influence on code
pseudorange measurements defined by ICAO [ICAO, 2006].

The restriction of user receiver configurations is deeply studied in [Wong, 2014] and more stringent
limits are nowadays proposed to limit airborne receiver configurations in a Dual-frequency Multi
Constellation (DFMC) SBAS context.

A summary of expected configurations allowed to DFMC SBAS civil aviation users that are focused in
this thesis is given in Table 4-3 and are represented by red rectangles in Figure 4-14.

Galileo E5a
GPS L1 C/A Galileo E1C
GPS L5
Local replica modulation BPSK(1) BOC(1,1) BPSK(10)

Correlator spacing (CS) Narrow area around

0.08<CS <0.12 0.08<CS<0.12

(chip) cSs=1
Differential group delay <150
(ns)

Discriminator type EML

3 dB pre-correlation
double-sided bandwidth 12 < BW <24

(BW) (MHz)
Filter technology Manufacturer freedom

Table 4-3. Characteristics of expected civil aviation receivers parameters with an influence on code
pseudorange measurements for different signals.

In civil aviation application, the filter technology choice is let free to the receiver manufacturer but
generally the equivalentpre-correlationfilteris modeled by a 6™-order Butterworth [Mitelman, 2004],

[Phelts, 2001], [Macabiau and Chatre, 2000].

The drawback of limiting receiver configurations is that it reduces freedom of the manufacturer in
terms of receiver design and possible innovation for competitive market sharing.
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BW in MHz GPS L1 and
1 GalileoE1C
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| different modulations
12 --1 __i_ ; (expectation)
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| i Regionl !
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0.04 | 0.235 : 1.2 CSin chip
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Figure 4-14. Summary of civil aviation and DFMC SBAS receivers configurations in terms of bandwidth
and correlator spacing.

4.5 Visualization of GNSS signal distortions

To understand the impact of agiven distortion on the GNSS signal processing, itisimportantto be able
to visualize how this distortion affects some specific critical functions of the signal processing. Two
different observables can be reported for the study of GNSS signal distortions:

- The Chip Domain Observable (CDO) which is a way to extractthe shape of distortions directly
from the digitized signal samples using the PRN code periodicity. It gives information about
5(t), the incoming signal filtered by the antenna and the RF front-end as shown in section
4.5.2. 3(t) can be affected by a distortion.

- The correlation function defined in section 4.5.3. It gives information about R:(7), the
correlation function of the local replica with the incoming signal filtered by the antenna and
the RF front-end. The signal and by consequence the correlation function can be affectedby a
distortion.

Both observations are located afterthe A/D section of the receiver. In the following the two methods
are described and compared.

4.5.1 Standard deviation and general considerations

One way to compare the two observables is by analyzing their standard deviation: the standard
deviation of the noise affecting the CDO (a.po) andcorrelator outputs (a¢,)are derived in thispart.
It is noticeable that the same principle can be used to estimate the two standard deviations.
Considering that a noise with a standard deviation g,, affects the digitized signal and neglecting the
impact of the antenna and the RF front-end, the following general relation can be written:

(4-2)

where
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4. Impact of GNSS signal distortions on signal processing

- Xindicates the processing technique: CDO or correlation,
- Nyisthe number of samples involved in the processing X and
- P isthe power of the received GNSS signal in decibel.

The computation of g, is possible considering that the noise is an averaged white Gaussian noise
[Thevenon et al., 2014]:

(4-3)

where C'/Nyisthe carrierto noise densityratio expressed in hertz (natural scale) and F; is the sampling
frequency in hertz. The factor 1/2 comes from that only the noise affecting one component of the
signal (in-phase or quadrature-phase component) is considered. This value of signal power does not
take into account possible filtering of the noise at the antenna and RF-front end. In appendix A, the
filter effect on the noise is taken into account for the estimation of a.pp and a¢pyr-

4.5.2 Chip domain observable method

GNSS signals distortions find their origin on the disturbance of the temporal signal. Then, the first
approachis to directly observethe impact of the signal distortionin the temporaldomainasitis done
using the CDO. The CDO observations are realized on the filtered signal $(t) inideal conditions and in
non-nominal conditions, and are compared.

This methodisalso known as the Vision Correlator (NovAtel) [Fentonand Jones, 2005]. Several studies
were performed using this processing technique especially regarding the study of nominal distortions
as in [Mitelman, 2004], [Wong, 2014], [Pini and Akos, 2007] or [Pheltsetal., 2009]. Nevertheless this
method can also be used for the study of non-nominal distortions as in [Thevenon et al., 2014]. It is
alsopossible tofind,in open access, asoftware receivertoolbox thatis able to generatethe CDO from
GNSS signal samples [Gunawardena, 2014].

The Chip Domain Observable is a processing of the digitized GNSS signal that permits to observe an
average GNSSsignal on asection of the signal. The section can be chosen depending on the part of the
signal that has to be observed and is also called in the following the observed section. In most of
studies, chip transitions are focused because signal distortions are enhance d by the chip transition. An
“average” chip transition is obtained by superimposing every spreading code transitions (rising
transitions are added and falling transitions are subtracted) during a chosen time window called the
observationtime, in orderto average out the noise affecting the temporal samples of the GNSS signal.
Superimposing only rising (or falling) transitions gives another observable (if rising and falling
transitions need to be distinguished). The CDO can be applied on chip (superimposing only positive,
only negative, orall chips) oron parts of the entire code period. This methodis based on the periodicity
of the PRN code.

The actual CDO observationis done inadiscrete way and thus each discrete observation is associated
to the notion of bin in which the signal is observed.
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4.5 Visualization of GNSS signal distortions

Figure 4-15illustrates the CDO concept. Itis considered that only rising transitions are observed on an
ideal normalized BPSK signal. The observableis centered on the transition and s built from Ny;,, = 10
values. Different notations that are used on the figure are defined below

in bin
bln . . . Ll . . K . . . .
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
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Figure 4-15. lllustration of the CDO concept.
Parameters that are used in Figure 4-15 are presented with their notation:

- CDOy is the kt" value of the averaged signal amplitude in a given delay bin.

- bty is the instant of the k" bin center of the observed section, expressed in chip. In this
example bt; = 0.5 — Ap;,, /2 corresponds to the instant of the first bin center.

- Api, is the length of the bin in chip. It corresponds to the time resolution with which the
observedsectionislookedat. Thisdelayis consideredconstant forall binsif binsare uniformly
distributed.

- Npjyn is the number of delay bins on which the CDO is computed. The relation between Ay,
and Ny, is given by: Ay, = T, /Npins Where T, is the chip period if the observed section is
one chip long and if bins are uniformly distributed along the observed section.

- T,ps the observation time in second. It consists of the time during whichthe signalis averaged.

From the introduced notations, the CDO consists in a vector of Np;, values grouped in CDO, where
CDOy, is the average on T, of the signal amplitude in the k" delay bin of length A, at a distance
bt from the beginning of the observed section.

In the following, it is assumed that bins are uniformly distributed along the observed section if no
information is provided about bins distribution. Nevertheless, bins could be arbitrarily placed along
the observed part and could have different lengths.

In the CDO context, the expression of the average number of samplesin one bin is:

_ Tobs
NCDO - F.'sAbinTc T Nobserved_part_code (4'4)
code

with
- F isthe sampling frequency in hertz,
- Typsis the observation time in second,

- Tcodeis the code period in second,
- Nobserved part code 1S the number of the wanted observed sections per code period,

- Apinisthe size of the binin chip and
- T,isthe chip periodin second.
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4. Impact of GNSS signal distortions on signal processing

Consequently, assuming that the noise distribution is Gaussian, neglecting the effect of the antenna
and the RF front-end and considering that tracking errors are negligible, the noise standard deviation
in a bin can be modeled as:

—_ O-n
Ocpo = \/m (4'5)
In appendix A, the standard deviation of chip domain observables taking into account the pre-
correlationfilteringis derived. Figure 4-16 shows an example of CDO based on one hundred binsand
reusing distortions presented in section 4.2. Nominal (blue) and distorted (orange) signals for the
BPSK(1) (top left), the CBOC(6,1,1/11) (top right), and the BPSK(10) (bottom) modulations are
represented. The observed section is centered on the middle of chips.
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Figure 4-16. Example of nominal (blue) and distorted (orange) CDO for BPSK(1) (top left),
CBOC(6,1,1/11) (top right) and BPSK(10) (bottom) modulations.

From Figure 4-16, the impact of the signal distortion onthe CDOiis clearly visible forall modulations.

The CDO processingissummarizedin Figure 4-17and is based on [Thevenonetal., 2014].
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Conventional

trackingloops

Sn T'fdop:(po
v v

Chip domain observation processing unit

CDO

Sample Sample time- Sample
correction stamping accumulation

Figure 4-17. Block scheme summarizing CDO algorithm.

The CDOiis builtfrom digital samples §,, of the incomingsignal afterit went through the RF front-end.
The expression of the digital signal is given in section 3.2.3. Digitized samples are processed by
conventional tracking loops as described in section 3.3.3. This step is necessary to estimate
the code delay 7, the Dopplerfrequencyfdop, and the phase @ of the signal to observe. Indeed, to
average signal samplesin an observed section, their position inthe observed section has to be predisely
known to avoid averaging samples that are at differentlocations onthe observed section. Moreover,
the phase offset due to the Doppler or residual phase that affect the received signal has to be removed.
The three estimated parameters are used to process signal samples before averaging them.

The sample correction is necessary to remove the phase, the Dopplerand the intermediate frequency
fir which affect the signal carrier. Corrected samples s5°"" (t) can be written as:

corr 2nn N
Spo " =SpXcos| — f (fIF + fdop) — Qo (4-6)
s

The sample time-stampingis necessaryto express the time of samples in the emitter reference frame.
In the receiver time frame each sample is temporally distant from the previous sample by Ts.
Nevertheless, because of the Doppler Effect which affects the signal, it does not correspond to the
distance betweentwo samplesinthe emitter frame. Theadjusted Doppler-corrected sampling interval
in the emitter time is function of the carrier frequency (f;) and is equal to Ty = Ts/(l - fdop/fo).
Translated into a Doppler corrected frequency it leads to:

£ = £(1 = faop/fo) (4-7)

Moreover, inthe receivertime frame, samples are affected by adelay T compared to samples time at
the instant of their transmission. Finally, the time-stamp t,, attached to each sample, taking into
account f,, and T is equal to:

n n
——f=—7-1 4-8

R /A= Faon/fo) (44)
The sample accumulation is the last step of the CDO estimation. Each corrected sample is associated
to a givenbinbased onits time-stamp 7,,and itslocation in the PRN sequence. Only samples from the

chosen observed section are accumulated in the bins.

A

Tn =

Each time-stamp can be expressed relatively to the theoretical delay from the center of the kt" bin of
the [t" occurrence of the observed section (bt,l(), by subtracting bt,lc to T,,. bty can onlytakesvalues
smaller than the length in chip of the observed section whereas bt,lc can take any value as it
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corresponds to the time-stamp of the k" bin of the 1" occurrence of the observed section. Then, a
sample is allocated to a delay bin if the relative time-stamp to bt,lc delay falls into a delay bin.

Samplesassociatedto the k" bin of the CDO are noted s,lc’i”and have atime-stamp t,, which satisfies:
: Abin Abin
T = bty € | =~

All observed sections | must be treated.

The CDO can be obtained by averaging in the k" bin all samples s,l(’i”associated to this bin:

CDO,, = mean(s™) (4-9)

4. 5.3 Correlation function observable

Another way to observe the impact of a signal distortion is to look at its influence on the PRN code
correlation function which is an observable closely related to the pseudorange estimation as shownin
section 3.3. The observationis made on the filtered correlation function ﬁs(T)that can be affected by
distortions.

One correlation function outputis obtained by the correlation of the incoming signal on atime period
called observationtime T, ¢ with alocal replicagenerated over the same observation time. To obtain
N_orr correlator outputs, N, correlations must be computed with N, delayed versions of the
local replica. The complexity of the generation of the correlation function observableis thus de pendent
upon the number of correlator outputs that have to be observed.

As it was done for the CDO, Figure 4-18 illustrates the concept of correlation function observable
considering an ideal normalized BPSK signal. The observable is built from N4y o, = 5 values.

v

T,

T
T, T, T, c

Figure 4-18. /llustration of the correlation function observable concept.

Several notations are introduced to define the correlation function observable presented in Figure
4-18:
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- Ry is the kt" value of the normalized correlation function amplitude at a given point of the
function. k = 0 at the correlation function prompt.

- T isthevalueofthe kth correlator output delayin chip.(ty = 0 corresponding to the prompt
output).

- Aty is the distance along the time axis between two outputs of the correlation function,
expressed in chip. It corresponds to the resolution with which the correlation function is
observed. Inthe followingitisassumedthat the distribution of correlator outputsis uniform
if noinformationis provided about the distribution of correlator outputs. With this assumption
Vk, At = Tp4q — T = At

- N¢orr out is the number of correlator outputs at which the correlation function is estimated.
For simplicity reasons, itis considered that N,y oy isanodd number. The following relation
can bewritten: AT = 2 X T /(N¢orr out — 1) (if the entire correlation function is observedand
is2 X T.large).

- CSy representsthe correlator spacing of the k" correlator pair. CS), =1, —T_), = 2 X k X
At.

In the context of correlation function, one correlator output is computed according to a number of
signal samples equal to:

Neorr = FsTops (4-10)
where

- F isthe sampling frequency in hertz,
- T,psis the observation time in second.

Assuming that the distribution of the noise at a correlator outputis Gaussian, neglecting the impact of
the antennaandthe RF front-end and considering that the tracking errors are negligible, the standard

deviation of a correlator output can be modeled as:
On

o = .

Corr \/m (4-11)
In appendix A, the standard deviation of correlator outputs taking into account the pre-correlation
filteringis derived. Figure 4-19 shows examples of correlation function observables usingone hundred
correlator outputs and reusing distortions presented in section 4.2. Nominal (blue) and distorted
(orange) signals for the BPSK(1) (top left), the CBOC(6,1,1/11) (top right), and the BPSK(10)
(bottom) modulations are represented.

From Figure 4-19, the impact of the signal distortion on the correlation function is clearly visible for all
modulations. It can also be seen that a single distortion has different signature depending on the
modulation.
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Figure 4-19. Nominal(blue) and distorted (orange) correlation function observables for BPSK(1) (top
left), CBOC(6,1,1/11) (top right) and BPSK(10) (bottom) modulations.

4.5.4 Comparison of chip domain and correlation function domain observables

Advantages and drawbacks of both techniques are detailedin [Thevenon et al., 2014]. A summary is
presented in the following.

The advantages of the CDO are:

Inputs of the CDO (IF signal samples) are given directly by the RF front-end while multi-
correlator outputs have to be computed specifically for a given code delay.

The noise affecting the CDO is an uncorrelated white noise (or weakly correlated by the RF
front-end filter), while the noise affecting a correlator output is correlated through the
multiplication with the local replica.

The resolution of the CDO can be increased beyond the sampling frequency of the signal based
on a principle called dithered sampling. [Pini and Akos, 2007]

The CDO permits to observe independently different types of signal sections. An important
consequence is that falling and rising edges can be visualized separately whereas it is not
possible on the correlation function.

However, correlation function observableshave also advantages compared to the CDO because of the
place of the correlation operation in the tracking processing. Then:
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4.5 Visualization of GNSS signal distortions

- The tracking is directly dependent upon the correlation function. As a consequence, the
distortion visible on the correlation function is directly related to the pseudorange error. In
that sense, the distortion on the correlation function appears more representative of the
potential problems on the pseudoranges. A corollary of this is that some of the distortions
visible onthe CDO could be filtered/transformed by the corre lation process which is based on
the entire PRN code. Consequently, some signal distortions visible on the CDO could not
influence the correlation function and by consequence the tracking process.

- Correlation processingis already availablein conventionalreceivers, although multi-correlator
outputs are not yet widely available.

- Correlator outputs are much less noisy than IF samples.

The last pointisillustrated by the comparison of estimated standard deviation forthe twoobservables.
From (4-4) and (4-10), the ratio of the two standard deviations can be estimated:

Ocpo _ NCorr _ Tcode (4 12)
Ocorr N cDO N observed_part_codeAbin

(4-12) isa general equation that can be used on all signals withdifferent observable parameters. As an
example a particular GPS L1 C/A case is considered. Only rising transitions are superimposed to
estimate the CDO. The observed part is chosen witha T, length and bins uniformly distributed along
this time interval. It entails that:

Nobserved part code = Ntrans Where Nipans & 250 isthe number of risingor falling transitions
in one GPS L1 C/A spreading code period.
Apin = T./Npins Where Np;pnsis the number of bins in the observed section.

In this particular case, (4-12) becomes:

o N, Nyin T,
CDO — Corr: bin'code z\/m (4_13)
Ocorr N¢po NtransTe

And the ratio between the two standard deviationsis only dependent upon the number of bins Np;;,
computed for the CDO.

It is demonstrated in [Pagot et al., 2015] that the correlation and the chip domain observables,
estimated from the average of all chips of the spreading code and convolved by a rectangularshape,
have the same expression assuming that:

- thecorrelation functionis null outside the peak (for delay smaller than —T, and higherthanT,
around the prompt),
- allchipsare usedto estimate the CDO (positive and negative chips, after a transition or not).

In any case, for GPS L1 C/A, a triangularshape (code correlation function-like) can be obtained by the
convolution of the CDO on one chip with an ideal rectangle. Some receivers use this property and
derive “correlation functions-like” from the CDO [NovAtel Inc., 2012] to estimate if GNSS signals are
distorted from CDO observables.
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4.6 Conclusions

The aim of this chapter is to present the different problematics linked to GNSS signal distortions and
more precisely GNSS signal distortions generated by the payload thatare a problem forall GNSS users
and particularly for SBAS users.

In section 4.1 nominal and non-nominal distortions that can affect a GNSS signal are described. As
nominal distortions affect continuously GNSS signals, they can be observed precisely using particular
setups to collect signals at every time. Results from previous studies about nominal distortions are
introduced. A ringing effect after each transition and a lead/lag between zero-crossings of rising and
falling edges of code transitions is observed even on signalsgenerated by healthy satellites. It has been
seen that nominal distortions generated at payload level are challenging to characterize especially
because they are time varying and they are difficult to dissociate from distortions induced by the
receiver. The concept of signal distortion also appears in faulty conditions (these distortions are also
called EWF) and is different from the study about nominal distortions. Indeed, due to the lack of
examplesaboutsignal distortions generated in faulty conditions, itis difficult to characterize the kind
of distortion that could appear in a case of a satellite failure.

In section 4.2 an example of signal distortion is considered on a BPSK(1)-modulated signal (GPS L1
C/A),a BPSK(10)-modulatedsignal (GPSL5 and Galileo E5a) and a CBOC(6,1,1/11, —)-modulated
signal (Galileo E1C). This signal distortion is usedin section 4.3and 4.5 to illustrate the impact of signal
distortions at different levels of the GNSS receiver signal processing.

The mainissue with GNSS signal distortions is that their consequences on different user’s receivers are
dependentupon several characteristics of receivers presentedin section 4.3: the technology and the
bandwidth of the antenna and RF front-end filter, the discriminator and the correlator spacing used
for the tracking. In particular, in part 4.3.2 the impact of the signal distortion on tracking loops is
tackled.

Insection 4.4, the issue entailed by non-nominal deformationis exposed. Evenif EWF are not frequent,
GNSS users with stringent performance, as civilaviation users, haveto be protected from such threats.
To deal with the EWF issue, the Most EWF concept was introduced in a previous study but the
preferred solution was the definition of a TM. Nowadays a TM is adopted by ICAO to represent
distortions expected on the GPS L1 C/A signal.

In section 4.5, the impact of the distortion is looked at in the chip and in the correlation function
domains. The technique to generate the CDO is detailed and will be reused in the following.

Fromthis chapter, it can be seen that the study of GNSS signal distortions is made difficult because the
characterization of these distortions is complicated and because the impact of GNSS distortions are
dependentupon several features of the receiver. This chapterintroduces all important notions linked
to GNSS signal distortions and can be viewed as an introduction to the following chapters (chapter 5
and chapter 6), where a deepened study about nominaland non-nominal distortions is undertaken.
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The first GNSS signal distortionsthat are tackled in details are distortions that aff ect the signalin fault-
free conditions. Even if these distortions have a limited impact on GNSS receivers, they can be a
problem for users with high requirements. Real datawere collected to observe nominal distortions on
real GNSS signals. Two types of data collections were performed:

- using high-gain dish antennas and
- using omnidirectional antenna.

Nominal distortions that affect GNSS signals recorded with the two types of antennas are estimated
and results are presented and compared to the state-of-the-art (chapter4). The aim of this chapteris
to confirm results already available in the state-of-the-art relatively to the study and the
characterization of nominal distortions and to present new results on Galileo E1C signal. More
precisely, in this chapter different results are provided:

- A characterization of GPS L1 C/A nominal deformations that affect high-gain dish antennas
collected signals. This characterization is based on [Phelts et al., 2009].

- A visualization of nominal distortions that affect Galileo E1C signals collected with high-gain
dish antennas.

- A visualization of nominal distortions that affect GPS L1 C/A and Galileo E1C correlation
functions.

- Adescription of advantages and drawbacks between the study of nominal distortions using a
high-gain dish antenna and using an omnidirectional antenna.

- A characterization of GPS L1 C/A tracking biases that affect signals collected with an
omnidirectional antenna. This characterization is based on [Wong, 2014].

Even if one of the purposes of the nominal distortions studyis to establish alimit between the nominal
case and the non-nominal case, because of the lack of measurements and the difficulties to
characterize nominal distortions in an absolute way, this task is not developed in this chapter.

In section 5.1, the setup that was used to collect GNSS signals with high-gain dish antennas is
presented. Indeed, the antenna, the digitizer and the software used to process signals have an
influence on the observed nominal distortions and have to be defined.

In sections 5.2 and 5.3, results obtained from high-gain dish antennas are presented. The first section
introduces nominal distortions visualized on the Chip domain Observable (CDO), and the second
section nominal distortions visualized on the correlation function domain and the S-curve zero-
crossingplot. It isseenin 5.4 that some distortions generated by the receiver cannot be distinguished
from nominal distortions when the setup is not calibrated.

Distortions generated by the receiver have the particularityto affectall received signals. Therefore, to
remove the main part of the distortion induced by the receiver, omnidirectional measurements were
collected and processed. Results are provided in section 5.5. The common bias that affects all PRNs
measurements collected at the same time are subtracted from pseudorange measurements error to
estimate inter-PRN biases which effectively affect a GNSS user.
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5. Nominal distortions

In section 5.6, inter-PRN biases estimated from the omnidirectional antenna data collection and from
one calibrated high-gain antenna data collection are compared to the state-of-the-art.

Finally, section 5.7 makes a conclusion about all results provided in this chapter.

5.1 Setups definition and high-gain dish antenna measurements

Firstin thissection, differentantennas and receivers that were used to collect high-gain dish antenna
measurements are described. Three different setups are presented in this part. Then, an overview of
the software which was implemented to process the collected data is given. Finally, the strategy to
obtain CDO and correlation function outputsis defined. These outputs are of interest to study GNSS
signal distortions as discussed in 4.5.

5.1.1 Data collections from high-gain dish antennas

A high-gain antenna is useful to obtain a sufficiently good signal observation. Indeed, after traveling
the distance which separates the satelliteand an antennalocated on Earth, the GNSS signalsare below
the noise floor of usual measurement devices. It is therefore advantageous to amplify the received
signal inorderto betterobserve it. In ourcase, this was performed thanks to three directive antennas
withthe features describedin Table 5-1. More details about the ESA antennacan be foundin [Gisbert
etal., 2012].

The signals collected by CNES and DLR were digitized by a dedicated signal digitizer, called BitGrabber2
and developed by CNES [Ries and Perello Gisbert, 2006] with a sampling frequency of 125 MHz (the
sampling is done in complex), a 8-bits quantization and a 3 dB bandwidth of 70 MHz. The data
collected by the DLR were obtained from an antenna owned by the German administration.

The signals collected at ESA were digitized usinga FSQ from Rohde & Schwarz® [Rohde and Schwarz,
2014]. The sampling frequency was set to 125 MHz (the samplingis done in complex), the digitizer
3 dB bandwidth was equal to 120 MHz.

German
Antenna holder . . CNES ESA
administration

Noordwijk (the

Antenna site Leeheim (Germany) Toulouse (France)
Netherlands)

Antenna diameter 7m 24m 3m

Antenna bandwidth 1000 - 2000 MHz 1100 - 1650 MHz 1100 - 1650 MHz

Collection period Mars 2012 May-July 2014 September 2015

Digitizer BitGrabber2 BitGrabber2 FSQ

Table 5-1. Antennas and digitizers features.

Because of the antennadirectivity, it can be considered that multipath are not perturbing the signals.
The received C/N, is typically between 70 and 80 dB-Hz.
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5.1 Setups definition and high-gain dish antenna measurements

The list of collected signals is given in appendix C.

5.1.2 Software overview

A Matlab® software is used to post-process digitized signals and observe nominal distortions. The
digital processing is inspired from real GNSS receivers design and is based on concepts defined in
section 3.3. The acquisition and a first coarse tracking are performed before the precise PLL/DLL
tracking. During the PLL/DLL tracking, the CDO and the correlation function outputs are estimated.

The first step of the Matlab® software processing is the acquisition introduced in section 3.3.2. The
advantage of high-gain dish antenna measurements compared to traditional GNSS receiver
measurementsis that only one signal from one satelliteis collected by a directional antennaatagiven
time. Knowing the PRN associated to the satellite, it is not necessary to test the thirty-two PRNs. It
simplifies and accelerates the acquisition process.

After the acquisition, an initial tracking process is implemented to have a better estimation of the
Dopplerandthe delay affectingthe signal. ADLLand a FLL are used together. Evenifthe FLL is notas
precise as a PLL, it permits to converge faster toward the steady state. No detail is provided in this
document about the FLL implementation because the initial tracking stage has no impact on the
observation of nominal distortions. At the end of the DLL/FLL tracking process, a data bit
synchronization is performed on signals which carry data information.

After the FLL and DLL coarse tracking, a more precise tracking is implemented based onaPLLand a
DLL. During this second tracking phase, the DLL discriminator and the PLL discriminator are given by:

G+ -UE+0D)

Do = 02308 + (12 +02) (1)
and
DPLL = Atan(%) (5'2)

It is noticeable that the Dp;; corresponds to a normalized EMLP discriminator. Both discriminators
feed a second order loop filter.

A list of parameters of interestthatare used for the precise trackingis givenin Table 5-2. Parameters
values are different from values of typical receivers. More specifically, in typical receivers:

- correlatorspacing’s are smallerto limit the impact of the multipath and track the signal with
high amplitude correlator outputs,

- Bpypareclose to1Hzand

- Bpyareclose to 10 Hz.

Because of the use of high-gain antennas and the observation of signals with high C/N,, tracking
parameters were adapted to collected signals.
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5. Nominal distortions

GPS L1 C/A GPSL5Q Galileo E1C
Tint 1ms 1ms 4ms
Correlator spacing 1T, 1T, 05T,
Bpir 5 Hz 10 Hz 2 Hz
Bpyp, 20 Hz 30 Hz 10 Hz

Table 5-2. Tracking parameters used in the setup.

The CDO and correlator outputs are estimated in parallel to the PLL/DLL signal tracking. Algorithms to
estimate both observables are described in section 4.5.2 and in section 4.5.3. To avoid too long
simulations, the strategy is to save CDO and correlation function observables and to post-process
outputs to evaluate nominal distortions that affect signals. In results presented in the following, the
CDO isbuilton one thousand delay bins, and eight hundred and one correlator outputs are derived.

A particular care was taken to estimate and save CDO and correlator outputs after the convergence of
the PLLand DLL tracking processes (steady state).

5.2 Chip observation from high-gain dish measurements

The CDO is described in section 4.5.2 and is used in this section to assess nominal distortions which
affectsignals collected from high-gain dish antennas presentedin the previous section.GPS L1C/A and
Galileo E1Csignals are processed and results are compared to the state-of-the-art (when available).

5.2.1 GPSL1C/A

Two types of nominal distortions were observed on GPS L1 C/A signals inpreviousstudies (as described
in 4.1.1.3). Nominal distortions are generally classified into analog (ringing phenomenon) and digital
distortions (delay between rising and falling transitions zero-crossings). Results provided in this part
were obtained with a 4-second observation time.

Figure 5-1 illustrates the average on 4-second of rising and falling PRN transitions for several PRNs
collected by antennas located at Leeheim (DLR) and Toulouse (CNES).
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5.2 Chip observation from high-gain dish measurements

chip domain observable
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Figure 5-1. Chip domain observable of rising and falling transitions,
1000 bins/chip, GPS L1 C/A.

Analog parameters are difficult to estimate because no model is perfectly representing the observed
ringing effects. Nevertheless, same ringing distortion features asin Figure4-3orin [Phelts etal., 2009]
are visible. Especially, it is noticeable that the ringing frequency is approximately equal to 20 MHz.

Table 5-3 gives results obtained from the collected data considering the four parameters defined in
4.1.1.3.2 to characterize nominal distortions.

State-of-the-art
ate-ot-the-ar Obtained results
(overbound)
Maximum first peak overshoot ratio
. . 35% 39 %
(chip amplitude)
Maximum rise time (ns) 25 16
Maximum peak time (ns) 45 33
Maximum settling time (ns) 180 85

Table 5-3. Comparison of nominal distortion parameters for GPS L1 C/A signal.
In appendix D, values of these four parameters are given for each PRN.

The values of three over the four parameters that were estimated in[Phelts et al., 2009] (column state-
of-the-art of Table 5-3), are higherthan values obtained in this study. Itis consistent with the fact that
in[Pheltsetal., 2009], an overbound forthe four parameters was looked for, and a margin was taken
to ensure that all nominal distortions are enclosed within the overbounds. Only the first peak
overshoot ratio exceeds the limit of 35 %.

It is noticeable that the data collection setup (different antennas, digitizers, signals, etc.) also has an
impact on the four estimated parameters.

The digital parameteris easier to evaluate than ringing phenomenon parameters. Moreover, the digital
parameter can be easily assessed from the CDO. As defined in 4.1.1.3.1, this parameter corresponds
to the difference existing between the zero-crossing of rising and falling transitions. The estimation of
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5. Nominal distortions

this delay was performed for several satellites and compared with Stanford University’s outcomes
[Wong et al., 2010].

Figure 5-2 shows that obtained delays are consistent with Stanford University’s results [Wong et al.,
2010]. These similarities are observedwiththe datafrom CNES and DLR. Therefore, it shows that digital
nominal distortions are relatively constant over time and that these characteristics are not dependent
upon the receiver. It tends to confirm that the satellite is at the origin of such a distortion.

PRN - in Launch Order
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Figure 5-2. Superposition of results from Stanford University [Wong et al., 2010] with results
obtained by another set of collected data (Leeheim and CNES). Visualization of the delay
between rising and falling transitions.

5.2.2 Galileo E1C

No specific SiS distortions were observed on Galileo E1C signals until now. The delay between rising
andfalling transitionsis relatively small (see 4.1.1.3.2) and no chip domain observables estimated from
Galileo E1C signals collected with high-gain dish antenna are available in the literature.

Figure 5-3 shows the chip shape estimated with the data collected from the ESA’s antenna. The CDO
is assessed for three different PRNs: PRN 18 (FOC-FM1), PRN 14 (FOC-FM2) and PRN 22 (FOC-FM4).
Continuouslines correspond to the mean (on 800 ms) of positive chips and dashed linesto the mean
of negative chips.The PRN 18 was collected in March 2015 whereas PRN 14and PRN 22 were collected
the same day in September 2015. Several results can be noticed:

- Distortionson PRN 14and PRN 22 are similar whereas distortionson PRN 18 are different from
the two other. The origin of these differences is unknown. It could come from the satellite
payload but more likely from the acquisition setup. Even if the same instruments were used
for the three data collections, a difference in the experimental setup parametrization
(antenna, acquisition chain, digitizer, temperature) could explain the differences between the
collections.

- Evenifitis not possible fromthese plots to distinguish distortions caused by the satelliteand
distortions caused by the receiver, a ringing effect approximatively equal to 24 MHz is
observed on all signals.
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5.3 Correlation function observable from high-gain dish measurements

- A“pre-ringing” phenomenon is visible before transitions (on the BOC(6,1) as well as on the
B0OC(1,1) component). Thiskindof phenomenon has already beenobserved on high-gaindish
antennacollected data or/and on data collected by receiverswith RF front-end equipped with
a SAW filter [Gunawardenaand Van Graas, 2014]. More likely,the “pre-ringing” phenomenon
is induced by the receiver.

- OnPRN 18, BOC(6,1) componentisnot centeredon the amplitude of +1.5. The phenomenon
is especially visible on the second half of the chip and correspondstoa BOC(1,1) component
distortion signature. The source of this distortion is unknown. Even if it is doubtful, it cannot
be excluded that this distortion is generated at satellite level.

chip domain observable

3

—PRN14.ESA
PRN22.ESA
—PRN18.ESA

Mean amplitude in one bin

-0.75 -0.5 -0.25 0 0.25 0.5
time from the sub-chip transition (in chip), 1000 bins by chip

Figure 5-3. Chip domain observable on positive and negative chips,
1000 bins/chip, Galileo E1C.

The zero-crossing difference between rising and falling edges is smaller than 0.1 ns for the three
collected signals which is consistent compared to the state-of-the-art ([Thoelert et al., 2014] and
[Gunawardena et al., 2015]).

5.3 Correlation function observable from high-gain dish measurements

Afterlooking at nominal distortions that affect high-gain dish measurements using the CDO, the impact
of these distortions at a different receiver processing level is envisaged. The correlation function
observable is described in 4.5.3 and is used in this section to assess nominal distortions which affect
the collected signals. The S-curve zero-crossing observable, estimated from the correlation function is
also introduced. GPS L1 C/A and Galileo E1C signals are processed and results on GPS L1 C/A are
compared to the state-of-the-art. The advantage of the correlation function and the S-curve
observables is that they are the last processing step before estimating pseudorange.

Toreduce the standard deviation of the noise affectingthe observable, the receivedsignalis correlated
with alocal replica over a long observation time (including non-coherent summations).
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5. Nominal distortions

5.3.1 GPSL1C/A

Correlator outputs shown in this part were obtained with a 4-second observation time.

As nominal distortions have a small amplitude, they cannot be observed in a straightforward manner
on the correlation function. It is necessary to subtract the ideal correlation function to the distorted
one. The normalization of the ideal correlation function is of primary importance when looking at
distortions affecting the correlation function observable. The definition of the ideal correlation
function that is used in this manuscript is exposed below.

For GPS L1 C/Asignals eight hundred and one correlator outputs are visualized and are described as:

corr_outyq ¢/a(k) withk =1:1:801
The maximum of the correlation function is equal to one and is reached for k4, Which is not
necessarily equal to four hundred and one because slight tracking errors (entailed by correlation
function distortions) can affect measurements.

The slopes of the rising and the falling edges are estimated by:

corr_outyy c/a(kmax — 100) — corr_outy; ¢/4(100)

(o — 200) 53

slopeyise =

corr_outyy ¢/a(Kmax + 100) — corr_out;y ¢/4(700)
(600 — kopgy)

Correlator outputs located near the prompt and at + 1 T,. of the prompt of the correlation function

are not considered to normalize slopes of the ideal correlation function. Indeed, it allows not to take

into account in the normalization areas where the correlation functionis strongly distorted (typically

rounded by the RF front-end).

(5-4)

slopefau =

Then, two indexes k; and k, are defined as follows:

ky = firsty(corr_out(k) > 0.5) (5-5)
k, = last, (corr_out(k) > 0.5) (5-6)

Finally the ideal correlation function is defined in two segments:

COTYigear 11.c/a(k)
_ [slopeyise X (k — kq) + corr_outy cjalks)  fork = 1: 1: kpgy (5-7)
~ slopefqy % (k — ky) + corr_outyy c/a(ksy) fork = kpgy:1: 801

The ideal correlation function is not filtered.

Figure 5-4 shows the real part of the difference between the ideal correlation function and the one
affected by nominal distortions for the different GPS L1 C/A collected signals.
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5.3 Correlation function observable from high-gain dish measurements

Difference between a correlation function with and without nominal deformations
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Figure 5-4. Difference between correlation functions affected by nominal distortions and the
ideal unfiltered correlation function. GPS L1 C/A.

It is noticeable that these distortions cannot be considered or even approached by second order
oscillationscontrary to results establishedin the chip domain (see 4.1.1.3.2). Moreover, for some plots
obtained from the CNES data, in addition to the ringing effect, a low frequency bending of the
correlation function is strongly visible. This phenomenon is discussed later.

This kind of plot cannot be useddirectly to estimate tracking biases affecting a user. Indeed, de pending
on the normalization of the ideal correlation function involved in the computation of the correlation
distortion difference, the plot will change. Here, the normalizationisrealized at —0.5 and 0.5 chip (it
explainsthat correlation functiondifferences are equal to zero at —0.5 and 0.5 chip from the prompt)
and no filtering is applied on the ideal function. Therefore, Figure 5-4 only gives an idea of the
distortion pattern. These results match with the study performed in 2012 by CNES [Lestarquit et al.,
2012].

S-curves were obtained considering an EMLP discriminator. The analysis of the S-curve zero-crossing
function of the correlator spacingis a second approach to visualize the correlation function distortion
from a measurement point of view. Indeed, assuming that the DLL has time to converge, the zero-
crossing of the S-curve translates directly into a pseudorange bias. It is recalled that on a S-curve the
tracking error is given as a function of the correlator spacing CSy..

In the present case, the tracking error is expressed relatively to areference tracking error. This makes
sense as it is difficultto assess the tracking bias due to a signal distortion directly (the actual tracking
bias is also affected by other RF front-end characteristics, such as the group delay). This computed
differential tracking bias is directly convertible into a differential pseudorange error by multiplying it
by the speed of light (because an EMLP discriminatoris used). The EGNOS and WAAS reference receiver
characteristics are close. In particular, these reference receivers use an Early-Late spacing of 0.1 chip
which is used as a reference to plot the S-curve zero-crossing.

Figure 5-5 shows the differential tracking bias induced by nominal distortions for each correlator
spacingbetween0 and 1Tc withrespectto the reference trackingconfigurationforthe data collected
at Leeheim and the data collected by CNES. These results can be compared to Stanford University’s
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outcomes presented in [Wong et al., 2011] with one difference. Indeed the technique introduces in
[Wongetal., 2011] isslightly different from the strategy usedin this document to estimate the S-curve
zero-crossing function.

Here, we compute the differential tracking error observed by a correlator pair k considering that the
trackingis performed by these correlatoroutputs (itmeans I, — I_;, = 0 foreach k). The differential
trackingerror is thenthe difference between the tracking error obtained forthe reference correlator
pairand the tracking error obtained forthe correlator pair k. k tracking processes have to be repeated.

In the study of Stanford University, the differential tracking error observed by a correlator pair k is
deduced fromthe difference of height between the two correlator outputs of the pairk (I, — I_; =
&cs,) on a correlation function tracked by the reference tracking pair (only the reference tracking pair
satisfies I, — I_; = 0). One tracking process is sufficient and has to be performed considering only
the reference tracking pair.

Tracking error (m) function of the correlator spacing taking the ref at CS=0,1 chip
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Figure 5-5. Tracking error function of the correlator spacing for different GPS L1 C/A PRNs
(reference at CS = 0.1 chip).

Looking at the results obtained from the data collected at Leeheim, Figure 5-5 complies with
differentialtracking bias plots that have been publishedin [Lestarquit et al., 2012]. However,important
negative slopes can be observed on these plots for some data from CNES. A deeper comparison of
results obtained from both antennas (CNES and DLR) is introduced later.

Differences between plots are noticeable regarding some CNES data with opposite low frequency
bending (deviation of the tracking error toward negative values rather than positive values).
Nevertheless, the data from Leeheim lead to similar shape of differential tracking bias curves to the
results presentedin the Stanford University’s study [Wongetal., 2011] and recalledin Figure 4-12. It
is noticeable, that differential tracking biases reported by Stanford University are going from 0 m to
1.2 m compared to values going from 0 m up to 0.5 m obtained with the data from Leeheim.

The difference between the CNES and DLR’s data sets does not come from:

- The satellite PRN: three PRNs (13, 17 and 23) were recorded by both antennas and for the
same PRN, results are different depending on the antenna.

- The day period: the data collected at Leeheim were recorded at different periods of the day
but similar behaviors are observed whatever the data collection is.
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5.3 Correlation function observable from high-gain dish measurements

- The signal post-processing: the same software was used to process all signals and obtain
correlation function outputs.

The difference between the CNES and DLR’s data sets can comes from:

- Theantenna: adifferent antenna was used at Toulouse (CNES) and at Leeheim (DLR).

- Thedigitizer: evenif the same digitizer was utilized for both collections, it cannot be excluded
that an experimental setup parametrization difference between both collection sets leads to
different signal distortions on the correlation function. Indeed, from the CDO on Galileo EIC
signals, using the same antenna and the same digitizer, differences were observed between
different collections.

- Thelocation of the antenna and the period of the data collection: it cannot be excluded from
these plotsthat differences are caused by the period of the data collectionand the location of
the antenna. Indeed, signals were collectedin 2012 at Leeheimandin 2014 at Toulouse. The
signal distortion and by consequence the correlation function distortion could vary depending
on the time and the location of the data collection. Neverthelessitisimportanttolook at the
consistency of results obtained from the data collection performed at Leeheim compared to
differencesthat affect results obtainedfrom the data collection made at Toulouse.The period
of the data sets and the location of the antenna could justify different results obtained from
the two data collections but cannot entirely justify differences that are observed amongdata
collected at the same location, at Toulouse. It is seen later that the main contribution of the
reported low frequency bending of the S-curve zero-crossing plotsaffecting differently signals
collected by the CNES is caused by the antenna and/or the digitizer as it was already noticed
in [Wong, 2014].

A part of the difference of signal distortions that affects signals collected by CNES are necessarily
caused by the antennaand/orthe digitizer. Most probably, a probleminthe antennaand/ordigitizer
calibrationis at the origin of these differences, already obtained in the state-of-the-art, as exposed in
[Wong, 2014]. It can explain the fact that at ESA, different signal distortions were observed on Galileo
E1C signals while the same antenna and digitizer configurations were used.

5.3.2 Galileo E1C pilot component

After observing nominal distortions on GPS L1C/A signals collected with high-gain dish antennas, the
same approach is used on Galileo E1C signals. Results proposed in this part were obtained witha 1-
second observation time. Results on PRN 18 are not presented because from the CDO, the data
collection on PRN 18 cannot be trusted.

ForGalileo E1Csignal, the ideal correlation function thatis subtractedto the nominal one is normalized
differently than for GPS L1 C/A. The presence of the BOC(6,1) component makes more difficult the
slope normalization. As for GPS L1 C/A, eight hundred and one correlator outputs are visualized and
are described as:

corr_outg,c(k) withk =1:1:801
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The ideal correlation function is simply an ideal unfiltered CBOC(6,1,1/11) / BOC(1,1) correlation
function built from eight hundred and one points and with its maximum obtained for k-

The maximum of the correlation function is reached for k4, which is not necessarily equal to four
hundred and one.

Figure 5-6 shows the real part of the difference between the ideal unfiltered correlation function

(corr_outgyc) and the one affected by nominal distortions.
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Figure 5-6. Difference between correlation functions affected by nominal distortions and an
ideal unfiltered correlation function. Galileo E1C.

From Figure 5-6 three mainresults are noticeable:

- Ringing phenomenon affects the correlation function and the frequency of the oscillation is
approximatively equal to 24 MHz as seen with the CDO.

- At —0.5, 0 and 0.5 T, from the prompt, steps are present. This phenomenon is linked to the
fact that the ideal correlation function is not exactly normalized as the distorted correlation
function. Such distortions can be induced by the filtering of the BOC(1,1) component on the
signal affected by nominal distortions.

- Ahigh slope affects the correlation function between 0 and 0.25 T,.

- Discontinuities appearat “BOC(6,1) correlation function peaks”, it means for delays from the
prompt equal to +0.08; +0.17; +£0.25; +0.33; +0.42; £0.58; +0.67; +£0.75; +0.83 and
;£0.92 T.. Discontinuities are more or less visible and are caused by a change of the
correlation function slope and/or a slight error in the normalization of the ideal correlation
function that does not match the distorted correlation function. Such distortions can be
induced by the filtering of the BOC(6,1) component on the signal affected by nominal
distortions.

It was seen from some GPS L1 C/A collected signals thata distortion can be induced by the receiverin
addition to nominal distortions generated by the satellite. The drawback of high-gain antenna
measurements is that the distortions induced by the receiver cannot be distinguished from the
distortions generated by the satellite because only one signal can be collected at a given time. One
advantage of Galileo E1 signals collected with high-gain dish antenna is that two components are
available: E1Cand E1B. Since antenna and/or digitizer effects will distort both componentsin the same
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5.3 Correlation function observable from high-gain dish measurements

way, making the difference between distortions that affect the E1C component and distortions that
affect the E1B component will remove the common distortions due to the receiver front-end. The
problem is that with this approach, a distortion generated at payload level with a similarimpact on
both components is also removed.

Figure 5-7 gives difference between the ideal and the distorted correlation functions for Galileo EIC
and Galileo E1B for one signal (PRN 14).
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Figure 5-7. Difference between correlation functions affected by nominal distortions and an
ideal unfiltered correlation function. Galileo E1C and E1B. (PRN 14 only)

Figure 5-8 shows the difference between the correlation function distortion on the E1B component
and on the E1C component. Compare to nominal distortions visible on Figure 5-6, on Figure 5-8 it is
noticeable that:

- High slope which affects the correlation function between 0 and 0.25 T, is removed. More
generally the amplitude of the distortionis lowerbecause distortions that affectin the same
way both components are removed.

- Discontinuities caused by the BOC(6,1) are enhanced because E1C modulation consists in the
subtraction of the BOC(6,1) componentwhereas E1B modulation consistsin the addition of
the BOC(6,1) component.

- Alowfrequency phenomenon of 1 MHzis clearly visible and corresponds to a distortion which
affects in different way the E1B and the E1C components.

Usingthe two E1 componentsto estimate distortionsthat affect a Galileo E1signal permits to remove
distortions that have the same effect on Galileo E1C and Galileo E1B components. In particular it
permits to reduce the amplitude of nominal distortions. Nevertheless, two problems remain with this
strategy:
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5. Nominal distortions

- Distortions induced by the satellite and having the same effect on E1B and E1C components
are removed (if they exist).

- Distortionsinduced by the receiver and having different effects on E1B and E1C components
are still present (it they exist). By consequence, itis not possible to distinguish distortions
introduced by the satellite and by the receiver.
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Figure 5-8. Difference between nominal distortions on the correlation functions of the E1C
and the E1B components.

Figure 5-9 shows the differential tracking bias generated by nominal distortions for each correlator
spacing between 0 and 0.75 Tc with respect to the reference tracking configuration for the data
collected at ESA. The correlator spacing of the reference is fixed to 0.25 Tc.

From Figure 5-9it can be seenthataround the promptthe differentialtracking errorvaries rapidly for
correlatorspacing’s smallerthan 0.25 T,. For instance, a user who tracks the Galileo EICPRN 14 with
a correlatorspacingequal to 0.1 T, will be affected by a differential errorequal to 0.8 m relativelyto
a user whotracks the same signal with a correlator spacingequal to 0.15 T,. The phenomenonis also
visible with less amplitude on GPS L1 C/A signal. It means that around the correlation function peak,
the correlation functionis slightly asymmetric. The signal distortion which entails the asymmetry can
come as well fromthe satelliteas from the receiver (antenna, digitizer, etc.). From proposed results, it
isnot possible toisolate the distortioninduced by the satellite and the one induced by the receiver.
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dish antennas

Tracking error (m) function of the correlator spacing taking the ref at C$=0,25 chip
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Figure 5-9. Tracking error function of the correlator spacing for different Galileo E1C PRNs
(reference at CS = 0.25 chip).

As a matter of fact the S-curve zero-crossing is closely related to the distortion which affects the
correlation function on Figure 5-6. By comparing carefully Figure 5-6 and Figure 5-9, plots have similar
behaviors but a factor approximatively equal to one hundred has to be applied. By analogy, high
differential error variations observed for reference receivers with a tight correlator spacing (below
0.25 T,) are induced by the distortion visible between 0 and 0.25 T, on the correlation function. It can
be expected that if this distortion, close to the prompt, is removed from the measurement (better
calibration of the antenna, use of a measurement based on E1B and E1C, etc.), the differential emor
should not be so high for differential Galileo E1C users with tight correlator spacing.

5.4 Conclusions and problems related to the observation of nominal
distortions with high-gain dish antennas

Three powerful tools were used to observe nominal distortions from high-gain dish antenna data
collections:

- the CDO,
- the correlation function and
- the S-curve zero-crossing.

Results presented in sections 5.2 and 5.3 were obtained from data collected with high-gain dish
antennas. One problem of thesedata collections and that has already been discussedin 4.1.1.2is that
the calibration of the measurementsis difficult. The consequence is thatitis not possibletoisolate the
nominal signal distortion generated by the satellite and the distortion induced by the receiver. When
looking at Figure 5-4 and Figure 5-6 it is clearly visible thatan additive low frequency bending affects
the correlation function and the S-curve zero-crossing plot for some collected GPS L1 C/A and Galileo
E1C PRNs. The phenomenonis observed with the data collected at ESA and the data collected by the
CNES whereas nothing is visible on data collected at Leeheim. By consequence, it seems that the
general bending of the correlation function is caused by the receiver (antenna and/or digitizer).
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5. Nominal distortions

To explainthe difference between correlation functions obtained from the data collected by CNES, it
has be shown in the literature that the correlation function distortion can be different depending on
the period of the day of the data collection if the antenna is not perfectly calibrated [Wong, 2014].
Consequently, a possible explanation of the consistency between data collected with the German
administration antenna is that a better calibration was put in place on this antenna to collect
measurements.

To explain the difference between results obtained from data collected by CNES and by the German
administration antenna, acomparisonis proposedtovisualizein a better way the difference between
data collected by the two antennas at two different epochs and at two different locations. Results
obtained fromone PRN (PRN 13) collected by the DLR (March 2012) and by the CNES (May 2014) are
shown together.

Figure 5-10 puts forward the comparison at the correlation function level of nominal distortions that
affect signals from the two data collections.
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Figure 5-10. Comparison of nominal distortions for the same PRN making the difference of
correlation functions with and without nominaldistortions. In red, data were collected by the
CNES, in blue, by the DLR.
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Figure 5-11. Comparison of differentialtracking biases entailed by nominal distortions for the
same PRN (reference at CS = 1 chip).
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5.5 Nominal differential tracking errors studied from an omnidirectional antenna and inter-PRN
biases

Itis interestingto notice that nominal distortion ringing effects look very similarforboth scenarios at
a distance higherthan 0.25 Tc fromthe prompt (especially from the Figure 5-10). However, from the
Figure 5-11 which shows the S-curve zero-crossing obtained from the two data collections, itappears
that the general low frequency bending of the two differential tracking bias plots is slightly different.

Figure 5-12 illustrates the impact of nominal distortions on the CDO.
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Figure 5-12. Chip domain comparison of nominal distortions for the same PRN.

In order to visualize differences between these two curves estimated in the chip domain, Figure 5-13
represents the difference between them.
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Figure 5-13. Difference between chip domain observables obtained from the same PRN.

The only remarkable differenceappears atthe transition level. This variation could be the signature of
a filtering phenomenon. The origin of such filtering can come from the satellite filter, the time of the
data collection, the location of the antenna but more likely from the receiver antenna.

To conclude, results obtained from high-gain dish antenna measurements are useful to understand
nominal distortions but have to be interpreted carefully, especially because of antenna calibration
problems. To solve the calibration issue, asecond way to look at the impact of nominal distortionsis
to analyse data collected from an omnidirectional antenna.

5.5 Nominal differential tracking errors studied from an omnidirectional
antenna and inter-PRN biases

It was seenthat the distortion and more preciselythe general lowfrequency bending of the correlation
function and the S-curve zero-crossing plot may varies depending on the collected signal. This
phenomenon makes the characterization of nominal distortions difficult, especially the signal
distortion component generated at payload level.
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5. Nominal distortions

Nevertheless, this section shows thatevenif the bendingistime-dependent, all PRNs are affected by
the same bending at the same time. This phenomenon is difficult to see with a directional antenna
when only one signal is collected at a given time. However, with measurements obtained from an
omnidirectional antenna, several signals can be processed at a given time and the common (low
frequency bending) distortion which affects all measurements can be isolated. The inter-PRN bias is
defined in this document as the difference between the tracking error affecting a PRN for a given
correlator spacing and the average among PRNs of tracking errors for that correlator spacing.

The inter-PRN bias corresponds to the parameter which iseffectively threatening forareceiver. Indeed
the common bias to all measurements is absorbed by the clock bias.

In this section, results about the differential tracking error obtained with an omnidirectional antenna
are presented.

5.5.1 Omnidirectional antenna measurements setup

The concept used in this dissertation to process omnidirectional antenna measurements is different
from the one to process high-gain dish antenna measurements. Signals collected by the
omnidirectional antenna are already partially processed and thirteen correlator outputs are provided
instead of raw signals. The data were collected by Capgemini at Bayonne (France) with an Aero-
Antenna AT2775 - 100 patch antenna with a choke-ring to limit the multipath and a radome. The
antenna is 13.75 cm high (including the radome) and 14 cm large (including the choke-ring). The
antenna bandwidth is equal to 28 MHz centered on the L1 frequency. Correlator outputs were
obtained from a WAAS Novatel G-1ll reference receiver with an equivalent RF front-end bandwidth
equal to 24 MHz. In our case, the thirteen correlator outputs are available. They are estimated based
on alsintegration time overa 1 h period.

Three sets of datawere collected at differenttimesin orderto check the repeatability of the observed
distortion according to the time of the day:

- Datasetl TOW:322217 s, the 18/02/2015 (from 18h30 to 19h30)
- Dataset2 TOW: 235816 s,the 17/02/2015 (from 18h30 to 19h30)
- Dataset3 TOW: 135139 s, the 09/02/2015 (from 14h30 to 15h30)

The fact to have access to a few number of correlator outputs makes harder the visualization of
distortions which affect the correlation function. In addition, some chip domain outputs are provided
by the Novatel G-Il receiver, but because of the limited number of outputs (thirteen), the signal
distortion at chip level is not investigated. Only the S-curve tracking error plots are estimated.

5.5.2 Dataset 1 results and introduction of the inter-PRN bias

Plots in Figure 5-14 are similar to results obtained from the high-gain dish antenna for GPS L1 C/A
signals on Figure 5-5 but only few points are available and the concept to estimate these points is
slightly different. Indeed, Figure 5-14 does not strictly represent the S-curves zero-crossing. The
nuanceis the same as describedinsection 5.3.2.1 and, on Figure 5-14, the conceptused in [Wong et
al., 2011] is applied.
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biases

The trackingis performed one time considering areference correlator spacingequal to 0.1 Tc and an
EML discriminator (Dgyy, = (Ig — I;,)/2). Points plotted for different CS;, which are shownin Figure
5-14 correspond to the EML discriminator outputs obtained from correlator outputs of the pairs k. It
meansthat it correspondsto the delay error estimated by a receiverwith a correlator spacing CSy, in
the particular configuration of a correlation function tracked by the reference correlator spacing CS =
0.1 chip. Nevertheless, if the amplitude of the distortion is small compared to the correlation function
amplitude, the EMLoutputamplitude, multiplied by ¢ (the speed of light), is approximatively equal to
the differential tracking error between areceiverusing CSy and areceiverusing CS = 0.1 chip. In this
chapterabout nominal distortions, the value of Dgy; X ¢ estimated fordifferent CSy is consideredas
the differential tracking errorthat affects a correlator output pair k compared to the reference tracking
pair.
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Figure 5-14. EML discriminator outputs multiplied by c (reference CS at 0.1 chip) recorded with an
omnidirectional antenna and process by a NovAtel Gl receiver.

A stronglow frequency bending is observed on the differential tracking error plots. The tracking error
behavioris similarto results obtained from data collected by the CNES with the high-gain dishantenna.
The advantage of omnidirectional measurementsis that severalsignals are observed at the same time
and a general behavior appears on all PRNs.

To underlinethe factthat all PRNs are affected by a common bias, anotherrepresentationisgivenin
Figure 5-15. Consideringthat the useroperates with a correlator spacingequalto 1 Tc, the differential
tracking error is estimated during one hour from correlator outputs averaged over one minute.

Evenifthe differential errors are around —2 m, the inter-PRN biases which affect the user are smaller.

Table 5-4 gives the averaged inter-PRN bias for the different PRNs, considering a user who tracks
signals with a correlatorspacingequalto 1 Tc and a reference with a correlator spacing equalto 0.1
Tc. Satellites elevations are also provided because itis noticeable that alink exists between the inter-
PRN bias and the satellite elevation.

Two sky-plots are also shownin Figure 5-16. Onthe leftit corresponds to the sky-plot at the beginning
of the data collection and on the right to the sky-plot at the end of the data collection.
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Figure 5-15. Differential tracking errors (reference at 0.1 chip and user at 1 chip) recorded with an
omnidirectional antenna and processed by the NovAtel Gl

PRN Satellite elevation Satellite elevation Inter-PRN bias

(18h30) (19h30) (cm)

25 9 33 —19,3

24 67 76 15,3

12 47 74 —-0,9

22 15 17 -394

15 65 36 15,5

17 29 18 1,8

18 28 16 26,9

Table 5-4. Inter-PRN biases for different PRNs with associated satellite elevations at the beginning
and at the end of the data collection. (data set 1)

a0° s0°

180° 180°

Figure 5-16. Sky-plots at the beginning of the data set 1 collection (left) and at the end of the data set
1 collection, 1 h after (right).
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biases

Three major results can be established from the processing of the dataset 1:

- A strong common bending is observed on the S-curve zero-crossing plots. Considering a
reference station operating with a correlator spacing equal to 0.1 Tc and a user with a
correlatorspacingequal to 1 Tcthe average differential trackingerroramongall PRNs is equal
to —1.92 m.

- If the common bias component which affects all PRNs is removed, the remaining inter-PRN
biases which effectively impact the user (because the common bias is removed in the
estimated clock bias) is smaller. The inter-PRN bias runs from -39.5 cm to 26.9 cm which is
equivalent to a difference equal to 66.3 cm between extreme inter-PRN bias values.

- Thesatellite elevation seems to have animpact on the inter-PRN bias even if some exceptions
are noticeable. The three highest absolute values of inter-PRN bias are obtained for the two
satellites with the lowest elevation (PRN 18, PRN 22 and PRN 25). It cannot be deduced that
the satellite elevation explains by itself difference of inter-PRN biases. Indeed, PRN 18 and PRN
22 are inthe list of PRNs affected by strong nominal distortions. Nevertheless, it was shown in
[Gunawardena, 2015] or [Haines et al., 2012] that the satellite elevation has an influence on
the pseudorange natural biases (biases induced only by the distortion generated at payload
level). Moreover, the increase of the inter-PRN bias measured from satellites with a low
elevation can also be explained by multipath or by the GNSS receiver antenna phase delay
variation and group delay variationfunction of the observation angle as discussed for example
in [Murphy et al., 2007].

5.5.3 Comparison of results obtained from the three different data sets

Table 5-5 givesthe inter-PRN biases obtained from the three different datasets. As for Table 5-4, it is
considered that the useris operating with a correlator spacing equal to 1 Tc whereas the reference
station with a correlator spacing equal to 0.1 Tc. Three parameters are introduced to make a
comparison between results established from the three different sets:

- The common bias: thisis the average bias that is subtracted to all PRN biasesinorderto only
obtain the inter-PRN bias.

- The amplitude: this is the difference between the maximum and the minimum inter-PRN
biases.

The maximum absolute inter-PRN bias for a setis underlined in red.

From Table 5-5it can be seenthat inter-PRN biases and the common bias are stable when fixing the
period of the day, but for two distinct periods of the day, results are different.

Differences obtained between the two distinct periods of the day can have several origins:

- The difference of satellites sets. Evenif sets were chosen randomly and seven satellites were
inview duringthe entire period of 1 h, the presence of highly distorted signals can explain the
difference. Itis remarkable that PRN 18, PRN 22 and PRN 24 are inthe list of signals strongly
affected by nominal distortions (see section 4.1.2.2) whereas other satellites are not.

- The temperature of the antenna and the receiver at the time of the data collect.

- The consideration that the inter-PRN bias depends upon the elevation (especially because of
antennas pattern).
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- The multipath. Ratherthanthe satellite elevation, the multipath isrelated to the state of the
constellation and the position of satellites in the sky relatively to the user together with the
user environment.

Most likely, the difference of satellite sets has the highestinfluence onthe difference thatis observed
between set 1/set 2 and set 3 results. Nevertheless, other options cannot be excluded.

Satellite Satellite Inter-PRN bias Inter-PRN bias Inter-PRN bias
PRN elevation elevation (cm) (cm) (cm)
(18h30) (19h30) datasetl data set 2 data set3
25 5 33 —19,3 —21.8
24 67 76 15,3 16.8
12 47 74 —-0,9 3.1
22 15 17 -394 -42.0
15 65 36 15,5 19.1
17 29 18 1,8 1.6
18 28 16 26,9 23.2
13 35 51 10,6
5 60 75 51
28 17 40 -94
7 46 22 -10,2
2 30 14 2,5
30 73 51 4,1
10 52 25 —6,7
Common bias (cm) —192,2 —195,7 —237,8
Amplitude (cm) 66.3 65.2 20.8

Table 5-5. Inter-PRN biases for different PRNs with associated satellite elevations at the beginning
and at the end of the data collection. (data sets 1, 2 and 3).

5.5.4 Conclusions about the observation of nominal distortions with an
omnidirectional antenna

The main advantage of processing measurements collected from an omnidirectional antenna is that
several signalscan be observed simultaneously. A general low frequency bending affectsS-curve zero-
crossing plots established with data collected by Capgemini. The same phenomenon is observed on
data collected by CNES with high-gain dish antenna. Nonetheless, it has been shown that the low
frequency bending of the S-curve zero-crossing plotsis not asignal distortion generated by the satellite
but by the antenna and the receiver. With omnidirectional measurements, the bias component
introduced by the antenna and the receiver can be removed by subtracting the mean value of the
differential errors for a given correlator spacing to estimate the inter-PRN biases. For instance, data
set 1 is considered and it is assumed that the user and the reference track the same correlation
function. Consideringa 0.1 Tc correlator spacing at the reference level anda 1 Tc correlatorspacing
at the userlevel, the maximum averaged differential error (overone hour) isequal to 2.3 m. Knowing
that the distortion that is looked at is entailed in nominal conditions, the value of 2.3 m is high
compared to values provided by the literature. Removing the common distortion (low frequency
bending) affecting the differential tracking error across all visible satellites, the inter-PRN biases are
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assessed with a maximum value equal to 0.4 m. The value of 0.4 mis closerto the expectedimpact of
nominal distortion on a differential user.

The main drawback of omnidirectional data collections is that multipath can affect some
measurements. By consequence, the inter-PRN bias is not directly equal to the so-called natural bias,
induced by the satellite. The mitigation of the multipath (a choke-ring antenna was used in this case
to collect signals) permits to estimate in abetter way the natural biases as done in [Gunawardena and
van Graas, 2012a].

Results provided in this section must be carefully interpreted because based on only three data sets
that were collected with a given setup and in a given environment. It shows order of magnitude of
nominal distortions on users but also the difficulty to characterize such distortions.

5.6 Comparison between estimated inter-PRN biases and the state-of-the-
art

Otherinter-PRN biases estimated in previous works are available in the literature. Forinstance, inter-
PRN biases reportedfrom data collected with amini-dish antennaand with a choke-ring hemispherical
antenna are presented in [Wong, 2014]. Inter-PRN biases were estimated consideringa 0.1 Tc
correlator spacing at the reference, a 1 Tc correlator spacing at the user and a front-end filter
bandwidth equal to 16 MHz. Information about the setup can be found in [Wong, 2014]. Results
provided by [Wong, 2014] show inter-PRN biases and their associated standard deviation.

Results obtainedfrom Leeheim (high-gain dishantenna)data collection and Bayonne (omnidirectional
antenna) data collection are compared with results provided in [Wong, 2014].

5.6.1 High-gain dish antenna inter-PRN biases (Leeheim)

The comparisonis proposed in Figure 5-17 only for signals collected with the German administration’s
high-gain dish antenna: in blue inter-PRN biases estimated from the mini-dish antenna, inred from the
choke-ring antenna used in [Wong, 2014] and in green from the high-gain dish antenna.

Inter-PRN biases estimated in this document from the German administration’s antenna
measurements are consistent with the state-of-the-art. Only PRN 23 collected at Leeheim is slightly
above the limit estimated in the literature and represented by the standard deviation (10).
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Figure 5-17. Superposition of inter-PRN biases estimated from high-gain dish antenna measurements
with results obtained in [Wong, 2014]. (reference at 0.1 chip and user at 1 chip)

5.6.2 Omnidirectional antenna inter-PRN biases

In Figure 5-18, inter-PRN biases estimated from the omnidirectional antenna are compared to the
state-of-the-art:inblueinter-PRN biases estimated from the mini-dish antenna, in red fromthe choke-
ring antenna used in [Wong, 2014] and in green from the Capgemini omnidirectional antenna (also
choke-ring). Inter-PRN biases from set 1 and set 2 are averaged but the two measurements estimated
fromthe two satellites atlow elevation (PRN 22 and PRN 25) are not shown and are removed from the
average whichissubtracted to estimate the inter-PRN biases. Results from the set 3 are also given.
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Figure 5-18. Superposition of inter-PRN biases estimated from omnidirectional antenna
measurements with results obtained in [Wong, 2014]. (reference at 0.1 chip and user at 1 chip)

5.6.3 Conclusion about the estimation of inter-PRN biases

An important conclusion established in [Wong, 2014] is that: the high degree of consistency between
the two sets of measurements (Mini-dish and Choke-ring antenna) strongly demonstrates that the
observed biases are due to satellite signal distortion and not to measurement errors.

Without speakingabouta demonstration in this document because of the low number of observations,
inter-PRN biases estimated from the high-gain dish antenna and the omnidirectional antenna are
consistent with the state-of-the-art. These results are of primary importance because despite of
difficulties to characterize the impact of nominal distortions on users, the inter-PRN bias parameter is
consistent overdifferent data collections recorded at different periods and with different devices. Itis
noteworthy that results from [Wong, 2014] were obtained with a 16 MHz RF front-end bandwidth
whereas results provided from collected signals were obtained with larger RF front-end bandwidths.
By consequence, it appears an interesting alternative to characterize nominal distortions.

5.7 Conclusions

In this section, nominal distortions affecting GPS L1 C/A and Galileo E1C signals were observed on
different signals collected in different conditions. The study was divided in two steps:

- the impact of nominal distortions on signals collected from high-gain dish antennas and
- the impact of nominal distortions on signals collected from one omnidirectional antenna.
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Several results were established from the different data collections. Not enough data collections
were available on GPS L5 and Galileo E5a signals to be presented in this manuscript.

High-gain dish antenna data collections

Three observables were used to observe nominal distortions:

The Chip Domain observable (CDO).

o OnGPS L1 C/A, results are consistentwith results already published: adamped ringing
effect is visible on the chip, and rising and falling transitions zero-crossings are
delayed. Based on one characterization found in the state-of-the-art, four parameters
were estimated from observed nominal distortions. Although, the rise time, the
settling time and the peak time are overbounded by the maximum values that are
reached by nominal distortionsin [Phelts etal., 2009], the first peak overshoot ratio is
slightly higher than the limit definedin [Phelts etal., 2009]. This can be explainedby a
difference in signal processing (antenna, digitizer, processing of sampling signals).
Regarding the delay which affects zero-crossing of rising transitions compared to
falling transitions, results showthe stability of this parameter independently from the
signal processing and the period of the measurement.

o On GalileoE1C, only the estimation of the delay between rising and falling transitions
can be compared to the state-of-the-art and results are consistent: the delay is
negligible. The visualization of the analog distortion shows that the same damped
ringing phenomenon as on GPS L1 C/A is visible but with a frequency slightly higher
(24 MHz instead of 20 MHz). This result is directly linked to the bandwidth of the
satellite equal to 20.46 MHz for GPS L1 C/A and 24.552 MHz for Galileo E1C.
Additional distortions were visible on one of the collected signals (obtained with the
ESA antenna) raising a question about origin of such distortions. Is the distortion
induced by the satellite or by the receiver? Without more measurements the question
cannot be answered.

The correlation function. It gives another representation of the distortion. From this
representation, itis clear that the receiver has an influence on distortions observed on the
signal. Alow frequency bending (1 MHz) is visible on signals collected from two (CNES and ESA)
over three (CNES, ESA and German administration) high-gain dish antennas. The additive
distortion already noticed in [Wong, 2014] is mainly caused by a problem that affect all
collected signals. It puts forward the main drawback of high-gain dish antennas
measurements: having only one signal from one satellite at a given time, it is not possible to
isolate and quantify the impact of the receiveronthe observed distortion. One advantage of
Galileo E1signals is that two components are received on the Galileo E1 band: E1C and E1B.
Making the difference between the two components, all distortions that affect both
componentsinthe samewayare removedwhereas all distortionsthat affect both components
differently are mixed. It cannot be concluded that the distortion induced by the receiver is
removed making the difference between E1Cand E1B correlation functions, butitis noticeable
that it reduces the low frequency distortion.

The S-curve zero-crossing plot. The low frequency phenomenon visible on the correlation
function - called low frequency bending in this chapter - is enhanced by the S-curve zero-
crossing plot and is visible on signals collected at CNES and ESA. S-curve zero-crossing plots
obtained from the data collected with the German Administration’s antenna are consistent
with the state-of-the-art while S-curve zero-crossing plots obtained from the data collected
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with the CNES antenna differ from the state-of-the-art because of a low frequency
phenomenon introduced by the receiver on collected signals.

Omnidirectional antenna

Only S-curve zero-crossing plots are estimated from data collected by Capgemini with an
omnidirectional antenna. It was shown that S-curve zero-crossing plots are distorted in the same way
if data are collected with a high-gain dish antenna without proper calibration and if data are collected
withan omnidirectional antenna: ageneral curvature affects these plots (lowfrequency bending). The
advantage is that with an omnidirectional antenna, several measurements can be recorded
simultaneously and it is clearly visible that the general low frequency bending of the S-curve zero-
crossing plots affects all collected signals in the same way. The low frequency distortion will be by
consequence absorbed in the receiver clock bias. The bias which effectively affects pseudorange
measurements, also called inter-PRN bias can be estimated by removing the common bias to all
collected PRNs.

It appears that the inter-PRN bias is constant over different data collections (for directional as for
omnidirectional antennas measurements) and is by consequence an interesting parameter to
characterize the impact of nominal distortions on a user.

To summarize, the characterization of nominal distortionsis an arduous task because if receivers are
not calibrated, itis not possible toisolate distortionsinduced by the receiverand distortions induced
atbythe satellite. Nevertheless, resultsprovidedin this section show that analog and digital distortions
visualized from CDO are highly consistent with outcomes from the state-of-the-art. In this chapter,
new CDO results are proposed for Galileo E1C signals. Results on Galileo E1C have to be carefully
interpreted because of the lack of measurements.

In spite of the fact that the characterization of nominal distortions is difficult, theinter-PRN bias reveals
itself as a good parameterto quantify the impact of nominal distortions ona user. Indeed, the inter-
PRN bias is constant independently from the antenna, the digitizer, the period of the day, etc. used
during the data collection.
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6 Non-nominal distortions

Threat Models (TMs) are based on modeling possible phenomenon occurring at the satellite level in
faulty conditions and inducing non-nominal distortions on the GNSS signals. They are meant at
representing the reality, although they might only be an approximation of signal distortions which
could appearon a transmitted signal. These TMs, and their associated parameters range, referred to
as Threat Space (TS), are also necessary to design and test performance of Signal Quality Monitor
(SQM), which isin charge of detectingthe threatening distortions represented by the TM. This signal
monitoring is necessary to protect users with high requirements in terms of integrity, accuracy,
availability, and continuity such as civil aviation users. Nowadays, this monitoring task is performed in
SBAS and GBAS system:s.

A proposition of signal distortions types was made in 1999 for GPS L1 C/A signal [Enge et al., 1999].
This proposition has been adopted by ICAO with the definition of three TMs [ICAO, 2006] that are
definedinsection 6.1: TM-A, TM-Band TM-C. When the term “ICAO Threat Model” is usedin this Ph.D.
thesis, it actually corresponds to three sub-threat models (TM-A, TM-B and TM-C).

Section 6.2 describes ageneral concept to define TMs for GPS L1 C/A, Galileo E1C, GalileoE5a and GPS
L5 GNSSsignals. This conceptcanalso be usedto design TMs on other signals. The challenge of defining
a TMfornew signalsis making harder due to the fact that no non-nominal distortion has beenobserved
on Galileosignals and that information about payload components are not available. Thisis the reason
why, in this manuscript, the definition of TMs for new signalsis based on the current ICAO GPS L1 C/A
TM. Evenif Galileo and GPS satellite payloads are different, itisassumed that the retained TM on the
GPS L1 C/A signal is able to characterize signal distortions that could affect a Galileo signal which aim
is also to provide measurements to estimate a PVT.

The strategy is to adapt the distortion models characterized by TM-A, TM-B and TM-C to new signals
(with new correlation functions). It could thus be referred to as ICAO-like TM, as the new TM uses the
same category of distortions asthe current ICAO TMs. The conceptisalso usedto propose an update
to the TS for a GPS L1 C/A signal and to compare it with the ICAO TS.

In section 6.3, 6.4, and 6.5, a proposition of TM-A, TM-B and TM-C respectively are given forthe four
signals of interest.

Section 6.6 ends the chapter by summarizing results provided about TM-A, TM-B and TM-C for new
signals and bring a critical point of view on the proposed solution.

6.1 GPS L1 C/A Threat Model

In this section, the definitions of the GPS L1 C/A TM delivered by ICAO are reminded. Definitions
provide a characterization of distortions that could affect a signal. The characterizationis givenin the
chip domain and on the correlation function. To illustrate the fact that these distortions are a threat
for DGNSS users, the impact on the differential tracking error induced by distortions included in the
ICAO TM is assessed for particularreference receiver configurations and userreceiver configurations.
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6. Non-nominal distortions

6.1.1 ICAO Threat Model definition

Asit wasseeninsection4.4.1.2, ICAO proposed to consideronly three threatening effects (also called
“problematical effects”) on the correlation function:

- Dead zones
- False peaks
- Distortions

The ICAO TM is defined for GPS L1 C/A signal and consists of three TMs that are described in this
section:the TM-A, the TM-B and the TM-C. Definitions that are provided in this section are taken from
[ICAO, 2006].

Threat Model A (TM-A) consists of the normal C/A code signal except that all the positive chips have a
falling edgethat leads or lags relative to the correct end-time forthat chip. This TM is associated with
a failure in the navigation data unit (NDU), the digital partition of a GPS or GLONASS satellite.

TM-A for GPS has a single parameter A, which is thelead (A < 0) or lag (A > 0) expressed in fractions
of a chip. The range for this parameteris - 0.12 <A< 0.12.

Within this range, TM-A generates the dead zones. Negative values of A do not have to be tested
because their effects on the correlation function are simply to advance the correlation function
compared to positive values of A which delay by the same amount the correlation function. By
consequence threats entailed by positive and negative values are identical. This proprety can be
theoretically demonstrated taking into account the correlation function mathematical expression as
done in [Phelts, 2001].

Figure 6-1illustrates chip and correlation deformations induced by the TM-A.
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Figure 6-1. lllustration of the ICAO TM-A impact on the signal (left) and on the correlation function
(right). The nominal signalis in blue, the distorted one in orange.
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6.1 GPS L1 C/A Threat Model

Threat Model B (TM-B) introduces amplitude modulation and models degradations in the analog
section of the GPS or GLONASS satellite. More specifically, it consists of the output from a second order
system when the nominal C/A code baseband signal is the input. TM-B assumes that the degraded
satellite subsystem can be describedas a linear system dominated by a pair of complex conjugate poles.

These poles are located at o + j2mf,, where o is the damping factor in 10° nepers/s and f, is the
resonant frequency with units of 10° cycles/s.

The unit step response of a second order system is given by:

0 t<o0
e(t) = {1 — et [cos(wdt) + wisin(wdt)] t>0 (6-1)
d

where wg = 21tf,.

TM-Bfor GPS corresponding to second order anomalies uses the following ranges for the parameters A,
fa and o:

A=0;4<f; <17;and08 < o < 88

Within these parameter ranges, TM-B generates distortions of the correlation peak as well as false
peaks.

The analog distortionis modeled asasecond order linear filter with a Laplace transferfunction:

(27f g pis)?
s2+ 20s + (2ﬂfd_bis)2

fabis = % /02 + (2rfy)?

Figure 6-2 illustrates chip and correlation deformationsinduced by a TM-B distortion.
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Figure 6-2. /llustration of the ICAO TM-B impact on the signal (left) and on the correlation function
(right). The nominal signalis in blue, the distorted one in orange.
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6. Non-nominal distortions

TM-C introduces both lead/lag and amplitude modulation. Specifically, it consists of outputs from a
second order system when the C/A code signal at the input suffers fromlead or lag. This waveformisa
combination of the two effects described above.

TM-C for GPS includes parameters A, f; and o with the following ranges:

-012 < A< 012,73 < f; < 13; and 0.8 < ¢ < 88

Withinthese parametersranges, TM-C generates dead zones, distortions of the correlation peak and
false peaks.

Figure 6-3 illustrates chip and correlation distortions induced by the TM-C.
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Figure 6-3. lllustration of the ICAO TM-C impact on the signal (left) and on the correlation function
(right). The nominal signalis in blue, the distorted one in orange.

Characterization of the TM

The characterization of the ICAO TMis based on three parameters: A, o and f;. The choice of the three
parametersisjustified by the fact that in nominal conditions, distortions that affect the signal can be
approximatively characterized by these three parameters. Indeed, a delay between rising and falling
transitions zero-crossing average and a damped ringing phenomenon can be observed on GPS L1 C/A
signals in nominal conditions (see chapter 5). By consequence, it seems reasonable to assume that
payload components can provoke the same kind of distortion with alarger amplitude in non-nominal
conditions.

Moreover, the ICAO TM satisfies two otherimportant criteria:itis easy toimplementanditis capable
of generating the three correlation peak pathologies (dead zone, false peak and asymmetry).

Limitation of the TS

Criteriausedto define the TS for GPS L1 C/A signal, (i.e. the possible values of the TM parameters (A,
o and fy)) are described in [Phelts, 2001].
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6.1 GPS L1 C/A Threat Model

Considering TM-A:

- For A, the range of the parameterislimitedto +/— 0.12 of the chip duration, because larger
values are easily detectable by SQMs based on multi-correlator techniques.

Considering TM-B:

- [Phelts, 2001] mentionsthat the upperboundfor f; (17 MHz) has been chosen because higher
frequency ringing effects would be filtered out by the satellite RF output filter, which is
20.46 MHz for GPS L1.

- Thelowerbound for f; (4 MHz) isjustified by the fact that lower frequency ringing will affects
the L1 P(Y) code, that is “closely monitored” by military users.

- For o, lower values (o < 0.8 Mnepers/s) are not realistic since they would introduce
unrealistic instability of the ringing. Distortions with larger values (¢ > 8.8 Mnepers/s) shall
not be threatening for users protected against TM-B distortions.

Considering TM-C no justification about the TS is proposed in the literature.

This part gives a summary about the three sub-TMs defined by ICAO for the GPS L1 C/A signal. Table
6-1 gives the limit values that the three TMs parameters can take as defined by ICAO.

A o fa
[-0.12; 0.12] chip or
™ A - -
[-117.3; 117.3] ns
T™ B - [0.8 ; 8.8] Mnepers/s [4; 17] MHz
—0.12; 0.12] chi
mc | | ] chip or [0.8 ; 8.8] Mnepers/s [7.3 ; 13] MHz

[-117.3; 117.3] ns
Table 6-1. /ICAO TS defined for GPS L1 C/A signals.

6.1.2 Impact on differential users

In this section differential tracking errors induced by the TM-A, TM-B and TM-C are estimated. The
differential tracking error induced by a given distortion is dependent upon the user and reference
station configurations as discussed in section 4.3, and notably upon the following parameters:

- the tracking technique (including the local replica and the discriminator),
- the correlator spacing,
- theantennaand the RF front-end (technology, bandwidth, maximum group delay variation).

In section 6.1.2.1, parameters that are defined in this chapter at reference and at user levels to
estimate differential tracking errors are given consideringa GPS L1 C/A signal. Theninsection 6.1.2.2,
the impact of the three TMs on the differential trackingerroris assessed to put forward that distortions
defined by ICAO are effectively leading to threatening differential errors.
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6. Non-nominal distortions

Values andinformation about receiver parameters that are used in thischapter to estimate differential
errors estimated for GPS L1 C/A signal are given in Table 6-2. The allowable range that these
parameters can take was provided in chapter 5 and is referred to as the User Design Space (UDS).
These parameters are representative of expected standardized DFMC civil aviation configurations
[Samson, 2015]. Note that different types of filters are used to account for the wide variety of filters
encountered across multiple receiver manufacturers. All these filters satisfy the ICAO requirement on
the maximal differential group delay which must be lower than 150 ns:

- Filterl: 6™-order Butterworth.

- Filter2: resonator filter type with a constant group delay equal to zero.

- Filter3:resonatorfiltertype with aconcave group delay and a 150 ns differential group delay.

- Filter4: 6™-order Butterworth for the amplitude and the smallest order Butterworth filter
leading to a differential group delay higher than 150 ns for the phase.

A detailed description of the four filters (amplitude, phase and differential group delay) is provided in
appendix E. When designing TMs, to be as conservative as possible, the fourfilters are also tested at
reference level evenif, in the literature, 6"-order Butterworth is usually used to model the pre-
correlation filters (at reference as well as at user levels).

Only an EML discriminator (Dgy, = (Ig —1,)/2) is used to perform the tracking as this is the
discriminatorretained by civil aviation for both reference and airborne receivers [Samson, 2015]. The
tracking biasis estimated by simply finding the discriminator stable lock point. The use of an EMLP, an
EML or a DP discriminator do not change provided results.

reference user
Tracking technique EML EML
Correlator spacing 0.1 chip 0.08 and 0.12 chip
Pre-correlation
bandwidth (double- 24 MHz 12,14,16,18, 20,22,24 MHz
sided)

4 filters are tested (6™-order Butterworth, 0-group delay resonator,
150 ns differential group delay resonator, 150 ns differential group delay
6™-order Butterworth) to estimate differential tracking error.

Only the 6'™-order Butterworth filter is applied to the reference to
estimate the absolute tracking error.

Table 6-2. Reference receiver and user receiver configurations used to estimate tracking errors and
differential tracking errors in chapter 6 for GPS L1 C/A signal.

Equivalent reception
filter

To estimate the worst (or maximal) differential tracking error entailed by a distortion, the differential
tracking error entailed by that distortion on each reference/user receiver configuration combination
isassessed. 4 (reference filters) +4 (userfilters) x 2 (correlatorspacing’s at userlevel) x 7 (bandwidths
at user level) = 60 differential tracking errors are derived per tested distortion. Then, the highest
differential tracking error estimated from tested reference/user receiver configurationsis keptandis
considered as the worst (or maximal) differential tracking error entailed by that distortion.
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6.1 GPS L1 C/A Threat Model

Figure 6-4 gives the worst differential tracking errorinduced by ICAO TM-A, TM-B and TM-C on a GPS
L1 C/A signal considering user receiver configurations presented in Table 6-2 and a reference station
with an equivalent 6"-order Butterworth reception filter. To plot results provided by Figure 6-4:
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Figure 6-4. Impact of the TM-A (at top on the left), the TM-B (at top on the right), and the TM-C (at
bottom) on the worst differential tracking error.

From Figure 6-4, it can be seen that the worst differential errorinduce d by distortions from the TM-A,
TM-B and TM-C on a GPS L1 C/Asignal pseudorange measurement can reach 12 m. By consequence,
itisnecessarytowarn auserthat has to meetstringentrequirementsifsuch distortionsaffect a signal.
The definition of the limit between threatening and nominal differential pseudorange measurement
errors, referred to as MERR, is given in the next chapter (see section 7.1.1).
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6. Non-nominal distortions

6.2 Generalization to other modulations

It was seenthat some signal distortions canintroduce high differential tracking errors. Evenif several
strategies were investigated to deal with thisproblem (seesection 4.4.1), the adopted strategy was to
designa TM to characterize distortions that could affectin ahazardous way a GPS L1 C/A signal. With
the definition of new GNSS signals that will be used by civil aviation users, itis necessary to adopt the
strategy that was developed for GPS L1 C/A: define representative distortions TMfor new signals. The
issue is that the adaptation to new signals of the ICAO TM developed for GPS L1 C/A signal is not
elementary. Indeed, new signals and/or new tracking methods change the conception of hazardous
signal distortions. The problem was already studiedin [Phelts et al., 2006], [Fontanellaetal., 2010] and
[Thevenonetal., 2014] but the ideawas more about replicatingthe GPS L1 C/ATM on new signals and
on new correlation functions. The justification of using such models with the same TS as GPS L1 C/A
was not clear. Inthis section, justifications of the TMdesign for new signals are given and amethod to
define a TMfor different GNSS signals is exposed.

An important remark is that, on GPS L5, the use of the ICAO TM defined for GPS L1 C/A is taken for
granted [Phelts etal., 2013]. The logicbehindisthat the same hardware and same satellites are used
to generate both signals.

6.2.1 Difficulties to translate GPS L1 C/A case to other modulations

To define a TM, two questions have to be answered:

- How are the distortions from the TM characterized? The answer consists in finding relevant
parameters necessary to generate these distortions.

- How can the TS be limited? The answer consists in finding the limit values that the TM
parameters can reasonably take.

The answerto both questions can be foundinthe literature inaGPS L1 C/A context ( [Phelts, 2001]) as
summarized in section 6.1.1.4. Nevertheless it appears that the answer cannot be applied in a
straightforward manner for new modulations as discussed in this part.

The first step regarding the design of the ICAO TMwas to define correlation peak pathologiesthat can
be threatening for a DGNSS user (dead zone, false peak and asymmetry). However, it was seen that
the impact of distortionsis dependent upon the tracking technique and the correlation function shape.
By consequence, threatening distortions on a given modulated signal and fora givenreceiver (witha
given trackingtechnique)are not necessarily threatening on another signal (with another modulation)
and for a different receiver.

For the studied modulations and signals (Galileo E1C, Galileo E5a and GPS L5), it is assumed that only
EML discriminators will be used by future reference and airbornereceivers (as it was the case to define
the three GPS L1 C/A correlation peak pathologies). Note that thisincludes EML, EMLP and Dot Product
discriminators. Moreover, the shape of the correlation function on the tracked area can be
approximated by atriangular shape. By consequence, itis decided in this Ph.D. thesis to considerthat
whatever the signal is, the three threatening correlation peak pathologies remain dead zone, false
peak and asymmetry.
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6.2 Generalization to other modulations

Therefore, the first strategy to define a TM on new GNSS signals is to apply concepts used to define
the GPS L1 C/A TM and to adapt them to new modulations.

Characterization of the TM

From the observation of nominal deformations (state-of-the-art), it can be deduced that the same
types of nominal distortions exist on GPS L5 and GPS L1 C/A. Itjustifies that the same characterization
can be applied to define distortions on GPS L5 signal as on GPS L1 C/A signal (itis indicative of similar
payload architecture that could thus lead to similar failures).

Regarding Galileo E1Cand Galileo E5a signals, itappears that no digital distortion seems to affect the
signal in nominal conditions. This might be due to a very well calibrated payload, or a different
generation scheme. Observations of Galileo E1Csignals show, however, the sameringing phenomenon
as on GPS L1 C/A, visible from the CDO.

From the observation of nominal distortions and because of the lack of knowledge about payload
architecture and behavior in a faulty condition, it is assumed in this manuscript, to be conservative,
thatthe distortion model is the samefor GPS L5, GalileoE1Cand GalileoE5a asfor GPS L1 C/A. It means
that the analog failure consistsinthe output of a second order system (TM-B) whereasa lead/lagon
falling signal transitions (whether chip or sub-chip) characterizes a digital failure (TM-A), or a
combination of both failures (TM-C).

Limitation of the TS

Even if it seems reasonable to adapt the ICAQ’s strategy to estimate parameters that are chosen to
define distortions, it seems more difficult to use this strategy to limit the TS. Indeed:

- A cannot be limited a-prioiri by SQM capabilities because new modulations require new SQM
designs and new SQM performance assessment.

- The satellite RF outputfilter bandwidthislargerfor Galileo E1 than for GPS L1. It entails that
the higher bound for f,; has to be redefined.

- Nodescription of a “close monitoring checking” on other component of asignal is available to
limit 5.

- Since chips have a length (or a shape) which depends upon the modulation, the instability of
distortions at low g must be reconsidered.

- The impacton differential users of highly attenuated distortions has to be estimatedin a new
modulations context.

These are the reasons why anotherstrategy is developed in this manuscript to limitthe TS associated
to TM on new modulations.

6.2.2 Proposition of a new methodology to define the TS

Due to difficulties to adapt the method that was used in the pastto define the ICAO TS for GPS L1 C/A
signal, a new approach is envisaged to limit the TS for other signals. The proposed TS for new
modulations is based on two quantities that are defined in section 6.2.2.1:

- the impact of a distortion on a GNSS receiver and
- the impact of a distortion on a reference station receiver.

These two quantities are dependent upon two parameters:
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6. Non-nominal distortions

- reference receiverand userreceiver configurations that are considered (presented in section
6.2.2.2) and
- the value of the maximum tolerable differential error (defined in section 6.2.2.3).

To establish all parameters limits (for TM-A and TM-B), it is proposed to evaluate two quantitiesin
order to limit the TS:

The impact of a distortion on a receiver working with differential corrections. More precisely, a
parameters limitation is established based on the consequence of a distortion on the corrected
pseudorange measurement of a differential user. If a distortion can only lead to small differential
biases that will not create a hazardous situation (bias smaller than a specified maximum differential
error: Agrr max) for all considered user/reference configurations, the corresponding TM parameters
values can be removedfromthe TS. To determine the worst differential bias, all possible civil aviation
airborne receiver and reference station receiver configurations (essentially different correlator
spacing’s, RF front-end filter bandwidths and RF front-end filter types) are used.

The impact of a distortion on a reference receiver. If asignal distortion induces atracking bias on the
reference station higher than a specified limit, the distortion is not included in the TS because is
assumed to be detected by the ground segment (with a given false alarm and missed detection
probabilities). Today, no such requirement on the tracking error detection at the reference levelis
defined for SBAS. However, such strong hypothesis is useful to limit the TS. It is presumed in this
manuscript that the SBAS reference stationisable to detect, in steady state, an absolute tracking bias
higherthan 20 m with another process than the SQM. Nowadays, no algorithm is implemented to
performthistaskbutitis assumedinthisdocumentthatinthe future such detectors willbe provided.
These detectors would permit to detect translationof the correlationfunction that cannot be detected
by the SQM, only capable of detectingacorrelation function distortion. Such detectors could be based
on same principles as RAIM algorithm detecting large residual biases on faulty pseudorange
measurements. The value of 20 mis chosen to be reachable and conservative.

As itwas the case for GPS L1 C/A, the impact of a distortion is dependent upon the reference receiver
and user receiver configurations. The consequence is that the TS limits are dependent upon the
reference receiver and user receiver configurations that are considered.

Values and information about receiver parameters that are defined in this chapter to estimate
differential tracking errors and tracking errors estimated for new signals are givenin Table 6-3. These
parameters represent expected civil aviationconfigurations [Phelts et al., 2014]. The four tested filters
wereintroducedin 6.1.2.1 and are detailed in appendix E. The fourfilters are also used to account for
the wide variety of filters encountered across multiple receiver manufacturers.
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. _ Galileo E5a and GPS L5 signal
Galileo E1C signal (CBOC(6.1)) (BPSK(10))
reference user reference user
Tracking EML(BOC(1.1) EML(BOC(1.1) | EML(BPSK(10) | EML(BPSK(10)
technique local replica) local replica) local replica) local replica)
Correlator ) 0.08 and _ _
— 0.1 chip 0.12 chip 1 chip 0.8, 1.2 chip
Prs'codrre_:;']on a 12, 14, 16,18, 20, oa 12,14, 16,18, 20,
anawic ‘ 22,24 MHz ‘ 22,24 MHz
(double-sided)

4 filters are tested (6™-order Butterworth, 0-group delay resonator, 150 ns
differential group delay resonator, 150 ns differential group delay 6"-order
Butterworth) to estimate differential tracking error.

Only the 6'™-order Butterworth filter is applied to the reference to estimate the
absolute tracking error.

Equivalent
reception filter

Table 6-3. Reference receiver and user receiver configurations used to estimate tracking error and
differential tracking error in chapter 6 for new signals.

Aerr max is of primary importance because it represents the limit of the acceptable differential error
in presence of a distortion. Signal distortions which entail smallerdifferential errors than this limit do
not needtobeincludedintheTS. The smaller A,y gy is, the widerthe TSis. Agpp mqx thushasto be
quantified to ensure that a bias smaller than A, ;4 Would not lead to a hazardous situation.

The notion of hazardous situation is related to targeted SQM performance. The current SBAS L1
requirement regarding SBAS SQM is provided by [ICAO, 2006] and states that the ground segment
should be able to detect any EWF-induced differential bias greaterthan a given Maximum Error Range
Residual (MERR), also known as maximum tolerable error, with a P, and a P ¢4.

MERR values are derived in 7.1.1 and are summarized hereafter. In the context of DFMC receiver,

assumingthatan EWF can only occur on one frequency at atime, the SQMperformance will be limited
to the detection (with appropriate required Py,q and Prgy) of any EWF that would create:

- adifferential bias on a Galileo E1 OS measurement greater than MERR equal to 1.55 m or
- adifferential bias on a Galileo E5a measurement greater than MERR equal to 2.78 m.

In the context of mono-frequency L1 receiver the MERR is equal to 3.5 m.

To be conservative, in this document, Az ;may is fixed to 1 m, a value lower than any MERR value,
thus providing some margin with respect to the computation of the worst differential bias. It means
that the TM includes all signal distortions following the ICAO-like TM leading to a worst-case
differential error higherthan 1 m.
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6. Non-nominal distortions

6.3 TM-A like propositions for new signals

In this section, the TM-A of GPS L1 C/A isextended to Galileo E5a, GPS L5 and Galileo E1C signals. Itis

recalled that the reasoning developed in this manuscript is based on the assumption that the same
kind of failure appears on GPS L1 C/A, Galileo E1C, Galileo E5a and GPS L5 signals.

The extensiontothe BPSK(10) (Galileo E5aand GPS L5) is fairly straightforward. However, it is more
difficultfor Galileo E1Csignal because of the presence of sub-carriers on the CBOCsignal. That is why

in part 6.3.2 two digital TMs are proposed for the CBOC modulation: one conservative TM and one
simplified TM.

6.3.1 Galileo E5a and GPS L5 TM-A

To beinline with the current TM-A defined for GPS L1 C/A and to be conservative, the lower bound of
A is taken equal to zero for BPSK(10)-modulated signals. For this signal it is not possible to use the
proposed techniqueto limitthe upperbound of the TS (selectioninthe TS of a distortion based oniits
impact on the tracking error and differential tracking error) as shown in 6.3.1.1. By consequence,
another method copying the ICAO TM-A developed for GPS L1 C/A signal is proposed.

Figure 6-5shows onthe left the tracking error observedby the reference station when trackinga signal
affected by a TM-A with different values of A running from 0 to 117 ns. On the right, is shown the
worst differential error seen among all reference/user receiver configurations combinations.

Tracking error sees by the reference station, TM-A
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Figure 6-5. Impact of the TM-A for GPS L5 and Galileo E5a signals for different A. On the left, impact
on the reference station tracking error. On the right, impact on the worst differential tracking error.

From Figure 6-5 (left), the tracking error seen by the reference station is always lower than 20 m
whatever the value of A is. As a consequence, it is not possible to use the criterion about the impact
of a distortion on the reference station tracking error to limit the TS.

From Figure 6-5 (right), the worst tracking error entailed by a TM-A distortion increases when A
increases. Consequently,itis not possibleto apply the criterion about the impact of a distortion on the

164



6.3 TM-A like propositions for new signals

differential tracking error to estimate the upper bound of A. It is noticeable that for A values lower
than or equal to 50 ns, the differentialtracking errors are lowerthan 1 mand are by consequence not
a threatfor the considered DGNSS users. Nevertheless, tobe in line with GPS L1 C/A TM it is decided
to keep small A values in the TS.

To conclude, the strategy to estimate the A upper bound fromthe two proposedcriteria (tracking error
observed by reference and worst differential tracking error that affect DGNSS users) does not allow
the reduction of the TS.

Based on the above results, itis proposed to keep the range of A (in second) of GPS L1 C/A TM-A:
—1.2 ESa (L5) chips < A < 1.2 E5a (L5) chips

Figure 6-6 illustrates correlation functions affected by TM-A distortions with different A values.

Correlation functions comparison
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— Distorted (delta = 0.4 chip)
0.8 Distorted (delta = 0.6 chip)
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Time from the prompt in BPSK(10) chip unit

Figure 6-6. Distorted GPS L5/Galileo E5a correlation functions for different values of A filtered by a
6"-order Butterworth (24 MHz).

From Figure 6-6, itcan be seenthatthe correlation peakis still visiblefor high Avalues even if strongly
flattened. The legitimacy of distortions with high A values could be discussed. Indeed, if the distorted
signal cannot be tracked by any considered receiver, itis not necessary toinclude this distortion in the
TM. Two distorted signal features that could prevent the tracking can be defined:

- Atoolow amplitude of the correlation function at tracking correlator outputs level. The worst
case is considered: a user’s receiver tracks a TM-A distorted signal (A = 1.2 chips) with a
correlator spacing equal to 1.2 chip. From Figure 6-6, the amplitudes of the correlation
function at tracking correlator outputs are equal to 0.67 in nominal conditions and 0.23 on
the distorted correlation function which represents a factor of 3. It means that the receiver
will observe a 4.7 dB Signal-to-Noise Ratio (SNR) loss when tracking the distorted signal
compared to a nominal one. A 4.7 dB difference between two GNSS signals received by the
same antenna/receiveris a typical order of magnitude in nominal conditions, for example
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6. Non-nominal distortions

betweenalow elevation satellite and one at high elevation. The consequence is that the loss
of correlation function amplitude entailed by the distortion does not prevent the tracking.
- A flatzone which includes the two tracking correlator outputs. From Figure 6-6, itis noticeable
that the two tracking correlator outputs are on the flatzone when the signal is affectedbya 4
higherthan 0.6 chip. Nevertheless, depending on the implementation of the discriminator, the
behavior of the DLL when both correlator outputs used for the tracking are on a flat zone will
be different.This difference in the receiver behavior can become athreatfor DGNSS users. By
consequence, it is important to take into account even distortions with high 4 values.

6.3.2 Galileo E1C TM-A

As introduced previously, the digital failure of CBOC(6,1,1/11)-modulated signal is more difficult to
design because of the presence of sub-carriers. The presence of several components in the signal
entails a multiplication of distortion threats.

No occurrence of EWF has been observed on Galileo signals. Payload knowledge could help to make
choicesamongthe large number of conceivable digital failures. However, thelack of information about
a payload miss-functioning prevents the selection. In this section, only the two most likely digital
distortions that could affect a Galileo E1C signal are presented and are called digital distortion 1 and
digital distortion 2.

The scheme on Figure 6-7 presents the Galileo E1signal generation [Navipedia, 2015]. Only the bottom
part (highlighted green box) is of interest in the E1IC component generation.
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Figure 6-7. Galileo E1 signal generation block scheme [Navipedia, 2015].

Digital distortion 1: A lead/lag on the falling transitions of all signal components after modulation. It
is possible to imagine that only BOC(6,1) or BOC(1,1) transitions are affected by this lead/lag but
because the distortion occurs after modulation, it is most likely that a delay will appear on every
transitions.
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6.3 TM-A like propositions for new signals

The impact on the signal and on the correlation function, of such asignal distortion is shown in Figure
6-8 on the leftand on the right respectivelyfor A = 0.05 chip (in blue the undistortedsignal, in red the
distorted signal).

1 1 1 -1

[
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«

I e

Figure 6-8. Impact of digital distortion 1 on the signal (left), and on the correlation function (right).

Digital distortion 2: Alead/lagonthe BOC(1,1) sub-carrieror/and onthe BOC(6,1) sub-carrierfalling
transitions at the signal square wave generator level (before modulation). This distortion was
introduced in [Phelts et al., 2006] for BOC(1,1) signal. In Figure 6-9, the lag on BOC(1,1) and
BOC(6,1) transitionsissimilar. To be conservative and take into account most of possible cases, two
independent parameters are defined:

- Aq; : the lead/lag parameter on BOC(1,1) sub-carrier component (before modulation).
- Qg : the lead/lag parameter on BOC(6,1) sub-carrier component (before modulation).

The impacton the signal and on the correlation function of such a signal distortion is shown in Figure

6-9 on the leftand onthe right respectively forA;; = Ag; = 0.05 chip (in bluethe undistorted signal,
in red the distorted signal).
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Figure 6-9. Impact of digital distortion 2 on the signal (left), and on the correlation function ( right).
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6. Non-nominal distortions

In Figure 6-10is represented in red the Galileo E1Csignal generation level where the digital distortion
1 appears and in green where digital distortion 2 appears.
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Figure 6-10. Galileo E1C signal generation unit and digital distortions.

Two TM-A are proposed to take into account each proposed digital distortion forthe new Galileo E1C

signal:

TM-A1: A lead/lag(A) on everysignal falling transitions after modulation. Only one parameter
is necessary (digital distortion 1).

TM-A2: A lead/lag on the BOC(6,1) (Ag1) and on the BOC(1,1) ( Aq1) sub-carrier falling
transitions at signal square wave generator level (before modulation). Two parameters are
necessary (digital distortion 2).

A, Agqand A4 parametersrange can be fixedobserving the shape of signalsdistorted by the different
digital distortions:

From a certain value of A, the distorted signal keeps the same shape because a chip is
composed of one positive and one negative sub-chip. It entails that from a certain value of A
(A = 1.08 chips), increasing the value of A (above 1.08 chips) does not change the shape of
the signal and the correlation function. From this value of A, chips are disappearing and the
signal is constant.

From a certain value of A;4, the signal keeps the same shape because a chip is composed of
one positive and one negative sub-chip. It entails that from a certain value of Ay (Aqq =
0.5 chip), sub-chips (of the BOC(1,1)) are disappearing. Increasing the value of A;; above
0.5 chip does not change the shape of the signal and the correlation function.

From a certain value of Ag4, the signal keeps the same shape because BOC(6,1) signal is
composed of alternative positiveand negative values with the same amplitude. It entails that
froma certainvalue of Agq ( Ag; = 0.08 chip), sub-chips (ofthe BOC(6,1)) are disappearing.

[llustrations presented in Figure 6-11 show this concept for different distortions:

1) TM-A1 with A = 1.08 chips

2) TM-A2 with Aq; = 0.5 chip ( Ag1 not considered)

3) TM-A2 with Agq = 0 .08 chip ( A;; notconsidered)
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Figure 6-11. CBOC signals affected by different digital distortions on the top and associated
correlation functions on the bottom.

In the three cases, choosing highervaluesof A, Ag; and A;; does not bringany change on the signal.
These limits can be considered as A, Agq and A4 values that entail a saturation of the distortion. By
consequence it is not necessary to take into account higher values of A, Agqand Aq;.

It is noticeable that some of the distortions with highvalues of A should be easily detected. The range
of A could be limited by the assumed capability of the reference to detect tracking bias largerthan 20
meters.

Using this condition, A and A;; can be decreased to 0.12 chip and 0.10 chip respectively, as
represented in Figure 6-12. Reference configuration was applied to establish these plots.

By consequence, for TM-A1, the following parameter values are envisaged:

—0.12 chip < A< 0.12 chip
and forTM-A2,
—0.1chip £ Ay; <0.1chip

—0.08 chip < Ag; < 0.08 chip
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Tracking error sees by the reference station, TM-A
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Figure 6-12. Tracking error for TM-A1 and TM-A2 and different delta values (A and A1 ).

Consideringthe current GPS L1 C/A digital TM, it is clear that it is assumed that the distortion occurs
on the signal afterits modulation with the PRN code. However, noinformation about the Galileo E1C
signal generation on-board the payload is available in the literature. Knowing if the three signal
components (BOC(1,1), BOC(6,1), PRN) are generated independently (TM-A2) or as the product of
the components (TM-A1) could help to choose between TM-A1 or TM-A2 or both.

Assuming that the digital signal is directly generated as the components product would entails that
only TM-A1 should be preserved. It is noteworthy that no digital distortion was observed on Galileo
nominal signals. It meansthatthe TM-Alalready takesintoaccountdistortions that are not generated
by Galileo satellites payload in nominal conditions. Based on these assumptions a simplified TM-A is
proposed and consists only in TM-A1.

6.3.3 Summary of the proposed TM-A for new signals

It is proposed to consider as a signal distortion threat for Galileo E5a, GPS L5 and Galileo E1C, digital
distortions that replicate the type of threat of the current ICAO GPS L1 C/A TM.

- For GalileoE5aand GPS L5, BPSK(10)-modulated, itis decided to reuse the TM-A defined for
GPS L1 C/A because of similarities between modulations.

- For GalileoE1C, alargernumber of digital distortions could be considered dueto the presence
of sub-carriersin the signal. Without priorknowledge about the satellite payload, two digital
distortions for Galileo E1C signals are proposed: TM-A1 and TM-A2 that consider potential
separation of the origin of the distortions related to the sub-carriers. TM-A2 results in the
definition of two new TM parameters.

The TS for Galileo E1C has firstly been limited by physical considerations and then using one of the two
criteria proposed to select threatening distortions: distortion which entails a tracking error on the
reference station larger than 20 m are removed from the TS.
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6.4 TM-B like proposition for new signals

As a conclusion, the proposed parameters for the TM-A of GPS L5, Galileo E5a and Galileo E1 C are
given in Table 6-4.

Conservative TM Simplified TM
-117ns <A <117 ns —117ns <A< 117 ns
Galileo E1C —97ns < Ay £97ns
—78ns < Agy < 78ns
Galileo E5a and GPS L5 —117ns <A< 117ns —117ns <A< 117 ns

Table 6-4. Digital parameters proposed range for Galileo E1C, Galileo E5a and GPS L5.

Itis noteworthy to remind thatall these limits can be reduced if the reference stationis able to detect
bias smaller than 20 m.

6.4 TM-B like proposition for new signals

As presented at the beginning of this chapter, ICAO TM-B consists of a damped ringing phenomenon
induced at chip transitions and can be modeled by asecond orderlow passfilter characterized by two
parameters: f; and 0. Itis proposed to also apply the same second order ICAO TM-B filter to represent
analogsignal distortions onthe investigated GNSS signals. The remaining difficulty is to define the TS.
The same methodology as the one introduced in section 6.2.2 is used to limit the TS:

6.4.1 Lower limit for o and f; parameters

In this section, the lower TS bounds are defined: firstly the ringing frequency f,; and then the damping
factor o.

Figure 6-13 presents the influence of distortions with low f; (1,2,3 and 4 MHz) on the reference
receiveras afunction of the damping factorfor Galileo E5a, GPS L5, GPS L1 C/A and Galileo E1Csignals.
It reads as follows:

- Results for Galileo E1C are in red, for Galileo E5a and GPS L5 in blue and for GPS L1 C/A in
green.

- Inblackis represented the 20 m trackingerror limit over which distortions are considered as
detected by the ground.

- For one given signal, dotted curves represent the lowest f; that induces a tracking error on
the reference receiver lowerthan 20 mfor at leastone o value. This f; mustthus be included
inthe TS.

- Forone givensignal, continuous curvesrepresent the lowest f; that induces a tracking error
on the reference receiver higher than 20 m for all o values.

171



6. Non-nominal distortions

m)

Tracking error (

100
90
80
70
60
50

40 -

30
20
10

Tracking error sees by the reference station for different frequencies, TM-B
—Galileo E1C, 1 MHz
- = -Galileo E1C, 2 MHz
+ Galileo E5a/ GPS L5, 1 MHz
r e Galileo E5a/GPS L5, 2 MHz
—Galileo E5a/ GPS L5, 3 MHz
/ — -Galileo E5a / GPS L5, 4 MHz
L b . GPS L1 C/A, 1 MHz
. . GPS L1 C/A, 2 MHz

1 L |
2 4 6 8 10 12 14 16 18 20
Sigma (Mnepers/s)

Figure 6-13. Tracking errors entail by low f, distortions on a reference station for different signals.

Curvesrepresentedbycircles and crosses for Galileo E5a and GPS L5 show that analog distortions with
fa lower than 3 MHz are detected by the reference and do not have to be included in the TS.

As a consequence, all f; lower than 1 MHz for Galileo E1C and GPS L1 C/A and 3 MHz for Galileo E5a
and GPS L5 should be detected at the reference station level by the complementary monitor on the
absolute bias. Therefore, it seems legitimate to remove these low f; from the TS.

Without any consideration, the lowest value of ¢ should be taken equal to zero. To be conservative,
this value is also adopted for GPS L1 C/A signal even if nowadays the lowest value of ¢ is fixed to
0.8 Mnepers/s by ICAO. Forsimulation reasons, the lowest tested value of ¢ is not taken equal to zero
but equal to 0.05 Mnepers/s as discussed in 6.4.3.
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Figure 6-14. Tracking error entails by low o distortions on a reference station, GPS L1 C/A.
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6.4 TM-B like proposition for new signals

It can be seen from Figure 6-14 that distortions with low ¢ values (o between 0.1 Mnepers/s and
1 Mnepers/s) are physically conceivable and can be assumed undetected by the reference station
because inducing tracking errors on that reference station lower than 20 m.

6.4.2 Upper limit for o and f; parameters

6.4.2.1 Maximum differential tracking errors entailed by second order distortions

The following plots represent the worst differential tracking error for all considered reference
configurations. Results are presented for Galileo E1Cin Figure 6-15, for Galileo E5a and GPS L5 signals
in Figure 6-16 and for GPS L1 C/A in Figure 6-17.
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Figure 6-15. Worst differential tracking error for different signal distortion parameters. On the right,
only the 1 m limit is shown. Blue limits give the remaining conservative TM. Red limit underlines that
the TM cannot be bounded for high o values. Galileo EIC.
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Figure 6-16. Worst differential tracking error for different signal distortion parameters. On the right,
only the 1 m limit is shown. Blue limits give the remaining conservative TM. Red limit underlines that
the TM cannot be bounded for high o values. Galileo E5a and GPS L5.
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GPS L1 C/A worst differential tracking error
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Figure 6-17. Worst differential tracking error for different signal distortion parameters. On the right,
only the 1 m limit is shown. Blue limits give the remaining conservative TM. Red limit underline that
the TM cannot be bounded for high o values. GPS L1 C/A.

Asareminder, the withheld TSis the parametersrange leading to a worst case differential error higher
than Agyr max =1 m(dark colored area on right plots).

To have a simple TM definition, it is decided to adopt a rectangular TS. Table 6-5 represents the TM
limits (also representing with blue and red lines in the above figures) for f; and low o that can be
chosen from differential tracking error considerations orthat have beenfixedin the previous section
6.4.1. This rectangle is referred to as TM-B “area 1”.

Galileo E1C Galileo E5a and GPS L5 GPS L1 C/A
fa (MHz) 1to19 3to19 1to 19
o (Mnepers/s) 0to 26 0to 24 0to 28

Table 6-5. Analog parameters proposed range for different signals on area 1.

It is however noticeable that the rectangular area does not include large differential tracking errors
generated by high o distortions when f,; islow. There is thusa need to define acomplementary area
to the area 1to define the TS.

To define this second area, another representation to observe the impact of high o on the tracking

errorisused. It consists inplottingthe tracking error for signal distortions with (#; fa) axis as shown
d

in Figure 6-18. As an example, this figure gives the differential tracking error after applying filter 3
(150 nsdifferential group delay resonator) on the userreceiver (and taking the worst case among the
two different correlator spacing values and the seven different bandwidths) and filter 1 (6™-order
Butterworth) on the reference for the four signals of interest. It is noteworthy to mention that
differential errors can also be large (i.e. larger than the considered Agy g =1 mlimit) for high o
values. Galileo E1Cresults are presented on the left, Galileo E5a and GPS L5 results on the middle and
GPS L1 C/A results on the right.
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Figure 6-18. Differential tracking errors in meter generated by a TM-B distortion, function of (f 2

and fq for signals of interest.

This new (#‘)Z;fd) representation has a lot of interest because it illustrates that:
d

- even strongly attenuated distortions can lead to high differential tracking errors. This
phenomenon can be explained by the fact that the correlation function is strongly rounded
and distorted in an asymmetric way for high o values (as illustrated in Figure 6-19) for an
unfiltered GPS L1 C/A signal. In this figure, the ratio /(f;)? is set to 3 and four different f;
values are tested. It is noticeable that curves obtained for f; = 6 MHz (6 = 36 Mnepers/s),
fa=11MHz (0 =121 Mnepers/s) and f; =16MHz (0 =256 Mnepers/s) are
superimposed.

- thetracking erroris (almost) constantfora given o/(f;)? and high frequencies. More details
about this property is given in appendix G.
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Figure 6-19. Impact of highly attenuated TM-B distortions on the correlation function.

Figure 6-20 represents the tracking errors observed by a reference station with the considered
configurations foraGalileo E1C (left),a Galileo E5aand GPS L5 (middle), and a GPS L1 C/A signal (right).

Anadvantage of the o /(f;) ? representation is that highvalues of o/ (f;)? can be easily bounded using
the condition related to the reference capability to detect large absolute tracking bias. Consequently,
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it is decided to establish a TM-B “area 2” upper limitin the o/(f;)? representation based on this
reference capability. It is reminded that in this document the reference minimum detectable bias is
assumed equal to 20 m.
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Figure 6-20. Tracking errors affecting the reference in meter generated by TM-B distortions, function
of and f,. Blue rectangles represent area 2 limits, black lines area 1 upper limits.

(f )2

The “area 2” lowerlimitis based on its complementarity with “area1”. To be conservative, the lower
limit for

- Galileo E1Cis given by:

(%)z)min = % =~ 0.07 nepers/s/Hz/MHz
- Galileo E5a and GPS L5 is given by:
o 24

<W)min =192 ~ 0.06 nepers/s/Hz/MHz

- GPSL1C/Aisgiven:

(#)mm = % ~ 0.07 nepers/s/Hz/MHz
One important pointis that distortions with a/(f;)? value higherthan (6/(f;) ?)min, can be studied
inthe a/(f;)? representation. Indeed, fromthis (6/(f;)?)min the newrepresentation is able to take
into account most of the different threatening distortions even for high f; where less ¢ are tested.
Thisis supported by the factthat above thislimit, distortions vary slowlyas intuited on Figure 6-20and
as it will be demonstrated in the next part.

TM-B “area 2” could be reduced to the areabetweenthe 20 mabsolute trackingerror upperlimitand
the black line representing the “area 1” upper limit in the o/(f;)? representation (Figure 6-20).
Nonetheless, to be conservative and simplify the TMs definition, it is decided to limit “area 2” to the
blue rectangles. Finally, the proposed “area 2” limits are given in Table 6-6 for all considered signals.
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6.4 TM-B like proposition for new signals

) Galileo E5a and
Galileo E1C GPS L1 C/A
GPS L5

fa (MHz) 3t019 4to19 4to19
(fj)z (nepers/s/Hz/MHz) 0.07 to 5 0.06 to 3.5 0.07to 1.8

7 {(Mnepers/<) 0.6 to 45 1 to56 1029

For the minimum f,; value
o (Mnepers/s) 25to 1805 22 to 1266 25 to 650
for f; = 19 MHz ° 0 0

Table 6-6. Analog parameters proposed range for different signals on area 2.

6.4.3 Number of tests to cover the entire proposed TM

Itis noticeable that the proposed TS for TM-B, composed of both areas 1 and 2, is wider (by a factor
100) thanthe GPS L1 C/A TS defined by ICAO.The purpose of this partis to compare the TS in terms of
number of tests to consider to take into account all threatening distortions with a fair resolution. In
this part, the termresolutionis usedto represent the capacity of a set of tests to get the largest variety
of different distortions as possible in a given TS.

The new a/(f;)? representationis equivalentto a y-axis scale change compared to the traditional &
representation used to define the TM-B and TM-C TSs. /(f;)? and o scales have advantages and
drawbacks that are exposed in this part.

- o representation:the o resolutionisidentical forlow and high f;. Indeed, if the resolution on
the y-axis (o) is 1 Mnepers/s, tested distortions will have o valuesequal to 0, 1, 2, 3 Mnepers/s
etc. whatever f; is, as illustrated in Figure 6-21.
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Figure 6-21. 0 = 1 Mnepers/s increment in the traditional ¢ TM representation. Points represent
tested distortions.
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6. Non-nominal distortions

- a/(f4)? representation: the o resolution is f;-dependent. Indeed, if the resolution on the x-
axis (a/(fz)?) is 1 nepers/s/Hz/MHz, the tested distortions will have ¢ values equal to
0, 1,2, 3 Mnepers/setc.forafrequency equal to 1 MHz and 0, 400, 800, 1200 Mnepers/s etc.
for a frequency equal to 20 MHz. This allow to run through o values faster, as illustrated in
Figure 6-22, but an explanation is necessary to justify that this resolution is applicable.
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Figure 6-22. TAE = 1 nepers/s/Hz/MHz increment in the traditional ¢ TM representation. Points
d

represent tested distortions.

The problemisthatforhigh frequencies, the tested distortions resolution could not be high enough in
the o/(f;)?representation. A proposition to estimate the resolution with which a TS has to be studied
is presented in the next part.

Itis not possible totestall threatening distortions because there is aninfinity of distortionsina TS. It
is thus required to sample the TS so that it is representative of all distortions without missing any
potential hazardous ones.

Let us define the spacing between two consecutive tested distortionsas the spacing between two
distortions withthe same f,; buttwo consecutive o values, or with the same ¢ buttwo consecutive f;.
To measure the appropriate spacing between consecutive tested distortions, let us introduce the
parameter A. q4ist, representative of the tracking error difference observed between the two tested
distortions. To be sure that the filter does not have any impact and to extract only the impact of the
distortion on the shape of the correlation function, A gis is estimated from unfiltered distorted
correlation functions.

The methodology to definean appropriate spacing betweentwo consecutive distortions is to consider
thatonlylow enough A, 4ist values are tolerable. Indeed, if these valuesare too large, it means that
the sampling of the TSistoo loose and thatthe correlation function shape varies significantly between
two consecutive tested distortions. The consequence is that some threatening distortions could be
omitted. It is important to note that A, 4;5+ does not reflect directly the difference of correlation
function shape between two tested distortions. To be rigorous, a metric based on all correlation
function points could be evaluated. Nevertheless, forthe present purpose, only a general idea of the
correlation function behavior is sufficient.
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6.4 TM-B like proposition for new signals

The lowerthevalue of Ay gist is, the betterthe resolutionis. The Ay 45 usedtodecideif the test
grid is well designed for the propose TMis assumed to have the same order of magnitude than the
Aerr aise resulting from the ICAO GPS L1 C/A test methodology. As an example, it is decided to
introduce the grid of tested distortions presented in Figure 6-23 for the GPS L1 C/A ICAOTS: f; =
4:1:17 MHz, o = 0.8: 1: 8.8 Mnepers/s. Inthis case, one hundred and twenty-six tests are performed
to coverthe GPS L1 C/A ICAOTS. A significantly coarsergridis used in this section for GPS L1 C/A than
was used for WAAS. Indeed, for WAAS, the incrementon f; isequal to 0.1 MHz and the increment on
o isequalto 0.5 Mnerpers/s [Pheltsetal., 2003]. Nevertheless, the aim of this sectionis only to give
orders of magnitude of the number of distortions to test on proposed TMs compared to the number
of distortionstotest on the ICAO one. For this particularcase, Ay ;5 Valuesare given Figure 6-24.
Different curves correspondtothe fourteen tested f,;. The x-axis gives the mean value of o between
the two consecutive tested values of o at the origin of the A, 4i: computation.
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Figure 6-23. Example of a TS grid (GPS L1 C/A ICAO TM).

Tracking error derivative, GPS L1 C/A, areal- no filtering
T T T

ha
tn

ra

=y

Tracking error derivative (meters)
(4]

o
n

)

|
3 23 3.3 4.3 5.3 6.3 7.3 8.3
sigma (Mnepers/s)

Figure 6-24. A, 45t 05 a function of o associated to the TS grid from Figure 6-23 (GPS L1 C/A ICAO
™).

From Figure 6-24, the maximum A,,, 45+ Obtained with this sampling of the L1 C/A current TS is 2.8
m. This is the approximate upper limit of A, ;5 that has to be targeted when sampling the TS of
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6. Non-nominal distortions

the proposed new GNSS signals TM. Note that the value of 2.8 m might appear relatively high and
could be decreased by choosing a thinner grid to test the TS.

The methodology introduced above is used in this part to estimate the number of distortions to test
on area 1 for Galileo E1C. Results for Galileo E5a, GPS L5 signals and GPS L1 C/A on TM-B area 1 and
TM-B area 2 are provided in appendix F as well as results for Galileo E1C on TM-B area 2.

6.4.3.3.1 Galileo E1Carea 1

To find the same A, gis¢@asonthe ICAO GPS L1 C/ATM-B, for the area 1 of the Galileo EIC TM-B, one
thousand and three tests are necessary to coverthe whole area. Thisaugmentation (compared to the
one hundred and twenty-sixfor GPS L1 C/A) is due to the fact that highervalues of o and more values
of f,; are consideredinarea 1 of the proposed TM. Moreover, for low f; and ¢ values, a thinnergrid
has to be designed to reach the same Agy 45 Order of magnitude as on the GPS L1 C/A TM-B. The
proposed grid is presented in Figure 6-25.
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Figure 6-25. Example of TS grid (Galileo E1C, area 1 of the proposed TM-B).
The area 1 can be decomposed in three tested zones:

- Zone 1tostudy low f;. The grid consists of f; = 1:1: 4 MHz, ¢ = 1: 0.2: 26 Mnepers/s. This
zone isincluded in the red square on Figure 6-25.

- Zone 2 to study low a. The grid consists of f; = 1:1:19 MHz, ¢ = 0.05:0.1: 1 Mnepers/s. It
is noticeable that distortions with o lower than 0.05 Mnepers/s cannot be studied without
increasing dramatically the number of tests. This is why this lower bound of 0.05 Mnepers/sis
set. This zone is included in the green square on Figure 6-25.
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6.4 TM-B like proposition for new signals

- Zone 3 to study the rest of the TS. The grid consists of f; =4:1:19 MHz, o =
1:1:26 Mnepers/s. This zone is included in the blue square on Figure 6-25.

Agrr aist associatedtozone 1 are presented Figure 6-26. A, 4;5+ associated to zone 2 are presented
Figure 6-27. Agyr gise @ssociated to zone 3 are presented Figure 6-28. It is recalled that one curve
correspondstoone f;. The blue curve corresponds to the lowest tested f; (1 MHz), the orange to the
second one, the yellow to the third one and the purple to the fourth one.
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Figure 6-26. A, 4ist 0S5 a function of o associated to the zone 1 of the selected TS grid (Galileo E1C,
area 1 of the proposed TM-B).
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Figure 6-27. A,y 4ist 05 a function of o associated to the zone 2 of the selected TS grid (Galileo E1C,
area 1 of the proposed TM-B).
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Tracking error derivative, Galileo E1C, area1 - no filtering
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Figure 6-28. A, 4ist 05 a function of o associated to the zone 3 of the selected TS grid (Galileo E1C,
area 1 of the proposed TM-B).

With the grid proposedforthe area 1 of the Galileo E1Csignal TM-B, the maximum value of Agyy g4ist,
equal to 3.4 m, has same order of magnitude as the maximum value of 2.8 m obtained with the GPS
L1 C/A ICAOTM (see Figure 6-23). Even if the value is slightly higher, it can be noticed that only three
cases entail Agpr gise higherthan 2.6 m. Another zone could be defined around cases which entail
Agrr aist higherthan 2.6 m, nevertheless for simplicity reasons on Galileo E1C area 1, this new grid
can be adopted to obtain approximativelythe same resolution. In this condition, the number of tested
values is multiplied by a factor 8 (~ 1003/126).

6.4.3.3.2 Conclusions about the number of distortions to test

To conclude, ithas beenseenin thissection how to estimate the number of distortions to test on the
proposed TMs. It is clear that more tests are required to cover the proposed TS as shown in appendix
F. However, to obtain approximatively the resolution with which the TSisexaminedinthe GPS L1 C/A
ICAO TM case, the number of simulations can be limited to:

- 134 48 = 21.4 times the number of simulations compared to the current ICAO TM for
Galileo E1C.

- 6.7+ 1 =7.7 timesthe numberof simulations compared to the ICAO current TM for Galileo
E5a and GPS L5.

- 8.3+ 2.7 = 11 timesthe number of simulations compared to the ICAO current TM for GPS L1
C/A because more distortions are considered in the proposed TS.

These three values are reasonable considering GNSS signal distortions context.

6.4.4 Summary on the proposed TM-B for new signals

In this part, a proposition of ICAO TM-B like has been given for Galileo E1C, Galileo E5a, GPS L5 and
GPS L1 C/A based on a new methodology. The GPS L1 C/A case has also been looked atin order to
fairly compare the proposed TS for the considered signals obtained with the proposed methodology.

The proposed TM is purposely conservative because it includes all dangerous signal distortions,
meaningthatitalsoincludes very high o values. This differs from the current ICAO TMfor GPS L1 C/A.
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6.4 TM-B like proposition for new signals

Asolutionis proposedto limitthe number of distortions to test. Thissolutionconsistsin the separation
of the TS in two areas:

- Area 1: Thisrepresentationisequivalent to the classical ICAO TM-B distortion representation.
This area is necessary to take into account low & signal distortion behaviors.

- Area 2: This area resides on a/(f;)? on the y-axis and f,on the x-axis. This area is the
complementary of area 1.

Two criteria were used to limit the TS of each TM based on the impact of distortions on:
- thedifferential tracking error which has to be higherthan 1 mto be consideredas athreat and
- thereference groundstation tracking error which hasto be lowerthan 20 mto be considered
as a threat not detected by the ground.

These criteria led to the following TS restrictions that are summarized in Figure 6-29:
- Low fyare detected by the ground station.
- High f; do not have a threatening impact on DGNSS users.
- Low o lead to divergent signals.
- High o are detected by the ground station.

( - )
(fgi)z max
( ")2 4 Higher ratios are detected by
fa .
(nepers/s/Hz/MHz) the ground station

TM-B area 2 fa_max
Higher frequencies lead to

“small” differential error

fdjnin
Lower frequencies are
detected by the ground station

TM-Bareal
—
o
(@)min fa (MH2)
Lower ratios lead to divergent
signals

Figure 6-29. Summary of reasons that are considered to limit TSs.

Animportantremarkisthat the TSis dependent uponthe reference station capability to detect alarge
tracking bias. Such bias detectors are not specified in current requirements but could be envisaged.
Results given in this document are established making the assumption that the reference is able to
detect minimum detectable bias on any pseudorange equal to 20 m. If performance of the reference
station is better, the TS could be smaller.

Proposed TS parameters presented in Table 6-7 are fairly conservative. Itis noticeable that more signal
distortions have to be tested on newsignals in comparison to the current ICAOGPS L1 C/ATM. Indeed,

to run through the proposed TM, the number of tests have to be increased by a factor 8 for Galileo
E5a and GPS L5 and a factor 21 for Galileo E1C.
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6. Non-nominal distortions

) Galileo E5a and
Galileo E1C GPS L1 C/A
GPS L5
fi min (MHZ) 1 3 1
fa max (MH2) 19 19 19
Area 1 -
Omin (Mnepers/s) 0 0 0
Omax (Mnepers/s) 26 24 28
fa min (MH2) 3 4 4
fi max (MHz) 19 19 19
Area?2 ((fa)z) (nepers/s/Hz/MHz) 0.07 0.06 0.07
4’ min
( z ) (nepers/s/Hz/MHz) 5 35 18
(fa)? max ) )

Table 6-7. Proposed TM-B parameters range for different signals using two representations.

Figure 6-30 gives, as an example, the two areas in the o (left plot) and in the o/(f;)? (right plot)
representations for Galileo E5a and GPS L5 signals.

Area 1 (black) and area 2 (red) in both representations
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6.5 TM-C like propositions for new signals

Inthe currentICAO TM, the TM-C isa TM-A and TM-B combination. Parameters range chooses for TM-
Cis smaller than individual parameters range for TM-A and TM-B.

To be conservativeand without more knowledge, the TS of the proposed TM-C takes parametersrange
established for the TM-A and the TM-B. A simplified TM-A was envisaged for Galileo E1C. As a
consequence, asimplified TM-Cis also envisaged and consists of a combination of the TM-B with the
simplified TM-A. It was seen that the simplified TM is based on the assumption that the signal is
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generated as the product of signal components and that if this assumption cannot be verified, the
conservative TM-A (and TM-C) has to be adopted. Nevertheless, itis also noteworthy to highlight that
no digital distortion was observed on Galileo E1Csignal.Forthisreason,the TM-A on Galileo E1Csignal
could be considered asirrelevant. To be conservative, the TM-C based onthe TM-Alis exposed but to
make the study of the TM-C easier, the simplified TM-Cis adoptedin the following (TM-A2distortions
are not tested conjointly with TM-B distortions).

Proposed parameters ranges are summarizedin Table 6-8:

Galileo E5a and
Galileo E1C GPS L1 C/A
GPS L5

o fa (MHz) 1:19 1:19 1:19

8

< o (Mnepers/s) 0:26 0: 24 0:28

o f; (MHz) 3:19 4:19 4:19

@

= o

< )2 (nepers/s/Hz/MHz) 0.07:5 0.06 : 3.5 0.07 : 1.8

d
Amin = 0.12 1.2 0.12
- Amax (chips)
A =
v - 11min ) 0.1 / /
ﬁ g.% O - Allmax(Chlps)
£33 s
'S E F AGlmin =
2 % . 0.08
- Aﬁlmax (ChlpS) / /

Table 6-8. Proposed TM-C parameters range for different signals.

6.6 Conclusions

A TM is of primary importance regarding GNSS applications with stringent requirements. It permits to
characterize expected distortions that could occur on a GNSS signal. The definition of the TM is
necessary to estimate what could be the influence of GNSS signal distortions on users and how to deal
with such GNSS threats. Indeed, with a given TM, the threat is known and an adapted SQM can be
designed.

This chapter proposesthree TMs that are all based on the same types of distortions as the ones used
current by ICAO for GPS L1 C/A:one for Galileo E5a and GPS L5, one for Galileo E1C and one for GPS
L1 C/A signals. The case of GPS L1 C/A is treated to compare a TS obtained from the proposed
methodology with the original ICAO TS.

It is clear that the ICAO TM main drawbacks are still present in this approach: only a model is
considered withits imperfections, its assumption of the type of payload failure that could occur and
the assumption that what was observedin 1993 with a given payload is representative of what could
happen with acurrent payload. Moreover, applyingitdirectly to Galileo signals means that there is an
acknowledgement that the Galileo payload would not provide different distortions, which is very
unsure. This question of TMlegitimacy is raised for example in [Pullen, 2009] but the present work was
aimingat providing a first set of TM for new signals that could be justified based on previous work.
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6. Non-nominal distortions

The approach tolimitthe TS of the proposed TM-A and TM-B is based on keeping only signal distortions
that generate:

- adifferential bias higherthan A, . .,= 1 min a specific receiver worst case configuration,
which is assumed to be problematic for dual-frequency users,

- a biasat the reference station smallerthan 20 m, whichis assumedto be a value thatcan be
easily detected by a separate monitor.

These new TMs, with limits summarized in Table 6-9, are interesting because they take into account
all possible threats for reference/user configurations considered in this chapter.

Simplified TM-C |
Conservative TM-C

TM-B TM-A
Area 1 Area 2 TM-Al TM-A2
f;i o f;i @(nepers/s/ ATTZH = AlAlmin = AGZmiﬂ. =
— “max ~ “11lmax — Heélmax
(MHz) | (Mnepers/s) | (MHz) Hz/MHz) @ils) (chip) (chip)

1:1: 4 1:0.2: 26
1:1:19 0.05:0.1:1 3:1:19 0.07:0.05:5 0:0.01:0.12 0:0.01: 0.1 0:0.01:0.08

Galileo
E1C

4:1:19 1:1: 26

241
riie
§ &l 3:1:19 0:4: 24 4:1:19 | 0.06:0.075:3.5] 0:0.1:1.2 / /
1:1: 4 1:0.2: 28
p| 3:1:19 | 0.05:0.2:1
<
4:1:19 | 0.07:0.1:1.8 | 0:0.01:0.12
£ O[ 1:1:3 | 0.05:0.025: 1 / /

4:1:19 1:1:28
Table 6-9. Summary of proposed TM parameters range for different signals.

In Table 6-9, the resolution with which TMs are tested are given forinformation and can be increased
or reduced depending on the application.

Compare to the ICAO TS defined for the GPS L1 C/A signal, proposed TSs are larger because highly
attenuated distortions (high values of ) are considered.

Note that the proposed methodology could be applied to othersignal modulations (modernized GPS,
GLONASS, Beidou, etc.).

Once the TM is established, new SQMalgorithms can be studied to protect a civil aviation users from
the defined threats. This is the subject of the next chapter.
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Afterproposingan EWF TM for Galileo E1C, Galileo E5a and GPS L5 signalsin the previous chapter, it
is necessary to make sure that the distortions that are part of the TM will not generate hazardous
effects on an airborne receiver. In particular, for stringent phases of flight (typically the ones with
vertical guidance), it is necessary to detect the occurrence of such distortions and timely inform the
user. This is thus one of the roles of augmentation systems such as SBAS or GBAS.

In this chapter, the SQM adapted to the proposed TM and the new GNSS signals is presented. A
representation to assess the performance of the SQM is exposed and is used to design a simplified
SQM for new signals modulations.

In section 7.1, principles and definitions linked to SQM are given. Itis seenthat current SQM is based
on measurements estimated from correlator outputs that are combined to form metrics that are
compared to their nominal values.

In section 7.2, parameters with an influence on the SQM are listed and values of parameters used in
this chapter to estimate the SQM performance are given. The definition of these parameters is of
primary interest because changing their values also modify the performance of the SQM.

In section 7.3, an innovative representation inspired from [Phelts et al., 2013] is proposed to assess
the SQM performance based on the theoretical metrics standard deviation. A reference SQM based
on three different metrics (simple ratio, difference ratio and sum ratio metrics) and a high number of
available correlator outputs (fifty one outputs) spaced by 0.01 chipisfirst tested on GPS L1 C/Asignal.
GPS L1 C/Asignal willbe takenas an exampletoillustratethe concept of the innovative representation
to assess SQM performance. As a conclusion of this section, a method to adapt theoretical results to
operating reference station conditions is suggested.

Section 7.4 compares performance of different SQMs regarding Galileo E1C, Galileo E5a and GPS L5
signal distortions. A compromise will be found between SQM complexity and its performance.

Finally, Section 7.5 concludes this chapter.

7.1 SQM requirements and performance assessment

The official definition of the SQM providedin [ICAO, 2006] has been presentedinsection4.4.2 and is
not reminded in this section.

To summarize, the objective of the SQMis to detect signal distortionsgenerated by a satellite payload
failure that can be hazardous for a certified airborne user. It has been seenthat a given distortion can
affect differently receivers with different configurations: RF front-end technology, group delay,
bandwidth and tracking technique (including the local replica and the correlator spacing).

More precisely, the SQM has to ensure that all distortions inducing threatening events are detected
with a given Ps ¢, (probability of fault-free detection, also called probability of false alarm) and a given
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P4 (probability of missed detection) within a given TTA (Time-To-Alert). These probabilities are actual
requirements thatare derived from an integrity analysis. It means that the SQMhas to ensure that the
maximum differential bias induced by an undetected distortion (also called MUDE for Maximum
Undetected Differential Error) is below a Maximum tolerable ERRor (MERR) with arequired P g, Prna
and TTA. To meet this objective, metrics values based on correlator outputs are assessed and
compared to thresholds. Theoretically, to estimate if a distortion is detected meeting the proper
requirements, the value of the metric without noise can be compared to a Minimum Detectable Error
(MDE).

By consequence SQM performance is based on six important notions: the MUDE, requirements, the
MERR, metrics, thresholds and MDE. The definitionof the MUDE is already givenin 4.4.3and is not re-
defined in this section. The notion of MERR is tackled in 7.1.1 and the notion of metrics and tests in
7.1.2. Then MDE and requirements are presentedin 7.1.3 and 7.1.4, and principles of MDE and
thresholds estimation are exposed in 7.1.5.

7.1.1 Maximum tolerable ERRor (MERR)

Evenif results providedin this chapter can be adapted to different MERR values, this parameteris of
primary importance to estimate if SQMperformance fulfils requirements. A mathematical expression
to estimate the MERR is defined by ICAO and is presented in this part. Nevertheless it appears thatin
the literature, otherexpressionsand methodologiesare used to derive the MERR. In this part, different
approaches to derive the MERR are presented and MERR values that will be targeted in this chapter
are given.

The notion of MERR was already introduced in 4.4.2 and 6.2.2.3. In the official source, the MERR
acronym means Maximum tolerable ERRor [ICAO, 2006]. Nevertheless, in the literature, other
expressions are used when mentioning the MERR as Maximum allowable range ERRor, Maximum
allowable pseudorange ERRor [Shively, 1999], Maximum allowable ERror in Range [Rife and Phelts,
2008] or Maximum Error Range Residual [Shloss et al., 2002]. It is important to understand that the
MERR is defined in the pseudorange domain.

The MERR definitionis givenin [ICAO, 2006]. The maximumtolerable errorforeach ranging source i
can be defined for SBAS APV and precision approach as:

where

- Ky pa =5.33 is the multiplier derived from the probability of false alarm equal to Pssq =

1077:
Kypa= V2 x erfc  (Prsa)
with
erfc(erfc(x)) = x
and
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erfc(x) = %f Ooe‘t2 dt

o;upre is the standard deviation of the User Differential Range Error (UDRE) for the ranging
source i. It can be seen as the residual range error associated to the corrections provided by
the augmentation system. This parameter is estimated by the ground segment of the
augmentation system and then sent to the user (via geostationary satellites in SBAS).
min{anDRE} is the minimum possible value of UfU,RE for any user. UfU,RE is the standard
deviation of the error uncertainty for the ionospheric correction estimated from an
ionospheric model using broadcast GIVE (Grid lonospheric Vertical Error).

MERR is evaluated at the output of a fault-free user receiver and varies with satellite elevation angle
and ground subsystem performance [ICAO, 2006].

For the sake of simplicity, in the following the term MERR will be usedinstead of MERR;. MERR can
be viewed as the lowest value of MERR; among all ranging sources.

As it can be understood, the notion of MERR is a key of the SQM analysis and should correspondto a
value derived from an integrity analysis. Several derivations of the MERR can be found in the literature:

The evaluation of the value of the MERR for LAAS can be found in [Shively, 1999] and
correspondingvalues for SBAS can be foundin [Phelts, 2001]. In these publications, the MERR
depends uponthe Ground Accuracy Designator (GAD), the number of monitoring stations and
is elevation-dependent. Example of MERR values estimated from models, as a function of the
satellite elevation, are shownin [Phelts, 2001]. For a worst case of a satellite at 5° elevation,
the typical MERR value is upper-bounded by 3.5 mforSBAS L1 in the case of three monitoring
stations (and lower bounded by 0.7 m).

A simpler MERR formula is provided in [Shloss et al., 2002] for WAAS (single frequency) that
only depends upon the UDRE, the User lonospheric Vertical Error (UIVE) and the obliquity
factor. This formula corresponds to a so-called static MERR and is given by:

5.33 5 , 933 2
MERR = 329 X \/GUDRE + (Fppoyyg)* < 329 X |0Gpre+ 9 (7-2)
where

o oypgrg and oy g are the standard deviations of the UDRE and GIVE monitors. oy vg
can be conservatively set to its floor value of 3.
o Fppisthe obliquity factor, conservatively set to 1.
Note that thisformula changes fora dual-frequency systemsince the ionosphericterm can be
removed. The static MERR then becomes:

5.33
MERR = 329 X ODFRE (7-3)

where opprr is the standard deviation of the Dual-Frequency Range Error (DFRE).

Table 7-1 provides the values of the static MERR for both WAAS single and dual-frequency
cases. Assumingthata SBAS would targeta minimum UDRE/DFRE of 4, the static MERR would
be 6.08 min single frequency case and 3.64 m in dual-frequency case.

Finally, anew derivation of the MERR was proposed in [Rife and Phelts, 2008] where the MERR
value also takes into account the actual probability of detection of the SQM as well as the
response time of the SQM metricfilter and the airborne measurement filter. This MERR is
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referred to as time-varying MERR and is associated with acomplex computation methodology.
It has beenappliedto WAASin [Pheltsetal., 2013]. This MERR fully protects the user since it
takesthe filters time response in consideration (which was not the case in the static MERR). It
also has the property to have a value that varies as a function of the probability of detection
of a given distortion (the MERR becomes higher as the distortion is easier to detect).

UDRE Index UDRE :Vililﬁli?r “‘fgfil;:f'f
(UDREI) Users frequency
Users
0 0.75 5.01 1.21
1 1 512 1.62
2 125 527 203
3 1.75 5.63 283
4 225 6.08 3.64
5 2.0 6.87 486
6 375 7.78 6.08
7 45 876 729
8 525 980 8.51
9 6.0 10.87 9.72
10 7.5 13.09 12.15
11 15 2478 24 30
12 50 g1.15 81.00
13 150 243.06 243.01

Table 7-1. Static MERR values for WAAS for L1-only and dual-frequency users [Phelts et al., 2013].

Because the time-varying MERR derivation has not beenimplementedfor the DFMC case in this thesis,
itis proposedtouse forthe MERR the targetvalue of 3.64 m provided for WAAS dual-frequency case
in Table 7-1for an UDRE/DFRE of 4. The value is rounded to 3.5m in the rest of the document.

This MERR thus represents the maximum tolerable value for an undetected bias on the iono-free
measurement which can be caused by a distortion on L1, L5/E5a, or both, then:

if a bias occurs on L1 (none on L5/E5a), then the resulting absolute differential bias on L1

should be lower than 1.55 m,
if a biasoccurs on L5/E5a (none on L1), then the resulting absolute differential bias on L5/E5a

should be lower than 2.78 m,
if a bias occurs at the same time on L1 and L5, thenthe resulting differential bias should be

such that:

|2.26 - AbLyy gy, — 1.26- AbLyyp, | <3.5m (7-4)

As a consequence, if one wants to protect a user against an EWF occurring at the same time
onthetwofrequencies, onewould have to considerthe worstcase wherethe L1and L5 biases

would add up. Itis equivalent to:

|2.26- AbLyp, |+ 126 AbLyp, | <35m (7-5)

This meansthatitwould be necessary to putin place an EWF detection process which is better
than what would be needed if considering that an EWF can only occur on one frequencyata
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time. In this case, the maximum differential bias valuesfor L1 and L5 to respect an iono-free
MERR of 3.5mis plotted in Figure 7-1.

3

N

Value of Max L5 Bias
=
[6;]

=

N
N
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Value of Max L1 Bias (m)

Figure 7-1. Acceptable values of maximum L5 and L1 biases for DFMC SBAS.

The above analysisisreally associated to a worst-case scenario where the bias on L1 and the
bias on L5 combine to create the worst iono-free bias.

In the case of the presentanalysis, it will be assumed that an EWF can only occur on one frequency at
a time. As a consequence, the SQM performance will be limited to the detection (with appropriate
Ppq and Prrqrequirements) of any EWF that would create:

- adifferential bias on a Galileo E1 OS measurement greater than 1.55 m, or
- adifferential bias on a Galileo E5a measurement greater than 2.78 m.

This is still a significant first step compared to a 3.5 m MERR for GPS L1 C/Athat is classically used in
the literature (when used in mono-frequency airborne receivers).

To conclude two objectives are targeted on GPS L1 C/A signal: 3.5 m which consists of SBAS L1
requirements and 1.55 min a DFMC context. Same targets are adopted for Galileo E1C. For Galileo
E5a and GPS L5, only one objective is targeted: 2.78 m.

7.1.2 Tests and metrics

SQM consists of a test (noted Test) to evaluate if the signal is affected by a distortion or not. SQM
methodology has already been described forexample in [Irsigler, 2008] or [Phelts and Walter, 2003].
The typical SQM is based on the use of metrics to detect distortions of the correlation function used
to track the GNSS signal. A large number of metrics can be designed based on combinations of
correlator outputs. These combinations can be simple as with the simple, the difference, the sumratio
metrics or the alphametric[Phelts etal., 2003] or more tricky as the “squared A” metric[Pheltsetal.,
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2001]. Metrics could also be designed from CDO outputs (see chapter4 and [Pheltsetal., 2013]). The
three types of metrics used in this document are:

- The simple ratio metric whichisthe easiest metrictoimplementand permitsto detectall kind
of correlation function distortions.

metric, = % (7-6)

- The difference ratio metric which permits to detect distortions that affect the correlation
functioninanasymmetricway (asymmetricfrom the prompt) more efficiently than the simple
ratio metric.

I_,— 1,
P

- The sum ratio metric which permits to detect distortions that affect the correlation function in
a symmetricway (symmetricfromthe prompt) more efficiently than the simple ratio metric.

I_.+ 1,
P

metricy_, = (7-7)

metriCyq, = (7-8)

where

- I, isthe in phase correlator output value at a distance x (in chip unit) from the prompt.
- P is the value representing the prompt correlator output. In the literature, P can take two
forms:
o P = Iy inthis case P is the prompt correlator output.
o P=(_,+1,)/2:inthis case P is an approximation of the prompt correlator output
based on two symmetric correlator outputs.

The use of a virtual prompt for metric normalization has been reported in [Phelts and Walter, 2003]
with P = (I_g 025 + Io025)/2. Nevertheless, in WAAS reference stations, a prompt is used. In this
Ph.D. thesis, itis decided to use the classical prompt for metrics normalization for Galileo E1C, Galileo
E5a, GPS L5 and GPS L1 C/A signals.

The three types of metrics used in thisdocument are elementary. These metrics are looked at fortwo
main reasons:

- the simple ratio and the difference ratio metrics are currently used in SQM implemented in
EGNOS [Bruce et al., 2000].

- the theoretical value of G041 fOr these three metrics can be derived as shown in appendix
B.

The SQM test consistsinlooking atthe way these different metrics are modified with respect to their
nominal values (in nominal conditions) to decide if a distortion is present. The test compares the
difference between each metric value and its nominal value to a threshold. Mathematically, the test
based on a given metric j (noted Testpetric j) can be represented as:

.0 .
|metrlcj'di5t — metrlcj,n0m|
th

metric,j

(7-9)

TeStmetric,j =
where

- metric}'dl-st isthe currentvalue of the metric j which can be affected by a distortion. Theindex
i shows that this value is estimated for the ranging signal i.
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- Metricjnom is the nominal value of the metric j. For example, the nominal value can consist
in the median of that metricacross all satellitesinview [Pheltsetal., 2013]. Another method
is to estimate the nominal value of metrics from the average value of that metric for a given
PRN using previous measurements known to represent nominal conditions. In the simulations
consideredinthis chapter, the nominal correlation function used to estimate nominal metrics
is the ideal filtered correlation function.

- thietric,j is the detection threshold associated to the metric j, determined according to a

required false alarm probability.
Assuming that the distribution of the noise on the metricj inthe nominal case is Gaussianwith
a standard deviation Opetric j, the value of thperic j can be deduced from the targeted false

alarm probability Ps g4 as:
thmetric,j = Kffd X Ometric,j (7-10)

where K rq is the multiplier derived from the probability of fault-free detection probability
Psrqdefinedin 7.1.4.

The Gaussian behavior of the noise affecting correlator outputswas verified in [Irsigler, 2008] and isin
general assumed. Itisshownin 7.1.5.2 that if the Gaussian behavior on correlator outputs holds true,
then the Gaussian behavior on the considered metrics can be assumed.

In order to detect a faulty case in real time, a Neyman Pearson hypothesis test is performed. The
monitorwhichis implementedinreference stationis based on the following concept:if Testpetric

is higher than one, an alarm is triggered, whereas if Test etric j is smaller than one the signal is
considered as usable. This meansthat a distortioncan be detected by several metrics at the same time.

7.1.3 Minimum Detectable Error (MDE) definition

The notion of testthresholdis of primary importance because it represents the limit between what is
considered as a nominal or a faulty behavior. Nevertheless, thyesric; is only associated to the

probability of false alarm while ICAO imposes requirements regarding the probability of false alarm
and the probability of missed detection. Thisis the reason why it is importantto define the notion of
Minimum Detectable Error (MDE) which is representative of the minimum detectable metric distortion
that allows to fulfil both false alarm and missed detection ICAO requirements. In this part, the
definition of MDE is given. Values of MDE are estimated in 7.1.5.

In [ICAOQ, 2006], the MDE and the MDR (Minimum Detectable Ratio) are used to derive the SQM
performance. In this manuscript, for the sake of notation, MDE¢¢ricj is used to name the MDE

associated to the metricj.

Taking back the definition of ICAO, which assumes that the metrics are Gaussian distributed, the
MDE petricj values used in simulations to assess the minimum metric distortion detectable by the

SQM according to required false alarm and missed detection probabilities is:

MDEmetric,j = (Kmd + Kffd)gmetric,j (7-11)
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where K,,; is the missed detection multiplier representing a given missed detection probability
definedin 7.1.4.

Figure 7-2illustrates the difference between thedetectionthreshold thepric j and MDE i j- Note
that thyetricj is the true threshold used in theimplemented SQM, whilethe MDE is a theoretical value

used to test the SQM performance based on simulations.

To assess the theoretical SQM performance in presence of distortions with respect to the ICAO
requirements, it is thus necessary to compare the value of the bias affecting the detector associated

to each metric with respect to the corresponding MDE.
Let us define the performance test Testpetricj MpE aS:

. ,
|metrlcj,dist,no noise ~ metncj,noml

TeStmetric,j_MDE = MDE — (7-12)
metric,j

Where metric}'dist'no noise NOW represents the distorted metricwithout noise (the impact of noise is

now absorbed by the MDE value). From this definition, it can be seen that the MDE is more
representative of abias than of an error between the current and the nominal values of the metric.

If Testmetricj mpe > 1, this means that a given distortion is detected by the detector associated to
the metricj with the appropriate ICAO requirements. The estimation of MDE ety j is consequently
a key to establish SQM performance.

Kffdgmetric,j L’ Kma Ometric,j

.‘_‘/

etric,j) / N(MDE, Grfwtric,j)

0 MDEmetric,j

thmetric.i

Figure 7-2. Difference between the detection threshold and the MDE.

N(0, 0}

Based on equation (7-11), MDE y,eric,j can be written as:

MDEetricj = KOmetric,j (7-13)

where K = (Kmd + Kffd). In this case, K is associated to the requirements associated to a given
detector associated to metricj.

If several metrics (and thus detectors) are used by the SQM, it is important to find the appropriate
value of K for each detectorso that the global require ment at the global SQM levelis fulfilled. Using
several dependent metrics entails that the false alarm and missed detection probabilities associated
to each metric test are not equal to the probabilities of the global test using all metrics.
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In the typical implementation of aSQM, a distortionissaid to be detected if any of the detectiontests
(based on different metrics) detects the distortion. The detection can thus be assessed by looking if
the maximumvalue of Test petric,j mpr Overall metrics j is greaterthan 1. Thisis equivalent at looking

at the maximum value of Test etric j MDE:

Testypg = MaXmetric,j [TeStmetric,j_MDE] (7-14)
To estimate Testypg values in the context of this Ph.D. (use of several metrics of different types):

- K mustbe evaluated for each detector. Explanations about the K value are providedin7.1.5.1.
Ometric has to be assessed forthe different metrics that are usedin this document. This task
is tackled in 7.1.5.2.

7.1.4 Targeted requirements (Pggq, Ppg and TTA)

MDE values and SQM performance are dependent upon Py,4 and Prrq requirements. In this part

probabilitiesvalues that are usedinthe continuationare presented. In addition, a discussion about the
TTA and transient SQM problem is undertaken.

The current SBAS L1 requirement regarding SBAS SQMis provided by [ICAO, 2006] and states that the

ground segment should beableto detect any EWF-induceddifferential bias greaterthan a given MERR,
with a Ppg of 1.1073/test and a Prrq of 1.5.1077/test. These values are for the global SQM

performance and not for each individual metric test.

The values takenin WAAS single frequency mentionedin [Phelts etal., 2013] are differentfrom ICAO
values and must come from the specific WAAS integrity tree:

- Ppg of 107>/test since the assumed a priori probability of failure for a GPS satellite is
6.42 x 10~5/satellite/h and the allocated fault probability in WAAS due to an EWF is
6.45 X 10719/h,

- Prrgof3.2X 10~8/test corresponding to one false alarm per satellite per year. It should be
noted thatthisisa conservative value, since the SQMtest statistics are highlycorrelated (over
50 to 100 s) and this value assumesindependent exposures to false alarm for each second.

These values are associated to the use of GPS L1 C/A only. Inthe case of a dual-frequency user, there
is a needto monitorboth signalson L1/E1C and on L5/E5a. Due to the lack of real knowledge on the
dependence between failures occurringon L1 and L5, it can be conservatively assumed that the same
probabilities apply for each individual signal.
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Each specific system has to derive its own values of Prrq4 and Pp,q that must be applied on tests to
meet global required performance. The value of the P¢ ¢4 is chosen depending on the service continuity
that must be reached. The P, is chosen depending on the integrity risk (estimated from the integrity
risk tree) and the a priori satellite failure rate probabilities. Depending on the architecture of the
augmentation system, these probabilities are different. As an example two possible architectures are:

- Architecture 1: each reference station individually provides its assessment of the presence of
an EWF. To do so, it bases its decision on the fact that at least one of its detectors flags the
presence of a distortion. The decision of each reference station is then sent to the master
station. It is assumed that the Central Processing Facility (CPF) then decides to declare the
presence of an EWF based on majority voting. This architecture could be associated to the
current EGNOS v2 architecture.

- Architecture 2: each reference station sends all its SQM metrics (or correlator outputs) values
to the CPF. The CPFthen aggregates the information coming from each reference station. This
aggregation consists in averaging coherently the corresponding metrics and to decide on the
presence of an EWF if at least one of its detectors flags the presence of a distortion. This
architecture could be associated to the current WAAS architecture.

Advantages and drawbacks of the two architectures are detailed in [Julien et al., 2016]. In the two
cases, Prgq and Py, defined per test are different.

In this manuscript, itis proposed to use the ICAO P,,4 of 1.1073/test and a P4 of 1.5.1077/test for
the global required SQM performance atthe CPF level (thus assumingan Architecture 2 case). Indeed,
this is the official document in which the two probabilities are defined. In EGNOS and WAAS, these
values willbe slightlydifferent, nevertheless, results presented in this chapter can be used to estimate
SQM performance at different Py,,q and Prrqas itis shownin 7.3.3.2.

TTA requirements are provided in chapter 2. Forthe LPV-200 approach which is targeted by SBAS, TTA
isequal to 6.2 s. The TTA is dependent upon three terms:

- thetime t etect to detect a distortion,
- the time t;;,¢ for the information to be sent from the reference station to the user and to be

processed.
- the time ty; at which the distortion entails a hazardous differential error on the user.

The TTA is then defined by:
TTA = ting + (tdetect - tHMI) (7-15)

If tiny is necessarily positive, the term (tgetect — tym1) can be positive or negative. Indeed,

(tgetect — tump) is negative if a distortion is detected at reference level before that this distortion
becomes a threat for differential users.

In this manuscript, the TTA requirement is not considered and it is assumed that the monitoring is
performed in steady state conditions. This choice is made for two main reasons:

196



7.1 SQM requirements and performance assessment

- TheTTA isdependentupontransient response of thefilterimplemented atthe userand at the
reference levelsto smooth pseudorange measurements and metric values (reference only). By
consequence takingintoaccountthe TTA adds three parameters that have animpact on SQM
performance and make the interpretation of results more difficult. Note that the notion of
time-varying MERR (not usedin this manuscript) introduced in section 7.1.1 takes care of the
TTA requirements.

- SQM performance estimated takinginto account the transient state is assessed by using SQM
performance obtained insteady state conditions. In [Pheltsetal., 2001] is shown that the basic
transient SQM problem (with TTA = 0 seconds) reduces to a simple comparison of the
normalized steady state errors where the basictransient SQMproblemisto considerthat the
same first orderfilteris used tofilterthe detectiontestand the userdifferential pseudo range
error. If a different filteris used to filter the detection test and to filter user differential
pseudorange error, the SQM problemis not reduced to asimple comparison of the normalized
steady state. The problemis more complex but SQM performance canstill be estimated from
the steady state.

To conclude, in this manuscript only the steady state is considered. Indeed, the study of the steady
state is necessary before analysing SQM performance in transient state. It is however important to
mention that thisimplies that the user might not be properly coveredduring transient phases. In future
works, transient SQM performance could be assessed based on results provided in this chapter.

7.1.5 Theoretical estimation of the MDE

Afterdefiningrequirements targeted by the SQMin terms of Pf ¢4 and P4, MDE values are estimated
theoretically. First, the value of K is derived, then values of metrics standard deviations are derived.

Let us call Py metric,j (X = ffd or md) the probability associated to one test based on one metric

j and let us assume that the same probability budget is allocated to each sub-test. In this condition,
Py metricj isnotdependentupontheindex j. If several metrics are used, asitis envisaged in this study,
Pt fa metric,j aNd Pmd metric,j have to be computed foreach metric. Consideringthatthe total test is
based on N;.¢: detectorsand thatanalarmistriggeredif atleast one metricexceeds its threshold, two
extreme cases are imaginable:

- Metrics are totally independent. In this condition, probabilities on one sub-test (Px metric,j)
are related to the global test probability (Py) by:

Nes
= X k Ntest—k
Pffd = Z CNtestPffdmetric,j (1 - Pffdmetric,j) (7_16)
k=1 N (7-17)
Pima = Pmd_metric, Jj test
- Metrics are totally dependent, in this case :

Prra = Prfa metric,j (7-18)
Pa = Pmd_metric,j (7-19)
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In real conditions, Px metricj are between the two above extreme cases. With a precise knowledge
about the correlation between each metric, exact Px metric,j and consequenlty exact Kipetricj =
(Kmd_metric,j + Kffd_memc,j) couldbe estimated. K;;q metric,j is the coefficient multiplier associated
to Prmg_metric,j and Kffdmem'c,j isthe coefficient multiplierassociated to Prrq metric,j- Kma = 5.26 for

Pma = 1.1073and K4 = 3.09 for Py = 1.5.1077.

Kinetricj is assessed in this document in a conservative way which is obtained when metrics are
considered as totally dependent, as shown in Figure 7-3. In red is plotted Kpetric j in the particular
case where all metrics are totally dependent and in blue the case where all metrics are totally
independent. In real conditions, Kie¢ric,j Will take values between the red and the blue curves.
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Figure 7-3. Kperic j factors if metrics are totally dependent (red plot) or totally independent (blue
plot) function of the sub-tests number.

It entails that even if several metrics are used to define a test, the MDE,¢tic j for each individual
metricfulfilling the ICAO requirementsin terms of P4 and P,,,4 can be modeledin a conservative way

as:

MDEmetric,j =835 X Ometric,j (7-20)

As discussed previously, MDE p,e¢ric,j is afunction of gpetricj assuming thatthe noise distribution on

metrics is Gaussian.

Ometric,j an be estimated theoretically forthe three introduced metrics (simple ratio, sumratio and
difference ratio metrics). Mathematical ye¢ric,j €Xpressions are given in appendix B assuming that

the noise distribution on metrics is Gaussian. This condition is fulfilled when:

- I,istreatedasa Gaussianvariable N(u,,02). This propertyis used in many publications as for
instance [Irsigler, 2008], [Brocard et al., 2014] or [Sleewaegen and Boon, 2001].

- ? tendsto infinity, which can be interpreted asa high C/ N, condition. Inthis case, the ratio
X

of two such Gaussian random variables tends towards a Gaussian instead of a more complex
distribution [Brocard et al., 2014]. It can be considered that these conditions are verified at
reference station level [Irsigler, 2008] operating with a 1 s correlation duration.
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To verify the theoretical formulas of Gpericj, @ Matlab® program was developed. This program
generates a noisy filtered signal and a local replica. Then, the two signals are correlated to obtain a
noisy correlation function. Metrics are then built from the noisy correlation functions using Monte
Carlosimulations so that ye¢ric,j Can be assessed. As an example, theoretical and simulated e tric
values are compared in Figure 7-4 where all metrics are simulated fora BPSK(1) signal. In this
particular case, the coherent integration time is equalto 1s, the C/N, is equal to 30 dB-Hz and the
signal isfiltered by the referencefilter. One hundred valuesof agiven metric are generated to estimate
standard deviations.

From Figure 7-4, it appears that even at a C/N, = 30 dB-Hz, the theoretical Ometric,j Values match
with values obtained in simulations. For lower values of C/ Ny, the derived theoretical oyt ric, j May
not be representative of the ratio of two Gaussian distributions and results have to be interpreted
carefully for C/N, lower than 30 dB-Hz. More precisely, for lower C/N,, better estimation of
theoretical oypetricj can be derived from formulas defined in [Brocard et al., 2014]. Nevertheless, in
the context of this Ph.D., it will be seen that reference stations are operating at C/N, higher than
30 dB-Hz.

Note that standard deviationstheoretical formulasmight not be valid if the noise on correlator outputs
is not Gaussian-distributed.

On Figure 7-4 are represented theoretical (continuous plots) and simulated (dotted plots) metrics
standard deviationsformetric,_, (in blue), metric,,, (inpurple) and metric, (in bluefor x negative
andinpurple for x positive).ltis shownin appendix B that similaradequacies between theoretical and
simulated metrics standard deviations have been obtained for Galileo E1C and E5a signals.
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Figure 7-4. Theoretical and simulated metrics standard deviations on a BPSK(1)-modulated signal for
C/Ny=30dB-Hzand T = 1s.
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7.1.6 Conclusions

In this section, notions related to SQM are presented: the MERR, tests, metrics, requirements and
MDE. A comparison of the MUDE, MERR and MDE notions is presented in Table 7-2. In spite of their
names, this three parameters are referred to as biases more than errors. The bias is the average of
errors obtained from one error distribution.

MERR MUDE MDE
Meanin Maximum tolerable Maximum Undetected | Minimum Detectable
g ERRor (or other) Differential Error Error
Domain of application Pseudorange Pseudorange Correlatlonifunct|on
(metrics)
If a distortion leads to | If adistortion leads to I a'dlstortlon leads to
. ) . . ) . a difference between
a differential tracking | a differential tracking the current value of a
bias above MERR for bias above MUDE for )
metric and the
at least one at least one nominal value of the
Concept differential user, the | differential user, the

same metric above
MDE, the distortion is
detected by the SQM

distortion has to be distortion is detected
detected with the by the SQM with the

P P P P
a3 Ping 77239 Pma | \ith the Py py and Prug
probabilities. probabilities. s
probabilities.
Depends upon the
SQM, the C/ N, Depends upon the
considered user sQM, the C/ N,
S Depends upon the receiver configuration, | considered reference
Value definition . . . . .
requirement. considered reference | receiverconfiguration,
receiver configuration, considered TM,
considered TM, requirements.

requirements.
Table 7-2. Definition of MDE, MERR and MUDE.

Only three types of metrics are assumed used by the SQM: the simple ratio, the sum ratio and the
different ratio metrics (from the prompt of the correlation function). These metrics built from
correlator outputs are adapted to detect asymmetricas well as symmetric distortions. Moreover,
theoretical derivation of the standard deviation for these metrics has been shown to be valid.

One important conclusion is that SQM performance can be assessed using the notion of MDE, which
is a function of the ICAO requirements, the number and types of metrics used, and the standard
deviation of the metrics used. The expression of MDE ;0¢ric j that is keptin the followingis assessed

in this section in a conservative way, assuming that a test is based on several metrics, but that all
metrics are totally dependent.
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7.2 Parameters with an influence on SQM performance

Now that the different requirements of the SQM, as well as its performance criteria, have been
presented, itis important to expose the testing methodology. To do so, it is important to describe:

- the user receiver and reference station receivers configurations of interest,
- the TM, orin other words, the distortions that must be monitored,
- metrics that are used to design the SQM.

7.2.1 Tested distortions

Itisclear that SQM performance isdependent upon signal distortions that have to be monitored. The
proposed TMs were described in chapter 6, together with a methodology to design them.

Inthis chapter, SQMperformance is testedfor GPS L1 C/A based on the grid of points exposed on Table
7-3. For Galileo E1C, E5a and GPS L5, the SQM is tested based on values presentedin Table 7-4. For
the latter, some differences are noticeable compared to the TM proposed in chapter 6 and are given
in bold:

- For Galileo E5a and GPS L5, on area 1, more ¢ values are tested. Instead of increasing g by
4 Mnepers/s between each distortion, anincrement of 1 Mnepers/sis used to have the same
incrementas on the large TM-B zone of area 1 on Galileo E1C and the same incrementas on
the TM-B on GPS L1 C/A. This choice is conservative.

- For Galileo E1C, even if TM-A1 and TM-A2 are considered in the TM-A, the simplified TM-C
(which does not include the TM-A2) is usedin order to limit the number of tests to perform.
The choice of removing TM-A2 from the TM-C is also justified by the fact that no digital
distortion was observed on Galileo E1C nominal signals.

- Some TM-B upper bound values are slightly increased to be sure to test all distortions inside
the TMs.

The resolutions withwhichthe TMs are tested are kept from chapter 6. Based on the method proposed
inthe previous chapter, adeeperanalysis of the resolution could permit to have more adapted tested
distortions. However, this problem is not tackled in this manuscript.

GPL L1 C/A TM-C is tested with a f; incrementequal to 0.57 MHz in order to test ten different
frequencies.

A o fa
(chip) (Mnepers/s) (MHz)
™ A [—0.12:0.01: 0.12] - -
TM B - [0.8:1:8.8] [4:1:17]
TM C [—0.12:0.01: 0.12] [0.8:1:8.8] [7.3:0.57:13]

Table 7-3. GPS L1 C/A TM used to estimate SQM performance.
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Simplified TM-C

TM-B
Area 1 Area 2 TM-A1 TM-A2
ﬁi o ﬁi #(nepers/s/ Amin = 4 Aﬁlmin =
d —A —A —A
MH M MH max 11max 6lmax
(MHz) (Mnepers/s) | (MHz) Hz/MHz) @) (chip)
1:1: 4 1:0.2: 26
o
% E 1:1:19 | 0.05:0.1:1.05] 3:1:19 | 0.07:0.05:5.07 | 0:0.01: 0.12| 0:0.01:0.1 | 0:0.01:0.08
O
4:1:19 1:1: 26
©
nn -
W
2 % 3:1:19 0:1: 24 4:1:19 | 0.06:0.075:3.56 0:0.1:1.2 /
T 2
O ©

Table 7-4. Galileo E1C, Galileo E5a and GPS L5 TMs used to estimate SQM performance for different

signals (in bold differences with proposed TMs from chapter 6).

7.2.2 Receiver configurations

SQM performance and more precisely the value of the MUDE and the capability of the reference
station to detect distortions are dependent upon the tested users’ configurations (that have an
influence on the MUDE) and the reference station configuration (that has an influence on the MUDE
and the detection capability). The impact of receivers configurations on the MUDE was discussed in
part 4.4.3. Table 7-5 summarized receivers configurations that are considered in this chapterto assess
SQM performance. They are in line with the latest discussion regarding the future airborne DFMC

receiver constraints [Samson, 2015].

Galileo E1C signal (CBOC(6.1)) and

Galileo E5a and GPS L5 signal

GPS L1 C/A(BPSK(1)) (BPSK(10))
reference user reference user
Tracking EML (BOC(1.1) local replica for .
EML (BPSK(10) local repl
technique Galileo E1Cand BPSK(1)for GPS L1) ( (10) localreplica)
Correlator ) 0.08, 0.1 and ) 0.8,1and
spacing 0.1 chip 0.12 chip 1 chip 1.2 chip
Pre- |ati
rs Codrr?;ttr']on . 12,14, 16, 20, s 12,14, 16,20,
andwic ‘ 22,24 MHz : 22,24 MHz
(double-sided)
Equivalent 6"-order 4 filters are 6"-order 4 filters are
reception filter Butterworth tested Butterworth tested

Table 7-5. Reference receiver and user receiver configurations used to estimate SQM performance for

different signals.
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7.2 Parameters with an influence on SQM performance

The fourfilters that are tested are the sameas described in 6.1.2.1and more details about thesefilters
are giveninappendixE. Tested receivers configurations are similar to configurations tested in chapter
6 to establish the TM. The major difference is that only one filter type is applied at the reference
receiver. The consequence is that resultsprovided in thischapterare less conservative thanin chapter
6, however, they are more representative of the state-of-the-art [Samson, 2015] and more adapted
when testing SQM performance that do not have to be too conservative.

For example, in EGNOS, RIMS-A stations estimate differential corrections while RIMS-C stations, with
a different receiver configuration than the one on RIMS-A stations, support the SQM. The concept
developed in this chapter can be applied if different stations are used to compute the differential
corrections and perform the SQM. The strategy is to estimate the MDE values in the operating
conditions of the station used forthe SQMand to estimate maximum differential errorin the operating
conditions of the station which estimates differential conditions. For the sake of simplicityand because
of the lack of information, it will be assumed that the SQM and differential corrections are provided
by the same station which is referred to as the reference station.

7.2.3 Definition of reference SQMs

In this manuscript, SQM designs are based on an assumed baseline reference receiver:

- for Galileo E1C and GPS L1 C/A, SQM designs are based on fifty-one monitored correlator
outputs I, with x = —0.25: 0.01: 0.25 in GPS L1 /A chip unit,

- for Galileo E5a and GPS L5, SQM designs are based on twenty-one correlator outputs I,, with
x = —1:0.1: 1 in Galileo E5a chip unit.

Figure 7-5 illustrates by green circles correlator outputs that are used on the different correlation
functions to design the SQM.

\

[\ 4
/ \
2 chips / \
. (E1C) /. \
2 chips (L1 C/A) /2 chips (E5a and L5)=\

Figure 7-5. Correlator outputs used to design the SQM (represented in green).

The limitation to these correlator outputs is justified by three main reasons:

- ICAO-like TMdistortions are more visible around the prompt of the correlation function. Itis
not necessary to monitor the correlation function too far away from the prompt.

- Correlatoroutputs situatedfaraway from the promptare more subject to multipath. With the
selected correlator outputs range, the impact of multipath is limited.

- Atimedelayof 10 ns betweentwo correlator outputsis nowadays reachable but lower values
of time delays are more difficult to achieve due to a limitation in the sampling frequency of
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7. Signal quality monitoring of new signals

the analog-to-digital converters. Additionally, denser correlator outputs may be highly
correlated, making their observation less interesting for detection purpose.

From these correlatoroutputs, areference SQMis defined foreach signal. The three types of metrics
presented earlier are used (simple, difference and sum ratio metrics) for all monitored correlator
outputs.

For Galileo E1C and GPS L1 C/A the reference SQM consists of fifty simple ratio metrics plus twenty-
five difference ratio metrics and twenty-five sum ratio metrics. More precisely:

- fifty metric, are tested for x = —0.25: 0.01: —0.01 and x = 0.01: 0.01: 0.25 in GPS L1 C/A
chip unit,

- twenty-five metric,.,, are tested for x = 0.01: 0.01: 0.25 in GPS L1 C/A chip unit,

- twenty-five metric,_, are tested for x = 0.01: 0.01: 0.25 in GPS L1 C/A chip unit.

For Galileo E5a and GPS L5, the reference SQM consists of forty metrics:

- twenty metric, withx = —1:0.1: —0.1 and x = 0.1: 0.1: 1 in E5a chip unit,
- tenmetricyy, withx = 0.1:0.1: 1 in E5a chip unit,
- tenmetric,_,with x = 0.1:0.1: 1 in E5a chip unit.

Correlator outputs are estimated from a coherent integration time equal to 1 s and metrics are not
smoothed.

7.3 SQM performance assessment: example on GPS L1 C/A

SQM performance is estimated by testing if distortions are detected or not (fulfilling the ICAO
requirements) and by estimating the worst impact of undetected distortions on the differential
trackingbias. In the previous sections, it was seen that SQM performance is dependent upon the TM,
considered receivers configurations, the SQM design and the MDE (which is related to the C /N, of the
monitored signal through the standard deviation of the metrics).

A new representation of the SQM performance is proposedin this section to assess, from one unique
figure, its performance at different equivalent theoretical C/N,. The new representation and its
foundations are introduced in part 7.3.1 and developed in part 7.3.2. To illustrate the concept, the
reference SQMintroducedin7.2.3isused ona GPS L1C/Asignal (fiftysimple ratio metrics plus twenty-
five difference ratio metrics and twenty-five sum ratio metrics) to detect signal distortions of the ICAO
TM.

In addition to the simplification of the assessment of SQM performance, the representation also allows
to easily compare several SQMs performance. In section 7.3.4, two designs of SQM are compared still
considering a GPS L1 C/A signal.

Insection 7.3.3, a strategy is exposed to estimate the equivalent theoretical C/N, at which areference
station is operating.
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7.3 SQM performance assessment: example on GPS L1 C/A

7.3.1 A representation to assess SQM performance

In this document, SOM performance is assessed based on the highest differential error (on all tested
user/reference receivers configurations) entailed by a distortion from the proposed TM considering
only the steady state error. This allows to protect any possible airborne user. To do that, two quantities
are computed:

- the detectability of the distortion by the SQM. Knowing the distortion and MDE ¢, it is
possible toevaluate Testetric j mpr foreach metricand by consequence Testypg.Testypg
isindependent from the user receiver and depends upon:

o the reference receiver configuration,
o the SQMdesign implemented to the reference,
o the C/N, of incoming signals which will have a direct impact on Gperric,; and
consequently on MDE petricj and Testimetricj mpE-
Comparing Testypetol, itis possible to know if aspecificdistortion from the TMis detected
by the SQM according to the ICAO requirements fora given reference station configuration.

- the highest differential error created by the distortion. Considering all allowed user receiver
configurations and the reference station receiver configuration, the highest differential error
induced by a given distortion of the TM between different users and the reference can be
assessed independently from the SQM. This highest differential error is called the maximum
differential error.

Using simulations, Testypr and the maximum differential error values can be estimated for each
distortion of the TM. As an example, the reference SQM is used.

Figure 7-6 shows the maximum differential errorinduced by distortions from the TM defined by ICAO
for GPS L1 C/Asignal, among the tested user configurations, as a function of the Testypg value. The
C/N, of the incoming signal is equal to 35 dB-Hz. This representation is comparable to the
representation proposedin [Phelts etal., 2013] exceptthatin thisdocument, the value of Testypg is
based on the Py,q and Prrqwhereasin [Pheltsetal., 2013] the value of Testypgis derived only from
the Pffd

Worst differential tracking error function of Test value (C/N0O = 35 dBHz)

7} ( all metrics

45

Differential tracking error (

= b W
- N oW o s
— T LB

o
o
T

1 |
0.2 0.4 0.6 0.8 1 1.2 14 1.6 1.8 2
TestMDE value

o
o

Figure 7-6. Example of worst differential tracking errors function of Testy pg.
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Each point of the graph corresponds to one distortion of the TM with the highest impact on tested
users. 1326 distortions are represented (12from TM-A, 126 fromthe TM-B and 1188 from the TM-C).
The continuous line corresponds to the upper bound. The step-wise shape is easier to interpret on
Figure 7-8, as discussed in the following section.

Distortionsincluded in the bluesquare of Figure 7-6are distortions detected by the defined reference
SQM (Testpypg > 1)inthe describedparticular case. The MUDE can then be read by taking the largest
differential trackingerrorfor Testypr < 1.In the conditions of Figure 7-6, the MUDE is equal to 5.1
m.

7.3.2 Scale change to assess SQM performance function of C/N,

The MUDE is dependentuponthe C/ N, through the MDE, whichis a drawback because MUDE has to
be evaluated depending onthe C/ N, atwhich a reference stationis operating as shownin Figure 7-7.
On thisfigure, it can be seen that MUDE is equal to 5.1 m if the reference is operatingata C/ N, equal
to 35 dB-Hz and to 2.9 mif the reference is operating at a C/N, equal to 38 dB-Hz.

In this part, itis proposed to adapt the scale on the x-axis in order to have one representation that
permits to assess performances of a given SQM at different C/Nj.

Worst differential tracking error function of Test value (C/NO = 35 dBHz) 75 Worst differential tracking error function of Test value (C/N0 = 38 dBHz)

-
n

N all metrics - all metrics
Il C/No = 35dB-Hz “I'| C/Ny=38dB-Hz
Ess Ess
5 g == e = e = - — - . —————————— 5 s .
%as “éms
Z 4 Sz 4
£as E35
%22 (Y %23 ________ G, i ] S, i B
£ ¥
15 15
1 1
05 05
0

| . L L .
0.2 0.4 0.6 0.8 1 1.2 14 16 1.8 2 0 0.2 0.4 0.6 0.8 1 12 1.4 16 1.8 2
Testy, . value Test,, . value

o

Figure 7-7. Comparison of SQM performances considering that the reference station is operating at
C/Ny = 35 dB-Hz (left) and C /N, = 38 dB-Hz (right).

In Figure 7-7, purple rectangles encompass the same set of distortions. It can be seen that the fact to
operate at a different C/N, only entails a dilatation or a compression of the x-axis. Red points
representtwo distortions for both reception cases. The figure hintsthat a x-axis scale change could be
appliedtorepresentthe effectof the C/N,. Indeed, thereisa relation between C/N, and the value
of Testypgsince the C/Ny has an impacton 0y,.¢ric Whichis part of the MDE. Then, a relation exists
between oyetric and MDE ,0ric, Or equivalently between oypetric and Testypgfor a given metric.

Assuming a metricwith a Gaussian distribution, the relation between the C/N, in decibel-hertzand a
Testimetric,j mpE Canbe representedas (seerelation between C/N, andthe metricstandard deviation

in Appendix B):

C/Ny
Cdistortion,j _ Cdistortion,j _ Cdistortion,j X \]10 10 (7-21)

MDEetric; K X Ometric,j Cmetric,j XK

TeStmetric_MDE

where

206



7.3 SQM performance assessment: example on GPS L1 C/A

- Cinetricj is a factor associated to the metrics with the highest Test etricj mpg value. This

factor is independent from the C/N, but is metric-dependent. The expression of this factor
can be deduced for the different metrics from formulas derived in appendix B.
- Caistortion,j IS @ factor independent from the C/Ny but which is distortion and metric-

dependent.

As a consequence, for a given distortion entailing a given value of Cgistortion, the following relation
exists:

C/Ny = 20 * log10 <Cmetric,j X K X TeStmetric_MDE>
0=

Cdistortion, i

The detection (according to the ICAO requirements) of a given distortion being achieved when
TeStmetric Mpe 1S greater than 1, it is possible to find the minimum C/Nj that allows to have
Testimetric.vpe = 1 using:

Cmetric,j x K)

(C/No)min,detect =20 * lOglO(
distortion,j

Figure 7-8shows the same resultsas on Figure 7-6 but with the x-axis representing the minimumC/N,

at which the distortionis detected. The figure can also be interpretedin the following way: assuming

agiven C/N, atwhichthe referencestation operates, allthe distortionsgeneratinga dotin Figure 7-8

that are below the operating C/N, shallbe detected by the SQM. The blue square in Figure 7-8is thus

still representing distortions detected by the SQM at C/ N, = 35 dB-Hz.

One of the interests of the representation shown in Figure 7-8 is that MUDE can be assessed for
different operating C/N, considering thatthe noise on metricsis Gaussian. The green continuousline
has a lot of interest in this representation as it corresponds to the highest differential error that is
undetected by a reference station ata given C/N,. Horizontal parts of the continuous line are due to
the fact that a distortion, which entails the worst differential tracking error at a given C/N,, remains
the distortion that leads to the worst undetected differential error, even forlower values of C/ N, till
that a step appears when another distortion leads to a higher differential value for alower C/N,.

Worst differential tracking error function of the equivalent C/NO
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Figure 7-8. Example of worst differential errors function of C/N,,.
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The same results as shown in Figure 7-7 are observed:the MUDE is equal to 5.1 mif the referenceiis
operating at a C/N, equal to 35 dB-Hz and to 2.8 m if the reference is operating ata C/ N, equal to
38 dB-Hz. These limits are represented by doted black lines. Inred are represented distortions at the
origin of the value of the MUDE in both cases.

7.3.3 Estimation of the equivalent theoretical C/N at a reference station

Results that were presented in the previous section are estimated in ideal conditions:

- the noise distribution on metrics is white and Gaussian,

- the coherentintegration time is equal to 15,

- no multipath is affecting the incoming signal,

- a6™-order Butterworth (24 MHz double-sided) is implemented at the reference level.

To estimate the performance of SQM at a given reference station, it is necessary to know at which
C/N, the MUDE has to be assessed. In 7.3.3.1, ideal conditions are kept and it is assumed that the
noise distribution on metricsis whiteand Gaussian. Indeed, itis assumedthat the integration time and
the presence of multipath do not have any influence on the Gaussian characteristic of the noise
distribution on metrics: only, the standard deviation of the Gaussian distribution is impacted by the
multipath and the integration time.

In 7.3.3.2, a strategy to estimate SQM performance if the noise distribution is not Gaussian is
developed.

Figure 7-9 represents, through the dots, some 0yetric, (Standard deviation of simple ratio metric
metric,) values that have been measured in real conditions. Three examples are proposed:

- The two first cases correspond to a data collection performed at Stanford University with a
LAAS integrity test-bed on SV 5 with a 5° elevation angle [Phelts et al., 2003]. Red dots
correspond to unsmoothed metrics and green dots to metrics smoothed by a 100 s moving
average.

- Thelastcase in blue illustrates oyetric, Obtained from a data collection made by Capgemini
with aNovatel GllI receiver. The data collectionwas one hourlongand oy,etric, Was estimated
fromall satellitesin view.The worst gy, among satellites is represented by blue dots. The
worst case was observed on SV 62. Its elevation angle was equal to 9° at the beginning of the
data collectionand 33° at the end. The signal C/ N, was equal to 32.8 dB-Hz at the beginning
of the data collect and 42.0 dB-Hz at the end.

Figure 7-9 also shows the theoretical link between g1y, and the C/ Ny assuming that only thermal
noise is present, accordingto relations derived in appendix B. One curve corresponds to one C/Nj.

From Figure 7-9, it can be approximated that the LAAS receiver is working at an equivalent
C/ N, of 35.1 dB-Hz, in the worst case if metrics are unsmoothed, whereas the equivalent C/Nj is
equal to 39 dB-Hz with smoothed metrics. With unsmoothed metrics, standard deviations reported
from the Capgemini’s data collection correspondin the worst case to an equivalent C/N, = 35.9 dB-
Hz. This value of 35.9 dB-Hz obtainedin the case of the Capgemini’s data collectionis consistent with
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7.3 SQM performance assessment: example on GPS L1 C/A

C/ N, values estimated by the receiver. It confirms that equivalent C/ N, derived from mathematical
formula of appendix B are a good approximation of the true signal C/ N, estimated by a receiver.

; Theoretical metric standard deviation function of metric position for different C/NO

——C/N0=25dB
——C/NO=30dB
C/NO =35 dB
——C/NO =40 dB
——C/NO =45 dB
C/NO = 50 dB
——C/NO =55 dB
# LAAS receiver unsmoothed
LAAS receiver 100 sec smoothing
#* Capgemini receiver unsmoothed |
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Figure 7-9. Example of reference station metrics standard deviations compared to theoretical values.
One curve corresponds to one iso-C/N,.

One important remark is that the 100-second smoothing of the metrics seems to entail only a 4 dB
improvement of the equivalent C/N, in the real data whereas a 10 dB improvement would be
expected if the raw metrics were uncorrelated in time. As a consequence, in practice, the reduction
factor to apply on the metrics to considerthe effect of the 100-second smoothingfilterisonly 1.5 to
account forcorrelated errors, such as multipath. Even if this reduction factor was greater on the signals
collected by Capgemini, the value of 1.5 (4 dB) can be considered conservative.

In order to apply the theoretical SQM performance analysis developed in this chapter, the noise
distribution of the metrics would have to be white and Gaussian. In real conditions it can appear that
this hypothesisis nottrue [Thevenon etal., 2014]. One of the consequencesis that, at each reference
station, the MDE of each metric has to be adjusted to satisfy Ppq metric,j and Prfq metricj, and

especially avoid too many falsealarms.Indeedin non-Gaussian conditions, it is not possible to estimate
the MDE etric,j by multiplying ometric j by @ multiplier derived from a normal law.

In this case, MDE ;¢4ric,j can be determined based on data collections at a given reference station.
Indeed, evenif the noisedistribution on metricsis not Gaussian, itis possible to estimate Ky;q metric,j
and Kr r g metric;j (and by consequence MDE p¢tric j) from the cumulative distribution function. With
the knowledge of the MDE 0¢ric j, it is then possible to evaluate the equivalent gpe¢ric j that would
lead to the same MDEp,¢4ric; if the metric was Gaussian-distributed. Finally, from this equivalent
Ometric,j and an abacus like the one providedin Figure 7-10, it is possible to determine an equivalent
theoretical C/ N, at the reference station. Figure 7-10 represents the value of the MDE as a function
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of the equivalent C/ N, at the reference station and the location of the correlatorused inthe simple
ratio metric (Figure 7-9 multiplied by K = 8.35).

Theoretical MDE function of metric position for different C/NO
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Figure 7-10. Simple ratio metrics performance thresholds for different C/ N, and different distance to
the prompt.

As a consequence, even if ata reference station the noise distribution on metricsis not Gaussian, itis
possible to find an equivalent theoretical C/N, that permits to reduce the problem to an ideal
theoretical case. Itisthen possible to use the innovative representation and to read SQM performance
of that reference station for the estimated equivalent theoretical C/N,. Nevertheless, if the noise
distribution on metricsisfar from Gaussian, it might be necessary to ensure that the results correctly
bound the actual SQM performance. Due to the lack of data, thisabacusis not usedinthis manuscript
but could be of interest for future works.

7.3.4 Comparison of SQMs

Additionally to the fact that the representation proposed in the previous section provides a view of
the MUDE as a function of the equivalent theoretical C/Ny, asecondinterest of the representation is
that performance of different SQMs can be compared independently from the equivalent theoretical
C/ N, at which the reference station is operating.

In this part, a second SQM is introduced: SQM2b. This SQM was studied around 2000 for example in
[Pheltsetal., 2003] or [Phelts etal., 2000], and is still used nowadaysin EGNOS RIMS-C stations [Bruce
et al., 2000]. Originally, SQM2b consisted in eleven metrics but only four metrics are used by RIMS-C
stations. The second studied SQM is thus based on the four SQM2b metrics:

metric_qgg75 , metricooys

metricoo7s—0.075 » Metricp1_o1
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7.3 SQM performance assessment: example on GPSL1 C/A

Figure 7-11 givesinred results obtained usingthe SQM2b and in green using the reference SQM. From
these plots, itis clear that the reference SQM has better performance than the SQM2b whateverthe
C/Nyis. This result can be read from Figure 7-11 because the red line is higherthan the green line for
the different values of C/ N, i.e.the MUDE of SQM2b is higherthan that of the reference SQMfor the
differentvalues of C/ N,. This result was expected especially because the reference SQMrelies on one
hundred metrics whereas SQM2b relies on only four metrics.
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Figure 7-11. Comparison of two SQMs performance.

The MERR was fixedto 3.5 m for SBAS L1 civil aviation operations. It can be seenthat MUDE is lower
than 3.5 m with the SQM2b only if the equivalent C/Nj is higher than 38.5 dB-Hz, while for the
reference SQM, an allowable equivalent C /N is 36.1 dB-Hz.

The resultson SQM2b put forward that in this simulation setup, SQM2b does not reach the required
performance for signals received with an equivalent C/N, lower than 38.5 dB-Hz. This can be
interpreted as a reason why a supplementary step in SQM design was proposed in the early 2000s
[Phelts et al., 2003]. In order to decrease the metrics standard deviation, which would result in a
translation to the right of the red points in Figure 7-11, it was proposed to smooth the metrics using
low pass digital filter with a time constant equal to or shorter than 100 s [ICAO, 2006], which
corresponds to the airborne measurement smoothing time. Such a smoothing was implemented on
WAAS reference stations asdefined in [Phelts and Walter, 2003], [Bruce et al., 2000] or [Pheltsetal.,
2015]. Ifthe noise affectingthe metrics was purely white, this smoothing would divide by a factor 10
the metrics standard deviation. However in practice, especially because of multipath, such
improvement is not reached.

Consideringthat no smoothingis applied on metrics, the equivalent theoretical C/ N, can be as bad as
35 dB-Hzasseeninsection 7.3.3.1. In this reception condition, the maximum undetectable differential
error (MUDE) is higher than 7.5 m with SQM2b and is equal to 5.1 m with the reference SQM (fifty
simple ratio, twenty-five difference ratio and twenty-five sum ratio metrics spread uniformly around
the correlation function peak) according to Figure 7-11.

However, if a 100-second moving average window is used to smooth the metrics, the equivalent
theoretical C/ N, would be improved (conservatively) by 4 dB as discussed in section 7.3.3.1. In this
case the MUDE would be equal to 3.2 m with the SQM2b and 2.8 m with the reference SQM.
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7. Signal quality monitoring of new signals

Finally, it is possible to further reduce the equivalent C/N, considering that the SQM is taking a
decision based on the correlator outputs or the metrics of several reference stations. This is not
investigated here, butit can be expectedthat using data from four reference stations would allow to
reduce the standard deviation of the metric by about 2.

From these results, it can be deduced that SQM2b is fulfilling SBAS L1 ICAO requirements (in steady
state) even withconservative hypothesis. Thisconservative hypothesis doesnot take intoaccount very
low C/N, that could be seen on some signals as for example on the signal collected by Capgemini at
the beginning of the collection. Indeed, the C/ N, estimated by the receiver was equal to 32.8 dB-Hz.

7.3.5 Conclusions

As a conclusion of this section, a new method was proposed to estimate and compare SQM
performance independently from the equivalent C/ N, at which a reference station operates. SOM
performance is assessed considering given configurations at user and reference receivers level.

To estimate the SQM performance, two steps are necessary:

- plotthe new SQM performance representation as a function of the C/Nj,
- find the equivalent theoretical C/N, at which a reference station is operating.

The value of the equivalent theoretical C/ N, is not necessarily representative of the true C/N, of
signals received by the reference station even if, from the only example available (Capgemini’s data
collection), equivalent theoretical C/N, and true C/ N, were consistent (no smoothing was applied).

7.4 Results on new signals

Inthis section, SQMs theoretical performance for Galileo E1C, GPS L5 and Galileo E5a is estimated and
compared usingthe methodology developedinthe previous section. As described in chapter6, there
are more distortions to test on new GNSS signals than with the ICAO TM defined for GPS L1 C/A since
their TS is larger:

- For Galileo E1C, 39455 distortions are generated (12 TM-A1, 80 TM-A2, 1022 TM-B area 1,
1717 TM-B area 2, 14303 TM-C area 1 and 22321TM-C area 2).

- For GalileoE5a and GPS L5, 21467 distortions are generated (12 TM-A, 425 TM-B area 1, 736
TM-B area 2, 5526 TM-C area 1 and 14768 TM-C area 2).

All abacuses which permit to know the equivalent theoretical C/ N, at the reference knowing the
standard deviation of simple ratio metrics are given for Galileo E5a, GPS L5 and Galileo E1C in section
7.4.1.

Reference SQMs performance is estimated for GPS L5, Galileo E5a and Galileo E1C in section 7.4.2.
These SQMs are also called baseline SQMs and are noted SQM,..r.

It will be seenthatitis not necessaryto use all available metrics to reach the same SQM performance
as the reference SQM. In section 7.4.3, a strategy to estimate an optimal SQM in terms of complexity
(SQ@Moptimair), using a reduced number of metrics, is developed and results obtained from this

optimization are presented.
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7.4 Results on new signals
7.4.1 Metrics standard deviations vs C/N, abacuses for new signals

Abacuses which give 0petric, as a function of an equivalent theoretical C/N, for Galileo E5a, GPS L5
(on the right) and Galileo E1C (on the left) signals are provided in Figure 7-12. These abacuses are
drawn from equation (B-1) provided in appendix B in the case of simple ratio metrics. Thetwo abacuses
are presented to show that they depend upon the correlation function of the considered signal.
Moreover, these abacuses permit to estimate at which equivalent theoretical C/ N, new signals are
received at reference station and could be used in future works.
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Figure 7-12. Metric (simple ratio) standard deviations values. One curve corresponds to oneiso-C/ N,,.
Galileo E1C signal on the left, Galileo E5a (and GPS L5 signal) on the right.

Because of the lack of true measurements on new signals, it is assumed in the following the same
conservative equivalent theoretical C/N, at typical reference station as in the GPS L1 C/A case:

- consideringthat no smoothingisapplied on metrics, the equivalent theoretical C/ N, is equal
to 35 dB-Hz,

considering that a 100-second moving average window is applied on metrics, the equivalent
theoretical C/N, is equal to 39 dB-Hz.

The value of 39 dB-Hzis particularly high. Itisreminded that it does not correspond to the true C/N,

observed fromsignals butto an equivalenttheoretical C/ N, that takes into account the effect of the
smoothing.

7.4.2 Performance of a SQM based on all available metrics

In this part, the definition of reference SQMs for Galileo E1C, Galileo E5aand GPS L5 signals are given.

It correspondstoa SQM based on all available metrics as presentedin 7.2.3. Then performances of the
two SQM s are provided.

The reference SQMfor Galileo E1C signal was already presentedin 7.2.3 and consists of one hundred
metrics:

213



7. Signal quality monitoring of new signals

- fifty simple ratio metrics metric, with x = —0.25:0.01: —0.01 and x = 0.01: 0.01: 0.25 in
E1C chip unit,

- twenty-five sum ratio metrics metric, ., with x = 0.01:0.01: 0.25 in E1C chip unit,

- twenty-five difference ratio metrics metric,_, with x = 0.01:0.01: 0.25 in E1C chip unit.

On Figure 7-13 is shown the maximum differential error entailed by distortions of the Galileo EIC TM
as a function of the equivalent theoretical reference C/N,.
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Figure 7-13. Reference SQM performance considering the proposed Galileo E1C TM.

From Figure 7-13, it can be seen that to satisfy the requirement on the MUDE of 1.55 m, the equivalent
C/ Ny must be higherthan 38.4 dB-Hz. This value of 38.4 dB-Hzis considered as reached assuming that
a 100-second moving average window is applied on metrics.

A second resultisthat the MUDE value of 3.5 m is reached for an equivalenttheoretical C/N, equal
to 34.7 dB-Hz on Galileo E1Csignal whichis betterthanthe 36.1dB-Hz on GPS L1 C/Asignal. Itappears
that SQM performance is slightly better on Galileo E1C than on GPS L1 C/A using in both cases the
reference SQM.

The fact that SQM performance is better on one modulationthan on anotherone can be explained by
the fact that the narrowerthe correlation functionpeakis, the more the correlationfunction is affected
by the ICAO-like distortions. Therefore, itis easierto detect distortions on sharp correlation function
peak.

It is noticeable that the standard deviation of the metrics is higher withthe BOC(1,1) than with the
BPSK(1) because of the variance of the noise whichis dependent upon the correlation function slope
and the mean value of correlator outputs (see appendix A and appendix B). Nevertheless, it appears
that in general, distortions are easier to detect on a BOC(1,1)/CB0OC(6,1,1/11,—) correlation
function than on a BPSK(1) correlation function.

The reference SQM on Galileo E5a and GPS L5 signals consists of forty metrics:

- twenty metric, withx = —1:0.1: —0.1 and x = 0.1: 0.1: 1 in E5a chip unit,
- tenmetricyy, withx = 0.1:0.1: 1 in E5a chip unit,
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7.4 Results on new signals

- tenmetric,_,withx = 0.1:0.1: 1 in E5a chip unit.

On Figure 7-14 is shown the maximum differential error entailed by a distortion of the Galileo E5a TM
as a function of the equivalent theoretical reference C/N.
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Figure 7-14. Reference SQM performance considering the proposed Galileo E5a TM.

To satisfy the requirement on the MUDE of 2.78 m on Galileo E5aand GPS L5, the C /N, can be as low
as 26 dB-Hz. Such performance is expected to be reached on reference receivers. SQM required
performance is clearly easierto reach on Galileo E5a and GPS L5 than on GPS L1 C/A and Galileo E1C.
This can also be explained by the fact that correlation function slope is higher with the BPSK(10)
modulation. In addition, differential tracking errors entailed by distortions on this modulation are
generally smaller because the correlation function peak is sharper.

Itis noticeable that astepisvisible aroundthe C/N, = 26 dB-Hz. The distortion that leads to this step
is a TM-C distortion with f; =13 MHz, ¢ = 3 Mnerpers/s, A= 0.7 chip inducing a maximum
differential error equal to 3.8 m. The impact of that distortion on the correlation function is
represented on Figure 7-14.
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Figure 7-15. Distorted correlation function (in red) that induces the step around 26 dB-Hz on Galileo
E5a and GPS L5 SQM performance.
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7. Signal quality monitoring of new signals

7.4.3 Optimization of the SQM

In the previous part, the performance that can be reached by the reference SQM (SQM,.) built from
one hundred metrics on Galileo E1C and from forty metrics on GPS L5 and Galileo E5a have been
provided. Such a number of correlators and metrics can appear very high. It is thus interesting to
investigate if the same performance can be reached with less correlators and/or less metrics.

Based on the selected correlator outputs and metric types, SQM performance obtained using all
available metrics permits to reach the SQM performance exposed in section 7.4.3. Nevertheless, in
[Pagot et al., 2016b] it was shown that some metrics are more able to detect distortions than other.
Indeed, [Pagot etal., 2016b] looked at the influence of three parameters on the SQM performance:

- the area covered by the correlator outputs used by the reference SQM,
- the distance between two correlator outputs used by the reference SQM,
- the use of the difference and the sum ratio metrics.

From this study several general results were put forward:

- Distortions detection with metrics based on correlator outputs distant from the correlation
function main peak (> 200 ns) is more difficult than with metrics based on correlator outputs
close to the prompt. Indeed, second order distortions are attenuated according to the
dampingfactor. Moreover, these correlator outputs will be more affected by multipath which
has the consequence toincrease metrics standard deviation and thus MDE (in real conditions
that are not taken into account in this chapter).

- The use of additional correlator outputs close to each other (< 10 ns) does not increase
detection performance. Itis due to the fact that the lowest period of ringing effects considered
inthisdocumentisequalto 1/(19 x 107%) =~ 50 nsand that high frequency phenomena are
filtered out by the RF filter applied on the received signal.

- The difference ratio metric is not able to detect symmetric distortions that can have a
threatening impact on differential users.

Inthe following, the aim of the SQMoptimizationis to reduce the number of metrics (among available
metrics of the reference SQM) while obtaining suitable SQM performance. The definition of suitable
performance can depend uponthe application but has to be clearly defined to make the optimization
relevant.

In this part, the aim of the optimizationisto findthe SQM based on the lowest number of metrics as
possible whichis able to detectall distortions that entail a maximum differential tracking error above
a givendifferentialerrorthreshold. To be optimal, SQMyp¢imqi has to detect these distortionsat same

equivalent C/N, as the reference SQM, SQMTef, also called the baseline SQM.

For Galileo E1C, this maximum differential error threshold (MERR) is equal to 1.55 m. For Galileo E5a
and GPS L5, this maximum differential error threshold is equal to 2.78 m.
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7.4 Results on new signals

7.4.3.2.1 Algorithm of the optimization at a given working p oint

M;: matrix (Nbgise X NDperic) With only 1 and 0.
Nbgist (NDpeiric) is the number of distortions (metrics).
M, contains all distortions that entail differential errors higher than
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Figure 7-16. Algorithm to optimize the SQM at a given working point.
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The block scheme on Figure 7-16 presents the algorithmthat has been used to optimize the SQMat a
given working point. The blue square corresponds to a basic algorithm step. Several ramifications can
start at the end of one basic algorithm step. This algorithm stops when the matrix M;_; is empty.
Optimal SQMs are built from the smallest sets of metrics that have been selected all along the
algorithm. Several optimal SQMs can be obtained because several ramifications can be started.

7.4.3.2.2 Resultson Galileo E1C

It was seen that with the baseline SQM for Galileo E1C (SQM built from all available metrics on E1C
signal), the lowest reference equivalent C/ N, that permits to detect all distortions which entail a
maximum differential error higher than 1.55 mis equal to 38.4 dB-Hz.

For Galileo E1C, an optimization is envisaged at this working point. SQMElCoptimall is designed to

detect all distortions with a maximum impact on the differential error higher than 1.55 m for a
reference station operating at an equivalent C/N, = 38.4 dB-Hz.

Using the optimization algorithm, it appears that at least six metrics are necessary to design such a
SQM. An example of two optimal solutionsis given but other solutions are possible: the SQMdesign is
not unique and fifteen different suitable SQMs were found. One possible SQMis the SQME1c,priman

which is composed of the six following metrics (and eleven correlator outputs):

- two simple ratio metrics metric, with x = —0.01 and x = 0.12 in E1C chip unit,
- three sum ratio metrics metric,.,, with x = 0.02, x = 0.05, x = 0.07 in E1C chip unit,
- one difference ratio metric metric,_, with x = 0.20 in E1C chip unit.

Its performance is represented in red on Figure 7-17

A second possible SQMis the SQMElCoptimalz represented in blue on Figure 7-17 which is composed

of the six following metrics (and nine correlator outputs):

- foursimple ratio metrics metric, with x = —0.01, x = 0.01, x = 0.12, and x = 0.21in E1C
chip unit,
- two sum ratio metrics metric, ., with x = 0.04, x = 0.07 in E1C chip unit.

Its performance is represented in blue on Figure 7-17.

Fromthe two designs, several results are noticeableand tend to confirm outcomes provided in [Pagot
etal., 2016b]:
- The most used correlator outputs are situated close to the prompt.
- Ingeneral, two correlator outputs spaced by 0.01 T, are not used in the same SQM design.
- The same correlator output is not used by different metrics for a given SQM design. In other
words, correlator outputs are used only once.
- The less used metricis the difference ratio metric.
- Evenif different SQM designs are possible, approximatively the same correlator outputs (but
different metrics) are used in every optimal SQMs.
- One metric based on correlator outputs far away from the prompt (0.21 and 0.20 T,) is
presentin the two proposed optimal SQMs.
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Figure 7-17. SQMg1¢ optimair (in red) and SQMg1¢ optimar2 (in blue) performances compared to
baseline SQM (in green) considering the proposed Galileo E1C TM.

From Figure 7-17, itis clearly visible that the performance of the optimal SQMis equal to performance
of the baseline SQM composed of all metrics for C/N, = 38.4 dB-Hz. Nevertheless, in general, the
bold continuous linecorresponding to the highest differential errorinduced by distortionsundetected
by a reference station ata given C/N, is higherinthe optimal SQM case than in the baseline case. It
means that the baseline case is more performant (or has equal performance) than the optimal SQMs
outside the working operational C/N, considered for the optimization. This is a logical result.

7.4.3.2.3 Resultson E5a and GPS L5

For GPS L5 and Galileo E5a, the optimal SQM (SQMgsq oprimai) is designed to detect all distortions

witha maximum impactonthe differential error higherthan 2.78 m for a reference station operating
at an equivalent C/N, = 25.3 dB-Hz. Only three metrics are necessary and twelve SQM designs that
permit to reach this performance were found.

As an example, one possible SQM is the SQMgsq optimair based on the three following metrics (and
seven correlator outputs):

- twometric,,,withx = 0.8and x = 1in E5a chip unit,
- onemetric,_, with x = 0.1in E5a chip unit.

As another example, a second possible SQM is the SQMgsq optimarz based on the three following
metrics (and seven correlator outputs):

- twometric,withx = —0.1and x = 1in E5a chip unit,
- onemetricy,y,with x = 0.8 in E5a chip unit.

On Figure 7-18, the two SQMs (SQMgsq optiman inred and SQMgsq optimarz in blue) are compared
to the reference SQM(in green).

It can be seenthat all SQMs meetthe required performance atthe chosen working point, evenif the
optimal SQMs performance is different elsewhere.

The selectionof one particular optimal SQMratherthan another one could be made basedon asecond
criterion ata MUDE differentfrom 2.8 m. Itis importantto notice that for Galileo E5a and GPS L5, the
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7. Signal quality monitoring of new signals

optimization is realized for an equivalent C /N, = 25.3 dB-Hz which is not representative of typical
reference station conditions. A second strategy of optimization is also possible: optimized the SOM
around an equivalent C/N,insteadof avalue of MUDE. This second strategyis relevantin BPSK(10)-

modulated signal case because the requirement on the maximum differential error (2.8 m) is easily
reachable.
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Figure 7-18. SQMgsq optimair and SQMgs, optimarz PErformances considering the proposed Galileo
E5a TM (also valid for GPS L5). MUDE = 2.78 m for C/N, = 25.3 dB-Hz.

Assuming now that the reference receiveris operatingat an equivalent C /N, = 39 dB-Hz (this value
was estimated fora GPS L1 C/Asignal in part 7.3.3), the MUDE is equal to 0.61m forthe baseline SQW.
This performance can be reached by two SQM designs with only three metrics: SQMgsq optimarz and
SQMEgsq_optimaia described below.

SQMgsq_optimaiz is based on the three following metrics (and six correlator outputs):

- one metric, with x = 0.8 in E5a chip unit,
- onemetricy,,,with x = 0.2 in E5a chip unit,
- onemetric,_,with x = 0.1 in E5a chip unit.

SQMgsq_optimala is based on the three following metrics (and five correlator outputs):

- twometric, with x = 0.1 and x = 0.8 in E5a chip unit,
- onemetricy,y,with x = 0.2 in E5a chip unit.

In the same way, the two optimal SQMs have slightly different performances but the MUDE is equal
to 0.61 m for an equivalent C/N, equal to 39 dB-Hz.
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Figure 7-19. SQMgsq optimaiz and SQMgs, optimara PErfOrmances considering the proposed Galileo

E5a TM (also valid for GPS L5). MUDE = 0.61 m for C /N, = 39 dB-Hz.

Fromthe fouroptimal SQMdesigns presentedon Galileo E5asignal (and GPS L5 signal), several results
are noticeable:

Itis more difficultthan on Galileo E1Cto find general concepts to design the optimal SQMbut
less metrics and correlator outputs are necessary to monitor Galileo E5a and GPS L5 signals.
The fact that less metrics are necessary to monitor Galileo E5a and GPS L5 signals is mainly
justified because, onthesesignals, the reference SQMis based on less metrics than for Galileo
E1C signal.
Itis also noticeablethat with Galileo E5a and GPS L5 signals correlator outputs are not used by
different metrics for a given SQM design. In other words, correlator outputs are used only
once.
Some differences appear between the optimization at C/N, = 39 dB-Hz and at C/N, =
25.3 dB-Hz:

o More correlatoroutputs close tothe promptare used when the optimization is made

ata high C/Nj.

o More SQM designs are possible when the optimization is made atalow C/Nj,.

It can be justified by the fact that it is easier to optimize at low C/N,,.

7.4.3.2.4  Conclusions aboutthe SQM optimizationat a given working point

The aim of this part is to find a SQM based on the lowest number of metrics as possible without
compromise its performanceat a given workingpoint with respect to the baseline SQM. Two strategies
based on two different criteria were proposed:

Fix a MUDE, find the lowest equivalent C/ N, that permits to reach this MUDE with the baseline
SQM (SQM built from all available metrics) and find the smallest sets of metrics that permit to
reach that MUDE for that lowest C/ N,,.

Fix an equivalent C/ Ny, find the MUDE obtained at this C/ N, with the baseline SQM and find
the smallest sets of metrics that permit to reach that MUDE for that C/N,.
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The first strategy is used in the Galileo E1C context for a MUDE equal to 1.55 m (equivalentC/N, =
38.4 dB-Hz). Six metrics are sufficient to reach required performance and several SQM designs pe mit
to obtain such performance.

The firststrategy is used in the Galileo E5a and GPS L5 context fora MUDE equal to 2.78 m (equivalent
C/Ny = 25.3 dB-Hz). Three metrics are sufficient to reach required performance and several SQM
designs permit to obtain such performance.

The second strategy is relevant with Galileo E5a and GPS L5 and is applied foran equivalentC/N, =
39 dB-Hz (MUDE = 0.61 m). Three metrics are sufficient to reach required performance and several
SQM designs permit to obtain such performance.

Dependingonrequirements that have to be met, different SQMs can be implemented on areference
station. An additional optimization criterion (for example an additional requirement at a different

working poin) may be used in order to select one SQM among those that are able to meet the first
optimization criterion.

As a conclusion, to obtain SQM performance as good as the baseline SQM at a specificworking point,
only few metrics (typically around five) are necessary.

The SQM optimization proposed at a given working point has the advantage to be optimal at specific
critical points and by consequence, only few metrics are necessary to reach performance of the
reference SQMfor that critical points. Thisis usually sufficient to ensure that the SQM fulfilsa specific
requirement. Nevertheless, this approach has one drawback: the optimization is specific to one
particular working point and SQM performance can be poor at other points even if it satisfies the
targeted requirement. In addition, several SQMdesigns that satisfy optimization criteria can be found.
Indeed, with the strategy used in 7.4.3.2, in general, optimal SQMs are better than other at some
equivalent C/ N, but are worst at other equivalent C/N,.

In this part, a second method to design an optimal SQM, free of the first approach drawback, is
proposed.

7.4.3.3.1 Algorithm to optimized along all C/N, values

The optimization criterion consists in finding the smallest set of metrics that permits to reach the
performance of the baseline SQM, SQM,.. s, whatever the value of the equivalent C/Nyis. Tofind this

optimal SQM, the principle is represented in Figure 7-20.
The optimization SQM principle is also described below:

- Step 1. Generate Nyetric SOMys where Ny eiric is the number of all available metrics (or
equivalently the number of metrics in SQM;..¢). One SQM is built from Npetric — 1 metrics

and, for each SQMy, one and only one metricis removed from SQM,,r. Nyetric = 100 for

Galileo E1C, and Nyyetric = 40 for Galileo E5a and GPS L5.
- Step 2. Compare performance of each SQM;, with SQM,..

- Step3. If the performance of SQM;, is differentfrom performance of SQM,.r, the metricthat
has been removed from SQM,..r to obtain this SQM) has to be included in SQM yptimar-
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Figure 7-20. Algorithm of SQM optimization at all C /N, values
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- Step 4. It can appear that two (or more) metrics detect the same distortion. In this case, the
fact to remove only one metricfrom the SQM does not change performance of the SQM. The
two metrics have to be removed together from the SQM,. s to observea performance change.
It entails that one of the two metrics has to be chosen in the optimal SQM and that optimal
SQM design is not unique. The choice of one metricinstead of the other does not have any
influence on MUDE values. To find metrics which detect same distortions, is it necessary to

restart from step 1 by removing two by two (then three by three, etc.) metrics from the
SQM,.¢r and to reiterate step 2 and step 3.

An interpretation of this optimization process is that it removes all redundant metrics from the
reference initial set, i.e. metrics that detect distortions already detected by other metrics, and keeps
only those metrics who actually define the performance of the baseline SQM. Results obtained on
Galileo E1C are provided in section 7.4.3.3.2 and on Galileo E5 and GPS L5 are provided in section
7.4.3.3.3.

7.4.3.3.2 Resultson Galileo E1C

For Galileo E1C, an optimal SQM (SQ@Mg1¢ optimal_aii1) that reaches performance of the reference
SQMiis reduced to thirty metrics (and thirty-five correlator outputs):

- twelve metric, withx = —0.24,-0.11, —0.09, —0.01, 0.02,0.07,0.08, 0.09, 0.11,0.12,0.13,
0.21, 0.25 in E1C chip unit,

- fourteen metric,,, with x = 0.01, 0.02, 0.03, 0.04, 0.05, 0.06, 0.07, 0.08, 0.09,0.10,0.11,
0.16,0.24, 0.25 in E1C chip unit,

- fourmetric,_, withx = 0.11,0.12,0.14,0.25 in E1C chip unit.

Figure 7-21illustrates correlator outputs that are used in the optimal SQM.

Zoomon the correlation function peak

Correlatoroutputsusedinthe

.‘ - optimal SQM.
o ®

\ ® Correlatoroutputsun-usedinthe
0.5 chip (E1C) % optimal SQM (because redundant)

Figure 7-21. Correlator outputs used in the optimal SQM (Galileo E1C).

Several differences are noticeable between the SQM design obtained by the optimization at a given
working point and the more demanding optimization alongall equivalent C/N,. These differences are
caused by the fact that the design of SQMg1¢ optimar aur1 has to be more complex than the design of

SQMEg1c optima1- In addition to the number of metrics which is five times more importantin the case
of SQMgic optimal aur compared to SQMgic optima1, Other differences are observed with

SQMElc_optimal_alll:
- the most used correlator outputs are situated around 0.1 T, from the prompt and not
necessarily close to the prompt,

- ingeneral, two consecutive correlators outputs(spacedby 0.01 T,) are used in the same SQWV,
- the same correlator outputs can be used by several metrics.
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On the otherside, some results are comparable between SQMg1¢ optimai a1 aNd SO@Mg1c optiman:

- theleast used metricis the difference ratio metric,
- some metrics based on correlator outputs far away from the prompt (around 0.25 T,.) are
presentin the proposed optimal SQM.

Otheroptimal SQMs with the same number of metrics exist. From Figure 7-22, it can be seenthat, as
expected, the MUDE of SQMg1¢ optimar_ain 1S €qual to MUDE of the baseline SQM whatever the

equivalent C/ N, is. Indeed, the two continuous lines are superimposed.
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Figure 7-22. SQMg1¢ optimai_aii1 PEIfOormance (in red) compared to the baseline SQM performance
(in green).

7.4.3.3.3 Resultson Galileo E5a and GPS L5

For GPS L5 and Galileo E5a, an optimal SQM (SQMgsq_optimal_aii1) that reaches performance of the
reference SQM is reduced to eleven metrics (and thirteen-one correlator outputs):

- five metric, with x = —0.1,0.1,0.8,0.9, 1in E5a chip unit,
- five metricy, 4, withx =0.1,0.4, 0.6, 0.7,0.8 in E5a chip unit,
- one metric,_, with x = 1in E5a chip unit.

The same conclusion as with SQMgs, optimarr holds: it is more difficult than on Galileo E1C to find

general concept to design the optimal SQM. Nevertheless less metrics and correlator outputs are
necessary to monitor Galileo E5a and GPS L5 signals. This is mainly justified because, on these signals,
the reference SQM is based on less metrics than to monitor Galileo E1C signal.

Otheroptimal SQMs with the same number of metrics exist. From Figure 7-23, it can be seenthat, as
expected, the MUDE of SQ@Mgs, optimar_ain is €qual to the MUDE of the baseline SQM whateverthe

equivalent C/Nyis. Indeed, the two continuous lines are superimposed.
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Worst differential tracking error function of the C/NO

all metrics

351 o SQMESa, 0w 1
—~ a2l o
E 3
é -]
525- F o
g q u°° °s
g 2 we . 8 68 o oa%
8 o 8 o 908
3 o go¥ge 8 Bomllo peaiie”
s Q’oo% % © o o 812a%
E 1.5 o§5 0 P
=
(S
-]
0.5 ° %
1
50 45 40 35 30 25

Equivalent C/NO used to estimate the TestMDE value

Figure 7-23. SQMgsq optimai a1 PEIformance (in red) compared to the baseline SQM performance
(in green).

7.4.4 Conclusions about optimal SQM on new signals

To conclude this section, several methods can be developed to design a SQM with desired
performance. Different optimal SQMs are proposed in this section. The main drawback of these
approaches is that the SQM is necessarily optimized in given conditions (distortions and receivers
configurations have to be given), and is not optimized for other conditions.

The best performance thatcan be obtained by a reference SQMare summarizedin Table 7-6. In grey
are presentedvalues that do not correspond to targeted MERR for a given signal. Valuesin grey are
presented for information. The reference SQM consists in:

- fifty simple ratio metrics plus twenty-five difference ratio metrics and twenty-five sum ratio
metrics for Galileo E1C and GPS L1 C/A,

- twenty simple ratio metrics plus ten difference ratio metrics and ten sum ratio metrics for
Galileo E5a and GPS L5.

MUDE (in meter) 1.55 2.78 3.5
Equivalent C/ N, in dB-Hz (GPS L1 C/A) 44.6 36.1
Equivalent C/ N, in dB-Hz (Galileo E1C) 38.4 34.7
Equivalent C/ N, in dB-Hz (GPS L5 and )5 3

Galileo E5a)

Table 7-6. SQM performance considering all available metrics.

The lower the value of C/N, is, the easier the required MUDE can be reached. As a consequence, it
can be deduced thatthe SQM based on all available metrics shows better performance on GalileoE5a
signal and GPS L5 signal than on Galileo E1C and GPS L1 C/A signals. Moreover, SQM performance is
slightly better on Galileo E1C than on GPS L1 C/A. These results have to be carefully interpreted
because itis difficultto compare SQM performance of two different modulated signals with different
correlation function shapes and different TMs.
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It was established in the previous section that the equivalent theoretical C/N, can be assumed as
equal to 39 dB-Hz considering that metrics are smoothed. In this condition, the reference SQMreaches
targeted performance for a MUDE equal to 3.5 m (Galileo E1C and GPS L1 C/A in mono-frequency
conditions) and 2.78 m (Galileo E5a and GPS L5 in DFMC conditions). The reference SQM on GPS L1
C/Ais notable to reach a MUDE equal to 1.55 m at an equivalenttheoretical C/Nyequal to 39 dB-Hz
whereas on Galileo E1C the value of 1.55 m can be achieved (even if with almost no margin).

An optimization process based on the limitation of metrics number is proposed. To reach the
performance of the reference SQM at a given MUDE value (MERR equal to 1.55 m), only six metrics
are necessary (and nine correlator outputs) on Galileo E1C. On Galileo E5a, with three metrics (and six
correlator outputs), it is possible to reach a MUDE equal to 2.78 mata C/N, = 25.3 dB-Hz.

Itis also possible to establish optimal SQMs with same MUDE values as the reference SQM whatever
the value of the C/ Ny is. In this condition, more metrics and more correlator outputs are necessary:
thirty metrics (and thirty-five correlator outputs) for Galileo E1C and twelve metrics (and fourteen
correlator outputs) for Galileo E5a and GPS L5.

7.5 Conclusions

This chaptertacklesthe design of SQMin the context of new GNSS signals: Galileo E1C, GalileoE5a and
GPS L5. SQM performance is assessed theoretically for different SQM designs. This performance is
dependent upon:

- distortions of the TM that have to be detected (presentedin 7.2),
- userand reference configurations under discussion (presentedin 7.2),
- types of metrics used to design the SQM (presented in 7.1).

In section 7.1, the three types of metrics used to design different SQMs are introduced: the simple
ratio, the difference ratio and the sum ratio metrics. It isassumed that metrics are totally dependent
inorderto estimate SQM performance inaconservative way. In the same section, some SQM notions
are exposed. The main issue in SOM study is the determination of requirementsand performance
thresholds which are proportional to the metrics standard deviationif the noise distribution on metrics
is Gaussian. This strong hypothesis was verified in previous works.

Insection 7.2, distortions, user/reference receivers configurations and reference SQMs considered for
the study are defined foreach signal. The reference SQM corresponds to the use of a high number of
correlators and represents all available metrics (ratio, difference and sum). This reference SQM is
expectedto have redundant metrics, andis probably too “expensive”, from a computational point of
view, to be implemented in operational reference receivers. However, thanks to its complexity, it is
supposed to give the best performance for distortion monitoring.

Insection 7.3, the concept of anew representation inspired from [Phelts et al., 2013] to estimate SOM
performance is presented using the GPS L1 C/A signal example. This representation permits, basedon
one single figure, to estimate the theoretical MUDE as a function of the equivalent C/N, value at a
reference station, for all distortions of a given TM. Even if SQM performance is dependent upon the
C/ N,, the representation gives the possibility to estimate from one figure, the SQM performance at
different equivalent C/N,,.
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Fromthe standard deviation of simpleratio metrics of real collecteddata, itis then possible to estimate
at which theoretical C/ N, areferencestationis operating. Ithasbeen seen through examples, that in
the worst case, reference stations are operating with an equivalent theoretical C/N, = 35 dB-Hz

considering unsmoothed metrics and C/N, = 39 dB-Hz with a 100-second averaging smoothing on
metrics.

It is noteworthy thattheoretical concepts are exposed assuming that the noise distribution on metrics
is Gaussian. If this hypothesisis not verified, from MDEs estimated in real conditions, SQM
performance canstill be evaluated fromthe proposed representation presented in this chapter using

an abacus which gives the equivalent theoretical C/N, value associated to performance thresholds
estimated in real conditions.

In section 7.4, some results about SQM on Galileo E1C, GPS L5 and Galileo E5a signals are established.
An optimization process is applied to the reference SQMin order to remove redundant metrics and
simplify the computation done by the monitoring process, while still reaching desired performances.
It can be seenthat SQM shows better performance on GPS L5 and Galileo E5athan on Galileo E1Cand
GPS L1 C/A. Moreover SQM performance is slightly better on Galileo E1C than on GPS L1 C/A.

To conclude, the work performed in this chapter is realized in a theoretical way and under specific
conditions. Even if a method is proposed to adapt theoretical results to real reference station
conditions, the provided results must be interpreted carefully and the strategy developed in this
chapter has to be applied again at each particular reference station and monitoring station (that can
be different). Nevertheless, results presented in this chapter give a solid analysis of expected SQM
performance on new GNSS signals.
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8 Conclusion and recommendations for future
works

This chapter aims at drawing conclusions of the work done duringthis Ph.D. thesis. These conclusions
are divided in three main parts: the study of nominal distortions, the study of TM and the study of
SQM. Then, several suggestions for future researches in these three areas are listed.

8.1 Conclusions

The work performedinthis Ph.D. took place in the context of the use of GNSS in civil aviation. [t was
seenin chapter 2 that a core GNSS constellation cannot be used alone by civil aviation usersin some
phases of flight. Indeed, the four criteria that define performance of the GNSS service (accuracy,
integrity, availability and continuity) cannot be met together when requirements are too stringent.
This is the reason why augmentation systems are deployed, such as SBAS, the augmentation system
that was targeted in this study, to increase performance of the GNSS service. GNSS service
improvement supported by SBAS is today provided only for the GPS L1 C/A signal.

This Ph.D. takes place ina European context. By consequence the European SBAS system, EGNOS, was
looked at. EGNOS v3 will augment both GPS and Galileo on L1and L5 frequency bands and will support
civil aviation DFMC users.

For SBAS to meet civil aviation requirements, any source of potential service degradations has to be
accounted for. Despitethe fact that several sources of errors can be present on GNSS signal s, this Ph.D.
was focused on one potential source of degradation: GNSS signal distortions due to the satellite
payload. These distortionscan manifestin twoways: nominal distortions that are generated by healthy
satellites due to payload imperfections and non-nominal distortions that are triggered by a satellite
payload failure.

To summarize, the purpose of this thesis was to investigate GNSS distortionsinduced by the payload
on Galileo E1C, Galileo E5a pilot component, GPS L5 pilot component and GPS L1 C/A signals in the
SBAS context.

Conclusions about nominal distortions

The investigation on nominal distortions observed on real data was performed using two methods.
The first method was to look at the impact of nominal distortions on signals collected with high-gain
dish antennas. This method was applied to GPS L1 C/A and to Galileo E1C signals. The second method
was to look at the impact of nominal distortions on signals collected with an omnidirectional antenna.

The first method has permitted to confirm distortions features in the chip domain and in the
differential tracking error domain. It appeared that nominal digital distortions are consistent with
results provided in the state-of-the-art but that it is more difficult to observe consistent analog
distortions. The reason of the difference visible on the analog distortion is caused by an imperfect
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calibration of high-gain dish antenna as underlined in [Wong, 2014]. Among other results, nominal
distortions observed on Galileo E1Csignals collected with a high-gain dish antenna are represented. It
confirms that no digital distortions are visible on Galileo E1C signals and it puts forward the ringing
phenomenon of 24 MHz generated most likely by the payload.

The problem of calibration exists on signals collected with high-gain antennas because only one signal
is captured at a giventime and it is by consequence difficult to extract the distortion component
induced by the receiver. Nevertheless, thisissueis mitigated on signals collected with omnidirectional
antennas and thisis the reason why measurements from omnidirectionalantenna were also collected
on GPS L1 C/A. The advantage of omnidirectional antennas is that several signals are captured at a
giventime. Asthe signal distortioninduced by the receiver affects all collected signals at a given time,
itis possible,subtractingthe mean value of observed signal distortions,to removethe signal distortion
componentinducedby the receiver. Applying thistechnique, the inter-PRN bias (parameter defined in
the pseudorange domain and which effectively affects the receiver) was estimated on some signals
collected with an omnidirectional antenna. Values of inter-PRN bias are of the order of tens of
centimeters assuming that signals are tracked with an EML discriminator. It appeared that the inter-
PRN biasis consistent with results provided in the state-of-the-art and by consequence, seemed to be
an interesting parameter to characterize the impact of nominal distortions on users.

To summarize, nominal distortions are difficult to characterize because theirimpact on users depends
upon several parameters. Even if high-gain antenna data collections give the possibility to observe
precisely nominal distortions, omnidirectional data collections are more adequate to characterize the
impact of nominal distortions on users via the inter-PRN bias.

Conclusions about non-nominal distortions

In this Ph.D., three TMs were proposed: one for Galileo E5a and GPS L5 pilot components (the same
modulation is considered), one for Galileo E1C and one for GPS L1 C/A signals. If a new TM was
proposedfor GPS L1 C/Asignal, it was notto questionthe current ICAO TM, but ratherto compare the
TM obtained from the developed strategy to the ICAO TM.

It was seenthatitis of primaryimportance to definea TM thatis able to characterize signal distortions
that could appearon GNSS signals to protect users of thesethreats. Evenif TMconsists only in a model
with its possible imperfections, its simplicity of use makes it a necessary tool to establish a common
and agreed framework for signal distortions monitoring performance.

Based on the observation of nominal distortions, on previous worksdone regarding TMon GPS L1 C/A
signal, and due to the lack of knowledge about payload components, it was decided to design TMs for
new signals using same parameters as on GPS L1 C/A to characterize threatening distortions: a
damping factor, a ringing frequency, and a delay between rising and falling PRN transitions zero-
crossings. Asfor GPS L1 C/A ICAOTM, three sub-TMs were designed: TM-A, TM-B and TM-C. The TM-
A (digital distortion), defined by the delay between rising and falling PRN transitions, was easy to
generalize to Galileo E5a and GPS L5 because these two signals have similarities with the GPS L1 C/A
signal. Onthe contrary, the Galileo E1Csignal possesses two sub-carrier components that can be both
affected by digital distortions. This is the reason why two TM-A were defined on Galileo E1C signal.
The TM-B (analog distortion), defined by the ringing frequency and the damping factor, can be
modeled by a second order filter that can be applied no matter the signal modulation.

Then, the approach to limit the TM-A and TM-B is based on keeping only signal distortions with:
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- animpacthigherthan A = 1 mfor differential usersin aspecificreceiver configurations

err_max
range. This value is fixed by requirement.

- animpact smaller than 20 m on a reference station absolute pseudorange measurement.
Then the TM-C consists in a combination of TM-A and TM-B.

It was assumed that distortions which do not satisfy the first point are not a threat for differential
(dual-frequency) users, whereas distortions which do not satisfy the second point will be detected by
an assumed separate monitor implemented at the reference station to be defined. These TMs are
interesting becausethey takeinto accountall possiblethreats for all the user/reference configurations
considered in this Ph.D.. Proposed TMs were larger than the ICAO TM defined for GPS L1 C/A signal.
Evenif large values of g have to be considered, it was assessed that the number of distortions to test
can be substantially limited.

Conclusions about SQM

Afterdefining TMs, the strategy was to design a monitor (SQM) thatis able to detect distortions of the
TMs which entail threatening behaviors on differential users. As it is done nowadays in SBAS, in this
Ph.D.the SQM was built from correlator outputs. Using a large number of correlator outputs (fifty-one
for GPS L1 C/A and Galileo E1C and twenty one for Galileo E5a), three metrics were tested to design
the SQM: simple ratio, difference ratio and sum ratio metrics normalized by the prompt. SQM
performance was assessed theoretically, in a conservative way, as the maximum differential ermor
entailed by a distortion, as a function of the value of the highest metric test for that distortion. SOM
performance is dependent upon several parameters:

- distortions of the TM that have to be detected,

- userand reference configurations under discussion,
- types of metrics used to design the SQM,

- C/ N, of the signal that has to be monitored.

A new representation was proposed to assess, from one representation, performance of the SQM
independently from an equivalent C/N, value. In addition to this representation, a strategy to
evaluate the equivalent theoretical C/N, in given reference station conditions was exposed. The
equivalent C/N, in reference station operating conditions was estimated equal to 39 dB-Hz
(considering that metrics are smoothed). Using the innovative representation SQMs performances
were assessed for the different signals and it appeared that the signal quality monitoring is easier to
perform on Galileo E5a (and GPS L5) signal than on GPS L1 C/A signal or on Galileo E1C signal. In
particular, at an equivalent C/N, equal to 39 dB-Hz, the Maximum Undetected Differential Error
(MUDE) obtained withaSQM based on all available metricsis equal to 0.6 m on Galileo E5a, 1.3 m on
Galileo E1C and 2.8 m on GPS L1 C/A. Finally, different optimal SQMs were proposed on new signals.
The purpose was to decrease the number of metrics on which the SQM relies still reaching required
performancestargetedinthis Ph.D.:a MUDE equalto 1.55 m for Galileo E1Csignal and equal to 2.78
m for Galileo E5a and GPS L5 signals. On new signals, typically around five metrics are sufficient to
reach targeted performances.
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8.2 Recommendations for future work

Further works can be conducted from investigations made in this Ph.D. on the three axes that are:
nominal distortions, non-nominal distortions and SQM. Recommendations on these three points are
detailed.

It isnoteworthy that the work performed in this thesisin an EGNOS contextis valid for SBAS but could
be generalized to GBAS applying some adjustments.

Perspectives on nominal distortions

One of the conclusions about nominaldistortions is the difficultyto characterize them. When studying
nominal distortions, a particular care must be taken to define precisely the setup thatis used to process
signals. Significant resourcesshould now be used to estimate more precisely nominal distortions: data
collections at the same time and on the same signal with several different antennas, and this, on all
signals and all satellites. Thiswould permit toisolate in abetter way the signal distortion components
induced by the antenna and the receiver.

In addition, only signal distortions on GPS L1 C/A and three Galileo E1C signals were observed. This
observation must be done on other signals, especially on Galileo E5a and GPS L5 signals.

Evenifthe purpose of the study of nominal distortionsis to quantify theirimpact on the users tracking
error (and differential tracking error), the S-curve zero-crossing observable is not the unique
observable of interest. Indeed, the chip domain observable gives another point of view on signal
distortions that may be of interest when distortions are not visible on the correlation function because
averaged onthe entire signal (during the coherentintegration time) but are visible on some particular
parts of the signal (for example on rising transitions or on falling transitions).

Nominal signal distortions are currently studied as parameters of interest in the ARAIM context
([European Commission, 2016]). Links between the observation methodology/results and the models
used in ARAIM should be established to benefit from the work done in this study.

Perspectives on non-nominal distortions

TMs proposed for Galileo E1C, Galileo E5a and GPS L5 are conservative but were defined considering
a limited number of receiver configurations. Consequently, depending on the RF front-end filter
technology and bandwidth, and depending on the receivertracking, TMs could be slightly different. It
is noticeable that group delays tested in this manuscript are only equal to 0 ns or 150 ns. In WAAS,
filters were tested with a 30 ns increments [Phelts, 2001]. Then, an important remark is that before
using these TMs, it is necessary to know if the context permits to use these TMs.

Itis noticeablethatthe TMislimited by the impact of adistortion on adifferentialuserand the impact
of a distortion on a reference station. In this Ph.D., it was considered that differential errors higher
than 1 m were threatening, butincreasethis value would reducethe TM. Moreover, it was considered
that the reference station will be able to detect tracking bias higherthan 20 m but decrease this value
would reduce the TM. The adjustment of these two limits will change the TS. For a given application,
TM could be re-estimated and should be included in the proposed conservative TM.

Regarding digital distortions, TM-A are taken into account conservatively as potential threats for
Galileo signals but it was observed that such distortions do not affect signals in nominal conditions.
Further investigations could maybe demonstrate that it is not necessary to consider this threat on a
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8.2 Recommendations forfuture work

Galileosignal. More generally, observationof non-nominal distortions and knowledges about payload
functioning could help to design TMs.

An important issue regarding TM is about the resolution with which the TM is tested. In this
manuscript, a proposition to deal with this problemisintroduced andis used to compare the number
of tests to perform with different TMs. This method could be applied to optimize the study of non-
nominal distortions. It is noteworthy that the TM grid (that represents tested TM distortions) that is
usedin this manuscript regarding the GPS L1 C/AICAO TM is coarser than the one used to test WAAS
monitors. Thinner TMgrids that the ones used in this manuscript could be definedinthe future to test
the different proposed TMs.

Finally, the entire concept of TM could be reworked. Evenif TM isa very useful concept, it cannot be
denied that it does not represent all signal distortions that could appear on a GNSS signal. Other
strategies could be investigated as an augmented version of the Most EWF concept.

Perspectives on SQM
Assuming a given TM, SQM performance estimated in this Ph.D. is dependent upon:

- userand reference configurations under discussion,
- types of metrics used to design the SQM.

It meansthat to be defined precisely, SQM performance must be assessed considering exact receiver
configurations at user and reference levels. SQM performance could then be estimated in different
conditions.

Moreover, in this thesis, only three types of metrics wereinvestigated but more can be studied. Making
correlator outputs combination, tens of metrics could be designed as the alphametricorthe “squared
A test”. The chip domain also has potential to better detect signal distortions.

A method was proposed to estimate SQM performance in a conservative theoretical way. One of the
most conservative assumption is to consider that all metrics are totally dependent. A more accurate
metrics model, taking into account that metrics are correlated, could be considered in the future. In
addition, inreal conditions, the metric standard deviation is dependent upon the tracking error caused
by the noise on the correlation function. This phenomenon was not considered in this manuscript but
have to be taken into account in the future to estimate precisely SQM performance.

In this manuscript SQM performance was assessed in steady state conditions. The transient problem
could be investigated based on results estimated in steady state conditions.

Finally, the study that is proposed is based on theory. The next step will be to adapt the method
developed in this thesis to estimate precisely SQM performance at a given reference station. In
particular, the fact that the reference stations that provide differential corrections are different from
stations that support the SQM have to be considered.
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Appendix A. Correlator outputs and CDO
standard deviations

This appendix aimsatdescribing the modelthatis usedinthe Ph.D. to estimate the standarddeviation

and the covariance of correlator outputs and the standard deviation of bin values at the origin of the
CDO.

This appendix is divided in two sections. Firstly, a theoretical derivation of standard deviations is
presented. Secondly, theoretical values are compared with results obtained by simulations.

The second part of the appendix has two purposes:

- validate theoretical CDO and correlator outputs standard deviations with simulations,
- validate the signal processing that is used to observe nominal distortions on the CDO and on
the correlation function.

A.1 Theoretical derivation of standard deviations

Inthe first section of the appendix, a correlator output modelis derivedin orderto find the expression
of the standard deviation and the covariance that affect correlator outputs. Then, the same concept is
applied to the chip domain to derive the bins standard deviation.

A.1.1 Correlation function observable

From equation (3-34), the correlator output can be modeled as:

sin(ﬂszint)

I £ Rs(e)D
= |z &
2°5F T[ngint

cos(eg) +ny(er) (A-1)
where

- Ryisthe correlation function of the local replica and the filtered received signal code,
- &;isthe group delay errorin second,
- &gisthe carrier phase delay error in radian,

- &risthe carrier phase Doppler errorin hertz,

- D isthe sign of the data bit,
- n;isthe noise on the in-phase component.

The expression of Rgis given using the Wiener Lee relation:

RS(T) - f HRF (f)S (f)Sl*ocal (f)eZi”def = FT_l [HRF (f)S(f)Sl*ocal(f)] (A_Z)
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where

- S(f)isthe Fourier transform of the received signal,

- Siocar(t)is the Fourier transform of the local replica signal,

- Hgpp(f) is the RF filtertransferfunction (assuming to be equal to the pre-correlation filter),
- FTlisthe inverse Fourier transform.

Itisnow assumed that &¢ and £ are negligible. In this condition, the correlator outputcan be modeled

as:

1= gDRs(eT) +n,(ep) (A-3)

It is noticeable fromthis relation that this formula can be applied for different group delayerrors (g;).
By consequence, correlator outputscan be estimated for different group delay errors. In the following,
the group delay erroris called x instead of £; and is expressedin chip unit. An index x is puton [ to
give the expression of I forareceivertracking the signalwith agroup delay error equalto x. Moreover,
consideringthatthe data bitis evaluated and corrected, D can be removed from the expression. The
model becomes:

P
I, = ERS(x) +ny, (A-4)

In [Julien, 2006], a model for the noise correlation function at correlator output was proposed:

Ny (** i .
Rnl(T) = 4Ti:t f_oo |HRF(f)|ZSlocal(f)Slocal(f)eszrdf

N, (A-5)
= 4T, FT_l[lHRF(f)lzs(f)Sl*ocal(f)]
int

where

- Ny = kpTsysisthe noise Gaussian densitywhen the noiseis considered white and Gaussian in
decibel/watt/hertz,

-k isthe Boltzmann constant equal to —228.6 dBW/K/Hz,
- Tsys is the system noise temperature in degree on the Kelvin scale,

- Tintis the coherent integration time in second.

To simplified notations used in equation (A-5), the correlation function R isintroduced and is linked
to Ry, by:

No
4'Tint

Ry, (7) = Ry(7) (A-6)

The standard deviation of the correlator output value is then given by:

P, ’Rnl 0
a(n;) =\/;= 12( )=

The carrier to noise density is finally introduced. Using C'/N, = 10
decibel-hertz, the correlator output standard deviation expression becomes:

2R, (0)
P x R2(0)

(A-7)

C/N

/No
10 in hertz with C/ N, given in
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Appendix A. Correlator outputs and CDO standard deviations

~ 1 Ry(0) ]
o) = j 2C/No X Tne - RE(0) i

The same concept can be applied for different group delay errors. It leads to:

(A-9)

o(ny)= = -
M= 72 = 20N xTo * B2 (1)

R, (0) \/ 1 HNO!

Animportantremarkisthat o(n,) are given forequivalentcorrelator outputsamplitude equalto one.
The average of the correlator outputs at a delay x from the prompt is noted .

Px=1

B 1 XRN(O) (A-10)
o(m,) = 2C'/NoTime  RZ(x)

This modelis equivalenttothe model presentedin [Sleewaegen and Boon, 2001]. The only difference
isthat inthis appendix, there is no approximation on noise and tracked correlation functions. Itis also
possible to choose another normalization to better visualize theseresults on acorre lation function. In
this second normalization an index 1is added to parameters, which gives:

Hi, = Rs(x)v/2C'/NoTint
J1(711,5) =Ry (0)

In order to estimate different metrics standard deviations using formula presented in appendix B,

(A-11)

cov(n,x,ny) as to be estimated. This covariance can directly be obtained from the noise correlation
function.
No
RnGc=y) _ 77, RnG—9)
LI, LI,

cov (n,x,n,y) =EF [n,xn,y] - E[n,x]E [n,y] =F [n,xnly] =

1 Ry(x—y)
= y X
2C"/No X Tine  Rs(x)Rs(y)

The following equation can be written:

cov (s ) = 5 x X =)
BT ) T 20 [Ny X Tiny ~ Rs(ORs(y)

(A-12)

To conclude, all parameters necessary to evaluate theoretical standard deviations for different metrics
can be modeled as:

g, = Rs(x)y/2C' /Ny Tipy
o1(ny,) = Rn(0)

cov, (n,x,n,y) =Ry(x—y)
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A.1.2 Chip Domain Observable

Afterderiving the standard deviation of correlator outputs and the covariance between two correlator
outputs, the standard deviation in the chip domain is estimated theoretically.

The GNSS signal s(t) passes through the analog section of the receiver before being processed to
estimate the CDO (see 3.2). Without considering the sampling process to simplify notations, the
resulting signal, filtered by the antennaand the RF front-end is noted $(t). During this operation the
noise isalsofiltered. If the noiseis considered as white and Gaussian, and if the filter is assumedas an
ideal brick wall with a double-sided bandwidth BW in hertz, the noise power (B,) on the filtered in-
phase channel can be modeled as:

(A-13)

BW.
_ [ 2 Ny, . NoeBW
nT w2 T2

2
The chip domain observable is directly estimated from thefiltered signal $(t). In one binis the average
of N¢po samples definedin equation (4-4). Consequently, the power in one bin can be assessed by:

Ppin=PNcpo (A-14)
with

Nepo = Fbpy 2225 N
chbo — Is binT observed_part_code
code

- F; the sampling frequency in hertz,

- T,ps the observation time in second,

- Tcoge the code period in second,

- Nopserved part code 1S the number of the wanted observed sections per code period,

- Apipisthe size of the binin second,
- Pisthe power of the received signal in watt.

Assuming that the amplitude inbinsis equaltoone,itis possibleto estimate theoretical noise standard
deviation in a bin by:

B [ NBW W,
a(ncpo) = = = (A-15)

Pbin 2PNCDO 2 C’/NO AbinTobsNobserved_part_code

C/No
with C'/Ny = 10 10 the carrier to noise density in decibel-hertz.

One important remark is that if no filteris considered at the RF front-end the expression of the
standard deviation of the noise is still valid with BW = K.
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Appendix A. Correlator outputs and CDO standard deviations

A.2 CDO and correlator outputs standard deviations estimated from

simulations

In simulation, the CDO and the correlation function observables are derived in several steps:

A signal is generated by the program with a sampling frequency F;. A noise is added to the
signal with a given C/N,. The signal can also be filtered at the end of this step.

The signal is processed by the GNSS receiver software, as described in 5.1.2. The acquisition is
followed by the tracking. CDO and correlator outputs are estimated every T, s SON Tt ot S. Tops
corresponds to the time during which samples are accumulatedin bins to estimate the CDO.
It also corresponds to the time during which samples are convolved with the local replica to
estimate correlator outputs. The integration time (T;;,; = 1 s) used for the tracking, may be
different from the observation time T,;. The CDO is estimated on Np;, bins and correlation
observable on N oyt cOrrelator outputs. After a period of time Ty, N draws of each bin
and correlator output are saved with N = Ty /Tops -

Then CDO and correlator outputs are post-processed. The standard deviation is estimated
from the N saved draws of the Np,;,, bins and the N oyt COrrelator outputs.

Results presented in this appendix are obtained using parameters presented in Table A-1. Six different
cases are tested.

Case 1 Case 2 Case 3 Case 4 Case 5 Case 6

C/N, 60 dB-Hz
Tops 20 ms
Tiot 4s

N 200
Npin / 1000 100 / 1000 100

Neorr out 801 / / 801 / /

F; 12 MHz 40 MHz

Filter No filter Brick wall filter (15 MHz bandwidth)

Table A-1. Description of the different tested cases.

On Figure A-1is plotted correlation function results averaged on T, in the case 1. It meansthat N =
200 epochs are averaged together. On the top, eight hundred and one averaged correlator outputs
are shown and the standard deviation is estimated, on the bottom, for the eight hundred and one
correlator outputs.
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Figure A-1. Correlator outputs and associated standard deviation in case 1.

OnFigure A-2is plotted the chip domain results averaged on T, in the case 2. [t meansthat N = 200
epochs are averaged together. On the top, one thousand averaged bins values are shown and the
standard deviationis estimated, on the bottom, for the one thousand bins. Only rising transitions are
averaged.
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Figure A-2. Bins value and associated standard deviation in case 2.

OnFigure A-3is plotted the chip domain results averaged on Ty, inthe case 3. It means that N = 200
epochs are averaged together. On the top, one hundred averaged bins values are shown and the

248



Appendix A. Correlator outputs and CDO standard deviations

standard deviation is estimated, on the bottom, for the one hundred bins. Only rising transitions are

averaged.
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Figure A-3. Bins value and associated standard deviation in case 3.

To have a better estimation of the standard deviation of correlator outputs and bins, the standard
deviation is averaged among the different correlator outputs and the different bins. It means that
Ncorr out COrrelator outputs standard deviations are averaged and Ny, ;,, bins standard deviations are

averaged.

Results providedin Table A-2validate theoretical formulas of standard deviations (on the correlation
function and the chip domain) as well as the Matlab® program. Indeed, Table A-2 proposes a
comparison between theoretical standard deviation values and standard deviation obtained by
simulation for the six different cases.

Theory Simulation
Case 1 Oprr 5.0 x 1073 49x 1073
Case 2 0.4 3.1x 1071 3.3x 1071
Case 3 0.4 9.9 X 1072 1.0x 1071
Case 4 O.ppr 5.0 x 1073 5.4 x 1073
Case5 0.4 1.9x 1071 1.9x 1071
Case 6 0cqp 6.1 X 1072 6.6 X 1072

Table A-2. Description of the different tested cases.

Evenifthe Table A-2 correspondsto particular random draws and particular cases, itis noticeable that
values obtained by simulations are consistent with theoretical values whether filtering is applied or

not.
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These results are of primary importance for two reasons:

- it validates theoretical standard deviation formulas derived in the previous section of this

appendix,
- it validates the Matlab® program which tracks the signal and estimates the CDO and

correlation function observables.
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Appendix B. Theoretical and simulated
metrics standard deviations

The first section of this appendix aims at providing theoretical formulas of several metrics standard
deviations. Three metrics are considered: the simple, the difference and the sum ratio metrics
normalized by the prompt. The second section compares theoretical metrics standard deviations to
standard deviations estimated by simulation.

B.1 Theoretical derivation of some metrics standard deviations

Inthis section, standard deviations of different metrics are expressed theoretically. Taking back results
from [Brocard et al., 2014], the formulas of the standard deviations of simple ratio, difference ratio
and sum ratio metrics normalized by the prompt are remained.

In [Brocard et al., 2014] the standard deviation was estimated for two metrics, the simpleratio metric
metric, =(I/1,) and the differential ratio metric metric,_, = ((Ix - Iy)/lz). These theoretical

standard deviations are valid for long integration time (T;;,; = 1s). Mathematical approximations of
the two metrics standard deviations are recalled:

L\ |uit|o?(ny)  o%(n,) _ cov(ngm,)
’ (I_) - \/ E[ T i
i [62(n,) o2(n,)+ az(ny) - ZCov(nynx)]I
2
(Ix - Iy) _ !(ux —1y) | w2 (e — ty) | (82
I, i uZ | B cov(nyn,) — cov(nynz) |
\I l l"z(,ux - ﬂy) J

It can also be demonstrated in the same way that the standard deviations of sum ratio metrics
metricy,, = (1, + Iy)/lz) can be modeled as:

i [02(n,) o2(n,)+ az(ny) + 2c0v(nynx)]|

(Ix +Iy) _ !(.ux'l'/"y)zi uz (Hx +ﬂy)2 i (B-3)
1, i Uz | 5 cov(n,n,) + cov(nynz) |
\ | o (b + 1ty |
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Appendix B. Theoretical and simulated metrics standard deviations

B.2 Theoretical VS simulated 0,,,0¢ric

In Figure B-1, Figure B-2 and Figure B-3 are given theoretical (in continuous plot) and simulated (in
dotted plot) metrics standard deviations for metric,_, (in blue), metric, ., (in purple) and metric,
(inblue forx negative andin purple for x positive). Figure B-1presents standard deviations fora GPS
L1 C/A signal (BPSK(1) modulation). Figure B-2 corresponds to results for a Galileo E1C signal (the
receivedsignalisCBOC(6,1,1/11,—)-modulated and thelocal replicais BOC(1,1)-modulated). Figure
B-3 gives standard deviations for a Galileo E5a signal (BPSK(10) modulation).

Plots were obtainedfora C/N, = 30 dB-Hz and a 1 s integration time (no smoothing). The sampling
frequency is equal to 112 MHz for GPS L1 C/A and Galileo E1C signals, and 400 MHz for Galileo E5a
signal. All signals are filtered by a 6™-order Butterworth filter with a 24 MHz double-sided bandwidth.
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Figure B-1. Theoretical (continuous line) and simulated (dotted line) metrics standard deviations on
BPSK(1) signal.
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Figure B-2. Theoretical (continuous line) and simulated (dotted line) metrics standard deviations on
CBOC(6,1,1/11) signal.
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Figure B-3. Theoretical (continuous line) and simulated (dotted line) metrics standard deviations on
BPSK(10) signal.

Figure B-1, Figure B-2 and Figure B-3 show that theoretical metrics standard deviations match with
simulations.

To conclude, it can be deduced that different SQMs can be tested by simulations applying theoretical
formulas established in this appendix to estimate g;,¢ric- Results given by this approach are valid:

assuming that the noise on correlator outputs has a Gaussian distribution [Irsigler, 2008],
- for high enough integration time (Tj, > 1 s). In this condition, G,e¢ric Can be estimated
theoretically according to formulas given in this appendix and in appendix A. [Brocard et al.,

2014] [Julien, 2006]
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Appendix C. List of signals collected from
high-gain dish antennas

This appendix presentsthe different signals that were collected with high-gaindish antennas to assess
the impact of nominal distortions. The day and the hour of data collections are provided.

Data were collected at Leeheim by the DLR with an antenna owned by the German administration.
Data were collected at Toulouse by CNES with an antenna owned by CNES. Data were collected at
Noordwijk by ENAC with an antennaowned by ESA. Details about different data collections are given
in 5.1.1. Data were collected during time periods varying from 10 s to 10 min.

InTable C-1 are presented GPSL1C/A collected signalswhereasin Table C-2 are presented Galileo EIC
collected signals. Data collected by CNES are highlighted in blue.

- Block N Data collection date Time at the beginning of
(mmy/dd/yy) data collection (hour:min)
1 GPS BII-F Leeheim 03/14/2012 08:34
2 GPS BII-R Toulouse 05/13/2014 09:17
4 GPS BII-A Leeheim 03/14/2012 11:14
5 GPS BII-RM Leeheim 03/13/2012 15:31
7 GPS BII-RM Leeheim 03/13/2012 15:15
12 GPS BII-RM Toulouse 07/16/2014 11:26
13 GPS BII-R Leeheim 03/14/2012 14:11
13 GPS BII-R Toulouse 04/18/2014 09:57
17 GPS BII-RM Leeheim 03/14/2012 09:54
17 GPS BII-RM Toulouse 07/16/2014 11:02
23 GPS BII-R Leeheim 03/14/2012 10:13
23 GPS BII-R Toulouse 05/13/2014 08:40
24 GPS BII-F Toulouse 07/18/2014 11:14
25 GPS BII-F Toulouse 07/18/2014 11:19
26 GPS BII-A Toulouse 05/13/2014 11:33
29 GPS BII-RM Toulouse 07/17/2014 17:15
32 GPS BII-A Leeheim 03/14/2012 08:38
Table C-1. Information about GPS L1 C/A data collections. In blue are highlighted signals collected by
CNES.
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Data collection date Time at the beginning of
PRN block antenna . .
(mm/dd/yy) data collection (hour:min)
14 | Galileo-FOC |\ rdwijk 09/29/2015 14:47
FM-2
18 | GAIIeOFOC | ordwijk Mars 2015 /
FM-1
Galileo-FOC
22 EM-4 Noordwijk 09/29/2015 10:51

Table C-2. Information about Galileo E1C data collections.
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In this appendix, nominal distortions observed on GPS L1 C/A collected signals are characterized from
the four parameters defined in 4.1.1.3.2. For each parameter, definition and associated overbound
value obtained in [Phelts et al., 2009] by high resolution measurements are given in brackets.

Rise time/Fall time (25 ns): It is the time it takes for the rising (falling) edge of the signal to
increase from the preceding zero-crossing to the ideal amplitude.

Peak time (45 ns): It is the time it takes for the rising edge of the signal to increase from the
preceding zero-crossing to the first peak value.

Settling time (180 ns (at 10 % convergence)): It is the time measured from the zero-crossing
preceding a positive (or negative) chip to when the signal response first enters and then
remains within a band whose width is computed as a percentage of amplitude for the
remaining duration of the chip width.

Peak overshootratio (35 %): Itis the difference of the amplitude of the first peak and the ideal
amplitude, divided by the ideal amplitude.

In Table D-1 results obtained from rising transitions are provided, whereas in Table D-2 results
obtained from falling transitions are exposed. In blue are highlighted results obtained from CNES

measurements.
PRN Rise time Overshoot ratio Peak time Settling time
(ns) (%) (ns) (ns)
1 (L) 15 30 31 60
2 (T) 14 30 30 42
4 (L) 12 32 28 59
5 (L) 13 36 28 65
7 (L) 13 37 28 64
12 (T) 13 32 29 44
13 (L) 11 33 27 64
13 (T) 12 32 29 43
17 (L) 12 34 28 64
17 (T) 14 39 29 85
23 (L) 13 31 28 66
23 (T) 12 27 29 60
24 (T) 16 36 33 45
25 (T) 15 34 32 53
26 (T) 13 32 30 44
29 (T) 13 36 28 43
32 (L) 12 32 28 61

Table D-1. Information about GPS L1 C/A data collections. In blue are highlighted results obtained

from CNES measurements.
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PRN Fall time Overshoot ratio Peak time Settling time
(ns) (%) (ns) (ns)
1 (L) 14 27 30 59
2 (T) 13 30 30 43
4 (L) 12 33 28 63
5 (L) 12 36 27 62
7 (L) 10 37 25 63
12 (T) 11 33 27 44
13 (L) 10 34 26 64
13 (T) 12 32 28 42
17 (L) 11 35 26 61
17 (T) 13 37 29 43
23 (L) 10 31 26 66
23 (T) 11 28 28 41
24 (T) 13 32 30 46
25 (T) 12 32 29 43
26 (T) 13 33 29 44
29 (T) 13 36 28 61
32 (L) 13 34 28 60

Table D-2. Information about GPS L1 C/A data collections. In blue are highlighted results obtained
from CNES measurements.
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Appendix E. Features of tested filters

To take into account the diversity of filters that can be implemented on civil aviation users, four filters
are used in this Ph.D.:

- Filterl: 6™-order Butterworth.
- Filter2: resonator filter type with a constant group delay equal to zero.

- Filter3:resonatorfiltertype with aconcave group delay and a 150 ns differential group delay.
- Filter4: 6™-order Butterworth for the amplitude and the smallest order Butterworth filter
leading to a differential group delay higher than 150 ns for the phase.

This appendix illustrates the amplitude, the phase and the differential group delay of each filter
considering a 24 MHz bandwidth (double-sided).

On Figure E-1 are presented characteristics of Filterl: 6"-order Butterworth (24 MHz double-sided).
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Figure E-1. Amplitude, phase and differential group delay of the 6"-ordre Butterworth filter used in
simulations.
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OnFigure E-2 are presented characteristics of Filter2: resonator filter type with a constant group delay

equal to zero (24 MHz double-sided).
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Figure E-2. Amplitude, phase and differential group delay of resonator filter type with a constant

On Figure E-3are presented characteristics of Filter3: resonatorfilter type witha concave group delay
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On Figure E-4are presentedcharacteristics of Filter4: 6™-order Butterworth for the amplitude and the
smallest order Butterworth filter leading to a differential group delay higherthan 150 ns forthe phase
(24 MHz double-sided).

Amplitude (dB)

Amplitude

10

Phase (°)

hase differential group dela
200 p 200““%:"")”y
1560
100 - Q
w
£
50 T
L8]
e
Q.
0 8
(o]
°
-50 k=
ol
D
L £
-100 =
-150

e S S S
0 3 6 9 121518212427 30
Frequency (MHz)

e T S S 5O
0 3 6 9 12151821242730 0 3 6 9 121518212427 30
Frequency (MHz) Frequency (MHz)

Figure E-4. Amplitude, phase and differential group delay of a 6"-order Butterworth filter for the
amplitude and the smallest order Butterworth filter leading to a differential group delay higher than

150 ns for the phase used in simulations.

On Figure E-5is shown the chip distortioninduced by the fourfilters. This distortioncan be interpreted
as the impulse response of the filter.
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Figure E-5. Chip distortion induces by the four different filters.
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Appendix F. Distortions to test on the
proposed TMs

A strategy is exposed in section 6.4.3 to assess how many more distortions have to be tested on
proposed TMs than on the ICAO TM defined for GPS L1 C/A.

A parameter A, 4is¢ Was introduced and is representative of the tracking error difference observed
between two consecutive tested distortions. The concept to define an appropriate o spacing between
two consecutive distortions is to consider that only low enough A, 4;5+ values are tolerable.
Aerr aist obtained with areference sampling of the GPS L1 C/A current TS was estimated equalto2.8

m. Thisisthe approximate limit that has to be reached in the worst case when samplingthe TS for the
different studied signals.

Insection 6.4.3, the conceptis appliedto estimatethe number of distortions to test on the Galileo EIC

TM-B areal. In this appendix, the same reasoningis applied on area 2 of the Galileo E1C TM-B and to
other signals.

F.1 Number of testson area 1 for Galileo E5a, GPS L5 and GPS L1 C/A

First the number of distortionsto test on area 1 for Galileo E5a and GPS L5 signals is assessed. Then
the number of distortions to test on area 1 of GPS L1 C/A signals is assessed.

F.1.1 Galileo E5a and GPSL5 area 1

The same principleason Galileo E1Carea1can be applied on Galileo E5a and GPS L5 signals. However,
with these signals, it is not necessary to define different zones. One of the consequencesis that less
tests have to be performed.

The proposed grid presentedin Figure F-1 contains 119 distortions. This grid has been created using
the following parameters: f; = 3:1: 19 MHz and 0 = 0.05: 4: 24 Mnepers/s.
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Tested distortions: 119
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Figure F-1. Example of TS grid (Galileo E5a and GPS L5, area 1 of the proposed TM).

Associated Ay gis¢ are presented in Figure F-2:

Tracking error derivative, Galileo E5a, - no filtering
T T T T

-
(¥)]

0.5

Tracking error derivative (meters)

0 |
2.025 6.025 10.025 14.025 18.025 22.025

sigma (Mnepers/s)

Figure F-2. A, g4ise associated to the selected TS grid (Galileo E5a and GPS L5, areal of the proposed
™).

For the grid proposed on Figure F-1, the maximum value of A,.. ;. (equal to 1.8 m) has the same
orderof magnitude (andis evensmaller) asinthe GPS L1 C/AICAO TM case (see Figure F-2). It entails
that the number of simulations to cover Galileo E5a and GPS L5 area 1 is approximatively the same (=
119/126) as the number of simulations necessary to coverthe GPS L1C/A ICAO TMwith an equivalent
resolution.

F.1.2 GPSL1C/A areal

The same principle can be applied on GPS L1 C/A signal.
The area 1 can be decomposed in four tested zones resulting in 1040 different distortions:

- Zone 1 to study low f;. The grid consists of f; = 1:1: 4 MHz and ¢ = 1:0.2: 28 Mnepers/s.
This zone is included in the red square on Figure F-3.
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- Zone2to studylow o. The grid consistsof f; = 3:1: 19 MHz and o = 0.05: 0.2: 1 Mnepers/s.
Itis noticeable thatdistortions with o lowerthan 0.05 Mnepers/s cannot be studied without
increasing dramatically the number of tests. Thisis why the lowerbound of 0.05 Mnepers/s is
set. This zone is included in the green square on Figure F-3.

- Zone 3 to study low o and f;. The grid consists of f; =1:1:3MHz and o =
0.05: 0.025:1 Mnepers/s. This zone is included in the orange square on Figure F-3.

- Zone 4 to study the rest of the TS. The grid consists of f; =4:1:19 MHz and o =
1:1:28 Mnepers/s. This zone is included in the blue square on Figure F-3.

Tested distortions: 1040

28% * * * * * * * * * * * * * * *
* * * * * * * * * * * * * *
26 ¢ Zbne 1 * ane‘i * * * * * * * * * * * *
* * * * * * * * * * * * * * *
24 ¥ * * * * * * * * * * * * * * *
* * * * * * * * * * * * * * *
22% * * * * * * * * * * * * * * *
* * * * * * * * * * * * * * *
20% * * * * * * * * * * * * * * *
* * * * * * * * * * * * * * *
—18% * * * * * * * * * * * * * * *
‘g * * * * * * * * * * * * * * *
516— * * #* * * * * #* * * * * * * #*
% * * #* #* #* * * #* #* #* * #* * * *
':14 * * * * * * * * * * * * * * #*
g * * * * * * * * * * * * * * *
212- * * * * * * * * * * * * * * *
o * * * * * * * * * * * * * * *
» 10% * * #* #* #* * * #* #* #* * #* * * *
* * * * * * * * * * * * * * *
8 & * * * * * * * * * * * * * * *
* * * * * * * * * * * * * * *
6 i * * * * * * * * * * * * * * *
* * * * * * * * * * * * * * *
4 F * * * * * * * * * * * * * * *
* * * * * * * * * * * * * * *
2 % E * #* #* #* E * #* #* #* * #* * * *
i F % % OB B O® OE R B R R B OB

6 7 8 9

—_
o
-
—_
-
N
-
w
-
f
-
(4)]
—_
(o))
-
~
-
(o]
-
(]

Figure F-3. Example of TSs grid (GPS L1 C/A, area 1 of the proposed TM).

Aerr gist estimated for zone 1, zone 2 and zone 3 are presented in Figure F-4 (no filter is applied at
receiver level). Results for zone 4 are not presented because from Figure 6-24, it was seen that with
the selected grid on zone 4, the highest A, 4i5: value is equal to 2.8 m.
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Figure F-4. A, g4is¢ associated to the selected TS grid for GPS L1 C/A area 1. On the left it
corresponds to zone 1, on the middle to zone 2 and on the right to zone 3.
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For the grid proposed on Figure F-3, the maximum value of A, 4 (equal to 3.1 m) has the same
order of magnitude as inthe GPS L1 C/A ICAOTM case (see Figure F-4). It entails that the number of

simulations to cover GPS L1 C/A area 1 has to be multiplied by 8.3 (= 1040/126) compared to the
number of simulations necessary to cover the GPS L1 C/A ICAO TM with the same resolution.

F.2 Number of testson area 2

Distortionsin the area 2 of the TS must also be tested. The same strategyas the strategy used to define
the number of distortions to test on area 1 is applied in this section to estimate the number of
distortions to test on area 2 for Galileo E1C, Galileo E5a, GPS L5 and GPS L1 C/A signals.

F.2.1 Galileo E1C area 2

Inthe Galileo E1Carea 2, with the same mesh asinzone3ofareal (f, = 3:1:19 MHz and a/(fg)? =

0.07: 1: 5 Mnepers/MHz/MHz/s), A,,. 4: are higher for high frequencies because a lot of o values
are omittedinthe a/(f;)? representa_tion. Thisiswhy itis necessarytoreduce the meshin area 2 to
reach the same resolution as on area 1. Regarding the Galileo E1C signal, it is decided to use a mesh
twenty times thinner on the y-axis for area 2 as illustratedin Figure F-5 and Figure F-6. Figure F-5
corresponds to the TS grid in the o/(f;)? representation whereas Figure F-6 is given in the o
representation.

tested distortions: 1683

g8 L L
T *

sigma/fdifd (Mnepers/MHz/MHz/s)
T

3 4 5 6 7 8 g 10 1 12 13 14 15 16 17 18 19

Fd (MHz)
Figure F-5. Example of a TS grid in the # representation (Galileo E1C, area2 of the proposed TM).
d
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tested distortions: 1683
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Figure F-6. Example of a TS grid in the o representation (Galileo E1C, area2 of the proposed TM).

A¢yr gise 1S given Figure F-7 for this proposed grid. Different curves correspond to the seventeen

tested f, (from 3 MHz to 19 MHz). The x-axis gives the o/(f4)? mean value of the two consecutive

o/(fa)? tested values (at fixed fy) at the origin of the A, 4, computation.
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Figure F-7. A, 4is¢ associated to the TS grid from Figure F-6 (Galileo E1C, area2 of the proposed

™).

From Figure F-7, it can be seen that with a thinner mesh (o/(f;)? = 0.07:0.05:5

Mnepers/MHz/MHz/s), the maximum value of A

err aist (€qual to 2.4 m) has the same order of

magnitude asinthe GPSL1 C/AICAOTM case. It means that an equivalent resolution is obtainedif the
number of tested distortions in area 2 is multiplied by 13.4 (= 1683 /126) compared to the number
of tests necessary to cover the current ICAO TM.

267



Appendix F. Distortions to test on the proposed TMs

F.2.2 Galileo E5a and GPS L5 area 2

The same concept can be applied on Galileo E5a and GPS LS. Figure F-8represents A, ;. valuesfor
f4 =4:1:19 MHz. Ateach f  value correspondsone curve. Itis decided to use amesh fifteen times
thinner in ordinate than forarea 1 (o/(f;)? = 0.06:0.075: 3.5 Mnepers/MHz/MHz/s).

3 Tracking error derivative, Galileo E5a, area2 - no filtering
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0.135 0.51 0.885 1.26 1.635 2.01 2.385 2.76 3.135
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Figure F-8. A,y 4is¢ values (Galileo E5a and GPS L5, area2 of the proposed TM).

Asobserved for Galileo E1C, forthis grid, themaximumvalueof A,,.. 4 (equalto 2.6m) has the same
order of magnitude as in the GPS L1 C/A ICAO TM case. It means that an equivalent resolution is
obtained if the number of tested distortions in Galileo E5a and GPS L5 area 2 is multiplied by 6.7 (=
840/126) compared to the number of tests necessary to cover the current ICAO TM.

F.2.3 GPSL1C/A area?2

The same concept can be applied on GPS L1 C/A. Figure F-9 represents A, 4, values forf , =
4:1:19 MHz. At each f , value corresponds one curve. It is decided to use a mesh ten times thinner
on the y-axis than for zone 4 of area 1 (¢ /(f;)? = 0.07: 0.1: 1.8 Mnepers/MHz/MHz/s).

For the proposed grid on area 2, the maximumvalue of A ¢ (equal to 2.8 m) has the same order

err_dis
of magnitude asinthe GPSL1C/AICAO TMcase (see Figure F-9). It means that an equivalent resolution
is obtained if the number of tested distortionsin GPS L1 C/Aarea 2 is multiplied by 2.7 (= 342/126)

compared to the number of tests necessary to cover the current ICAO TM.
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Tracking error derivative, GPS L1 C/A, - no filtering
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Figure F-9. A, gis¢ values (GPS L1 C/A, area2 of the proposed TM).

F.3 Conclusion about the number of distortions to test

To conclude, it has been seen in this section that longer simulations are required to cover the wide
proposed TSs. However, to obtain approximatively the resolutionwith which the TS is examined in the
GPS L1 C/A ICAO TM case, the number of simulations can be limited to:

- 13.4 48 = 21.4 times the number of simulations compared to the current ICAO TM for

Galileo E1C.

- 6.7+ 1=7.7 timesthe numberof simulations comparedtothe ICAO current TM for Galileo
E5a.

- 8.3 4 2.7 = 11 timesthe number of simulations compared to the ICAO current TM for GPS L1
C/A.

These three values are reasonable considering GNSS signal distortions context.
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Appendix G. Properties of TM-B distortions
at o/f; and o/(f;)* constant

In this appendix, twoimportant properties of analog signal distortions are described. More precisely,
two ratios defined from TM-B parameters have interesting propreties:

- o/f4 ratio defines the amplitude of the first peak overshoot caused by a distortion in the
signal domain,
- 0 /(fy)? ratio defines the global shape of the correlation function.

The property of the secondratio is of primary interest because it can permitto reduce the number of
distortions to test. Indeed, instead of testing all values of o and f; which lead to the same a/(f;)?
ratio and the same distorted correlation function,only onevalue of ¢ and f,; can be tested to take into
account this distorted correlation function.

G.1 a/f, ratio

o/f4 value defines the signal distortion first peak overshoot.

Figure G-1 shows the signal amplitude after a transition applying a TM-B distortion. Different plots
correspond to different f; (from 4 MHz to 17 MHz with a 1 MHz increment). In this case, o/f; =
2.4 nepers/Hz. Itis visible that the maximum amplitude is the same for all f; and is equal to 27 % of
the chip amplitude.

signal amplitude after a transition for different frequencies (4:1:17MHz) for sigma/fd=2.4
1.4

1.2

o
©

o
[

signal amplitude

o
o~

o2

I
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
time (Tc)

Figure G-1. Signal shape for different f; but the same o/ f;. GPS L1 C/A.
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Figure G-2 shows the average distortion first peak overshoot in % (left) and the standard deviation

associated to this mean (right) for different a/f, ratios.

mean amplitude of the first peak

02

first peak signal amplitude mean among several frequencies function of sigmarfd
T T : T T T

standard deviation

first peak signal amplitude standard deviation among several frequencies function of sigmasfd
T T T T T T

5
ratio sigma/fd

. L | | |
1 2 3 4 5 3 7 8 9 10
ratio sigma/fd

Figure G-2. Average distortion first peak overshoot in % (left) and standard deviation associated to
the average (right) function of a/f4. GPS L1 C/A.

For o/f; < 5nepers/Hz, the overshoot of the first peakis not dependent on f; but only on the ratio.
For higher ratios, some f; do not reach the chip amplitude, this is why the standard deviation
increases. These results also highlight that from a certain ratio value, the distortion is strongly
attenuated.

It appears that the first signal peak overshoot equal to 27 % of the chip amplitude is obtained for:

- 0/f4 = 3 nepers/Hz for Galileo E1C. For this ratio, the first peak amplitude is equal to
1.48 - 1.23 = 0.25 (1.23 is the high crenel sub-chip amplitude in the nominal case) as

illustrated in Figure G-3.

signal amplitude after a transition for different frequencies (4:1:17MHz) for sigma/fd=3

signal amplitude

0.1 0.2 0.3

04 0.5

time (Tc)

Figure G-3. Signal shape for different f, but the same a/f; = 3 nepers/Hz. Galileo E1C.

- 0/fg = 2.4 nepers/HzforGalileo E5a (as expected). Forthisratio, the first peak overshootis
equalto 1.27- 1 = 0.27 asillustrated in Figure G-4.
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signal amplitude after a transition for different frequencies (4:1:17MHz) for sigma/fd=2.4
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Figure G-4. Signal shape for different f; but the same a/f; = 2.4 nepers/Hz. Galileo E5a.

G.2 a/(fy)? ratio

Figure G-5 illustrates signal (left) and correlation function (right) distortions for o/(f;)?> =1
nepers/s/Hz/MHz and different f; values. On the left, f; are tested considering values of f; from1
MHz to 20 MHz with a 1 MHz increment. On the right, only four values of f; are tested (1 MHz in
green, 6 MHz in pink, 11 MHz in light blue and 16 MHz in red).

signal ampiitude afler a transition for different frequencies (1:1:20MHz) for sigma/(fd"fd)=1 Comatation function for clferant rsquencies (1:5:16MEz) for sigma/{kd=1

fd=1MHz

fd=6MHz

fd=11MHz
—fd=16MHz
—Ideal correlation function

signal ampiitude

0 0.1 02 03 0.4 05 06 07 08 09 1 ] 08 06 04 02 0 02 0.4 06 08 1
time (Tc) Detay (Tc)

Figure G-5. Signals (left) and correlation functions (right) for several f; but the same o/(f;)? =1
nepers/s/Hz/MHz. GPS L1 C/A signal.

Figure G-6 illustrates signal (left) and correlation function (right) distortions for o/(f;)?> =3
nepers/s/Hz/MHz and different f; values. Same colors as on Figure G-5 are used.
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signal amplitude after a transition for different frequencies (1:1:20MHz) for sigmal(fd*fd)=3
Corelation function for different frequencies (1:5:16MHz) for sigmal{fd*fd)=3

12+ fd=1MHz
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fd=16MHz
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05
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Figure G-6. Signals (left) and correlation functions (right) for several f; but the same a/(f3)? = 3
nepers/s/Hz/MHz. GPS L1 C/A signal.

Two conclusions are deduced from Figure G-5 and Figure G-6:

- 0 /(f4)? represents the general shape of the correlation function exceptedfor low fy. It is

noteworthy that for o /(f;)? = 3 nepers/s/Hz/MHz, all correlation functions, affected by 6
MHz to 16 MHz f;, have the same shape.

- Even correlation functions affected by highly attenuated distortions can lead to threatening
trackingerror. For 0 /(f;)? = 3 nepers/s/Hz/MHz, apart from the 1 MHz signal distortion, the
chip amplitude is not reached at the end of the chip. This phenomenon grows when the ratio

o/(f;)? increases. The consequence on the correlation function is that the peak is totally
rounded and an asymmetry is visible.

Galileo E1C (left) and GalileoE5a (right) distorted correlation functions are presented in Figure G-7 for

o/(fz)? = 1 nepers/s/Hz/MHz and for different f; (1 MHz in green, 6 MHz in pink, 11 MHz in light
blue and 16 MHz in red).

Correlation function for different fr ies (1:5:16MHz) for sigma/(fd*fd)=1 Correlation function for different frequencies (1:5:16MHz) for sigma/(fd*fd)=1
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Figure G-7. Correlation function distortions for several f; (1: 5: 16 MHz) but the same o /(f;)? = 1
nepers/s/Hz/MHz. Galileo E1C on the right and Galileo E5a on the left.

The same phenomenon appears on new signals (from a certain f;, the correlation function shape is
only dependent on a/(f;)?). It is noticeable that highly attenuated signals distortions for new
modulations are also fully visible and the asymmetry is stronger when a/(f;)? is higher. The
consequence is that the tracking bias entailed by these distortions is more important. This

phenomenonis illustratedin Figure G-8 for a Galileo E1C signal. The plot is also shown in section
6.4.1.2.
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Galileo E1C differential tracking error

6

=)

IS

]

—_

Sigma/fd/fd (nepers/s/Hz/MHz)
W

(=]

Figure G-8. Differential tracking error on a Galileo E1C signal in the o /(f;)?representation.

Anotherimportant observationisthat froma certain f, fora given a/(f;)? = cst, the tracking error
is constant. If these results are visible, thisis due to the fact that the correlation function distortion is
constant for distortions satisfying /(f;)? = cst. The saturation phenomenon illustrated by Figure
G-8 is visible from the o/(f;)? representation when the tracking error is independent from the
frequency. This remark could simplify alot the study of highly attenuated signal distortions: instead of
considering all distortion parameters, it is possible to take into account only the first parameters set
(f4 and o) leading to a particular distortion. These limit parameters sets can be approximatively
considered on the red dashed line.

In the o /(f;)? representation, it seems possible to include in the TM only distortions below the red
dashed curve and the red dotted line (20 m limit). This would allow to reduce considerably the TM.
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Modeling and monitoring of new GNSS signal distortions in the context of civil aviation

GNSS is used nowadays in various fields for navigation and positioning including safety -of-life
applications. Among these applications is civil aviation that requires a very high quality of service for
the mostdemandingphasesof flightinterms of integrity, accuracy, availability and continuity. To meet
these requirements any source of potential service degradations has to be accounted for. One such
example is GNSS signal distortions due to the satellite payload which can manifest in two ways:
nominal distortions that are generated by healthy satellites due to payload imperfections and non-
nominal distortionsthat are triggered by a satellite payload failure. The thesis firstlooksat the nominal
distortions through GPS L1C/A and Galileo E1Csignals. Different types of observations are used based
on correlation or chip domain visualization, and using high-gain and omnidirectional antennas. After
the observation of nominal distortions, the dissertation investigates the non-nominal distortions due
to the payload failure. Supported by the groundwork performed by civil aviation on signal distortion
forthe GPSL1 C/Asignal, this dissertation aims at proposing newdistortions modelsassociated to the
new GPS and Galileo signals that will be used by civil aviation after 2020. In particular, new TMs for
new signals (GPS L5, Galileo E5a and Galileo E1C) are proposed. Finally, inthis dissertationis builtan
appropriate monitor, referredtoas SQM that is able to detect any distortion from the proposed TMs
(fornewsignals)that could lead to a position integrity failure. Regarding GPS L1 C/A signal monitoring,
such SQMis today implemented in GNSS augmentation systems including GBAS and SBAS. The current
monitors are based on the analysis of the correlation function.

Keywords: GNSS, signal processing, signal distortions, signal quality monitoring.

Modélisation et surveillance des distorsions pour les nouveaux signaux GNSS dans le contexte de
I’aviation civil

Le GNSS est actuellement présent dans de nombreux domaines et permet le positionnement et la
navigation. Parmi ces domaines, |I’aviation civile abesoin d’une qualité de service élevée, notamment
pendantles phasesdevol les plusexigeantesentermes d’intégrité, de précision, de disponibilité et de
continuité. Afin de satisfaire ces exigences, toutes les sources de dégradations potentielles du service
doivent étre prises en compte. Les distorsions des signaux GNSS générées par la charge utile du
satellite sontun exemple de probléme qui doit étre prisen compte parl’aviation civile. Elles peuvent
se manifester de deux manieres différentes: les distorsions nominales générées par les satellites en
fonctionnement normaletles distorsions non nominales générées lors d’'une panne de la charge utile.
Tout d’abord, cette these aborde le probleme des déformations nominales affectant les signaux GPS
L1 C/A et Galileo E1C. Différentes observations sont réalisées a partirde la visualisation de lafonction
de corrélation ou du signal et par l’'utilisation d’antennes a haut gain et d’une antenne
omnidirectionnelle. Apres I’observation des distorsions nominales, cette thése aborde le sujet des
distorsions non nominales du signal. En utilisant les travaux réalisés dans le passé par |’aviation civile
dansle cadre dusignal GPSL1C/A, le but est de proposer de nouveaux modeéles de distorsionsassociés
aux nouveaux signaux GPS et Galileo qui vont étre utilisés parl’aviation civile aprés 2020. Dans cette
optique, de nouveauxmodéles de menace (appelés TMs) pour les nouveauxsignaux (GPS L5 et Galileo
E5a et E1C) sont proposés. La derniére étape de cette thése se focalise sur I’étude d’une technique
capable de protéger un utilisateur de I’aviation civile contre les TMs proposés pour les nouveaux
signaux. Cette technique appelée SQMest aujourd’huiimplémentée dans les systemes GBAS et SBAS
pour détecter les distorsions de la fonction de corrélation dans le cadre des signaux GPS L1 C/A.

Mots-clés: GNSS, traitement du signal, distorsions du signal, détection de distorsions.



