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Chapter | INTRODUCTION

1. Hippocampus and memory

1.1 Hippocampal neuroanatomy

1.1.1 Different types of neurons in the hippocampus

The hippocampal formation is a brain region critical for spatial navigation, learning and
memory (Squire, 1992). It consists of three parts: the hippocampus proper, the dentate
gyrus (DG) and the subiculum. Closely related to the DG, the hippocampus is a cortical
structure of the medial temporal lobe that is symmetrically present in both hemispheres of
mammalians brains. Based on cytoarchitecture, connectivity, physiological properties and
genes expression profile, it is further subdivided into three subfields (Lorente de No, 1934;
Kjonigsen et al., 2011; Lein et al., 2005; Woodhams et al., 1993; Zhao et al., 2001): Cornu

Ammonis 1 (CA1), Cornu Ammonis 2 (CA2) and Cornu Ammonis 3 (CA3; Figure 1.1).

Dentate Gyrus

Figure 1.1: The different hippocampal subfields in a transversale hippocampal slice. Drawing of
Golgi-Cox stain illustrating the cytoarchitectural differences between the principal neurons in area
CA1, CA2, CA3, the DG and the subiculum. Adapted from Ramon y Cajal, Histologie du System

Nerveux de I'Homme et des Vertébrées ,1911.
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Hippocampal neurons are divided into two major populations of cells: the pyramidal
and the non-pyramidal neurons. The pyramidal neurons (PNs) are the principal neurons in
hippocampus and they cover almost 90% of total hippocampal neurons (Traub and Miles,
1991). They are oriented in a particular way that gives rise to the remarkable laminar
structure of the hippocampus (Figure 1.1). Their cell bodies are arranged in sharply defined
layer of three to six cells deep: the pyramidal cell layer also called stratum pyramidale (SP).
Dendritic trees extend from both apical and basal sides of the pyramids cell bodies,
perpendicularly to SP. The basal dendrites of the principal neurons are located in the
stratum oriens (SO), the next layer deep to SP. Longer than the basal dendrites, the apical
dendrites extend from the apex of PN cell body and traverse successively the stratum
lucidum (SL), the stratum radiatum (SR) and the stratum lacunosum-moleculare (SLM)
toward the DG (Figure 1.1). SL, only present in the CA3 region, contains the DG granule cell
axons called the mossy fibers (MF) which make synapse onto the CA3 PNs thorny
excrescences. The thorny excrescences are complex branched spines connected by a single
mossy fiber bouton (Hamlyn, 1962), which are located on the proximal dendrites of CA3 PNs.
In CA1l, it has been reported that a population of pyramidal cells is located in SR (Gulyas et
al., 1998; Maccaferri and McBain, 1996), or at the border with SLM. In contrast to the CA1
PNs located in SP, these cells project uniquely to the accessory olfactory bulb (van Groen and
Wyss, 1990) and they may have local axon collaterals also within SR, in addition to SO.
Besides for this population of cells, somatas of PNs are located in SP while cell bodies of

interneurons are present in SP, but also in the other strata of the hippocampus.

In contrast to the relative uniformity of hippocampal PNs, high level of heterogeneity
characterizes interneurons. Interneurons represent one of the most diverse populations in

the mammalian brain in terms of morphology, connectivity and physiological properties
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(Ascoli et al., 2009). For instance, there are at least 16 classes of interneuron in the
hippocampal CA1 area (Somogyi and Klausberger, 2005) (Figure 1.2) against three types of
pyramidal cell in the whole hippocampus. Because of the lack of a better unifying criterion,
interneurons could be defined as « non-pyramidal neurons » in the hippocampus. They have
traditionally been considered as inhibitory neurons with short axons that exert a local
control of excitability. However, this definition presents some limits. First, it have been
described that there exist long axonal projections from interneurons to extra-hippocampal
areas (Freund and Buzsaki, 1996). For instance, the hippocampo-septal cells, which express
somatostatin (SOM) (Jinno and Kosaka, 2002; Zappone and Sloviter, 2001), target the medial
septum (Alonso and Kohler, 1982). Furthermore, the subiculum and the retrosplenial cortex,
have also been demonstrated to receive long-range interneurons projection from the
hippocampus (Jinno and Kosaka, 2002; Losonczy et al., 2002; Miyashita and Rockland, 2007;
Van Groen and Wyss, 2003). Second, although most hippocampal interneurons release GABA
as primary neurotransmitter (Freund and Buzsaki, 1996), GABA transmission is not
necessarily inhibitory. For instance, in early developmental stage (Rivera et al., 1999),
activation of GABA, receptors results in depolarization of the postsynaptic cell. Even when
GABA, is hyperpolarising, interneurons can disinhibit pyramidal cells by targeting other

interneurons that inhibit these PNs.
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Figure 1.2: Interneuron diversity. Diagrammatic representation of the different subtypes of CA1

hippocampal interneurons. Specific glutamatergic inputs from CA3 (green), entorhinal cortex (red),
thalamus (white) and amygdala (yellow) are indicated on the left. Several interneurons (orange)
innervate pyramidal cells (blue triangle) while other interneurons target mainly or exclusively other
interneurons (pink). Interneuron axons are shown in light green and the main termination zone of
GABAergic synapses are represented by yellow triangles. Abbreviations: CB, calbindin; CR, calretinin;
LM-PP, lacunosum-moleculare—perforant path; LM-R-PP; lacunosum-moleculare—radiatum—perforant
path; m2, muscarinic receptor type 2; NPY, neuropeptide tyrosine; PV, parvalbumin; SM,
somatostatin; VGLUT3, vesicular glutamate transporter 3. (Reproduced from Somogyi and
Klausberger, 2005.

Interneurons are found both in the principal cell layers and other strata of the
hippocampus (Figure 1.2). Depending on their somatic location in a layer, the termination
sites of their axon from initial segment to the most distal dendrites of pyramidal cells target,
their firing properties and their neurochemical content, several types of interneurons could

be distinguished. For instance, cell bodies of axo-axonic cells, basket cells and bistratified
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cells are present in SP. Axo-axonic cells also called Chandelier cells provide GABAergic
synapses exclusively to the axon initial segments of PNs (Buhl et al., 1994; Li et al., 1992;
Martinez et al., 1996; Somogyi et al., 1983) and their dendrites are located in SLM, SR and
SO. Basket cells target the somata and proximal dendrites of PNs as well as other
interneurons and they also form autapses (Cobb et al., 1997; Harris et al., 1985; Nunzi et al.,
1985; Pawelzik et al., 2003). With axonal arbour in SO and SR, bistratified cells innervate PNs
and interneurons including basket cells (Halasy et al.,, 1996; Pawelzik et al., 2003).
Interneuron specific cell that have been reported to innervate mainly or exclusively other
interneurons (Freund and Buzsaki, 1996; Gulyas et al., 2003) could have their somatas in SP
(Acsady et al., 1996a; 1996b). Cell bodies of OLM cells are located in SO. Already described
as “celula de cilindro-eje ascendente” by Ramon y Cajal (undefined author, 1893), these
interneurons have horizontal dendrites in SO and their axon mostly distributed in SLM
(McBain et al., 1994). They innervate the distal dendrites of PNs (Maccaferri et al., 2000) as

well as other interneurons (Katona et al., 1999).

The mapping of axonal arbors to specific domains across the dendritic trees of their
targets has helped for the understanding of the function of the different interneuron
subtypes (Buhl et al., 1994; Miles et al., 1996). In addition to these morphological
distinctions, interneurons could be distinguished depending on their contents in molecular
marker, such as the calcium binding proteins calbindin, calretinin, parvalbumin (PV) or the
neuropeptide cholecystokinin (CCK), the neuroactive peptide somatostatin (SOM), the
vasoactive intestinal polypeptide (VIP) and the neuropeptide Y (NPY). For instance bistrafied
cells and axo-axonic cells are immunopositive for PV. Basket cells are split into two
populations: a PV-immunopositive class and a CCK-immunopositive population. These two

basket cell types have distinct properties including differential connectivity and expression
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patterns for receptors, transmitters, and modulators (Freund, 2003) correlated with a
functional dichotomy. For instance, PV basket terminals express P/Q-type Ca?* channels
(Hefft and Jonas, 2005) while terminals of CCK cells express N-type Ca* channels. It has been
shown that cannabinoid receptors 1 (CB;) densely cover CCK-positive axon terminals but are
completely absent from PV cells and most other interneurons. These receptors are known to
convey the psychoactive effects of the biologically active compound of marijuana (A°-THC)
and of endogeneous canabinoids and they mediate synaptic plasticity via a modulation of
GABA release (Chevaleyre and Castillo, 2003; Freund, 2003; Wilson and Nicoll, 2002). This
classification of interneurons based on neurochemical has permitted the genetic
manipulation of specific class of interneurons. Despite their difference in morphological or
neurochemical properties, the interneurons have strikingly similar characteristic at the
ultrastructural level not found in pyramidal or granule cells but shared by GABAergic
inhibitory neurons in the cerebral cortex (Parnavelas et al., 1977; Peters et al., 1982; Ribak et

al., 1978; Szentagothai, 1975).

Neurons are interconnected with one another to form circuits through which
information is propagated. Consequently, it is important to study hippocampal neuronal
networks to understand how the hippocampus functions and how information is processed

through this cortical structure.

1.1.2 Excitatory circuits in the hippocampus
The different hippocampal areas receive several glutamatergic, GABAergic and

neuromodulatory afferents, originating from both extrinsic and intrinsic nature.
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Glutamatergic inputs originating mainly from the entorhinal cortex (EC), dentate
gyrus (DG), submamillary, thalamic nucleus reunions, ipsilateral and contralateral
hippocampus, show a high degree of laminar specificity. Commissural/associational
glutamatergic inputs are present in SO and SR and they target both non-pyramidal neurons
(Frotscher and Zimmer, 1983) and PNs on their proximal apical and basal dendrites
(Andersen et al.,, 1966; Buzsaki and Eidelberg, 1982; Gottlieb and Cowan, 1972). For
instance, a single CA3 PN can project both ipsi- and contralaterally (Swanson et al., 1980),
giving rise to associational and commissural projections respectively (Hjorth-Simonsen,
1973; Laurberg and Sgrensen, 1981; Swanson et al., 1978). On the other hand, EC fibers are
mostly present in SLM and they target the distal apical dendrites of PNs in the three CA
regions of the hippocampus (Ruth et al., 1982; 1988; Schwartz and Coleman, 1981; Steward

and Scoville, 1976).

In contrast to the glutamatergic afferences, the GABAergic septal projections provide
synaptic connection specifically onto defined subtypes of neurons (Freund and Buzsaki,
1996) with no laminar innervation pattern (Freund and Antal, 1988). It has been shown that
they target specifically non-pyramidal neurons such as PV, CCK, somatostatin, calbindin and

calretinin immunopositive interneurons (Freund and Buzsaki, 1996).

Several neuromodulatory inputs do not show target or laminar specificity while other
neuromodulatory afferences preferentially innervate subtypes of neurons in the
hippocampus. For instance, cholinergic projection from the septum and serotoninergic
inputs from the raphe target both PNs and interneurons, in all hippocampal layers (Andersen
et al., 2007). In contrast, although they do not preferentially innervate a subtype of neurons,

noradrenergic fibers coming from the locus coerulus show preferential innervations of the
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DG and SL in CA3 area (Ishida et al., 2000; Samson et al., 1990; Swanson and Hartman,

1975).

The study of cortico-hippocampal circuits has rapidly emerged as essential to
understand how information travels within the hippocampus and to understand the
mechanisms of hippocampal function. To explain the function of the hippocampus in
memory, studies have focused on a single cortico-hippocampal circuit: the classical
trisynaptic loop (Figure 1.3). Andersen and colleagues introduced the term “trisynaptic
circuit” in 1971 to describe a unidirectional circuit in the hippocampus (Andersen et al.,
1971). As its name suggests, this circuit involves three excitatory synapses in our structure of
interest. EC neurons make synapses onto the DG granule cells via the perforant path (Ramon
y Cajal, 1893) (PP). Then, the DG granule cells send their axons (the mossy fiber; MF) to the
CA3 PNs which in turn project to CA1 PNs via the SC. Finally, the CA1 PNs project into the

deep layers of the entorhinal cortex (Naber et al.,, 2001) directly or indirectly via the

subiculum.
A.Trisynaptic Circuit: B. Monosynaptic Circuit: C. Disynaptic Circuit:
EC-DG-CA3-CA1 EC-CA1 EC-CA2-CA1
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Figure 1.3: The different cortico-hippocampal excitatory circuits. Diagrammatic representations of
the hippocampus illustrating the EC-DG-CA3-CA1 trisynaptic (A), the EC-CA1 monosynaptic and the
EC-CA2-CA1 disynaptic circuits.
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Studies in which the CA3-CA1l transmission was abolished either by the selective
expression of tetanus neurotoxin (TeNT) in CA3 PNs using transgenic mice (Nakashiba et al.,
2008) or by knife cut in rats (Brun et al.,, 2002), have shown that key elements of the
hippocampus-dependent spatial memory does not require a CA3-CAl intact synaptic
transmission. The authors of both studies suggested a role of the monosynaptic loop EC-CA1
to explain the residual hippocampus-dependent memory observed when the CA3-CAl
transmission is abolished. Bypassing the DG and the CA3 area, EC fibers provide
monosynaptic excitatory synapses onto CA1 PNs (Yeckel and Berger, 1990), which will then
project to the EC deep layers, forming a monosynaptic EC-CA1 loop. However, it has been
shown that the CA1 PNs are weakly excited by these cortical afferents. Indeed, EC axons
target the distal dendrites of CA1 PNs and thus the postsynaptic responses are attenuated
along the dendritic cable (Golding et al., 2005; Spruston, 2008). In addition, EC axons also
recruit a large feedforward inhibition (FFI) onto CA1 PNs, further dampening the EPSP. It is
therefore difficult to explain the hippocampus-dependent spatial memory elements that are
independent of the trisynaptic circuit only by the loop EC-CA1 which is rather associated
with a modulatory role (Dudman et al.,, 2007; Golding et al., 2002; Judge and Hasselmo,
2004; Levy et al., 1998; Remondes and Schuman, 2002; Takahashi and Magee, 2009). This
has led to investigate other ways of information flow to explain the hippocampus-dependent

spatial memory that persist when the CA3-CA1 connection is abolished.

A relatively recent study has highlighted the existence of a disynaptic loop including
the CA2 region (Chevaleyre and Siegelbaum, 2010). CA1 and CA2 PNs, both receive EC inputs
onto their distal dendrites and SC inputs onto their proximal dendrites. In contrast to CA1
PNs, EC inputs provide a powerful excitation of CA2 PNs (Chevaleyre and Siegelbaum, 2010;

Piskorowski and Chevaleyre, 2013) and SC fibers depolarize very weakly CA2 PNs while they
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provide a strong excitation of CA1 PNs (Figure 1.4). In addition to the powerful EC-CA2
monosynaptic excitatory transmissions, CA2 PNs strongly excite CA1 PNs, forming a EC-CA2-
CA1 disynaptic loop parallel to the classical EC-DG-CA3-CA1 trisynaptic loop (Chevaleyre and
Siegelbaum, 2010) (Figure 1.3). The EC-CA2-CA1 disynaptic loop put in relation the entorhinal
cortex and hippocampus without using the canonical trisynaptic pathway and may explain
the hippocampus-dependent spatial memory that persists when the CA3-CA1 connection is

abolished.

distal inputs excitation distal inputs
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Figure 1.4: Driving strength of CA3 and distal inputs onto CA1 and CA2 pyramidal neurons.

Taces of PSP obtained from whole-cell current-clamp recordings of CA1 (left box) and CA2 (right box)
PNs in response to distal (top) and CA3 (bottom) inputs. Schematic representation of the net synaptic
drive of distal and CA3 inputs onto CA1 and CA2 pyramidal neurons (middle). Net drive is conveyed
as the ratio between excitation and inhibition. Note that distal inputs provide a net inhibitory drive onto
CA1 PNs due to the recruitment of a large feed-forward inhibition whereas they provide a large
depolarization of PNs. On the other hand, the PSP evoked by CAS3 input stimulation provide a net
depolarization of CA1 PNs whereas it is dominated by a strong feed-forward inhibition in CAZ2.

(Adapted from Piskorowski and Chevaleyre, 2012 and Chevaleyre and Siegelbaum, 2010).

In addition to these excitatory cortico-hippocampal loops linking principal cells,

inhibitory interneurons are also involved in hippocampal networks.
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1.1.3 Local inhibitory interneurons circuit

In the hippocampus, interneurons receive afferent excitatory input from several
intrinsic and extrinsic sources (Freund and Buzsaki, 1996; Lacaille et al.,, 1987) and they
target different output. Interestingly, three subtypes of interneurons have been reported to
target specifically other interneurons (Freund and Buzsaki, 1996). Calretinin-positive
interneurons innervate calbindin-positive interneurons, CCK/VIP-positive interneurons and
other Calretinin-positive interneurons (Gulyas et al., 1996). A group of VIP-positive
interneurons has preferential innervations of a SOM-positive class of O-LM cells whereas
another group of VIP-containing interneurons selectively targets calbindin-positive cells. In
contrast to these three subpopulations of interneurons, axo-axonic cells specifically project
to PNs (Buhl et al., 1994; Li et al., 1992; Martinez et al., 1996; Somogyi et al., 1983). Besides,
several types of interneurons target both principal cells and interneurons in the
hippocampus (Freund and Buzsaki, 1996). For instance, PV-positive basket cells provide
synapses onto approximately 1500 PNs but they also connect around 60 PV-immunopositive
interneurons (Ali et al., 1999; Cobb et al., 1997). Interneurons that target PNs are involved in

several kinds of local circuits including feedback inhibition (FBI) and feedforward inhibition
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Figure 1.5: Local inhibitory circuit. Diagrams show how inhibitory interneurons (orange circles) could

(FFI).

A.

provide FBI (A) and FFI (B) of pyramidal neurons (green triangles). C: Some interneurons selectively

innervate other interneurons. (Adapted from Kullman and Lamsa, 2007).
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In FBI, principal cells exert a disynaptic auto-inhibition. Indeed, they recruit inhibitory
interneurons by sending their local recurrent collaterals that in turn provide inhibitory
synapses onto the principal neurons (Figure 1.5). Like FBI, FFl is a disynaptic inhibition of
principal cells. Usually, the excitatory input that recruits interneurons in FFl also make
monosynaptic excitatory connection onto the inhibited principal cell. In contrast to FBI, the
dominant excitatory drive of interneurons in FFl originate from outside the area of their
neuronal targets. For instance, PNs in area CA3 recruit interneurons that in turn inhibit CA1
PNs, resulting in a disynaptic inhibition of CA1 PNs. They also connect directly CA1 PNs via
excitatory synapses. In the hippocampus, interneurons which are implicated in FBI or FFl are
manifold and they innervate different territories of PNs. PV-positive (PV+) basket cells, CCK-
positive (CCK+) basket cells, and axo-axonic cells are involved in feedback circuits and they
are all contributing to persiomatic inhibition of PNs. O-LM cells receive excitatory inputs
mainly from local PNs (Blasco Ibafiez and Freund, 1995) and so this cell type in particular
contributes to FBI by innervating both apical and basal dendrites of local PNs. Bistratified
and Ivy (Fuentealba et al., 2008a) cells which also innervate apical and basal dendrites of PNs
in SO and SR and, trilaminar cells, which innervate SO, SR, and SP, participate to FBI. All
these interneuron do not only provide FBI, but most of them are also part of a feed-forward
circuit. For instance, perisomatic-projecting interneurons contribute to both FBI and FFI.
However other interneurons appear to be specialized to mediate FFlI such as Schaffer-
collateral-associated interneurons, perforant-path-associated interneurons, in CA1, and
stratum lucidum interneurons in CA3 (Klausberger, 2009). Neurogliaform cells (Tricoire et al.,
2010) are also an example of interneurons that contribute to FFI from the perforant path

(Freund and Buzsaki, 1996; Lacaille et al., 1987).
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Both PNs and interneurons coordinate their activity within hippocampal networks
giving rise to oscillations in various frequency ranges. These assembly activities are
important for coding and information processing in the brain and they occur in a behavior-
dependent manner, providing a link between complex behaviors governed by the brain and

neuronal network activity (Buzsaki and Draguhn, 2004; Singer, 1999).

1.2 Hippocampal neurophysiology

1.2.1 Distinct patterns of hippocampal activities

Several types of electroencephalogram (EEG), reflecting global electrical activity of
large numbers of neurons, have been recorded in the hippocampus and related to
behavioral or psychological states (Green and Arduini, 1954; JungKornmuller, 1938;
Vanderwolf, 1969). Six major types of EEG have been described, including two types of non-
rhythmical activity and four types of rhythmical activity. Rhythmical patterns can be
distinguished depending on their frequency of oscillation and they encompass theta (4-
12Hz), beta (12-30Hz), gamma (30-100Hz) and ripple (100-200Hz) waves. Otherwise, the
large irregular amplitude activity (LIA) and the small irregular amplitude activity (SIA) are

non-rhythmical patterns.

Two main types of oscillations synchronize neuronal activity during active waking
behaviors: theta and gamma rhythms. Although the two types of oscillatory activity can co-
occur, hippocampal theta and gamma rhythms have distinctive temporal properties,
different functions and they appear to be independently generated (Leung, 1992; Stumpf,

1965).
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Theta activity has been discovered in the rabbit hippocampus, in 1938 by Jung and
Kornmiller (JungKornmuller, 1938). Theta oscillations are observed during rapid eye
movement (REM) sleep (Jouvet, 1969) and during several types of locomotor activities
including voluntary, preparatory, orienting or exploratory (Vanderwolf, 1969). It has been
later classified into two subtypes: arousal or attention-theta (a-theta) and translational-theta
(t-theta), which have distinct pharmacological sensitivity, behavioral correlates and which
are dependent of different neuromodulatory systems (Kramis et al., 1975). A-theta is
sensitive to anticholinergic drugs whereas t-theta is unaffected by cholinergic drugs. As
indicated its name, a-theta is associated with arousal or attention whether in association
movement or immobility. In the other hand, t-theta is correlated with translational
movements, in other words when the animal’s head changes the location in respect to the
environment. Furthermore both type of theta patterns are dependent on the medial septal
and the nucleus of the diagonal band of Broca (Buzsaki, 2002; Lawson and Bland, 1993) but
only t-theta is dependent on the EC (Buzsaki, 2002; Kramis et al., 1975). Furthermore, it has
been shown that during some behavioral states, neural activity in the supramammillary
region is important for determining theta frequency in the hippocampus (Kirk, 1998). These
rhythmical pattern of EEG has been observed in different species such as cats, rodents, dogs,
monkey hippocampal cell (Watanabe and Niki, 1985) and even in human (Andersen et al.,

2007).

The theta frequency is critical for proper functioning of the hippocampal formation
(Bland, 1986; Gray, 1982; Klemm, 1976a; 1976b; Miller, 1991; Vanderwolf, 1969). First, It has
been shown that theta activity is in synchrony across large areas of the hippocampus
(Bullock et al., 1990; Fox et al., 1986; Mitchell and Ranck, 1980) suggesting that theta may

function as a global synchronizing system that organize the neuronal activity. Furthermore,
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theta rhythms in the hippocampus correlate with theta of the entorhinal cortex (Mitchell
and Ranck, 1980), septum (Nerad and McNaughton, 2006), amygdala (Seidenbecher et al.,
2003), parasubiculum (Glasgow and Chapman, 2007), striatum (DeCoteau et al., 2007), and
prefrontal cortex (Jones and Wilson, 2005), which are all connected to the hippocampus.
Second, the phase relation of each PN scan varies from one cycle to another leading to
precession of the phase of firing (O'Keefe and Recce, 1993; Skaggs et al., 1996).
Furthermore, the animal’s spatial location is highly correlated with the phase of firing.
Interestingly, it has been shown that the phase precession provided a temporal information
which is more efficient than the use of the firing rate alone for the localization of the
animal’s position (Jensen and Lisman, 2000). Third, theta activity exerts a temporal control
of synaptic plasticity induction and consequently it is critical for encoding, storage and
retrieval of memory (Hasselmo, 2005). For instance, beside the fact that theta-burst
electrical stimulation of hippocampal inputs is effective for LTP/LTD induction, it has been
shown that depending on whether an input is arriving at the positive or the negative phase
of the theta oscillation onto CA1 PNs, it will result in a synaptic potentiation or depression
(Holscher et al., 1997; Huerta and Lisman, 1995; Hyman et al., 2003; Pavlides et al., 1988).
Moreover, systemic injection of an anxiolytic that reduces hippocampal theta frequency
impairs performance in a spatial memory task (McNaughton and Gray, 2000; McNaughton
and Morris, 1987).

In addition to theta activity, a second main network state has been recorded in the
hippocampus of awake animals: LIA (Buzsaki et al., 1983; Vanderwolf, 1969). LIA is the main
pattern of activity observed when animals are awake, eating, grooming or resting. This non-
rhythmical activity is also observed during slow-wave sleep. Furthermore, sharpe wave

ripples (SWRs) which consist of intermittent bursts of high frequency spike activity are
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intermittently observed during LIA (Buzsaki, 1989a; Buzsaki et al., 1983; O'Keefe and Nadel,
1978). They are characterized by a short duration (40-120ms) and a high frequency (180-
220Hz) oscillation of the local field potentials. It has been shown that SWRs are in phase
along the septotemporal axis of the hippocampus (Buzsaki et al., 1992; Chrobak and Buzsaki,
1996). This pattern of activity occurring more frequently while animals are inattentive and at
rest has been proposed to play a role in memory consolidation (Buzsaki, 1989b; Marr, 1971;
Siapas and Wilson, 1998; Sutherland and McNaughton, 2000). Consistent with this, Buzsaki
proposed that SWRs happening during LIA are well suited for the long term potentiation of
synapses that had been only weakly modified during the previous theta behaviors (Buzsaki,
1989a).

Lesse discovered gamma oscillation in the cat amygdala in 1955 (LESSE, 1955). Later
studies have described such oscillation in various brain regions of animals and also of
humans (Singer and Gray, 1995). In the hippocampal formation gamma waves occur in the
EC, DG but also in the CA fields (Csicsvari et al., 2003). Lesions of EC abolish DG gamma
waves whereas they increase the CA1/CA3 gamma (Bragin et al., 1995). However, the
behavioral correlates of the hippocampal gamma waves have not been established while it
has been shown that olfactory stimulation can elicit hippocampal gamma waves
(Vanderwolf, 2001). Like gamma activity, beta activity is also an intermediate 10 to 100Hz
frequency waves which can range from 10 to 30Hz and it can be elicited by olfactory stimuli.
It has a more restricted olfactory correlate than gamma waves (Vanderwolf, 2001). More
precisely, olfactory inputs that signal or mimic the presence of predator elicit DG beta
activity whereas other strong smells do not trigger beta waves.

SIA have been reported to appear during transitions to alertness in absence of

orienting movement (Pickenhain and Klingberg, 1967; Whishaw and Vanderwolf, 1971).
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Furthermore, Vanderwolf and Wishaw also showed that SIA occurred when the animal
abruptly stop voluntary movement (Whishaw and Vanderwolf, 1971). SIA bursts also occur
during sleep. More precisely, it happens repeatedly during all periods of slow-wave sleep
and after most of REM episodes (Jarosiewicz et al., 2002). Sleep SIA bursts have been
described to typically last a few seconds with a range from 200ms to many seconds. SIA is
characterized by desynchronization in the neocortical EEG and low-amplitude irregular
activity in the hippocampus. Most of PNs are silent during SIA while only a small subset (3—
5%) of pyramidal cells continues to fire actively and repeatedly during successive burst of
SIA. Moreover, the active cells largely correspond to place cells whose place fields
encompass the location where the rat sleeps, suggesting that SIA might be a state of

increased arousal (Jarosiewicz et al., 2002).

1.2.2 Synaptic plasticity

Synapses in the hippocampus, a brain structure critical for memory, express various
forms of activity-dependent synaptic plasticity. The fact that the strength of synaptic
transmission could be modulated over time is called synaptic plasticity. The term of
“synaptic plasticity” was invented by Jerzy Konorski to describe the activity-mediated
changes in synaptic efficiency, supposed to be associated with learning (Konorski, 1948).
Depending on the direction of the modulation, synaptic plasticity can be classified into
synaptic depression and synaptic potentiation. Furthermore, based on their duration over
time, short-tem plasticity can be distinguished from long-term plasticity. These different

types of modulation can occur at both excitatory and inhibitory synapses.
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In short-term plasticity, the change in the strength of the synaptic transmission last
from tens of milliseconds to several minutes and includes post-tetanic potentiation (PTP),
pair-pulse facilitation (PPF) and pair-pulse depression (PPD). PTP is a transient increase in the
amplitude of a synaptic response after a train of stimuli that decay over the time course of
several minutes after the stimuli. It is highly reproducible. An increase in the concentration
of calcium in the presynaptic terminals occurs during PTP leads to an increase in the
probability of neurotransmitter release suggesting a presynaptic mechanism (Tang and

Zucker, 1997; Wu and Saggau, 1994).
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Figure 1.6: Paired-pulse depression (PPD) and Paired-pulse facilitation (PPF) with 100ms inter-
pulses interval. Cartoon illustrating the arrangement of the stimulating and the recording electrodes
(left). Average traces obtained from whole cell voltage-clamp recordings of CA2 PNs in response to
paired stimulations separated by 100ms interval. Note the paired-pulse depression (PPD) of the
second IPSC and the paired-pulse facilitation (PPF) of the second EPSC with 100ms inter-pulses

interval.

First described at the neuromuscular junction, PPF and PPD appear to be common to
all chemical synapses (Del Castillo and Katz, 1954; Magleby, 1979). At different range of
interstimulus intervals when pairs of stimulus are applied, the amplitude of the second

synaptic response could be increased or decreased in comparison to the first response (Kim
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and Alger, 2001; Schulz et al., 1994) (Figure 1.6). PPF has been proposed to result from a
presynaptic mechanism (Zucker and Regehr, 2002). Indeed, residual calcium in the terminal
boutons due to the first stimulus increases the probability of release at the second stimulus
(Wu and Saggau, 1994). Otherwise, in cortical and CA1 PNs postsynaptic components have
also been found to contribute to PPF (Bagal et al., 2005; Rozov and Burnashev, 1999). PPD
can be due to depletion of readily releasable transmitter. Furthermore, PPD can also results
from activation of presynaptic glutamate receptors or GABAg autoreceptors present on
inhibitory terminals. Indeed, activation of these receptors can decrease neurotransmitter
release, hence leading to a smaller postsynaptic response after the second pulse. A
postsynaptic mechanisms involving desentization of the postsynaptic transmitter receptor
molecules after repeated activation can also depress the synaptic response (Stevens and
Wang, 1995; Wang and Kelly, 1996). However, this last process occurs on a very short (< 10
ms) time-scale. Facilitation and depression interact and when the probability of release is
relatively high, depression may be predominant whereas facilitation dominates at low

probability of release.
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Figure 1.7: Long-lasting potentiation after application of 100Hz tetanus. A: Diagrammatic
parasagittal section through the hippocampal formation, showing a stimulating electrode to activate
perforant path fibers (PP) and recording microelectrode in the molecular layer of the dentate gyrus
area (AD). B: Time course of the EPSP amplitude showing how application of 100Hz stimulation (for 4

seconds) induces LTP (Adapted from Lomo and Bliss, 1973).
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Before its discovery, Santiago Ramodn y Cajal (Ramon y Cajal, 1893), Jerzy Konorski
(Konorski, 1948) and Donald Hebb (Hebb, 1949) have already proposed that long-term
synaptic plasticity is associated with memory. In 1973, Timothy Bliss and Terje Lgmo
discovered that following a brief tetanus stimulation, the perforant path-dentate gyrus
granule cell synapse undergo a long-term potentiation (Bliss and Lomo, 1973)(LTP; Figure

1.7).

At GABAergic synapses, long lasting changes of synaptic transmission have also been
reported. For instance, interneurons-CA1 PNs synapses have been shown to express both
LTP and LTD in young animals in the presence of ionotropic glutamate receptor (Caillard et
al., 1999; Shew et al., 2000). In the adult rats (Lu et al., 2000) or mice (Chevaleyre and
Castillo, 2003), only LTD has been reported in the presence of ionotropic glutamate
receptors. For example, Chevaleyre and Castillo (Chevaleyre and Castillo, 2003) found that
the decrease in inhibitory transmission is mediated by a presynaptic mechanism and
requires activation of both cannabinoid receptor type 1 (CB1) and groupe | of mGluR.
Interestingly, it has been shown that pairing 3 Hz stimulation with depolarization (between
-5 mV and 0 mV) for ~2.5 min of CA1 PN causes LTP of slow IPSCs mediated by
metabotropic GABAg receptors and G protein-activated inwardly rectifying K* (GIRK)
channels (Huang et al., 2005). This LTP involves NMDA- and Ca**/calmodulin-dependent

protein kinase Il (CaMKIl)-dependent mechanism (Huang et al., 2005).

Furthermore, several studies provided the first direct evidence that learning can
modify the synaptic connections between neurons, and that these modifications persist and

can serve as elementary components of memory storage (Castellucci and Kandel, 1974;
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Castellucci et al., 1978; 1970). For instance, it has been shown that knockout of the NMDA
receptor in CA1, which is thought to be essential for some forms of synaptic plasticity,

resulted in a loss of spatial memory as assayed by the Morris water maze task (Tsien et al.,

1996).

1.2.3 Role of inhibition in controlling information processing

An old idea is that interneurons play a crucial role in controlling principal cell activity
(Freund and Buzsaki, 1996; Markram et al., 2004; Wehr and Zador, 2003). It has been
proposed that PV-expressing interneurons are well suited to control PNs spiking (Kepecs and
Fishell, 2014). Similarly, SOM interneurons controls burst firing (Losonczy et al., 2010; Royer
et al., 2012) through a dendritic inhibition of PNs in the hippocampus. On the other hand, it
has been shown that VIP interneurons tend to disinhibit principal cells in vivo (Acsady et al.,
1996a; Hajos et al., 1996), providing a form of gain control (Pi et al., 2013) by inhibiting most
SOM and a smaller fraction of PV-expressing interneurons. A recent study provided a direct
demonstration that VIP-expressing interneurons are disinhibitory and that they are recruited
by behavioral reinforcers (Pi et al., 2013). Furthermore, this function is supported by a
microcircuit conserved across regions (Lee et al., 2013; Pfeffer et al., 2013). Local inhibitory
circuit including FFl and FBI reduce the number of simultaneously active PNs, leading to the
creation of sparse representations (Acsady and Kali, 2007). Furthermore, sparse coding could
be a ubiquitous strategy employed in both sensory processing (Olshausen and Field, 2004)
and long-term memory (Treves and Rolls, 1994). Interneurons targeting specific somato-
dendritic compartments of PNs can selectively gate excitatory input from different sources,

thereby changing their relative contributions to the output of the cell.
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Otherwise, inhibition plays a critical role in long-term plasticity that is believed to
underlie memory formation. Like excitatory transmission, Inhibitory synapses are plastic and
plasticity of inhibition is not without consequences. Consistent with the fact that
pharmacological blockade of GABA receptors facilitates the induction of LTP at excitatory
synapses in the hippocampus (Wigstrom and Gustafsson, 1983), several studies have
revealed that the decrease in GABA release from CCK+ cells during Depolarization Induced
Suppression of Inhibition (DSI) or LTD could facilitate LTP induction at the CA3-CA1 excitatory
synapse transiently (Carlson et al., 2002) or durably (Chevaleyre and Castillo, 2004; Zhu and
Lovinger, 2007), respectively. Furthermore, a more direct consequence of the induction of
LTD at inhibitory synapses is that the decrease in inhibition can also mediate a dis-inhibitory

potentiation of excitatory drive (Basu et al., 2013; Ormond and Woodin, 2009).

Consistent with the fact that interneurons have been proposed to be needed to balance
excitation of different inputs for maintaining physiological activity levels in the brain
(Douglas and Martin, 2009; Freund and Buzsaki, 1996; Markram et al.,, 2004; Wehr and
Zador, 2003), several studies imply that down-regulation of GABAergic inhibition may result
in the generation of epileptiform activity (Cossart et al., 2001; 2006; Dinocourt et al., 2003;
Franck et al., 1988; Fritschy et al., 1999; Kamphuis et al., 1989; Magléczky and Freund, 2005;
Martin and Sloviter, 2001; Sloviter, 1987; 1994). It has been shown that the PV-containing
interneurons are critically involved (Cossart et al., 2005; Magléczky and Freund, 2005;

Ogiwara et al., 2007) epilepsy, unlike CCK-containing interneurons (Monory et al., 2006).

Inhibitory interneurons dysfunction is not only involved in epilepsy, but it has emerged
as a central player in the etiology of schizophrenia (Benes, 2015a; 2015b). Schizophrenia is

characterized by a variety of deficits including alterations in executive function (Floresco et
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al., 2009; Velligan and Bow-Thomas, 1999), sensory processing (Javitt, 2009) and memory
(Lee and Park, 2005). Dysfunction of the coordination of neural activity likely underlies these
alterations (Andreasen et al.,, 1999; Fornito et al., 2012; Friston and Frith, 1995). Indeed,
delta and theta power in schizpohrenic patients are increased (Boutros et al., 2008).
Furthermore, recent studies have shown that coordination and synchronization of gamma,
beta and alpha activities is altered in schyzophrenia (Kwon et al., 1999; Spencer, 2011;
Spencer et al., 2009; Sun et al.,, 2013; Uhlhaas and Singer, 2013; Uhlhaas et al., 2006;
Vierling-Claassen et al., 2008; White et al., 2010). Markers of GABAergic interneurons have
been shown to be reduced in the brains of schizophrenic patients (Reynolds et al., 1990).
Furthermore, diverse changes in GABAergic signaling affecting the activation of
interneurons, the release of GABA, and its postsynaptic effects are seen in schizophrenia.
These data showing that affecting the function of inhibitory interneurons alters the rhythmic
coordination of neuronal activity are consistent with the fact that inhibitory interneurons are
central to the formation and maintenance of most brain rhythms (Cardin et al., 2009;

Klausberger and Somogyi, 2008; Wulff et al., 2009).

It has been shown that distinct subtypes of interneurons have spatiotemporal
specializations in cortical circuits that are crucial to the temporal dynamics of neural activity
(Klausberger and Somogyi, 2008). Because of this heterogeneity, inhibition plays different
roles in different rhythms and changes in inhibition can thus have a variety of effects on
rhythms. The activity of distinct interneuron subtypes is linked to different rhythms like
theta, gamma and ripple and has distinct phase relationships. Two recent studies have
provided the first direct evidence for the role of PV-positive interneurons in gamma
oscillation (Cardin et al., 2009; Sohal et al., 2009). Indeed, these studies have shown that

optogenetic activation (Cardin et al.,, 2009) or suppression (Sohal et al., 2009) of PV-
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expressing interneurons increased and decreased gamma oscillations, respectively.
Otherwise, Recent studies have shown that this population of interneuron also controls the
timing of spikes with respect to theta oscillations in the hippocampus (Losonczy et al., 2010;

Lovett-Barron et al., 2012; Royer et al., 2012).

13 A spatial and mnemonic role of the hippocampus

1.3.1 Definition of memory

Early studies of amnesic patients with brain lesions revealed that memory was not a
unitary faculty of mind but had different forms (Figure 1.8). Memory can be classified
depending on two parameters: the time course of storage and the nature of the information
stored. According to the time course, short-term memory (STM) can be distinguished from
long-term memory (LTM) (Atkinson and Shiffrin, 1968; Glanzer and Cunitz, 1966; James,
1890; WAUGH and NORMAN, 1965). This distinction is one of the oldest and most widely
accepted ideas about memory and it was demonstrated by the fact that amnesic patients
have intact STM despite severely impaired LTM (Baddeley and Warrington, 1970; Cave and
Squire, 1992; Drachman and Arbit, 1966; Milner, 1971). This has been confirmed by studies
performed on hippocampal lesioned rats (Kesner and Novak, 1982) and monkeys with large
medial temporal lobe lesion (Mishkin and Delacour, 1975).

STM also called working memory is the ability to maintain transient representations
of knowledge relevant to immediate-goals. In humans, STM comprises at least two
subsystems: the verbal and the visuospatial systems (Figure 1.8). The verbal category of STM
permits to keep phonological information in conscious awareness, as when we keep in mind

a telephone number just obtained from a friend by a constant rehearsal. It was shown that
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rehearsal depends on articulary processes in Broca’s area and the phonological storage on
posterior parietal cortices (Andersen et al., 2007). The visuospatial subsystem of STM retains
mental representations of object’s identity (what) and its location (where).
Electrophysiological recordings performed in nonhuman primates indicate that the

prefrontal cortex neurons play a role in visuospatial STM (Rainer et al., 1998).

verbal system

Short-term /

associative memory
memory .
\ visuospatial system (conditioning)

nonassociative memory
/ (habituation and sensitization)
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(skill and habit learning)
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memory

priming
Long-term
memory

episodic or autobiographic memory

/ (events)
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Figure 1.8: Classification of the different forms of memory. The different components of memory

semantic memory
(facts)

are illustrated in this diagrammatic representation. (Adapted from Andersen et al., 2007).

In the traditional view, information is transiently stored in STM then STM is
converted onto a more stable LTM (Atkinson and Shiffrin, 1968; Glanzer and Cunitz, 1966;
Waugh and Norman, 1965). Several studies of patient with severely deficient verbal STM
(Baddeley and Wilson, 1988; Gathercole and Baddeley, 1990; Papagno et al., 1991; Shallice

and Warrington, 1970; Weiskrantz, 1990) have revealed that STM is selectively converted
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onto LTM. For instance, a deficit in short-term phonological memory leads to a deficit in the
long-term learning that depends on phonological information and leaves other components
of STM available for the establishment of LTM.

LTM could be subdivided into two major components (Figure 1.8). Precursor idea of
the fact that LTM is not a single entity appeared already in early writings of philosophers and
psychologists. For instance, Jerome Bruner, one of the founders of cognitive psychology,
distinhguished “knowing how”, a memory of performance and “knowing that”, a memory of
information about facts and events. Then clinical observations of amnesic patients provide a
strong evidence for distinction between the different components of LTM. Indeed, it was
observed that amnesic patients fail conventional memory tasks but nevertheless perform
entirely normally on a wide variety of other tasks involving priming or motor skill learning
(Cohen and Squire, 1980; Graf et al., 1984; Milner et al., 1968; Moscovitch, 1982; Schacter,
1985; 1987; Squire, 1987; Squire and Zola-Morgan, 1991; Warrington and Weiskrantz, 1974;
Zola-Morgan and Squire, 1993). Examination of healthy subjects (Graf et al., 1982; Jacoby
and Dallas, 1981; Jacoby and Witherspoon, 1982; Tulving et al., 1982) has demonstrated that
LTM is composed of two major components depending on how conscious awareness is
required for the recall (Graf and Schacter, 1985; Schacter, 1987). Indeed, explicit or
declarative memory, a conscious memory can be distinguished from implicit or

nondeclarative memory, a nonconscious form of LTM.

With little conscious processing, implicit memory (nondeclarative memory) entails a
facilitation or change performance. It includes associative memory (conditioning),
nonassociative memory (habituation and sensitization), procedural memory (skill and habit
learning) and priming. Priming is a form of memory in which perception of a word or object

is influenced by prior exposure (Meyer and Schvaneveldt, 1971). For example, « NURSE » is
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recognized more quickly following « DOCTOR » than following « BREAD ». Implicit memory is
slow except for priming, reliable, and inflexible in the sense that the information is not
readily expressed by response systems that were not involved in the original learning. Unlike
implicit memory, explicit memory (declarative memory) entails intentional or conscious
recollection of previous experiences. It is not always reliable because forgetting can occur,
and it is flexible in the sense that it is accessible to multiple response systems (Eichenbaum
et al.,, 1989; Saunders and Weiskrantz, 1989). Explicit memory comprises two forms
depending on the nature of the information stored: episodic and semantic memory. Endel
Tulving, an Estonian Canadian experimental psychologist and cognitive neuroscientist is the
first one to make this distinction (Tulving, 1972). Semantic memory refers to general
knowledge about the world whereas episodic memory refers to autobiographical memory
for events that occupy a particular spatial and temporal context. It was reported that a
severely amnesic patient (K.C.) learned arbitrary three-word sentences during a large
number of training trials distributed over many months despite the absence of memory for

specific episodes (Tulving, 1972; 1991).

Explicit memory processing involves at least four distinct operations. First, new
information is transformed into a memory representation and linked to existing information
through a process called encoding. This stage is critical for retrival and it is influenced by
several parameters including motivation. The second operation is storage which refers to
neural mechanims and sites by which memory is retained over time. Third, consolidation
stabilizes the stored information over time. Finally, retrieval is the processes by which stored
memory traces are subsequently reactivated. Declarative memory includes spatial,

contextual, and social memory. Social recognition memory is the ability to distinguish and
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remember familiar from novel conspecifics and spatial memory includes a representation of

an animal’s environment and locations of objects within an environment.

1.3.2 Hippocampus and memory

The first hint of a hippocampal implication in memory dates from Vladimir
Bekhterev’s study in which the case of two patients with prominent memory deficits has
been reported (Bekhterev, 1900). Postmortem autopsy of these amnesic patients has
revealed a bilateral softening of the hippocampus and neighboring cortical areas. A more
direct evidence for medial temporal lobe involvement in memory has been discovered in the
1950s with the famous case of the patient H.M. Few years after his bicycle accident that
occurred when he was 7, H.M. was suffering minor epileptic episodes that ultimately
progressed to include major seizures. H.M.’s life was increasingly disrupted by his constant
seizures. Because the medial temporal lobes was thought to be the site where his seizures
originated and because antiepileptic drug treatment completely failed to control the
seizures, at 27 H.M. underwent bilateral removal of the hippocampus, amygdala, and much
of the surrounding medial temporal cortices. After the surgery, the epileptic seizures of H.M.
were better controlled but prominent memory deficits appeared (Corkin, 1984; Scoville and
Milner, 1957). The memory damages were characterized by a particular specificity. First, the
most detrimental damage concerned anterograde LTM. More precisely, H.M. lost the ability
to learn new information requiring explicit memory faculty. Indeed, he was unable to retain
for long-term information about places, objects or people whereas he can improve his
performance in a task involving learning skilled movements (Milner, 1962; Milner et al.,
1968). Second, H.M. had an unaffected STM or working memory and an unaffected

retrograde LTM. However, information acquired in the years just before surgery were
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affected. This indicated that medial temporal lobe is necessary for acquisition of declarative
memory but not for STM neither procedural memory. Furthermore, the fact that retrograde
memory was not affected when anterograde memory was impaired implied that the medial
temporal lobe is required in memory for a limited period of time after learning. This was
confirmed in several other amnesic patients (Rempel-Clower et al., 1996; Squire et al., 1989).
Nonetheless, altogether these observations provided a powerful demonstration that the
medial temporal lobes are critical for LTM (Squire et al., 2004). However, because the
damages were not restricted to the hippocampus proper, the deficit in memory can also be
due to the surrounding damaged cortical areas. It was shown that the hippocampus proper
but also the DG, the subicular complex, the EC and the adjacent anatomically related cortex:
the perirhinal and parahippocampal cortices are the important structures for LTM formation
(Squire and Zola-Morgan, 1991). A lesion restricted to any of the major components of this
system including lesion limited to the hippocampus proper has a significant effect on
declarative memory.

R. B. and G. D. were two amnesic patients who had bilateral lesions restricted to the
CA1 region of the hippocampus following an ischemic event (Rempel-Clower et al., 1996;
Zola-Morgan et al., 1986). The fact that their deficit was qualitatively similar to H. M.'s
impairment revealed a direct link between the hippocampus and declarative memory. Many
studies of hippocampal lesioned animals, performed in rodents (Eichenbaum et al., 1989;
Meck et al., 1984; Morris et al., 1982; Rudy and Sutherland, 1989; Sutherland et al., 1989) or
non-human primates (Zola-Morgan et al., 1989a; 1989b) have confirmed that the
hippocampus is essential for declarative memory and dispensable for implicit memory

(Squire, 1992).
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1.3.3 The spatial function of the hippocampus
The concept of 'mental maps' was introduced to literature very early (De Hutorowicz
and Adler, 1911; Gulliver, 1908). Later, the psychologist Edward Tolman coined the term of
« cognitive map » proposing the idea that the environment is represented somewhere in the

brain (Tolman, 1948).

Two theories about hippocampal function have dominated over the past quarter
century. One is that the hippocampus is critical for memory formation and more precisely
for declarative memory (Squire, 1992; Squire et al.,, 2004). The other one is that the
hippocampus plays a key role in spatial navigation and memory by forming a brain
representation of the external environment (Burgess et al., 2002; Morris et al., 1982;
O'Keefe and Nadel, 1978; Pearce et al., 1998). For instance, it has been shown that knockout
of the NMDA receptor in CA1, which is thought to be essential for some forms of synaptic
plasticity and learning, resulted in a loss of spatial memory as assayed by the Morris water
maze task (Tsien et al., 1996). The human hippocampus has also been shown to be
implicated in spatial behaviors (Abrahams et al.,, 1997; Ghaem et al., 1997; Hartley et al.,
2003; Maguire et al., 1998; Spiers et al., 2001).

In 1971, John O'Keefe and John Dostrovsky discovered that neurons in the
hippocampus could encode information about space (O'Keefe and Dostrovsky, 1971).
Indeed, they found that the firing rate of hippocampal neurons, referred to as place cells, is
correlated with the location of the animal, this location is known as the place field (O'Keefe,
1976; O'Keefe and Conway, 1978; O'Keefe and Dostrovsky, 1971). Place fields show some
properties. The shape of the testing enclosure and perhaps also its size affect the size and
the shape of the place fields (Muller et al., 1987). Furthermore, representation of fields can

vary across the testing environment. Indeed, place fields can be more abundant in some
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parts of the environment. For instance, Hetherington and Shapiro (Hetherington and
Shapiro, 1997) reported a clustering of fields to walls to the detriment of the center of
rectangular boxes. Each place cell has one or a few number of place fields, but collectively,
place cells are thought to act as a cognitive representation of a specific location in space
(O'Keefe and Nadel, 1978). The discovery of place cells (O'Keefe and Dostrovsky, 1971) was
not only the primary evidence for the cognitive mapping theory but also showed that spatial

map of the external world is formed in the hippocampus.

In addition to place cells, two other classes of cells that code for space have been
found. Ranck in 1984 discovered the head direction cells and Hafting and colleagues in 2005
discovered the entorhinal grid cell. Head direction cells were first found in the dorsal
presubiculum (Ranck, 1984; Taube et al., 1990b; 1990a) but they are rarely found in the
hippocampus proper. Their activity is correlated to the head direction (Sharp, 1996). The
grid cells are found in the medial entorhinal cortex and they fire when a freely moving
animal traverses a set of small regions (firing fields) which are roughly equal in size and
arranged in a periodic triangular array that covers the entire available environment (Hafting

et al., 2005).

A very recent paper has proposed that the hippocampus does not only map physical
location but it forms a more general multidimensional cognitive map including social
information (Tavares et al., 2015). Using functional neuroimaging and a role-playing game
involving interactions with virtual cartoon characters, the authors found that two-
dimensional geometric model of “social space” predicted hippocampal activity. In this
model, social relationship (distance) between the participant and a given character is

defined by two parameters: power and affiliation. Altogether the social relationships with
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every virtual character form a social two-dimensional space. Furthermore, the covariance
between hippocampal activity and “movement” through “social space” is higher for the

participants who reported better social skills.

Interestingly, recent studies performed in rodent have revealed that the role of the
hippocampus in social recognition requires area CA2, a long overlooked hippocampal region

(Hitti and Siegelbaum, 2014; Stevenson and Caldwell, 2014).

2. Incorporation of the CA2 region to hippocampal function

2.1 Definition and properties of area CA2 of the hippocampus

Based on the size and the appearance of the neurons, Rafael Lorente de N6 was the
first who describe CA2 area as a region distinct from CA3 and CA1 (Lorente de NG, 1934). In
his initial definition, CA2 is a small zone of neurons interposed between CA3 and CA1, which
differ from CA1 neurons by their larger cell bodies and differ from CA3 neurons by the
apparent absence of input from DG mossy fiber and thorny excrescence (Lorente de NOo,
1934; Ishizuka et al., 1995; Tamamaki et al., 1988). However, because it is smaller than CA1
and CA3 regions, the existence of CA2 as a distinct hippocampal subfield has been subject of
controversy for decades. It was often considered as an intermingling of cells from CA3 and
CA1. This controversy raises the question of how defining a neuronal population and its
boundaries? In addition to anatomy, the gene expression, the electrophysiological
properties, the connectivity and the function are different parameters that have to be
considered to define precisely a neuronal population. Considering all these parameters, the

CA2 PNs are different from CA1 and CA3 PNs and they form a region properly.
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2.1.1 Genetic identity of the CA2 hippocampal region

Several genes have a pattern of expression highly restricted to specific hippocampal
regions (Figure 1.9). For instance, in comparison to the rest of the hippocampus, area CA1 is
highly enriched in nephroblastoma overexpressed gene (Zhao et al., 2001), Tyro3 (Lai et al.,
1994), SCIP (Frantz et al., 1994; Grove and Tole, 1999), and mannosidase 1 alpha (Lein et al.,
2004). On the other hand, protein kinase C delta (Zhao et al., 2001) and bcl-2-related ovarian
killer protein (Lein et al., 2004) are selectively expressed in CA3 neurons. Finally, DG granule
cells uniquely express desmoplakin (Lein et al., 2004) and insulin-like growth factor binding
protein (Zhao et al., 2001). Assuming that consistent molecular boundaries define
functionally distinct brain regions, such restricted expression patterns of genes can provide
powerful tools for the determination of anatomical boundaries within the hippocampus

(Lein et al., 2004; Zhao et al., 2001).

Figure 1.9: Region-specific genes in the hippocampus by in situ hybridization. False-colored
montage of in situ hybridization of nephroblastoma overexpressed gene (red), Protein kinase C-delta
(green) and pcp-4 (blue) obtained from serial sections demonstrating molecular boundaries between
anatomic regions in hippocampus. Note that pcp-4 expression delineated CA2 as a molecularly
distinct structure from CA1 and CA3. Scale bar= 0.5 mm. (Adapted from Zhao et al., 2001)
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In contrast to a situation in which CA2 consists of an intermingling of cells from CA1
and CA3, the specific expression of several genes in the CA2 region of the hippocampus
reveal a remarkably discrete CA2 region. These genes include Cacng5 (Fukaya et al., 2005),
STEP (Boulanger et al., 1995), TREK-1 (Talley et al., 2001), adenosine A1l receptors (Ochiishi
et al.,, 1999), calbindin (Leranth and Ribak, 1991), RGS-14 (Lee et al., 2010), a-actinin-2
(Wyszynski et al., 1998), NT-3 and pcp-4 (Zhao et al.,, 2001), FGF-2 (Gémez-Pinilla et al.,
1994), Tiam1 and Mapk3 (Lein et al., 2004). The expression pattern of these markers gives a
precise genetic definition of the CA2 region that is likely larger than Lorente de No’s initial
description (Figure 1.10). This genetically defined CA2 includes the initial part of CA3.
Interestingly, PNs within the initial part of CA3 (CA3a) are more similar to the traditional CA2
than to CA3 neurons from a morphological and connectivity standpoints (Piskorowski and

Chevaleyre, 2012).
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Figure 1.10: Examples of CA2-enriched molecules. Transcripts enriched in CA2 PNs include TREK-
1 (A) and regulator of G-protein signaling RGS 14 (C). B, D: immunostaining revealing the high
expression of a-actinin (B) and Adenosin 1A receptors (D). (Adapted from Ochiishi et al., 1999; Talley
et al., 2001; Traver et al., 2000; Wyszynski et al., 1998).

Using in situ hybridization for specific markers coupled to 3D reconstruction, CA2

boundaries have been molecularly defined along the extent of the septotemporal axis of the
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hippocampus (Figure 1.11), including in the septal pole of the hippocampus where
cytoarchitectural boundaries are not clear (Lein et al., 2005). This has revealed that in
addition to a small zone between CA1 and CA3, CA2 comprises the entire dorsal half of the
pyramidal layer at the septal pole. Then when CA1 appears, CA2 is split into a medial and

lateral component separated by CA1 (Lein et al., 2005) (Figure 1.11).

section a section b
CA1
CA2
Y
CA3 DG

Figure 1.11: The hippocampal subfields along the transverse axis of the dorsal hippocampus.
Schematic representation of separated transversal sections (top) from different location indicated by
dashed lines. Note that at the most anterior end of the hippocampus (section c), only CA2 (blue) and
CA3 (green) are present, and that in section b CA2 is bifurcated by CA1 (red). lllustration of the
hippocampus in a lateral view (bottom). A: anterior, P: posterior, D: dorsal, V: ventral, M: median, L:
lateral (Adapted from Lein et al., 2005; Piskorowski and Chevaleyre, 2012).

2.1.2 Connectivity of area CA2 inside and outside the hippocampus
Establishing CA2 connections is crucial for our understanding of the hippocampus.
Previous studies have revealed CA2 afferences and efferences (Cui et al., 2013; Haglund et
al., 1984; Hitti and Siegelbaum, 2014; Kiss et al., 2000; Kéhler, 1985a; Magloczky et al., 1994;

Vertes, 1992; Vertes et al., 1999).
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These studies have shown that CA2 receives input from different brain regions
including the EC, the medial septum, the paraventricular nuclei of the hypothalamus, the
vertical and horizontal limbs of the nucleus of diagonal band of Broca, the supramammillary
nucleus (SuM), the median raphe nucleus, and the tuberomammillary nucleus. Neurons in
layer 2 of the EC (EC(II)), a major hippocampal input, send their axons to CA2 PNs like to CA3
and DG neurons. Moreover, in vivo study has shown that activation of perforant path
neurons evoke the parallel discharge of DG granule cells and CA2 PNs pyramidal neurons and
only a subthreshold depolarization of CA3 PNs, revealing that CA2 PNs are activated by the
direct EC inputs before CA3 PNs which are recruited indirectly by DG granule cells
(Bartesaghi and Gessi, 2004). Besides, Kohara and colleagues (Kohara et al., 2014) have
recently shown that in addition to the well-known bilateral hippocampal afferences from
CA3 and CA2 onto CA2 PNs (Cui et al., 2013; Hitti and Siegelbaum, 2014; Ishizuka et al., 1990;
Kohara et al., 2014; Kondo et al., 2009; Li et al., 1994; Rosene and Van Hoesen, 1977), CA2
PNs also receive an unexpected abundant longitudinal projections from DG granule cells.
They found functional monosynaptic connections between the DG and CA2 PNs while it was
long believed that DG granule cells do not project to CA2. Furthermore, Llorens-Martin and
colleagues (Llorens-Martin et al., 2015) have very recently demonstrated that similarly to
CA3 (Schmidt-Hieber et al., 2004; Zhao et al.,, 2006), CA2 PNs are not only connected by
mature DG granule cells but they also receive newborn granule neuron inputs. These data
are interesting because adult hippocampal neurogenesis is involved in hippocampal-
dependent learning and it crucial for pattern separation (Clelland et al., 2009; Nakashiba et
al., 2012). Cui and coworkers have recently found a vasopressinergic projection from the
paraventricular nuclei of the hypothalamus to the CA2 and to immediately adjacent CA3 (Cui

et al.,, 2013), wich is consistent with the predominant expression of the vasopressin 1b
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receptor mRNA in CA2 PNs (Young et al., 2006). These can provide clue for understanding
CA2 function (Kohler, 1985b). In contrast to more lateral areas of SuM, substance P fibers
from Parvicellular SuM, the most medial portion of SuM terminate only in the CA2 region
and do not project to the DG (Borhegyi and Leranth, 1997). Thus, CA2 is the only region of
the hippocampus that receives both innervations from medial and lateral supramammillary

area (Haglund et al., 1984).

Interestingly, the connection between the SuM and CA2 area of the hippocampus is
not unidirectional. Indeed, Cui and colleagues observed CA2 outputs to SuM (Cui et al.,
2013). These neural circuits have proposed to be involved in the control of hippocampal
theta rhythm (Pan and McNaughton, 2004). Other extrahippocampal targets of CA2
including the medial and lateral triangular septum nuclei and the vertical, horizontal limbs of
the diagonal band of Broca have been identified (Cui et al., 2013; Hitti and Siegelbaum, 2014;
Kohara et al.,, 2014). Furthermore, Roland and colleagues identified a CA2 monosynaptic
projection to neurons of EC(ll) (Rowland et al., 2013). This projection was unepected
because major hippocampal output project to deep EC via CA1 PNs and because EC(II)
neurons have been considered as major inputs to the hippocampus rather than a
hippocampal output. Because, EC(ll) is a structure most clearly implicated in learning and
memory, the bidirectional CA2-EC(Il) connection is particularly intriguing providing for a
potential alternate route of hippocampal information and therefore for hippocampal

function.

In addition to their extrahippocampal targets, CA2 PNs project to all the three CA
regions of the hippocampus. The dorsal CA2 PNs project bilaterally to regions CA3, CA2, and
CA1 (Cui et al., 2013; Hitti and Siegelbaum, 2014; Ishizuka et al., 1990; Kohara et al., 2014;

Kondo et al., 2009; Li et al., 1994; Rosene and Van Hoesen, 1977). Like CA3 PNs, a major
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output of CA2 PNs is to CA1 (Lorente de N6, 1934; Andersen et al., 2007; Chevaleyre and
Siegelbaum, 2010; Cui et al., 2013; Shinohara et al., 2012; Tamamaki et al., 1988). However,
in contrast to CA3 PNs, CA2 PNs target both the apical and the basal dendrites of CA1l
neurons, in the SR and in SO, respectively. Furthermore, unlike CA3, CA2 PNs show a

preferential connection to deep CA1 pyramidal cells (Kohara et al., 2014).

2.1.3 CA2 pyramidal neurons have distinct properties

CA2 PNs can be distinguished from CA1 and CA3 PNs by their morphology. First, CA2
and CA3 PNs could be distinguished from CA1 PNs by their larger cell bodies (Lorente de No,
1934; 1911; Ishizuka et al., 1995). Their sizes are around 2-3 times larger than the CA1 PNs
(Ishizuka et al., 1995). Second, the organization of their dendritic threes is different from
that of CA1 PNs. CA3 and CA2 PNs show 1-3 primary apical dendrites originating from the
soma giving rise to at least 4 more secondary dendrites while CA1 PNs have only 1 or 2 apical
dendrites that do not bifurcate along their extend toward SLM (Ishizuka et al., 1995). Side
branches of apical dendrites are also different between CA1 and CA2/CA3 PNs. In CA2/CA3,
they are few, confined to the deep four fifths of SR and they extend nearly perpendicularly
to the primary dendrites. In contrast to this, dendritic side branches have a more acute
radial angle of departure and they occur through the full extent of SR in CA1 (Ishizuka et al.,
1995). Furthermore, distal dendrites of CA1 PNs in SLM are oriented transversally while a
vertical orientation characterizes those of CA2/CA3 PNs (Ishizuka et al.,, 1995). Third,
although CA2 PNs dendritic trees are similar to those of CA3 PNs, some subtle differences
have been reported concerning their organization. For instance, the proportion of dendritic
tree of PNs located in SO is less important in CA2 than in CA3. In contrast to this, a larger

amount of dendritic trees is present in CA2 SR and SLM compared to CA3 SR/SLM (Ishizuka
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et al., 1995). Finally, in addition to these subtle differences, the lack of thorny excrescences
on the proximal apical dendrites CA2 PNs is the major characteristic distinguishing CA2 PNs

from CA3 PNs.
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Figure 1.12: Distinct electrophysiological properties of pyramidal neurons in the CA1, CA2 and
CA3 hippocampal subfields. A: Typical firing of CA1, CA2 and CA3 pyramidal neurons in response
to a 1 second depolarizing step. Inset shows an expanded trace to illustrate that the slow
hyperpolarizing potential following the action potential in CA1 neurons (arrow) is lacking in CA2
neurons. B: Voltage response to a 1 second hyperpolarizing step (from -70 to -100 mV). CA1 neurons
displayed a much larger depolarizing sag (mediated by activation of I;) than CA2 or CA3 neurons. C:
Input resistance (Input R) and membrane capacitance (M. Capacitance) were measured with a =5 mV
pulse from a holding potential of =70 mV. The action potential (AP) amplitude and duration were
measured during a 10 ms depolarizing pulse and the sag resulting from activation of I, was measured
during a 1 s hyperpolarization from =70 to -100 mV. (Adapted from Chevaleyre and Siegelbaum,
2010).

CA2 PNs can be distinguished from CA1 and CA3 PNs not only by their morphology

but also by their biophysical properties. Indeed, electrophysiological properties of CA2 PNs
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have been characterized in the adult mice in a recent study and they have been found to
differ from those of CA1 and CA3 PNs (Chevaleyre and Siegelbaum, 2010). First, CA2 PNs
have a lower input resistance, a higher membrane capacitance and a more hyperpolarized
resting potential compared to CA1 or CA3 PNs. Second, in contrast to CA3 PNs which fires a
burst of APs at the beginning of a depolarizing current step, CA1 and CA2 PNs fire during the
entire depolarization step of current. Furthermore, CA2 PNs have shorter AP duration
compared to CA3 pyramidal cells and lower action potential (AP) amplitude and shorter AP
duration in comparison to CA1 PNs. Third, CA2 PNs show smaller depolarizing sag in
response to a hyperpolarizing current pulse in comparison to CA1 PNs, which is caused by
the hyperpolarization-activated cation current (l,) and unlike CA1 PNs, they do not show
prominent slow after-hyperpolarization. This is consistent with the fact that CA1 PNs are
characterized by higher levels of expression of the HCN1 subunit, which underlies I, in
hippocampus, in comparison to CA2 or CA3 PNs (Notomi and Shigemoto, 2004; Santoro et
al., 2004). Furthermore, consistent with the high expression of calcium-binding proteins and
Pep-19 in CA2 PNs, a protein implicated in calcium extrusion, it has been reported that the
Ca’*-buffering capacity and the rates of Ca®* extrusion are higher in CA2 PNs (Lein et al.,

2004; Leranth and Ribak, 1991; Seress et al., 1993).

Due to the unique expression of calcium buffering proteins (Simons et al., 2009) and
of the high level of the regulator of G-protein signaling RGS14 (Lee et al., 2010), CA2 PNs are
resistant to LTP induction in response to the stimulation of SC fibers (Chevaleyre and
Siegelbaum, 2010; Lee et al.,, 2010; Simons et al.,, 2009; Zhao et al., 2007) (Figure 1.13).
Indeed, a striking feature of CA3-CA2 excitatory synapses is that they do not display activity-
dependent LTP (Chevaleyre and Siegelbaum, 2010; Lee et al., 2010; Simons et al., 2009; Zhao

et al., 2007), after application of protocols known to be very efficient for LTP induction in the
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hippocampus (Alger and Teyler, 1976; Bliss and Lomo, 1973), including high frequency (100
or 200 Hz) stimulations of SC fibers (Chevaleyre and Siegelbaum, 2010; Zhao et al., 2007)
and paring protocol. Even when recording were performed in perforated patch configuration
to prevent any dialysis of potential postsynaptic compound required for LTP, CA3-CA2
excitatory synapses do not undergo LTP (Zhao et al., 2007). Indeed, it has been shown that
RGS14 acts as a suppressor of synaptic plasticity at the SC-CA2 glutamatergic synapses (Lee
et al.,, 2010). However, inputs from the EC that form synapses onto the distal apical
dendrites of CA2 pyramidal cells express a presynaptic LTP (Chevaleyre and Siegelbaum,
2010) in contrast to excitatory inputs from CA3 that targets proximal apical dendrites of CA2

PNs.
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Figure 1.13 : Lack of long-term potentiation at the CA3-CA2 excitatory synapse. Hippocampal

CAZ2 is illustrated with staining for STEP, which has been described previously (Boulanger et al.,
1995). Time courses of average amplitudes of the EPSCs evoked by SC stimulation in CA2 PNs (left)
or in CA1 PNs (right). Note that compared with LTP induced in rat CA1 PNs (right), a pairing protocol
(arrow, 3 Hz, with depolarization to 0 mV) is ineffective at inducting LTP in rat CA2 PNs. The insets
are traces from representative experiments from each area. Calibration: 25 pA, 10 ms. Amount of LTP
induced from individual cases is shown, expressed as a percentage of the baseline value: CA1 (gray)
and CA2 (black). The open circles represent those experiments performed in 50 yM picrotoxin. Error

bars indicate SEM. (Reproduced from Zhao et al., 2007).
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2.1.4 Inhibitory inputs onto CA2 pyramidal neurons are particular in
several ways
In addition to the CA3 and the cortical excitatory inputs, CA2 PNs receive
remarquably strong inhibitory afferences. Interestingly, inhibitory transmission onto CA2

PNs is particular in several ways.

IPSP mean IPSP half IPSP 10-90%
Postsynaptic amplitude width rise time
Cell type MP (mV) (mV) (ms) (ms)
CA2 pyramid-basket cell connections
Narrow dendritic arbor basket cells (n = 7) —-61.8 = 3.9 —1.31 = 0.63 31.7 = 10.1 48 £ 1.8
Wide dendritic arbor basket cells (n = 7) —59.8 = 4 —-0.84 = 0.47 39.5 £ 10.7 54+ 13
CA1 pyramid-basket cell connections (1 = 6) -60.6 = 7 -1.23 = 0.52 26.8 £ 9.2 41 +1

Figure 1.14: Properties of IPSPs Elicited by single presynaptic Action Potentials in Basket Cell-
Pyramid Connections Recorded in the CA2 Region. Data are represented as mean * standard
deviation (SD). Abbreviation: MP, membrane potential. IPSPs elicited in wide dendritic arbor CA2
basket cells were similar in amplitude to those elicited in narrow dendritic arbor CA2 basket cells (P >
0.05) and in CA1 basket cells (P > 0.05). The widths at half amplitude and the 10-90% rise times of
these IPSPs were also similar (P > 0.05). (Reproduced from Mercer et al., 2012b).

First, some interneurons in this region are also strikingly different from those
described previously in CA1 and CA3 (Botcher et al., 2014; Mercer et al., 2012b; 20123;
2007). For instance, Mercer and colleagues have identified two types of PV-immunopositive
basket cells in CA2 of which a minority is similar to those in CA1 with axons confined to the
region of origin (Mercer et al., 2007)(Figure 1.14). On the other hand, they found that the
majority of PV basket in CA2 have long horizontally oriented dendrites extending into all CA
subfields in SO and the axon extending to the CA3 and CA1 regions. Such interneurons target
neighboring PNs and received excitatory inputs from them (Mercer et al., 2012b), providing

thus FFI and FBI onto PNs of the three CA subfields. Furthermore, a novel class of
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interneuron has been identified in CA2 area: SP-SR interneurons (Mercer et al., 2012a).
These PV- and CCK-immunonegative interneurons exclusively innervated SR and they have
striking electrophysiological and physiological features. CA2 SP-SR interneurons receive
inputs from all three CA regions and from Layer Il of the entorhinal cortex and inhibiting CA2
pyramidal cells as well as neighboring CA1 and CA3 pyramidal cells, may play a key role in

the hippocampal circuitry (Mercer et al., 2012b).

Second, in addition to these qualitative differences, area CA2 is characterized by a
higher density of interneurons compared to CA1 and CA3 areas (Benes et al., 1998; Botcher
et al., 2014). Consistent with this, inhibitory transmission onto CA2 PNs is larger than that
onto CA1 PNs and it exerts an extensive control of excitatory inputs onto CA2 PNs
(Chevaleyre and Siegelbaum, 2010; Piskorowski and Chevaleyre, 2013). When inhibitory
transmission is intact, either optogenetic or electrical stimulation of CA3 axons results in a
very small depolarizing post-synaptic potential (PSP) that is abruptly truncated by a large
inhibitory post-synaptic potential (IPSP) due to FFI (Chevaleyre and Siegelbaum, 2010;
Kohara et al., 2014). The very large inhibition recruited by CA3 PNs (FFI) completely prevents
CA2 PNs to fire in response to stimulation of CA3 excitatory inputs (Chevaleyre and
Siegelbaum, 2010). However, following pharmacological block of inhibitory transmission, the
EPSP becomes ~5 fold larger and is sufficient to drive APs in CA2 PNs (Chevaleyre and

Siegelbaum, 2010; Piskorowski and Chevaleyre, 2013).

Third, a striking characteristic of inhibitory inputs onto CA2 PNs is that they have
recently been shown to be highly plastic (Piskorowski and Chevaleyre, 2013). Indeed,
following high frequency, 10 Hz, theta-burst induction protocols or application of a delta-
opioid receptor (DOR) agonist, inhibitory transmission onto CA2 PNs undergoes a long-term

depression (iLTD) mediated by delta-opioid receptor (DOR) activity (Figure 1.15). It has been
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demonstrated that DORs in area CA2 acts presynaptically, downstream of Ca®' influx to
reduce GABA release and finally to induce a long-term reduction in GABAergic transmission
(Piskorowski and Chevaleyre, 2013). Furthermore, it was demonstrated that the inhibitory
transmission originating from PVI also expresses a DOR-mediated lasting depression
(Piskorowski and Chevaleyre, 2013). This DOR-mediated plasticity of inhibitory synapses
seems to be unique to CA2. Indeed, PVI transmission is persistently depressed by DOR
activation in area CA2 but only transiently depressed in area CA1l, revealing a differential

temporal modulation of PVI synapses between CA 2 and CA1 (Piskorowski and Chevaleyre,

2013).
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Figure 1.15: Inhibitory inputs onto CA2 PNs express a DOR-mediated LTD. HFS induces iLTD in
control condition (open circles, n=6), but not in presence of 2 uM of the DOR competitive antagonist
ICI 174864 (gray circles, n=7) nor in 0.1 uM Naltrindol (black circles, n=5). Top, IPSC traces
corresponding to the time points before (a) and after (b) HFS performed in control conditions or with
drug application. Right, plots of PPR from individual experiments for the three conditions at the two

time points, a and b. (Reproduced from Piskorowski and Chevaleyre, 2013).

Fourth, interestingly it has been shown that higher density of PVI characterizes area
CA2 compared to the rest of the hippocampus and that CA2 PNs receive a stronger inhibitory

input from these interneurons (Andrioli et al., 2007; Benes et al., 1998; Botcher et al., 2014;
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Chevaleyre and Siegelbaum, 2010; Piskorowski and Chevaleyre, 2013). Altogether, these
studies revealed that PVI in CA2 are qualitatively and quantitatively unique and they have

particular synaptic plasticity rules, providing a potential functional impact.

Consistent with this, alterations of inhibition restricted to area CA2 have been
reported in several neuropathology such as schizophrenia and epilepsy (Andrioli et al., 2007;
Benes, 2015a; Jones and McHugh, 2011; Knowles et al., 1987; Loup et al., 2000; Williamson
and Spencer, 1994; Wittner et al., 2009), giving cues to the functional role of long

overlooked CA2 region of the hippocampus.

2.2 Role of area CA2 in social behavior, memory and neuropathology

2.2.1 Aselective implication of the CA2 hippocampal region in several
neuropathology

Several studies have revealed that area CA2 is critically involved in epilepsy. Epilepsy
is characterized by deficit in GABA transmission at different level (Benes, 2015a). At the
subcellular level, a perturbation in the organization of the GABA A subunits has been
reported in the area CA2 of epileptic patient hippocampi (Loup et al., 2000). At the cellular
level, area CA2 of epileptic patients is characterized by an important reduction of
interneurons (Andrioli et al., 2007). Furthermore, consistent with the fact that the density of
PVl is considerably decreased in the CA2 regions of epileptic patients (Andrioli et al., 2007),
physiological recordings in the hippocampi of human epileptic patients has revealed that
inhibitory currents in CA2 are considerably decrease (Wittner et al., 2009) or completely lost
(Williamson and Spencer, 1994). Moreover, CA2 region generates epileptiform activity

contrary to CA1 and CA3 both in rodents (Knowles et al., 1987) and human (Wittner et al.,
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2009). On the other hand, area CA2 is particularly resistant to the cell loss associated with
temporal lobe epilepsy in comparison to CA3 and CA1 subfields (Dam, 1980; Sloviter, 1983).
The high expression of adenosine Al receptors (Ochiishi et al., 1999) and anticonvulsant
properties (Van Dycke et al., 2010) of CA2 neurons have been proposed to be implicated
(Jones and McHugh, 2011). It has been suggested that the unique CA2 cytoarchitecture may
be sufficient for seizure resistant in some species of rodent (Scorza et al., 2010).

A loss of inhibitory interneurons selectively in area CA2 has been reported not only in
epilepsy but also during schizophrenia (Benes et al., 1998). Benes and coworkers found that
interneurons are selectively reduced by approximately 40% in the CA2 region of the
schizophrenic patient (Benes et al., 1998). Consistent with this results, several studies
reported a profound loss of parvalbumin immunoreactivity in CA2 subregion (Benes et al.,
1998; Knable et al., 2004; Zhang et al., 2002), while decreases in parvalbumin
immunoreactivity outside the hippocampus are widespread (Hashimoto et al., 2008). Post-
mortem studies have revealed that compensatory upregulation of GABA, receptor binding
activity on interneurons in SO of CA3/2, but not CA1 (Benes, 2015a). Besides, binding assays
have shown reduced AMPA (Gao et al., 2000) and histamine H3 receptor binding (Jin et al.,
2009) in CA2 compared to other CA subfields, of patients diagnosed with schizophrenia and

bipolar disorder, respectively.

2.2.2 Relevance of area CA2 in social behavior
The role of the vasopressin 1b receptor (Avprlb), which highly expressed in CA2, has
given one hint as to the function of area CA2. Indeed, it has been shown that knockout of
Avprlb resulted in reduced aggression, impaired social recognition, and impaired detection

of temporal order (DeVito et al.,, 2009; Pagani et al., 2015; Wersinger et al., 2007; 2002;
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2008). Because the expression of Avprlb is not limited to area CA2 of the hippocampus, the
deficits observed in knockout of Avprlb could not be directly assigned to CA2 (Young et al.,
2006). However, a very recent study has shown that partial replacement of the Avprlb into
the dorsal CA2 region of Avprlb knockout mice completely restored the probability of
socially motivated attack behaviors, indicating that the hippocampal CA2 is important for
this behavior and that it is mediated the Avprlb activity. Furthermore, electrophysiological
study has shown that vasopressin permits synaptic potentiation in hippocampal CA2 neurons

(Pagani et al., 2015).

2.2.3 Role of area CA2 in memory

A very recent study have revealed that standard spatial and temporal firing patterns
of individual hippocampal principal neurons in behaving rats, such as place fields, theta
modulation, and phase precession, are also present in CA2 (Mankin et al., 2015). However, in
contrast to CA1 and CA3 place cells, CA2 neurons do not show a persistent code for space or
for differences in context. Indeed, place representations in CA2 become dissimilar from one
episode to the next, even as the spatial environment does not (Mankin et al., 2015). This
progressive change in activity patterns over time may be explanation for time encoding in
episodic memories. The weak coding for space in CA2 is consistent with recent behavioral
evidence that CA2 PNs activity is not required for spatial memory (Hitti and Siegelbaum,
2014). Indeed, Hitti and Siegelbaum have very recently shown that inactivation of CA2 PNs,
by expressing tetanus neurotoxin specifically onto CA2 PNs using CA2-Cre mouse line, did
not significantly alter hippocampus-dependent spatial memory assessed by the Morris water

maze (Hitti and Siegelbaum, 2014).

On the other hand, genetically targeted inactivation of CA2 PNs induced a

pronounced impairment in social memory with no change in sociability (Hitti and
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Siegelbaum, 2014)(Figure 1.16). The functional and behavioral relevance of area CA2 of the
hippocampus in social memory have been confirmed in a study (Stevenson and Caldwell,
2014) in which excitotoxic N-methyl-D-aspartate lesions of the CA2 region was performed.
Indeed, these two studies have shown both that CA2 inactivation induced a pronounced

impairment in social memory.
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Figure 1.16: Inactivation of CA2 pyramidal neurons impairs social memory. a, Left: sociability
test. Middle: YFP (n=11) and TeNT (n=13) mice preferred the littermate chamber with no significant
difference in interaction times. Right: interaction time difference scores (littermate minus empty) were
similar. b, Left: social novelty test. Middle:only YFP mice preferred the novel animal over a littermate;
the groups differed significantly. Right: difference score (novel minus littermate) of TeNT group was
significantly less than that of YFP group. ¢, Left: direct interaction test using identical (c) or different(d)
stimulus animals in the two trials.c, Middle: only YFP mice displayed decreased investigation during
trial 2 of mouse encountered in trial 1. Right: TeNT group difference score (trial 1 minus trial 2) was

less than that of YFP group. (Reproduced from Hitti and Siegelbaum, 2014).
In addition to this role in social recognition, two studies have revealed that CA2

neuronal activity is sensitive to subtle changes in the environment (Sheth et al.,, 2008;
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Wintzer et al.,, 2014). Sheth and coworkers have reported that a modified version of the
familiar environment was associated with an increase of neuronal activity in area CA1 and
area CA2, while exposure to a completely novel environment was associated with an
increase in sectors CA1, CA4, and DG, compared with the familiar environment (Sheth et al.,
2008). Furthermore, they found that the increase in neuronal activity induced by these
environments is impaired when they pharmacological disrupt the amygdala activity. Wintzer
and colleagues found that CA2 ensemble is more sensitive to small changes in overall
context than CA1 and CA3 and they suggested that CA2 might be tuned to remap in
response to any conflict between stored and current experience (Wintzer et al., 2014).
Because they both found that CA2 is sensitive to contextual changes, these two studies
suggested a role of CA2 neurons in contextual memory (Sheth et al., 2008; Wintzer et al.,

2014).

3. Aims of the thesis

Through this introduction, we have presented the hippocampus, a brain region of
critical importance for memory formation and learning. Although it has been considered as a
small transitory zone between area CA3 and CA1 for decades, we have then shown that area
CA2 is of course a distinct hippocampal region with unique properties and clearly defined
boundaries. Furthermore, it is very sensitive to subtle changes in environment and it is
essential for social memory formation (Hitti and Siegelbaum, 2014; Stevenson and Caldwell,
2014; Wintzer et al., 2014). Therefore, incorporating area CA2 into the hippocampal network

appears to be unavoidable for our understanding of the hippocampal function. However,
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how information is processed through area CA2 and how CA2 PNs participate to

hippocampal circuits remain underexplored.

Examining both synaptic plasticity in area CA2 and its consequence on hippocampal
network is essential for understanding how the CA2 region plays its role in memory.
Recently, it has been shown that unlike the CA3-CA2 excitatory synapses, inhibitory
transmission in area CA2 is plastic and undergoes a unique robust activity-dependent long-
term depression (iLTD) resulting from a delta opioid-dependent decrease in GABA release.
Furthermore, this iLTD involves interneurons expressing parvalbumin (PVI) (Piskorowski and
Chevaleyre, 2013). The overall objective of this thesis is to determine the consequences of

this iLTD occurring specifically in area CA2 on the hippocampal network.

Because inhibitory transmission exert a powerful control of both the excitatory inputs
onto CA2 PNs and the firing of CA2 PNs particularly in response to SC stimulation, we
examined, whether iLTD can modulate the strength of the main excitatory inputs onto CA2
PNs and the firing of CA2 PNs in response to SC stimulation. We address these questions in
wild type mice, in a first paper. Then, because CA2 PNs connect strongly CA1 PN, we studied
how the change in PVI transmission that occurs specifically in area CA2 during the DOR-
mediated iLTD (Piskorowski and Chevaleyre, 2013) could affect CA1 PNs activity in response
to SC stimulation. Moreover, alterations in area CA2 including a decrease in parvalbumin-
expressing interneuron (PVI) density (Knable et al.,, 2004) have been reported in patients
with schizophrenia. Seing that the DOR-mediated iLTD involves PVI, the third study consist of
examining whether the DOR-mediated iLTD could be altered in a mouse model of
schizophrenia genetic predisposition characterized by the 22q11.2 deletion (Df(16)A+/-

mice) and we tested the consequence of a such alteration on the circuitry dynamics.
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Chapter I MATERIALS AND METHODS

1. Animals

Adult males from four different mouse lines including C57BL6 mice (wild type), PV-
cre, CA2-cre and Df(16)A+/' mouse line were used during this thesis. PV-cre mouse line are
Pvalbtm1(cre)Arbr/J mice that express the cre recombinase in the Pvalb locus in other words
in parvalbumin-expressing interneruons. CA2-cre mouse line are cacng5-cre mice, that
express the cre recombinase in the cacng5 locus a gene specifically express in CA2 PNs
(Figure 11.1). These two last mouse line were used to express DREADD in PVIs or in CA2 PNs.
Finally, Df(16)A+/' mouse line (Stark et al., 2008) which carries an engineered orthologous
deletion on mouse chromosome 16 encompassing all but one of the genes encoded in the

22qg11.2 critical region is used as mouse model of the the 22g11.2 microdeletion.

Figure 11.1: Expression of the cre recombinase in CA2-cre mouse hippocampal slice. Cre
recombinase (red) expression in the hippocampus of cacng5-Cre mouse line shown in a low-
magnificiance image of the hippocampus. Scale bar=0.5mm. (A Huang and TJ. McHugh, RIKEN Brain

Science Institute, Japan).
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2. Stereotaxic viral injections and immunohistochemistry.

To express Channelrhodhopsin 2 or the GPCR hM4D(Gi) specifically in PVI or in CA2
PNs we injected adeno-associated virus (AAV) harboring a Cre-dependent reporter in PV-cre
or CA2-cre mice. The adeno-associated virus AAV.synapsin.DIO.hM4D(Gi)-mcherry was
purchased from the Laboratory for Circuit and Behavioral Physiology, RIKEN Brain Science
Institute, Wakoshi, Saitama, Japan. 0.5uL of virus (3.6x10°vg/ulL) were injected bilaterally
into the right and left dorsal hippocampus of 4-week-old PV-cre or CA2-cre male mice. The
locus of the injection site was as follows: anterior—posterior relative to bregma: -2.4 mm;
medial-lateral relative to midline: 2.4 mm; dorsal-ventral relative to surface of the brain:
-1.7 mm. Slices for electrophysiology were prepared from injected animals 6-8 weeks after
injection. Before recording we checked the expression of the DREADD (hM4D(Gi)) by looking

at the fluorescence of mcherry.

The adeno-associated virus AAV2/9.EF1a.DIO.hChR2(H134R)-EYFP.WPRE.hGH was
purchased from the Penn vector core at the University of Pennsylvania. 0.5uL of virus
(7.4x10°virus/uL) were injected unilaterally into the right dorsal hippocampus of 4-week-old
male CA2-cre mice. The locus of the injection site was as follows: anterior—posterior relative
to bregma: -1.6 mm; medial-lateral relative to midline: 1.9 mm; dorsal-ventral relative to
surface of the brain: -1.4 mm. Slices for electrophysiology were prepared from injected

animals 3-4 weeks after injection.

For histology experiments, male mice were transcardially perfused, the brains
dissected, postfixed, and 50 um floating coronal sections were prepared as previously
described (Piskorowski et al., 2011). Eight serial sections were selected spanning bregma

-1.8 to -2.1. A rabbit anti-parvalbumin antibody (Swant) was used at a dilution of 1:2000,
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the mouse monoclonal anti-RGS14 antibody (Neuromab) was used at dilution of 1:300, and a
goat anti-rabbit AlexaFluor-549 and goat anti-mouse AlexaFluor-647-conjugated secondary
antibodies (Life Technologies) were used at 1:400 dilution. Images were collected with a
Zeiss 710 laser-scanning confocal microscope. Z-series images consisting of two channels
were collected every 7um over a total distance of 35um per slice. RGS14 staining was used
to define areas CA2, CA1, and CA3. These regions of interest were created with the RGS14
channel and applied to the channel with PV staining for counting of interneuron densities. All

image analysis was performed with Image J.

3. Slice preparation:

Transverse hippocampal slices (400 um) were prepared from 5- to 12-week-old male
mice. Animals were anesthetized with isofluorane and killed in accordance with institutional
regulations. Hippocampi were removed and placed upright into an agar mold. Transverse
slices were cut on a vibratome (Leica VT1200S) in ice-cold extracellular solution containing
the following (in mM): 10 NaCl, 195 sucrose, 2.5 KCI, 15 glucose, 26 NaHCOs, 1.25 NaH,PO,,
1 CaCly, and 2 MgCl,. The cutting solution used for the oldest mice contains: 93 N-Methyl-D-
glucamin, 2.5 KCI, 1.25 NaH,P0O4, 30 NaHCOs, 20 Hepes, 25 Glucose, 2 Thiourea, 5 Na-
Ascorbate, 3 Na-Pyruvate, 0.5 CaCl,, 10 MgCl,. The slices were then transferred to 30°C ACSF
(in mM: 125 NaCl, 2.5 KCl, 10 glucose, 26 NaHCOs, 1.25 NaH,PO4, 2 Na pyruvate, 2 CaCl,, and
1 MgCl;) for 30 min and then kept at room temperature for at least 1.5 h before recording.
Cutting and recording solutions were both saturated with 95% O, and 5% CO,, pH 7.4. All

experiments were performed at 33°C.

62



4. Electrophysiological recordings and analysis.

Field recordings of PSPs (fPSPs) were performed in current-clamp mode with a recording

patch pipette (3-5 MQ) containing 1 M NaCl and positioned in the middle of stratum

radiatum (SR) or stratum pyramidale (SP) in CA1 or CA2.

PSPs (post-synaptic potentials) were obtained with whole-cell recordings from pyramidal

neurons in current-clamp mode held at =73 mV with a patch pipette (2.5-4 MQ) containing
the following (in mm): 135 K methyl sulfate, 5 KCI, 0.1 EGTA-Na, 10 HEPES, 2 NaCl, 5 ATP, 0.4
GTP, and 10 phosphocreatine (pH 7.2; 286—295 mOsm). Membrane potentials were
corrected for liquid junction potential, which was measured to be ~1.2 mV. Series resistance
(typically 9-18 MQ) was monitored throughout each experiment; cells with >15% change in

series resistance were excluded from analysis.

Some recordings were performed with the perforated patch technique. For these
experiments, 75ug/ml gramicidin was added to the intracellular solution along with an
additional 4mM calcium to ensure that recordings were acquired in perforated configuration
only. Series resistance (typically, 12-18 MQ for whole-cell recordings and 65.5 + 2 MQ for
perforated patch recordings) was monitored throughout each experiment; cells with a >15%

change in series resistance were excluded from analysis.

Whole-cell recordings of IPSCs (inhibitory post-synaptic current) were performed in voltage-

clamp mode with the cells held at 0 mV and in the absence or presence of 10 uM NBQX and
50 uM D-APV with an internal solution containing Cs methyl sulfate in place of K methyl

sulfate.
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Identification of the recorded neurons: Before beginning whole-cell experiments, we

identified the CA1 and CA2 PNs by their somatic location and size. Furthermore, the cell type
was confirmed by several electrophysiological properties (input resistance, membrane
capacitance, resting membrane potential, sag amplitude, action potential amplitude, and
duration) as previously described (Chevaleyre and Siegelbaum, 2010). For all experiments
monitoring IPSCs, the properties of the cell were recorded immediately after break-in before
the Cs* ion sufficiently diffused into the cell. For several experiments, particularly when Cs*
was in the pipette solution, the slices were fixed after the recording with 4%
paraformaldehyde, and the neurons were identified by biocytin-streptavidin labeling and
immunohistochemistry to label the CA2-specific protein RGS-14. This permits to confirm post
hoc that the recorded cell was a CA2 or CA1 pyramidal neuron by the colocalization with
RGS14 as well as the shape of the dendritic arbor. For CA1 PNs, this also allows the

identification of deep and superficial PN.

Synaptic potentials/currents were evoked by monopolar stimulation with a patch
pipette filled with ACSF and positioned in the middle of CA1 SR or SLM. When evoking PSPs
in both SR and SLM in the same experiment, we tested the independence of the inputs prior
to the experiment. Using the same stimulation intensity used for the experiment, we
compared the PSP amplitude evoked by SR stimulation with the PSP amplitude evoked by SR
stimulation 100 ms after SLM stimulation. We also performed the reverse measurement,
comparing the PSP amplitude evoked by SLM stimulation to a PSP evoked with SLM
stimulation after SR stimulation by 100 ms. The stimulation of the SR and SLM inputs was
considered to be independent if a preceding evoked PSP in the separate pathway had no
effect on the amplitude of the second evoked PSP. When axons of CA2 pyramidal neurons

were directly recruited by the stimulation pipette, as observed with a back-propagating AP in
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the recorded CA2 neuron, the stimulating pipette was moved until the direct activation of
the axon disappeared. Photostimulation of 0.1 ms pulses of blue light was provided with a
473 nm light-emitting diode (controlled by a CoolLED model PE-100) driven by a transistor-
transistor logic pulse. The light intensity used during the plasticity experiments was between
10-20 W/mm?. This was measured at the appropriate focal length under the objective with a

Fieldmate model light meter (Coherent) at different power intensities.

High-frequency stimulation (HFS; 100 pulses at 100 Hz repeated twice), 10 Hz
stimulation (100 pulses at 10 Hz repeated twice), DPDPE ([D-Pen®]Enkephalin, 0.5uM) or

CNO (clozapine-N-oxide, 10uM) was applied after a stable baseline of 10-20 min duration.

The amplitudes of both the PSPs and the IPSCs were normalized to the baseline
amplitude. The magnitude of long-term plasticity was estimated by comparing averaged
responses at 30—40 min for whole-cell recordings and at 50-60 min for extracellular
recordings after the induction protocol with baseline-averaged responses 0—10 min before
the induction protocol. The effect of CNO was estimated by comparing averaged responses
at 5-10 min for after the drug application with baseline-averaged responses 0-5 min before
the CNO application. All drugs were bath applied after dilution into the external solution
from concentrated stock solutions. We used Axograph X software for data acquisition, and
Origin Pro for data analysis. A Student’s t test was performed for statistical comparisons, and

results are reported as the mean + SEM.
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Chapter Il RESULTS

1. First study: Inhibitory plasticity permits the recruitment of CA2
pyramidal neurons by CA3 (K Nasrallah, R Piskorowski and V
Chevaleyre, 2015).

1.1 Introduction

CA2 PNs receive projections from CA3 PNs and they send their axons to CA1 PNs.
However, the lack of LTP at the CA3-CA2 excitatory synapses and the large feed-forward
inhibition (FFI) prevent the recruitment of CA2 PNs by CA3 PNs. Consequently, the classical
EC-DG-CA3-CA1 trisynaptic loop bypasses area CA2. Indeed, FFI dampens the EPSP recorded
in CA2 in response to SC stimulation and it completely prevents the firing of CA2 PNs in
response to CA3 activation (Chevaleyre and Siegelbaum, 2010; Piskorowski and Chevaleyre,
2013). However, inhibitory transmission onto CA2 PNs, including GABAergic inputs from
PVIs, expresses a DOR-mediated long-term depression (iLTD) (Piskorowski and Chevaleyre,
2013). The goal of the first paper was to determine whether the inhibitory synapses that
undergo the DOR-mediated LTD exert any control of the CA3-CA2 transmission. More
precisely, we asked whether iLTD in area CA2 could increase the SC synaptic drive onto CA2
PNs and permit the recruitment of CA2 PNs by CA3 PNs. We also examined whether this
DOR-mediated change in inhibitory transmission triggered by stimulation of SC inputs could

modulate the net excitatory drive of distal inputs onto CA2 PNs.

1.2 Paper

66



New Research

& fleuro

Neuronal Excitability

Inhibitory Plasticity Permits the Recruitment of
CA2 Pyramidal Neurons by CA3'%°

Kaoutsar Nasrallah, Rebecca A. Piskorowski, and Vivien Chevaleyre

DOl:http://dx.doi.org/10.1523/ENEURO.0049-15.2015

Team Synaptic Plasticity and Neural Networks, FR3636, Centre National de la Recherche Scientifique, Unité Mixte de
Recherche 8118, Université Paris Descartes, Sorbonne Paris Cité, 75006 Paris, France

Abstract

Area CA2 is emerging as an important region for hippocampal memory formation. However, how CA2 pyramidal
neurons (PNs) are engaged by intrahippocampal inputs remains unclear. Excitatory transmission between CA3
and CA2 is strongly inhibited and is not plastic. We show in mice that different patterns of activity can in fact
increase the excitatory drive between CA3 and CA2. We provide evidence that this effect is mediated by a
long-term depression at inhibitory synapses (iLTD), as it is evoked by the same protocols and shares the same
pharmacology. In addition, we show that the net excitatory drive of distal inputs is also increased after iLTD
induction. The disinhibitory increase in excitatory drive is sufficient to allow CA3 inputs to evoke action potential
firing in CA2 PNs. Thus, these data reveal that the output of CA2 PNs can be gated by the unique activity-
dependent plasticity of inhibitory neurons in area CA2.
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Long overlooked, recent work has demonstrated that area CA2 of the hippocampus is a critical region for
social memory and aggression. How area CA2 integrates into the hippocampal circuit is not understood.
While CA2 pyramidal neurons (PNs) receive excitatory input from CA3 PNs, these inputs cannot drive action
potentials in CA2 PNs because of a large feedforward inhibition. Furthermore, CA2 PNs do not express
long-term potentiation, so it is unclear whether CA2 PNs can be engaged by CA3. We demonstrate that a
unique activity-dependent plasticity of CA2 interneurons can increase the excitatory/inhibitory balance
between CA3 and CA2 PNs, and allow the recruitment of CA2 PNs. Therefore, our results reveal a
kmechanism by which CA2 PNs can be engaged by CAS3. j
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learning that may be separate from spatial orientation
(Mankin et al., 2015). Neurons in area CA2 seem poised
to modulate hippocampal activity, given the striking
number of receptors that are enriched or uniquely ex-
pressed in this area (Jones and McHugh, 2011). A
clearer understanding of the connectivity in area CA2
has recently evolved (Chevaleyre and Siegelbaum,
2010; Cui et al., 2013; Rowland et al., 2013; Kohara
et al., 2014); however, a better understanding of the
plasticity of these connections is critical for under-
standing how this region contributes to hippocampal
learning.

Axons from CA3 PNs [i.e. the Schaffer collaterals
(SCs)] connect both CA2 and CA1 PNs. However, unlike
the well described SC-CA1 synapses, the SC-CA2
connection does not display activity-dependent long-
term potentiation (LTP; Zhao et al., 2007; Chevaleyre
and Siegelbaum, 2010) due to the unique expression of
calcium-buffering proteins (Simons et al., 2009) and of
the regulator of G-protein signaling RGS14 (Lee et al.,
2010). Furthermore, there is a higher density of in-
terneurons in area CA2 compared with CA1 (Benes
et al., 1998; Andrioli et al., 2007; Piskorowski and Che-
valeyre, 2013; Botcher et al., 2014). While inhibition is
known to control the strength and plasticity of excit-
atory transmission in the hippocampus (Chevaleyre and
Piskorowski, 2014), the control exerted by inhibition in
area CA2 is extensive. When inhibitory transmission is
intact, electrical (Chevaleyre and Siegelbaum, 2010) or
selective optogenetic (Kohara et al., 2014) stimulation
of the SC inputs results in a very small depolarizing
postsynaptic potential (PSP) comprising both excit-
atory and inhibitory postsynaptic potential (EPSPs and
IPSPs). The depolarizing EPSP is abruptly truncated by
a large hyperpolarizing component due to inhibitory
currents from feedforward inhibition. This very large
feedforward inhibition completely prevents CA3 excit-
atory inputs from evoking action potentials (APs) in CA2
PNs (Chevaleyre and Siegelbaum, 2010). After pharma-
cological block of inhibition, the amplitude of the PSP
becomes approximately fivefold larger and is sufficient
to drive action potentials in CA2 PNs (Chevaleyre and
Siegelbaum, 2010; Piskorowski and Chevaleyre, 2013).

Inhibitory transmission from parvalbumin-expressing
(PV™) interneurons in area CA2 undergoes a long-term
depression at inhibitory synapses (iLTD) mediated by &
opioid receptor (DOR) activation (Piskorowski and Cheva-
leyre, 2013). However, it is unknown whether the syn-
apses that undergo iLTD are playing any role in controlling
the net strength of SC-CA2 transmission. We show that
the balance between excitation and inhibition between
CAS and CA2 is persistently altered after the induction of
DOR-mediated iLTD. Furthermore, the induction of iLTD
by SC stimulation also permits a net increase in the
excitation/inhibition ratio at distal CA2 inputs. Finally, this
disinhibitory mechanism is sufficient to allow SC inputs to
drive AP firing in CA2 PNs, thereby engaging CA2 in the
trisynaptic circuit.
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Materials and Methods

Slice preparation

All animal procedures were performed in accordance
with the regulations of the animal care committee of the
Université Paris Descartes. The 400 um transverse hip-
pocampal slices were prepared from 6- to 9-week-old
C57BL6 male mice. Animals were killed under anesthesia
with isoflurane. Hippocampi were removed, placed up-
right into an agar mold, and cut with a vibratome
(VT1200S, Leica) in an ice-cold extracellular solution con-
taining the following (in mm): 10 NaCl, 195 sucrose, 2.5
KClI, 15 glucose, 26 NaHCO,, 1.25 NaH,PO,, 1 CaCl,, and
2 MgCl,. A cut was made between CA3 and CA2 with a
scalpel in some of the slices before being transferred to
30°C ACSF (in mm: 125 NaCl, 2.5 KCI, 10 glucose, 26
NaHCO,, 1.25 NaH,PO,, 2 Na Pyruvate, 2 CaCl, and 1
MgCl,) for 30 min and kept at room temperature for at
least 1.5 h before recording. All experiments were per-
formed at 33°C. Cutting and recording solutions were
both saturated with 95% O, and 5% CO,, pH 7.4.

Electrophysiological recordings and analysis

Field recordings of PSPs were performed in current-
clamp mode with a recording patch pipette (3-5 MQ)
containing 1 m NaCl and positioned in the middle of
stratum radiatum (SR) or stratum pyramidale in CA1 or
CA2. Whole-cell recordings were obtained from CA2 PNs
in current-clamp mode held at —73 mV with a patch
pipette (3-5 M) containing the following (in mm): 135 K
methyl sulfate, 5 KCI, 0.1 EGTA-Na, 10 HEPES, 2 NaCl, 5
ATP, 0.4 GTP, 10 phosphocreatine, and 5 um biocytin, pH
7.2 (280—-290 mOsm). Inhibitory currents were recorded
with pipette solution containing 135 Cs methyl sulfate
instead of K methyl sulfate. The liquid junction potential
was ~1.2 mV, and membrane potentials were corrected
for this junction potential. Some recordings were per-
formed with the perforated patch technique. For these
experiments, 75 png/ml gramicidin was added to the intra-
cellular solution along with an additional 4 mwm calcium to
ensure that recordings were acquired in perforated con-
figuration only. Series resistance (typically, 12-18 MQ for
whole-cell recordings and 65.5 + 2 M() for perforated
patch recordings) was monitored throughout each exper-
iment; cells with a >15% change in series resistance were
excluded from analysis. Synaptic potentials were evoked
by monopolar stimulation with a patch pipette filled with
ACSF and positioned in the middle of CA1 SR or stratum
lacunosum-moleculare (SLM). When evoking PSPs in
both SR and SLM in the same experiment, we tested the
independence of the inputs prior to the experiment. Using
the same stimulation intensity used for the experiment, we
compared the PSP amplitude evoked by SR stimulation
with the PSP amplitude evoked by SR stimulation 100 ms
after SLM stimulation. We also performed the reverse
measurement, comparing the PSP amplitude evoked by
SLM stimulation to a PSP evoked with SLM stimulation
after SR stimulation by 100 ms. The stimulation of the SR
and SLM inputs was considered to be independent if a
preceding evoked PSP in the separate pathway had no
effect on the amplitude of the second evoked PSP. When
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axons of CA2 pyramidal neurons were directly recruited
by the stimulation pipette, as observed with a back-
propagating AP in the recorded CA2 neuron, the stimu-
lating pipette was moved until the direct activation of the
axon disappeared.

High-frequency stimulation (HFS; 100 pulses at 100 Hz
repeated twice), 10 Hz stimulation (100 pulses at 10 Hz
repeated twice), or DPDPE ([D-Pen®®]Enkephalin) was
applied after a stable baseline of 15-20 min duration.
Before beginning whole-cell experiments, we identified
the CA2 PNs by somatic location and size. Furthermore,
the cell type was confirmed by several electrophysiolog-
ical properties (input resistance, membrane capacitance,
resting membrane potential, sag amplitude, action poten-
tial amplitude, and duration). For several experiments,
particularly when Cs* was in the pipette solution, the
slices were fixed after the recording with 4% paraformal-
dehyde, and the neurons were identified by biocytin-
streptavidin labeling and immunohistochemistry to label
the CA2-specific protein RGS-14.

The amplitudes of the PSPs were normalized to the
baseline amplitude. The magnitude of plasticity was esti-
mated by comparing averaged responses at 30-40 min
for whole-cell recordings and at 50—-60 min for extracel-
lular recordings after the induction protocol with baseline-
averaged responses 0-10 min before the induction
protocol. All drugs were bath applied after dilution into the
external solution from concentrated stock solutions. We
used Axograph X software for data acquisition, and Origin
Pro for data analysis. A Student’s t test was performed for
statistical comparisons, and results are reported as the
mean * SEM.

Results

Inhibition in area CA2 has been shown to play a very
prominent role in controlling the size of the depolarizing
component of the compound EPSP-IPSP after stimula-
tion of the SC (Piskorowski and Chevaleyre, 2013). Fur-
thermore, inhibition has been shown to be highly plastic,
undergoing an iLTD mediated by DORs (Piskorowski and
Chevaleyre, 2013). We asked whether this plasticity of
inhibitory transmission might be sufficient to modulate the
level of excitatory drive at SC-CA2 synapses. To address
this question, we first recorded extracellular field PSPs
(fPSPs) in CA2 SR in response to electrical stimulation of
SC fibers. These fPSPs are a compound readout of both
the local EPSPs and IPSPs. After a stable baseline period,
we applied either an HFS protocol (100 pulses at 100 Hz
repeated twice) or a 10 Hz protocol (100 pulses at 10 Hz
repeated twice). These two protocols efficiently induce
iLTD of inhibitory inputs in area CA2 (Piskorowski and
Chevaleyre, 2013). We found that both the HFS and 10 Hz
protocol evoked a lasting increase in the amplitude of the
compound fPSP [with 100 Hz stimulation: 160.5 = 4.2%
of fPSP amplitude, p < 0.00001, n = 10 (Fig. 1A); with 10
Hz stimulation: 144.8 = 9.9% of fPSP amplitude, p =
0.0034, n = 8 (Fig. 1B)]. We also observed a significant
but smaller increase in the compound fPSP when mea-
suring the slope (136.2 = 6.4% of fPSP slope, p = 0.0009,
n = 8). We expected a smaller change in the fPSP when
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measuring the slope, as most of the inhibition evoked by
the stimulation is recruited by the SC. The extrasynaptic
delay of this feedforward inhibition onto CA2 PNs (com-
pared with the direct SC transmission) will result in a
larger control of the peak rather than of the slope of the
fPSP. Therefore, the amplitude of the PSP was used for
the analysis of the subsequent experiments.

To address whether a change in the excitability of CA3
PNs was responsible for the increase in the fEPSP in CA2,
we measured the amplitude of the fiber volley (a measure
of the number of axons firing an action potential). As
shown in Figure 1, A and B, we did not detect any
significant increase in the fiber volley amplitude after HFS
(112.0 = 5.3%, p = 0.06) or after 10 Hz stimulation
(105.8 = 4.1, p = 0.19). In addition, we also applied HFS
in slices that had a detached CAS. In this condition, we
found a similar increase of the compound fPSP amplitude
[Fig. 1A; 165 += 7.8% of fPSP amplitude, n = 5, p =
0.0011 (p = 0.59 with uncut slices)]. These data indicate
that the long-term increase in the amplitude of the com-
pound fPSP in area CA2 is not due to recurrent activation
of CAS3 neurons.

We also tested the effect of HFS and 10 Hz stimulation
in whole-cell current-clamp recordings of CA2 PNs to
ascertain that the increased amplitude of the fPSP was a
result of an increased excitatory/inhibitory ratio onto CA2
PNs. We found that both the HFS and 10 Hz protocols
triggered a large increase in the PSP recorded in this
condition (Fig. 1 C,D; 223.4 = 14.1% after HFS, n = 9;
195.5 *+ 26.3% after 10 Hz stimulation, n = 6). The larger
increase in PSP amplitude observed in whole-cell record-
ing compared to extracellular recording is not surprising
as DORs have been reported to be expressed in interneu-
rons that target PN soma and proximal dendrites (Erbs
et al., 2012). A potential iLTD at somatic inputs will likely
have a minor contribution in regulating the size of the
fPSP amplitude recorded in the dendritic area, but will
have a large impact on PSP amplitude measured by
whole-cell recordings. Consistent with this idea, we found
that fPSPs monitored in the somatic region show a larger
increase after HFS compared with fPSP monitored simul-
taneously in the dendritic area (fPSP in soma, 222.3 *=
28.4%; fPSP in dendrite, 164.3 = 7.1%;n = 5, p = 0.047).
Thus, our data show that different patterns of activity can
increase the excitatory drive between CA3 and CA2.

Inhibitory transmission is mandatory for the HFS-
induced long-term increase of the SC-CA2 PSP
We hypothesize that the increase in the amplitude of the
PSP we measured is the consequence of the previously
described DOR-mediated iLTD at inhibitory synapses
(Piskorowski and Chevaleyre, 2013). That is, this increase
in amplitude is due to a disinhibitory mechanism, and
does not occur as the result of a potentiation of excitatory
transmission. If this prediction is true, then the lasting
increase in the compound PSP amplitude can only occur
if inhibitory transmission is left intact.

To test this hypothesis, we recorded extracellular com-
pound fPSPs in areas CA1 and CA2 in response to HFS of
SC inputs either in the presence or absence of GABA,
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Figure 1 HFS and 10 Hz stimulation induce a long-term increase of SC-CA2 PSP amplitude. A-D, Time course of the average
normalized PSP amplitude obtained by extracellular recording (A, B) in CA2 SR or whole-cell current-clamp recording (C, D) of CA2
PNs, in response to SC stimulation. Both an HFS protocol (two sets of 100 pulses at 100 Hz; A: p < 0.00001, n = 10; C: p = 0.00018,
n = 9)and a 10 Hz protocol (two sets of 100 pulses at 10 Hz; B: p = 0.0009, n = 8; D: p = 0.01596, n = 6) induce a long-term increase
in the SC PSP amplitude in CA2. The fiber volley (FV; a measure of the number of axons firing an action potential) was not significantly
increased after HFS (A; p = 0.06) or 10 Hz stimulation (B; p = 0.19). A also shows that making a cut between CA3 and CA2 does
not affect the magnitude of the potentiation evoked by HFS (p = 0.59 with uncut slices, n = 5). Top right-hand corner in all panels,
Averaged PSP traces of a representative experiment corresponding to time points before (a) and 60 min after (b; A, B) or 40 min after

(b; C, D) the stimulation protocol. Error bars indicate the SEM in all panels.

and GABAg receptor antagonists (1 um SR 95531 and 2
uM CGP 55845). In area CA1, the HFS induced a small
increase in the fPSP amplitude when inhibition was intact
(Fig. 2A; 128.2 = 4.1% of fPSP amplitude, p = 0.0020,
n = 5). As expected, this increase was significantly en-
hanced when the recordings were performed in the con-
tinuous presence of GABA receptor antagonists [Fig. 2A;
1679 = 13.4%, p = 0.0017 (p = 0.0447 with intact
inhibition), n = 8]. In area CA2, a robust and lasting
increase of the fPSP was induced with inhibition intact
(Fig. 2B; 160.5 = 4.2% of PSP basal amplitude, p <
0.00001, n = 10). Furthermore, unlike what was observed
in area CA1, the HFS did not evoke any lasting change in
the fPSP amplitude when inhibitory transmission was
blocked [Fig. 2B; 104.9 *= 2.3% of EPSP amplitude, p =
0.09 (p < 0.0001 with intact inhibition), n = 10].

We also performed the same experiment using whole-
cell current-clamp recordings of CA2 PNs. Consistent
with the extracellular recordings, the HFS induced an
increase in the amplitude of the depolarizing response
when inhibition was intact (Fig. 2C; 207.4 + 12.6% of PSP
amplitude, p < 0.00001, n = 10), but not in the presence

July/August 2015, 2(4) e0049-15.2015

of GABA receptor antagonists [Fig. 2C; 103.1 = 5.7% of
EPSP amplitude, p = 0.6997 (p = 0.000006 with intact
inhibition), n = 7]. Altogether, these results show that in
area CA2, intact inhibitory transmission is a requirement
for the long-term increase of the compound PSP ampli-
tude.

If the increase in the PSP after HFS indeed results from
a decrease in inhibition, then it is possible to make the
following prediction: pharmacological block of inhibition
should increase the amplitude of the PSP, and part of this
increase should be occluded by a previous HFS. In order
to test this, we performed current-clamp recordings of
CA2 PNs and applied GABA receptor blockers after an
HFS of SC inputs, or in control experiments with no
tetanus stimulation. We found that when the GABA recep-
tor blockers were applied without the HFS, the PSP am-
plitude was strongly increased (Fig. 3A; 472.8 + 85.5% of
the PSP amplitude, p = 0.0026, n = 6), confirming that
GABAergic transmission exerts a strong negative control
on the PSP amplitude in CA2 PNs (Piskorowski and Che-
valeyre, 2013). When the GABA receptor blockers were
applied after the HFS, the increase in the PSP amplitude
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Figure 2 The HFS-induced long-term potentiation of the PSP in
CA2 is dependent on GABAergic transmission. A, Time course of
average normalized fPSP amplitude recorded in CA1 SR in
response to SC stimulation, showing that the HFS-induced in-
crease in PSP amplitude in control conditions (open circles, p =
0.0020, n = 5) was facilitated in the continuous presence of the
GABA, and GABAg receptor antagonists 1 um SR 95531 and 2
um CGP 55845 (filled circles, p = 0.0017, n = 8). B, C, In CA2,
HFS does not trigger long-lasting increase in the SC PSP am-
plitude in the continuous presence of GABA receptor antago-
nists (filled circles; B, extracellular recordings, p = 0.09, n = 10;
C, whole-cell recording, p = 0.6997, n = 10), but evokes a large
and lasting increase in the PSP amplitude in control experiments
(open circles; B, extracellular recordings, p < 0.00001, n = 10;
C, whole-cell recording, p < 0.00001, n = 10). In all panels,
averaged PSP traces corresponding to the time points before (a)
and after (b) HFS are shown on the right. Error bars indicate the
SEM in all panels.

was smaller than the effect of the blockers applied without
the HFS [Fig. 3A; 185.8 = 7.8% of increase of the PSP
amplitude, p < 0.00001 (p = 0.0074 compared with
blockers without HFS), n = 6]. However, the final PSP
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Figure 3 HFS induces a long-term increase of the PSP amplitude
in CA2 via a disinhibition mechanism. A, Two representative
examples of the normalized PSP time course from CA2 PN
whole-cell recordings illustrating how an HFS partially occludes
the effect of GABA, and GABAg receptor blocker application on
PSP amplitude. Top right, PSP traces corresponding to the time
points before (a), after HFS (b), and after the application of GABA
receptor blockers (c) with or without HFS. Bottom right, Sum-
mary histograms showing the percentage increase in the PSP
amplitude induced by HFS applied alone (1), GABA receptor
blocker application after HFS (2), HFS plus GABA blockers
(1 + 2), and GABA blockers applied without previous HFS (3). B,
Normalized CA2 PN SC PSPs recorded with either 7 mm (open
circles) or 16 mm (closed circles) [Cl—] in the pipette solution. An
HFS (arrow at time 0) fails to induce a long-lasting increase in
PSP amplitude when a high concentration of chloride is used in
the pipette solution (filled circled, p = 0.4103, n = 5) but evokes
normal long-term potentiation in control experiments (open cir-
cles, p = 0.0047, n = 5). C, Summary graph of experiments
performed using the gramicidin-perforated patch-recording con-
figuration. HFS triggers an increase in PSP amplitude (p = 0.008,
n = 5) similar to the one observed using whole-cell recording
configuration.
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amplitude after the HFS and GABA blocker application
was identical to the amplitude of the PSP after GABA
blocker application alone (Fig. 3A; p = 0.7, n = 6). Alto-
gether, these results indicate that the HFS-induced in-
crease of the PSP amplitude is mediated by a decrease in
GABAergic transmission.

It was previously reported that the SC-CA2 synapse
does not express LTP when inhibition is pharmacologi-
cally blocked, but also when inhibition is kept intact (Zhao
et al., 2007). One potential explanation for the apparent
discrepancy with our results could be the difference in
chloride used in our internal solution and that of the
previous study. The intracellular [CI™] of our pipette solu-
tion is 7 mm, making the reversal potential for Cl— (Eg) of
—77 mV. The previous study (Zhao et al., 2007) used 16
mwm, with an Eg of —55 mV, which is more depolarized
than the resting membrane potential of the cell. With the
higher [CI"] in the intracellular solution, a decrease in
GABAergic transmission would likely not increase the
compound PSP amplitude. To test whether the difference
in Eg, could explain the discrepancy between our results
and those of Zhao et al. (2007), we performed whole-cell
current-clamp recordings of CA2 PNs with an internal
solution containing 16 mm Cl~. We found that an HFS did
not evoke an increase in the amplitude of the PSP in CA2
PNs when using a high concentration of chloride in the
pipette, even with intact GABAergic transmission [Fig. 3B;
111.0 £ 16.9% of PSP basal amplitude, p = 0.4103 (p =
0.006 with control slices) n = 5]. Finally, in order to directly
monitor the compound EPSP/IPSP in pyramidal neurons
without affecting intracellular [CI™], we performed perfo-
rated patch recordings with gramicidin in the pipette. In
these conditions, we found that HFS evoked a large in-
crease in the amplitude of the PSP that was not different
than the one observed with whole-cell recordings (Fig.
3C; 200.8 = 19.9% of baseline, n = 5, p = 0.008 with
baseline, p = 0.7 compared with whole-cell experiments).
Altogether, these data strongly indicate that the disinhibi-
tory increase in PSP amplitude can occur during physio-
logical conditions.

The long-term increase in the CA2 compound PSP
amplitude requires the activation of 6 opioid
receptors

Our results show that the potentiation of the PSP ampli-
tude in area CA2 induced by an HFS results from a
decrease in inhibition, rather than from a direct potentia-
tion of excitatory inputs. If iLTD in area CA2 indeed me-
diates the increase in the compound PSP, both iLTD and
the increase in PSP amplitude should share similar phar-
macology. Because the induction of iLTD in area CA2
requires the activation of DORs (Piskorowski and Cheva-
leyre, 2013), we tested whether HFS-mediated increase in
PSP amplitude is also dependent on the activation of
these receptors.

First, we performed extracellular and whole-cell
current-clamp recordings of CA2 PNs in response to SC
stimulation and applied an HFS in the presence of a DOR
competitive antagonist, ICI 74864. We found that the HFS
did not significantly change the CA2 PN PSP amplitude if
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DORs were not activated during the tetanus stimulation
(Fig. 4A; IC1 74864: 119.6 = 12.9% of the PSP amplitude,
n =7, p = 0.135; interleaved control: 215.5 = 20.6% of
the PSP amplitude, p = 0.005, n = 5). Similarly, using
extracellular recordings, we found no lasting change in
the amplitude of the fPSPs after HFS in the presence of
DOR antagonists IClI 74864 or naltrindole [Fig. 4B;
108.7x4.6% of the fPSP basal amplitude, p = 0.0822 (p
= 0.0006 with the absence of DOR antagonist), n = 8]. For
these experiments, we used two structurally distinct DOR
antagonists (ICl 74864 and naltrindole). Because the in-
crease in PSP amplitude was blocked with both antago-
nists, data were pooled.

Together, these data show that DOR activation is
needed for induction of the lasting increase in CA2 PN
PSP amplitude. We then asked whether the activation of
DORs would be sufficient to mediate this plasticity. To
address this question, we performed extracellular record-
ings in the SR of area CA2 and applied the specific DOR
agonist DPDPE for 15 min. We found that the application
of DPDPE induced a long-term increase in the fPSP am-
plitude (Fig. 4C; 162.2 = 17.7% of baseline, p = 0.02,n =
5). To make sure that this long-term potentiation is due to
a DOR-dependent decrease in inhibition and not to a
potential direct increase in SC-CA2 excitatory transmis-
sion, we performed the same experiment in the presence
of GABA receptor blockers. We found that when inhibitory
transmission was blocked, DOR activation did not induce
any lasting increase in the PSP amplitude at SC-CA2
synapses (Fig. 4C; 99.8 + 4.2% of baseline,p = 0.71,n =
6). Altogether, these data show that DOR activation is
necessary and sufficient to trigger a lasting increase in the
amplitude of the PSP between SC and CA2 PNs.

iLTD evoked by SC input stimulation also alters the
excitatory/inhibitory balance at distal inputs of CA2
PNs

CA2 PNs are strongly activated by distal inputs in SLM.
Thus, we wondered whether the stimulation of proximal
SC inputs, via a disinhibitory mechanism, could also in-
fluence distal inputs in SLM. We used two stimulating
electrodes to evoke PSPs in SC and SLM inputs, as
diagrammed in Figure 5A, and checked for the indepen-
dence of the two pathways before starting experiments
(see Materials and Methods). We found that tetanic stim-
ulation in SR not only led to a large increase in the PSP
amplitude of SC inputs, but also increased the amplitude
of PSPs from SLM inputs (Fig. 5B; 125.9 = 5.9% of
baseline, p = 0.0017 with baseline, n = 10). In contrast to
SC inputs, SLM inputs have been described to express an
LTP that is independent of inhibitory transmission (Che-
valeyre and Siegelbaum, 2010). Thus, we wondered
whether our observed increase in SLM PSP is a result of
a direct LTP at these inputs or from a disinhibitory mech-
anism similar to what we have found at SC-CA2 inputs.
We repeated the experiment in the presence of GABA
receptor blockers and found that the tetanic stimulation in
SR did not result in any increase of SLM-evoked PSPs
(Fig. 5C; 94.6 = 7.9% of baseline, p = 0.52 with baseline,
n = 8), which is consistent with a disinhibitory mecha-
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Figure 4 The increase in SC PSP amplitude in CA2 PNs is dependent
on DOR activation. A, An HFS does not trigger a long-term increase of
the PSP amplitude recorded in CA2 PNs in the presence of 2 um DOR
competitive antagonist ICI 174864 (filled circles, n = 7, p = 0.135) but
induces a normal long-term increase in the PSP magnitude in inter-
leaved control experiments (open circles, p = 0.005, n = 5). B, Time
course of normalized fPSP amplitude recorded in CA2 SR showing
how the application of a DOR antagonist (ICl 174864 or naltrindole 0.1
uv) during HFS (filled circles, p = 0.0822 and p = 0.0006 with the
absence of ICI 74864, n = 8) prevented the induction of a lasting
increase in the fPSP amplitude that was observed in the absence of
drug application (open circle). Averaged PSP traces corresponding to
the time points before (a) and after (b) HFS performed in control
conditions (top) or in the presence of ICI 174864 (bottom) are shown on
the right. C, Application of 0.5 um DOR-selective agonist (DPDPE) is
sufficient to induce a long-lasting increase in the fPSP amplitude
recorded in SR of CA2 in the absence (open circles, p = 0.02, n = 5)
but not in the presence (filled circles, p = 0.55679, n = 6) of GABA,
and GABAg receptor blockers. Right, Example fPSP traces corre-
sponding to the time points before (a) and after (b) the application of
DPDPE in the absence of (top) or in the continuous presence of
(bottom) the GABA, and GABAB receptor blockers. Error bars indicate
the SEM in all panels.
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nism. We then tested whether this disinhibitory mecha-
nism at the SLM pathway also depends on DOR activation
by applying the SR tetanus stimulation in the presence of
naltrindole. We found that the increase in the PSP ampli-
tude of SLM input was completely blocked under these
conditions (Fig. 5C; 103.9 + 3.4% of baseline, p = 0.31
with baseline, n = 6).

We postulate that this increase in the strength of SLM
inputs is a result of the same DOR-dependent disinhibi-
tion that increases the strength of SC inputs. To test this
hypothesis, we directly monitored IPSCs evoked by stim-
ulation in SR and SLM. We found that tetanus stimulation
in SR evokes a lasting and significant iLTD in both SC and
SLM inputs into CA2 PNs (Fig. 5D; 77.7 £ 4.8% of base-
line, p = 0.005 for SR IPSCs; 87.0 = 2.5% of baseline, p
= 0.003 for SLM IPSCs; n = 6).

The disinhibition at SC-CA2 allows SC inputs to
drive firing in CA2 PNs

The large feedforward inhibition recruited by SC stimula-
tion completely prevents action potential firing in CA2
PNs. However, when inhibition is pharmacologically
blocked, SC inputs are able to drive action potential firing
in CA2 PNs (Chevaleyre and Siegelbaum, 2010). There-
fore, we asked whether the decrease in inhibition after
iLTD, and the consequent increase in compound PSP
amplitude would sufficiently increase the net excitatory
drive between CA3 and CA2 PNs to allow SC to drive
firing in CA2 PNs.

To test this hypothesis, we monitored the magnitude of
the population spike (PS) in the somatic layer of area CA2
before and after HFS. We found that before HFS there
was no PS or a PS of very small amplitude that was
measurable only at the highest intensity stimulation (30 V).
This observation confirms that the stimulation of CA3 SC
axons was not capable of driving the firing of PNs in the
CAZ2 region. Interestingly, a large PS was revealed in CA2
after HFS (Fig. 6A-C; with 20 V stimulation: PS amplitude
increases from 0.035 = 0.024 to 0.37 = 0.11 mV after
HFS, p = 0.01, n = 5; with 30 V stimulation: PS amplitude
increases from 0.09 *= 0.04 to 0.59 = 0.14 mV after HFS,
p = 0.006, n = 5). This result shows that the plasticity
induced by the HFS is sufficient to allow CAS3 inputs to
evoke the firing of cells in CA2.

To determine whether the pyramidal cells in area CA2
experience an increased firing probability after HFS of SC,
we performed whole-cell current-clamp recordings of
CA2 PNs and measured the probability of AP firing in
response to a series of five pulses at 100 Hz at different
stimulus intensities before and after HFS. Before HFS, no
APs were evoked in CA2 PNs. However, after HFS, CA2
PNs were able to generate APs in response to SC stim-
ulation. Both the number of APs per train and the propor-
tion of cells firing at least one AP during the train were
significantly increased after HFS (Fig. 6D-F; with 30 V
stimulation: from 0 to 1.15 = 0.3 APs per train after HFS,
p = 0.012, n = 6; and from 0% to 80% of cells firing APs
after HFS). To ensure that this increase in firing results
from the DOR-mediated plasticity at inhibitory synapses
evoked by HFS, we performed the same experiment in the
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Figure 5 Stimulation in SR induces a heterosynaptic iLTD and increases distal excitatory drive onto CA2 PNs. A, Cartoon illustrating
the arrangement of the stimulating recording electrodes in SR and SLM. B, Average PSP amplitudes of SR (open circles) and SLM
(closed circles) inputs after HFS stimulation in SR. Note that both SR and SLM inputs are potentiated after the HFS (p = 0.00035 for
SR inputs, p = 0.0017 for SLM inputs, n = 10), but only SR inputs show a rapid post-tetanic increase in amplitude. Top, Averaged
PSP traces corresponding to the time points before (a) and after (b) HFS. C, The increase in distally evoked PSP after stimulation in
SR was blocked by GABA, and GABAg receptor blockers (open circles, p = 0.52, n = 8) and by the DOR antagonist naltrindol (gray
circles, p = 0.31, n = 6). D, Average amplitude of IPSCs evoked by stimulation in SR and SLM after HFS in SR. Note that both inputs
express an inhibitory LTD after HFS in SR (p = 0.006 for SR inputs; p = 0.003 for SLM inputs, n = 6).

presence of the DOR antagonist ICl 174864 (2 um). When
HFS was applied in the presence of the drug, no signifi-
cant change in action potential firing was evoked (Fig.
6G-/; with 30 V stimulation: from 0 to 0.15 + 0.15 AP per
train after HFS, p = 0.37, n = 5; and from 0% to 20% of
cells firing APs after HFS). These results show that the
DOR-dependent disinhibitory increase in PSP is sufficient
to allow CAS inputs to drive AP firing in CA2 PNs.

Discussion

In this study, we have shown that the net excitatory drive
between CA3 and CA2 can be persistently increased in an
activity-dependent manner, even though the CA3-CA2
excitatory transmission does not express a direct LTP.
Our results show that the increase in the excitatory drive
between CA3 and CA2 is dependent on inhibition and
results from a DOR-mediated iLTD at inhibitory synapses.
Furthermore, we show that this disinhibition also in-
creases the excitatory drive between SLM inputs and
CA2. Finally, this plasticity sufficiently increases the net
excitatory drive between CA3 and CA2 to allow SC inputs
to drive action potential firing in CA2 PNs.

July/August 2015, 2(4) e0049-15.2015

Activity induces a long-term increase of CA3-CA2
transmission via a disinhibitory mechanism

There are several examples of disinhibitory plasticity in
the hippocampus. For instance, a pairing protocol in-
duces a shift in GABA reversal potential, thereby increas-
ing synaptic strength at CA3-CA1 synapses (Ormond and
Woodin, 2009). Similarly, a pairing protocol between distal
and proximal inputs strongly facilitates CA3-CA1 syn-
apses, an effect that is dependent on a decrease in
feedforward inhibition recruited by SC synapses (Basu
et al., 2013). In both cases, the decrease in inhibition
facilitates a plasticity that can occur independently of a
change in inhibition. In our study, the increase in excit-
atory/inhibitory balance between CA3 and CA2 is entirely
dependent on a disinhibition mechanism. Indeed, SC-
CA2 excitatory synapses do not express LTP after HFS or
other induction protocols (Zhao et al., 2007; Simons et al.,
2009; Chevaleyre and Siegelbaum, 2010; Lee et al., 2010).
However, we found that HFS or 10 Hz stimulation could
trigger a lasting increase in the net excitatory drive be-
tween CA3 and CA2. Several experiments indicate that
this increase is dependent on GABAergic transmission
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Figure 6 HFS in SR allows CAS3 inputs to evoke action potential firing in CA2 PNs. A, Traces of extracellular recordings in the CA2
pyramidal layer in response to a 20 V stimulation of SC inputs, before (gray traces) and after an HFS (black traces), illustrating how
HFS induces an increase in the PS amplitude (negative peak). B, Average PS amplitude as a function of stimulation intensity before
(open circle) and after (filled circle) HFS (with 20 V stimulation: p = 0.01, n = 5; with 30 V stimulation: p = 0.006, n = 5). C, Time course
of average normalized PS amplitude recorded in CA2 pyramidal layer in response to a 20 V stimulation of SC inputs, showing a
long-lasting increase in PS amplitude after HFS (p = 0.01, n = 5). D, Traces of whole-cell current-clamp recordings in a CA2 pyramidal
cell in response to a train of stimulations (five pulses at 100 Hz) of SC inputs, illustrating how APs can be evoked in CA2 neurons after
HFS (black traces) but not before HFS (gray traces). E, Average number of APs per train at different stimulation intensities, showing
how a five-pulse train at 100 Hz of the SC inputs does not trigger APs in CA2 PNs before HFS (open circles) but induces APs after
HFS (filled circles, with 30 V stimulation: from 0 to 1.15 = 0.3 APs per train after HFS, p = 0.012, n = 6). F, An HFS increases the
percentage of CA2 PNs firing at least one AP during the train (with 30 V stimulation: from 0% to 80% of cells firing APs). G, Traces
of whole-cell current-clamp recordings in a CA2 PN in response to a stimulation train (five pulses at 100 Hz) of SC inputs in the
presence of the DOR antagonist ICI 174864 (2 wwm), illustrating how the application of ICI 174864 prevents the induction of APs in CA2
PNs after HFS (black traces). H, Average number of APs per train at different stimulation intensities in the presence of the DOR
antagonist before HFS (open circles; with 0-30 V stimulations: 0 APs per train) and after HFS (filled circles; with 30 V stimulation: 0.15
+ 0.15 AP per train after HFS, p = 0.37, n = 5). I, In the presence of ICl 174864, HFS does not induce a large increase in the
percentage of CA2 PNs firing at least one AP during the train (with 10 V stimulation: 0% of cells firing APs before and after HFS; with
20 and 30 V stimulation: from 0% to 20% of cells firing APs). Error bars indicate the SEM in all panels.

and results from a disinhibitory mechanism. First, the recorded cell also prevented induction of this plasticity.
lasting increase in PSP amplitude was absent when in-  Third, the increase in the amplitude of the PSP after the
hibitory transmission was pharmacologically blocked. application of GABA receptor blockers was partially oc-
Second, increasing the reversal potential for CI~ in the cluded by previous HFS. Fourth, the activity-dependent
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increase in PSP shares the same pharmacology as the
iLTD (i.e., a strict dependence on DOR activation). And
finally, the application of a DOR agonist, which induces a
lasting decrease in inhibition but does not alter isolated
excitatory transmission, was sufficient to evoke the last-
ing increase in PSP amplitude.

Our results are in agreement with those of several
studies showing a lack of plasticity at SC-CA2 synapses
when inhibition was blocked. Nonetheless, they seem to
differ from the results of a previous study (Zhao et al.,
2007) in which no plasticity was evoked at SC synapses
with inhibitory transmission left intact. We believe that the
recording conditions likely account for this apparent dis-
crepancy. While the previous study used a high concen-
tration of CI™ in the recording solution (16 mm), we used 7
mm CI™. In accordance with this idea, we found no in-
crease in PSP amplitude with 16 mm CI™ in the recording
pipette. The precise physiological concentration of intra-
cellular CI” in CA2 PNs is unknown. However, the fact
that we observe an increase in PSP amplitude when
intracellular [CI"] is not perturbed (using gramicidin per-
forated patch recordings), and when both intracellular
ionic composition and resting membrane potential are not
affected (using extracellular recordings), strongly indi-
cates that the disinhibition-mediated increase in PSP am-
plitude can occur in an intact system. Furthermore, we are
confident that the fPSP we recorded in CA2 is not con-
taminated by PSP in CA1 because we did not observe
LTP in CA2 in the presence of GABA blockers, while a
large potentiation was observed with simultaneous fPSP
recordings in CA1.

The disinhibitory increase in CA3-CA2 transmission
is dependent on DOR

Our results strongly indicate that the DOR-mediated iLTD
recently described (Piskorowski and Chevaleyre, 2013) is
involved in the disinhibitory increase in PSP between CA3
and CA2. First, the disinhibitory potentiation was abol-
ished in the presence of two different selective antago-
nists of DORs (IClI 74864 and naltrindole). Second, the
direct activation of DORs with the selective agonist DP-
DPE was sufficient to trigger a lasting increase in the PSP
amplitude. Therefore, these data show that DORs are
necessary and sufficient to increase the PSP amplitude
between CA3 and CA2.

Opioids have long been known to increase excitability
in the hippocampus and to facilitate the induction of
plasticity at excitatory synapses. For instance, the activa-
tion of u opioid receptors (MORs) and DORs is required
for LTP induction at the perforant path—granual cell syn-
apse in the dentate gyrus (Bramham and Sarvey, 1996),
and the activation of MORs facilitates LTD induction at the
SC-CA1 PN synapse (Wagner et al., 2001). In both cases,
the observed increase in excitatory drive is believed to
result from a transient decrease in inhibition during the
induction protocol, hence facilitating the induction of the
plasticity at excitatory inputs.

Our results differ in several ways from the previously
reported action of opioids. First, in contrast to the tran-
sient effect of DORs on GABAergic transmission in CA1,
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the activation of DORs was shown to induce a lasting
depression of inhibition in area CA2 (Piskorowski and
Chevaleyre, 2013). In addition, in contrast to the well
described facilitatory action of opioids on plasticity at
excitatory synapses, our results show that DOR activation
is mandatory for the change in excitatory/inhibitory bal-
ance between CA3 and CA2.

Our results show that stimulation in SR increases the
synaptic strength of both proximal and distal inputs. The
increase in the strength of excitatory transmission was
dependent on GABAergic transmission. There have been
several reports of heterosynaptic plasticity between prox-
imal and distal inputs onto hippocampal PNs; for exam-
ple, the potentiation of SC inputs onto CA1 PNs after
theta-burst stimulation of distal dendritic inputs (Han and
Heinemann, 2013), and the potentiation of SC inputs and
depression of distal dendritic inputs after low-frequency
stimulation of distal inputs (Woéhrl et al., 2007). To our
knowledge, there is no report of a lasting increase in
synaptic strength at distal dendritic input that is induced
by stimulation in the proximal dendritic region. The sim-
plest explanation for our results is that stimulation in SR
evokes iLTD, and both SC and SLM stimulation recruit the
depressed inhibitory inputs. In agreement with this idea
are the findings that PV* basket cells in area CA2 have
dendrites that traverse SR and SLM (Mercer et al., 2012;
Tukker et al., 2013). Furthermore, it was recently shown
that synaptic transmission from PV* interneurons in area
CA2 is depressed during DOR-mediated iLTD (Pis-
korowski and Chevaleyre, 2013). Together, our results
highlight a new mechanism by which activity in SR can
enhance the net excitatory drive of synapses in SLM. This
interplay is likely to have important consequences on
information transfer by extrahippocampal (SLM) and in-
trahippocampal (SC) inputs onto CA2 PNs.

Physiological and pathological consequences of the
disinhibitory action of DOR in CA2

When inhibition is intact, SC EPSPs are very small and
fail to induce AP in CA2 PNs. Our results show that,
after the induction of DOR-mediated iLTD, the stimula-
tion of SC inputs can evoke APs in CA2 PNs. This was
observed both in whole-cell and extracellular record-
ings, indicating that it can occur when the resting po-
tential of CA2 PNs is not affected. This result is
consistent with those of a previous study (Sekino et al.,
1997) using voltage-sensitive dyes to study information
propagation through the hippocampus reporting that
dentate gyrus stimulation resulted in either a fast prop-
agation of activity between CA3 and CA1, or a slower
propagation successively recruiting CA3, CA2, and CA1
PNs. Interestingly, the blockade of GABA receptors
allowed the recruitment of CA2 from slices in which the
activation of this region was initially not detected. Our
results provide a mechanism for the result observed in
this previous study and show that the disinhibition-
dependent recruitment of CA2 can be evoked in an
activity-dependent manner. While HFS (100 Hz) might
not be very physiological, the activity-dependent in-
crease in PSP amplitude can also be evoked with a 10
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Hz stimulation, a frequency that falls within the range of
theta oscillations. Furthermore, it was previously shown
that the depression of inhibitory transmission underly-
ing the increase in PSP can be evoked with 100 and 10
Hz stimulation, but also with a theta burst stimulation
protocol. Therefore, we think it is likely that physiolog-
ical patterns of activity will be efficient to trigger the
increase in excitatory drive between CA3 and CA2, thus
allowing CA2 to be recruited by CA3. We propose that
inhibition in area CA2 is acting as a gate to control
information flow between CA3 and CA2, and that DOR
activation can be considered as one of the keys to
opening this gate.

While our results suggest that an activity-dependent
decrease in inhibition could be relevant for information
transfer by allowing SC inputs to activate CA2 PNs, it is
likely that a more global decrease in inhibition in CA2 is
detrimental for the hippocampus. For instance, a de-
crease in the density of PV™ interneurons has been
reported (Knable et al., 2004) to occur uniquely in area
CA2 during schizophrenia. Similarly, the density of PV™"
cells is considerably reduced in CA2 during epilepsy
(Andrioli et al., 2007), and physiological recordings in
the hippocampi of human epileptic patients revealed an
important decrease in inhibition of (Wittner et al., 2009)
or a complete loss of inhibition of CA2 PNs (Williamson
and Spencer, 1994). Our results provide a potential
explanation for why a persistent decrease in the inhib-
itory gate in CA2 could alter the trisynaptic circuit
during schizophrenia (Benes, 1999), and why CA2
might be the locus of epileptiform activity generation
both in rodents (Knowles et al., 1987) and in humans
(Wittner et al., 2009).

In summary, our results show that while there is no
LTP at the SC-CA2 PN synapse, the excitatory/inhibi-
tory balance can be persistently shifted toward excita-
tion in an activity-dependent manner through a
disinhibition mechanism. Interestingly, this disinhibition
results in an increase in net excitatory drive at both SC
inputs as well as distal dendritic inputs. Furthermore,
our results reveal that the decrease in inhibitory trans-
mission sufficiently increases the excitatory drive from
SC inputs to allow recruitment of CA2 by CA3 PNs.
Thus, our data add complexity to the hippocampal
circuitry and reveal how CA2 PNs can be engaged by
intrahippocampal inputs after activity.
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2. Second study: “Consequences of inhibitory LTD in CA2 on the
synaptic drive of SC inputs onto CA1 pyramidal neurons” (K
Nasrallah, R Piskorowski, T) McHugh, A Huang and V Chevaleyre,
2015, in preparation)

2.1 Introduction:

In the first paper (Nasrallah et al., 2015) we have shown that the decrease of inhibitory
currents (IPSCs) onto CA2 PNs during the DOR-mediated iLTD leads to a persistent increase
of the net SC synaptic drive strength onto CA2 PNs although the SC-CA2 excitatory synapses
do not express a direct LTP. Moreover, it permits the firing of CA2 PNs in response to SC
inputs stimulation whereas an intact inhibition completely prevents CA3 PNs to drive action
potential (AP) firing in CA2 PNs (Chevaleyre and Siegelbaum, 2010; Nasrallah et al., 2015).
Thus, the DOR-mediated synaptic plasticity of inhibitory synapses opens the gate between
CA3 and CA2. Because CA1 PNs are connected by both CA3 and CA2 PNs and because IPSCs
recorded in CA2 PNs in response to specific activation of PVI are also depressed persistently
after activation of DORs (Piskorowski and Chevaleyre, 2013), the goal of this study is to
examine how the DOR-mediated change in PVI transmission that occur specifically in area
CA2 could affect CA1 PNs activity in response to SC stimulation. More precisely, we
determined what proportion of the DOR-mediated disinhibitory increase in SC-CA2
transmission is mediated by PVI. Then we asked how the SC synaptic drive onto CA1 PNs
could be changed by the recruitment of CA2 PNs by CA3 PNs after induction of iLTD. And
finally, we investigated whether CA1 PNs output could be changed after the DOR-mediated

recruitment of CA2 PNs.
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2.2 Results:

2.2.1 Differential contribution of PVIs to spontaneous IPSCs in CA2 and
CA1 PNs:

PVIs in area CA2 differ from those of area CA1 in several ways. In particular, the density
of PVIs is not only higher in CA2 compared to the other hippocampal subfields (Andrioli et
al., 2007; Benes et al., 1998; Piskorowski and Chevaleyre, 2013) but it has also been shown
that CA2 PNs receive a much higher density of inhibitory synapses from PVI on their cell
bodies compared to CA1 or CA3 PNs (Ribak et al., 1993). Because of this last striking feature,
we first asked whether the proportion of spontaneous IPSCs (sIPSCs) in the CA2 region is
different compared to the CA1 region of the hippocampus. To address this question we
performed whole-cell voltage-clamp recordings of sIPSCs in both CA2 and CA1 PNs, before
and after silencing of PVIs. In order to inactivate specifically PVIs, we expressed a designer
receptor exclusively activated by a designer drug (DREADD) specifically in these interneurons
using a PV-cre mouse line. After a stable baseline period, we applied the DREADD specific
agonist CNO (0.5uM) and we monitored the sIPSCs frequency. First, our recordings showed a
much larger basal sIPSC frequency in CA2 PNs compared to CA1 PNs (Figure Ill.1 A: CA2:
24.12 + 1.81Hz, n=5; CA1: 8.18 + 1.07Hz, n = 8; p = 0.000056), a result consistent with
previous study (Piskorowski and Chevaleyre, 2013). Furthermore, we found that silencing
PVIs induces a large decrease in sIPSCs frequency in CA2 PNs (Figure IIl.1 B: 63.49 + 8.18% of
the baseline, p = 0.011, n = 5), revealing a large contribution of PVI in sIPSCs in CA2. In
contrast to CA2, the frequency of sIPSCs recorded in CA1 PNs is not significantly decreased
after silencing PVI (Figure 111.1 B: 82.89+8.004%, p=0.070, n=8). Furthermore, 3 of 8 recorded

PNs in CA1 did not show any change after application of CNO whereas 5 of 5 recorded PNs in
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CA2 show a significant decrease of sIPSC frequency after silencing of PVI (Figure 11l.1 D). This

result shows that PVI contribute to a large fraction of sIPSCs in CA2 but not in CA1.

2.2.2 PVlrepresent a large proportion of SC-recruited in CA2 but not in
CA1 PNs:

Previous study demonstrated that the CCK-immunopositive interneurons are responsible
for the majority of SC-recruited FFl in CA1 (Basu et al., 2013). Indeed, pharmacogenetic
silencing of CCK+ interneurons produced a =70% reduction in the IPSC amplitude in CA1 PNs
in response to stimulation of the SC (Basu et al., 2013). Furthermore, it has been shown that
SC stimulation recruits a large FFl onto CA2 PNs (Chevaleyre and Siegelbaum, 2010; Kohara
et al., 2014; Nasrallah et al., 2015; Piskorowski and Chevaleyre, 2013). However, the
population of interneurons involved in FFl in CA2 remains unknown. We asked what is the
contribution of PVIs to the FFI recruited by SC in CA2 PNs compared to CA1 PNs. IPSCs were
evoked by stimulation in SR and we performed whole cell voltage-clamp recordings in CA1
and CA2 PNs before and after the application of the DREADD specific agonist CNO (10 uM).
We found that application of CNO (10 uM) induced a large decrease of the IPSC amplitude in
CA2 (Figure lll.1 C: 66.61 *+ 0.75% of baseline, p = 0.0000015, n = 5). Conversely, a small and
not significant decrease was observed in CA1 PNs (Figure Ill.1 C: 82.70 + 9.31% of baseline, p
= 0.112, n = 7). This indicates a large contribution of PVIs to the SC-recruited FFl in CA2 but

not in CA1 pyramidal cells.
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2.2.3 Silencing PVIs sufficiently increases the net excitatory drive
between CA3 and CA2 PNs to allow SC to drive firing in CA2 PNs:

In CA2 PNs, it has been reported that optogenetic or electrical stimulation of SCs evoked

a monosynaptic excitatory PSP (EPSP) truncated by a large disynaptic hyperpolarizing
inhibitory PSP due to FFI (IPSP) (Chevaleyre and Siegelbaum, 2010; Kohara et al., 2014;
Nasrallah et al.,, 2015; Piskorowski and Chevaleyre, 2013), resulting in a very small
depolarizing postsynaptic potential (PSP). Moreover, it has been demonstrated that a
complete blockade (Chevaleyre and Siegelbaum, 2010; Piskorowski and Chevaleyre, 2013) or
a partial decrease of inhibitory transmission induce a particularly large increase in the
strength of the SC excitatory drive onto CA2 PNs and allow CA2 PNs to fire in response to SC
stimulation (Nasrallah et al., 2015). Our results have revealed that PVIs largely contribute to
the FFI recruited by SC in CA2. Consequently, we wondered whether silencing PVIs could
increase the strength of the SC excitatory drive onto CA2 PNs by increasing the
excitation/inhibition ratio and if yes, whether this increase in the excitatory drive may be
sufficient to allow SC to drive action potential firing of CA2 PNs. In order to test for these
hypotheses, we performed whole-cell current-clamp recording in CA2 PNs and we
monitored the magnitude of the PSP evoked by SC stimulation, before and after silencing
PVlIs. In these conditions, the PSPs are a compound readout of both the local EPSPs and
IPSPs. As shown in the traces in figure 2, silencing PVIs with CNO (10uM) resulted in a large
decrease in the hyperpolarizing component of the PSP, an effect consistent with a reduction
of FFI (figure ll1.2 A). Furthermore, application of CNO (10uM) induced a large increase in the
PSP amplitude (Figure I111.2 A: 203.01+25.51% of baseline, p=0.0030, n=9). This result

indicates that PVI strongly controls excitatory transmission between SC and CA2 PNs.
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In addition to controlling the strength of the SC net excitatory drive onto CA2 PNs,
inhibitory transmission has also been shown to exert a powerful control of the firing of CA2
PNS in response to SC stimulation. Consequently, we asked whether silencing PVIs would
sufficiently increase the net excitatory drive between CA3 and CA2 PNs to allow SC to drive
firing in CA2 PNs. To address this question, we recorded the population spike (PS) in the
somatic layer of area CA2, before and after PVI silencing. Consistent with a negative control
of CA2 PNs firing by inhibitory transmission (Chevaleyre and Siegelbaum, 2010; Nasrallah et
al., 2015), we found that the PS amplitude was very small before application of CNO (10
UM), even at the highest intensity stimulation (Figure 1.2 B: 0.0498 + 0.0047mV with 30 V
stimulation). Interestingly, application of CNO (10uM) induced a large increase in the PS
amplitude all stimulation intensities used (10V, 20V and 30V) (Figure IIl.2 B; at 20 V
stimulation: from 0.0297 + 0.0022mV to 0.0706 * 0.00801 mV after CNO, p = 0.0019, n = 6).
This result shows that silencing PVIs is sufficient to allow CA3 inputs to evoke the firing of

cells in CA2.

2.2.4 PVls are mandatory for the DOR-mediated long-term increase of
the SC—CA2 PSP:

It has been recently reported that the amplitude of the IPSCs recorded in CA2 PNs in
response to optogenetic activation of PVIs could be persistently depressed after activation of
DORs (Piskorowski and Chevaleyre, 2013). Applications of either DOR agonist or HFS induce a
long lasting decrease of the PVI-CA2 PNs transmission by reducing neurotransmitter release
from the PVI terminals (Piskorowski and Chevaleyre, 2013). Furthermore, we have lately
shown that this iLTD occurring at inhibitory synapses permits a disinhibitory potentiation of
the SC excitatory drive onto CA2 PNs by decreasing the inhibition/excitation ratio (Nasrallah

et al., 2015) without changing the strength of SC-CA2 excitatory synapses (Chevaleyre and
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Siegelbaum, 2010; Nasrallah et al., 2015); and that the decrease of inhibition during iLTD is
sufficient to allow CA3 PNs to evoke action potentials in CA2 PNs (Nasrallah et al., 2015).
However, the contribution of PVIs to this phenomenon has never been directly tested and it
is unclear whether PVI are the only population of interneurons implicated in the DOR-
mediated disinhibitory LTP at CA3-CA2 transmission. Consequently, we asked whether
silencing PVIs occludes the DOR-mediated LTP of CA3-CA2 transmission. To address this
guestion, we performed whole-cell current-clamp recording in CA2 PNs in response to SC
stimulation. After a stable baseline period, we applied either an HFS protocol (100 pulses at
100 Hz repeated twice) or the DOR selective agonist DPDPE (0.5microM), in control or with
PVIs silenced. These two protocols efficiently induce iLTD of inhibitory inputs in area CA2
(Nasrallah et al., 2015; Piskorowski and Chevaleyre, 2013) and increase the SC—CA2 PSP
(Nasrallah et al., 2015). Consistently with previous reports we found that HFS persistently
increases the PSP amplitude in control condition (Figure 1.3 A: 230.63+23.18% of baseline,
p=0.00327, n=6) but not when PVIs are silenced (Figure IIl.3 A: 124.88+15.07% of baseline,
p=0.191, p=0.0097 with control, n=4). This result revealed that PVIs are required for the HFS-
induced disinhibitory increase in SC synaptic drive onto CA2 PNs. To address whether PVI are
involved downstream the activation of DORs, we tested directly the effect of DPDPE (0.5uM)
on SC excitatory drive onto CA2 PNs. In control conditions, application of the DOR agonist
induced a long lasting increase of the PSP amplitude recorded in CA2 PNs in response to SC
stimulation (Figure IIl.3 B: 221.80+41.90% of baseline, p=0.026, n=8), confirming previous
report (Nasrallah et al., 2015). However, when the same experiment was performed in
continuous presence of CNO (10uM), the application of DPDPE (0.5uM) does not induce any
significant change in SC excitatory drive onto CA2 PNs (figure IIl.3 B: 128.15+18.27% of

baseline, p=0.257,n=4). This indicates that PVI are necessary for the DOR-mediated increase
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of the SC synaptic drive onto CA2 PNs. However, we have to increase the number of

experiments.

2.2.5 The net excitatory drive between CA3 and CAl neurons is

increased after the DOR-mediated recruitment of CA2 neurons.
Because decreasing GABA release from PVI allows CA3 inputs to drive action potential
firing in CA2 and because CA2 PNs are strongly connected to CA1 PNs, we wondered what
could be the consequence of decreasing inhibitory transmission from PVI in CA2 on

information transfer between CA3 and CA1.

We hypothesize that the recruitment of CA2 PNs would change the SC synaptic drive onto
CA1 PNs. In addition to EPSCs, stimulation of CA2 PNs evokes IPSC onto CA1 PNs likely via FFI
(Valero et al., 2015), the direction of the potential change in the SC synaptic drive onto CA1
PNs is difficult to predict. To answer for this, we performed field recordings in CA1 SP of
hippocampal slice with a knife cut between CA2 and CA1l or between CA3 and CA2, before
and after induction of the DOR-mediated recruitment of CA2 PNs. First, we applied the DOR
selective agonist: DPDPE (0.5uM) to induce the DOR-mediated change in PVI in CA2 and the
subsequent recruitment of CA2 PNs by CA3 PNs. We found that application of DPDPE
(0.5uM) induced a large increase of the CA1 fPSP amplitude in response to SC stimulation in
slices with a cut between CA3 and CA2 (Figure IIl.4 B: 188.44+20.87% of baseline, p=0.0051,
n=7) but not when the cut is between CA2 and CA1l (Figure 1ll.4 B: 107.42+16.98% of
baseline, p=0.735, n=5; p=0.018 with CA2 attached slice). Furthermore, because it has been
demonstrated that the DOR-mediated increase in the SC synaptic drive strength could be

triggered in an activity-dependent manner in CA2, we also tested the effect of HFS (100
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pulses at 100Hz repeated twice) on the SC PSP amplitude in CAl. Because such tetanic
stimulation induces a NMDA-dependent LTP at the SC-CA1 excitatory synapses and a CB1-
mediated LTD at inhibitory synapses onto CA1 PNs, we apply D-APV (50uM) and AM251
(4uM) to respectively block NDMA receptors and CB1 during the HFS (from 10 min before to
5 min after application of HFS). In these conditions, we found that HFS induces a long lasting
increase in the fPSP amplitude evoked by SC stimulation in area CA1 when CA2 is attached
(Figure 1ll.4 C: 152.3316.90% of baseline, p=0.000007, n=13) but not when a cut was made
between CA2 and CA1 (Figure II.4 B: 105.4318.12% of baseline, p=0.382, n=5; p=0.0013 with
CA2 attached slices). To ensure that the HFS-induced change in the SC synaptic drive
observed is indeed mediated by DOR activity, we performed the same experiment in
hippocampal slice with a cut between CA3 and CA2 in presence of the DOR selective
antagonist Naltrindol (0.1 uM). We found that the change in the fPSP amplitude was
completely abolished in presence of the DOR antagonist (Figure IIl.4 C: 103.04+5.81% of
baseline, p=0.6277, n=5; p=0.00073 with absence of Naltrindol). The increase in the SC
synaptic drive onto CA1 PNs likely results from the apparition of a disynaptic SC-CA2-CA1

EPSP after the recruitment of CA2 PNs.

To ascertain that the increase in the PSP observed in field recordings occurs onto CA1 PNs
and to specifically demonstrate that this increase is mediated by the activity of the CA2 PNs
recruited after DOR activation, we tested the effect of HFS in whole-cell current-clamp
recordings of CA1 PNs after silencing CA2 PNs. To silence CA2 PNs, we express DREADD
specifically in CA2 PNs by using a CA2-cre mouse line, and we performed the recording in
continuous presence of CNO (10uM). We found that HFS induced a large increase in the PSP
amplitude recorded in CA1 PNs in response to SC stimulation in absence but not in presence

of CNO (10 uM) (Figure 111.5 B: stat). It has been shown that unlike CA3 PNs, CA2 PNs project
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preferentially to the deep, rather than to the superficial CA1 PNs (Kohara et al., 2014; Valero
et al., 2015). Altogether, these results suggest that the HFS-induced increase of the SC

synaptic drive occurs indeed onto CA1 PNs and that it is mediated by CA2 PNs activity.

2.2.6 Local plasticity onto PVI in CA2 controls CA1 output:

Then, we asked whether the increase in the SC synaptic drive onto CA1 PNs after the
recruitment of CA2 PNs would be sufficient to increase the firing of CA1 PNs in response to
SC stimulation. To test for this, we monitored the magnitude of the population spike (PS)
evoke by the second pulse of a paired-pulse stimulation, in the somatic layer of area CA1
before and after application of either HFS or DPDPE (0.5 uM). We found that both HFS and
application of DPDPE (0.5 uM) induced a large and persistent increase in the PS amplitude
when the recordings are performed in slice with CA2 attached (Figure 111.6 A: with HFS:
103.045.81 1062.6+340% of baseline, p=0.02, n=5 and with DPDPE: 819.8+239.8% of
baseline, p=0.03, n=6) but not when a cut was made between CA2 and CA1 (Figure Ill.6 A:
with HFS: 112.4+15.1% of baseline, p=0.55, n=5 and with DPDPE: 100.8+6.6% of baseline,
p=0.91, n=4). We noted that application of DPDPE (0.5 puM) induced a transient but not a
lasting increase of the PS amplitude in slices with a cut between CA2 and CA1. This result is
consistent with the fact that DPDPE application induces a transient decrease in PVI-CA1 PN
transmission (Piskorowski and Chevaleyre, 2013). We confirmed the implication of CA2 PN in
this process using DREADD expression in CA2 PN. In presence of CNO, neither HFS nor DPDPE
induced an increase in CA1 PN firing. Furthermore, we found no increase after HFS in
presence of Naltrindole in slice with CA2 attached (Figure 111.6 A: 119.4+28.2% of baseline
p=0.649, n=5), confirming that the effect of HFS is indeed mediated by DOR-mediated
plasticity. Altogether, these results show that a locally constrained lasting plasticity onto PVI

in CA2 allows the trisynaptic pathway to branch out and to recruit CA2 PNs. This extra
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synaptic drive coming from CA2 PNs acts synergistically with the excitatory drive from SC

inputs and powerfully increases CA1 output.
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Figure Ill.1: Pharmacogenetic silencing of PVIs largely reduces sIPSC frequency and the FFI
evoked by the SC stimulation in CA2 but not in CA1 PNs. A, B: Time course of average sIPSC
frequency recorded in CA1 (filled circles) and CA2 (open circles) PNs showing that the silencing of
PVIs with CNO (10uM) reduces sIPSP frequency in CA2 PNs (open circles: p = 0.011, n = 5) but not
in CA1 PNs (filled circles: p=0.070, n=8). C: Application of CNO (10 uyM) reduces the amplitude of the
IPSC evoked by SC stimulation in CA2 (open circles: p = 0.0000015, n = 5) but not in CA1 PNs the
presence (filled circles: p = 0.112, n = 7). D, left: elPSCs traces corresponding to the time points
before (a) and after (b) the application of CNO recorded in CA2 PNs (top) and in CA1 PNs (bottom). D,
right: Distribution of individual average elPSC amplitude at the time points after PVI silencing recorded

in CA2 (open circle) and CA1 (filled circle) PNs. Error bars indicate the SEM in all panels.
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Figure 1ll.2: In CA2, silencing PVls increases both the PSP amplitude and the population spike
(PS) magnitude evoked by SC stimulation. A: Time course of the average normalized PSP
amplitude obtained in whole-cell current-clamp recording of CA2 PNs in response to SC stimulation,
showing that pharmacogenetic silencing of PVIs with CNO (10uM) induces a large increase in PSP
amplitude (p=0.0030, n=9). PSP traces (Left) corresponding to the time points before (a) and after (b)
the application of CNO. B: Average PS (negative peak) amplitude as a function of stimulation intensity
before (black circles) and after (grey circles) CNO (10uM) application, illustrating how PVI silencing
induces an increase in the PS amplitude (with 10V stimulation: p = 0.008, n = 6; with 20 V stimulation:
p =0.0019, n = 6; with 30 V stimulation: p =0.01417, n = 6). (Left) Traces of extracellular recordings in
the CA2 pyramidal layer in response to a 20 V stimulation of SC inputs, before (gray traces) and after

CNO application (black traces). Error bars indicate the SEM in all panels.
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Figure 111.3: Silencing PVIs occludes both the HFS- and the DPDPE-induced increase in
amplitude of the PSP evoked by SC stimulation in CA2: A,B: Time courses of the average
normalized PSP amplitude of CA2 PNs in response to SC stimulation, showing that HFS (A) and
DPDPE (B, 0.5uM) application increase the PSP amplitude in control conditions (open circles: A, with
HFS: p=0.0027, n=6; B, with DPDPE: p=0.026,n=8) but not when PVIs are silenced (filled circles: A,
with HFS: p=0.191, n=4; B, with DPDPE: p=0.257,n=4) with CNO (10uM). PSP traces (right)
corresponding to the time points before (a) and after (b) the application of HFS or DPDPE. Error bars

indicate the SEM in all panels.
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Figure Ill.4: DOR activation induces a long lasting increase of the SC net synaptic drive onto
CA1 mediated by CA2. A: Low-magnificiance image of hippocampus showing a slice with a cut
between CA2 and CA1 (left) and between CA3 and CA2 (right). The extracellular recording electrodes
(R) are placed in CA1 SP and the stimulating electrodes (S) are in CA1 SR. Scale bar=0.5mm B: Time
course of the fPSP amplitude, showing how application of the DOR selective agonist (DPDPE 0.5 M)
induces a lasting increase in the fPSP magnitude in CA3/CA2 cut slices (open circles: p=0.03, n=7)
but not in CA2/CA1 cut slices (filled circles: p=0.92, n=5). C: In the presence of CB1 (AM251 4 uM)
and NMDA (D-APV 50 uM) antagonists, HFS persistently increases the fPSP amplitude in CA3/CA2
cut slices in control condition (open circles, p=0.000008, n=13) but not in presence of DOR selective
antagonist (naltrindol 0.1 uM, grey circles: p=0.628, n=5) nor when the cut was made between CA2
and CA1 (filled circles: p=0.62, n=5). Right, averaged PSP traces corresponding to the time points (a)

and (b) for each experimental condition. Error bars indicate the SEM in all panels.
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Figure 1lI1.5: CA2 PNs activity is required for the DOR-mediated increase of the SC synaptic
drive onto CA1 PNs. A: Low-magnificiance images of hippocampal slice from CAZ2-cre mice
expressing DREADD-mcherry. Note the expression of DREADD-mcherry in CA2 (right). Scale
bar=0.5mm. B: Time course of the average normalized PSP amplitude obtained in whole-cell current-
clamp recording of CA1 PNs in response to SC stimulation in presence of D-APV (50 uM), revealing
that HFS induces a persistent increase in the PSP amplitude in control condition (open circles,
p=0.039, n=7) but not when CA2 PNs are silenced with continuous application of 10 yM CNO (filled
circles: p=0.98, n=6). Averaged PSP traces corresponding to the time points before (a) and after (b)
HFS performed in control conditions (top) or when CA2 PNs are silenced (bottom) are shown on the

right. Error bars indicate the SEM in all panels.
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Figure 1Il.6: Recruitment of CA2 PNs after induction of the DOR mediated iLTD increases CA1
neuron firing in response to SC stimulation. A: Average normalized amplitude of the population
spike (PS) obtained from extracellular recording in CA1 pyramidal layer in response to SC stimulation
showing how HFS increases the PS amplitude in CA3/CA2 cut slices in control condition (white bar,
p=0.02, n=5) but not in presence of DOR selective antagonist (naltrindol 0.1 uM, white bar: p=0.649,
n=5) nor when the cut was made between CA2 and CA1 (grey bar: p=0.55, n=5) neither when CA2
PNs were silenced with CNO in uncut CA2-cre mouse slices injected with DREADD-mcherry (grey
bar, p=0.425, n=7). Application of the DOR agonist DPDPE (0.5 pyM) induces a lasting increase in the
PS amplitude in CA3/CA2 cut slices (white bar: p=0.03, n=6) but not in CA2/CA1 cut slices (grey bar:
p=0.91, n=4). Averaged fPSP traces corresponding to the time points (black) and 60 minutes after
HFS (red) are shown on the left. B: Time course of the average normalized PS amplitude showing that
how application of DPDPE (0.5 uM) induces a transient increase in PS amplitude in CA3/CA2 cut
slices while it induces a large long lasting increase in PS amplitude (red circles). Averaged fPSP
traces corresponding to the time points before (a) and after (b, c) DPDPE application are shown on the

left. Error bars indicate the SEM in all panels.
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3. Third study: Age-dependent specific change in area CA2 of the
hippocampus and social memory deficit in the 22q11.2 mouse
model of schizophrenia (Rebecca A. Piskorowski, Kaoutsar
Nasrallah, Anastasia Diamantopoulou, Jun Mukai, Steven A.
Siegelbaum, Joseph A. Gogos and Vivien Chevaleyre, 2015)

3.1 Introduction:

Schizophrenia is a mental disorder associated with cognitive and social dysfunction.
Furthermore, numerous post-mortem studies of patients with schizophrenia had revealed
that area CA2 which is necessary for social memory undergoes disease-related alterations
(Benes et al.,, 1998; Knable et al., 2004; Narr et al.,, 2004). Moreover, a decrease in
parvalbumin-expressing interneuron (PVI) density have been reported in area CA2 of
patients with schizophrenia (Knable et al., 2004). In the previous study, we have shown that
PVIs are mandatory for the DOR-mediated long-term increase of the SC synaptic drive onto
CA2 PNs. In the following study, we analyzed area CA2 in a mouse model of schizophrenia
genetic predisposition to examine the consequences of the disease on cellular function and
circuitry dynamics. Because, the 22g11.2 deletion is known to increase the chance of
developing schizophrenia by approximately 30-fold (Consortium, 2008; Karayiorgou et al.,
1995; Xu et al., 2008), we used a mouse model (Df(16)A+/- mice) (Stark et al., 2008) carrying

an engineered orthologous deletion on mouse chromosome 16.

3.2 Paper
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ABSTRACT

Several neuropsychiatric disorders are associated with cognitive and social
dysfunction. Post-mortem studies of patients with schizophrenia have revealed
specific changes in area CA2, a long over-looked region of the hippocampus recently
found to be critical for social memory formation. To examine how area CA2 is
functionally altered in psychiatric illness, we used the Df{16)A"" mouse model of the
22q11.2 microdeletion, a genetic risk factor for developing several neuropsychiatric
disorders. We report several age-dependent CA?2 alterations: a reduction in the density
of parvalbumin-stained interneurons, a reduction in the amount of feed-forward
inhibition and a change in the pyramidal neuron intrinsic properties. Furthermore, we
found that area CA2 is less plastic in Df{16)4™" mice, making it nearly impossible to
evoke action potential firing in CA2 pyramidal neurons. Finally, we show that
Df(16)A+/- mice display impaired social cognition, providing a potential mechanism

and a neural substrate for this impairment in psychiatric disorders.



INTRODUCTION

While much progress has been made recently in understanding the genetic
causes of psychiatric illnesses, there remain many unresolved questions pertaining to
the neural substrates at the cellular and circuitry level underlying specific symptoms
and cognitive deficits. One area in particular that merits further study is the long
overlooked area CA2 of the hippocampus. It was shown recently that area CA2 is
critical for social memory formation (Hitti and Siegelbaum, 2014; Stevenson and
Caldwell, 2014), likely plays little role in spatial coding (Lee et al., 2015; Lu et al.,
2015; Mankin et al., 2015) and may serve to detect conflicts between memory-driven
and sensory information converging on the hippocampus (Wintzer et al., 2014).
Before the contribution of area CA2 to hippocampal function was appreciated,
numerous post-mortem studies of patients with schizophrenia and psychosis had
revealed that this relatively small hippocampal region undergoes disease-related
changes in size and composition (Benes et al., 1998; Narr et al., 2004). A meta-
analysis study reported that a decrease in parvalbumin-expressing (PV+) interneuron
density in area CA2 was one of the few measures, of more than 200, to be
significantly altered in schizophrenia and bipolar disorder in the hippocampus
(Knable et al., 2004). A decrease in PV+ interneurons in CA2 has also been reported
in Alzheimer’s disease (Brady and Mufson, 1997). Therefore, understanding cellular
alterations that occur in area CA2 in psychiatric disorders is likely to provide
invaluable information about the pathogenesis of these diseases. To this end, we
analyzed CA2 in a mouse model of the 22q11.2 deletion syndrome (22q11.2DS), as
this allows a more reliable and comprehensive examination of the consequences of

the disease on cellular function and circuitry dynamics.



Individuals with the 22q11.2 deletion are sometimes given other diagnoses
early in life, including attention-deficit hyperactivity disorder, generalized anxiety
disorder, obsessive-compulsive disorder and autism spectrum disorders (ASD)
(Karayiorgou et al., 2010). In late adolescence and early adulthood, up to one-third of
all individuals carrying the 22q11.2 deletion develop schizophrenia or schizoaffective
disorder, an approximately 30-fold increase in disease risk. Moreover, de novo
22ql11.2 deletions account for up to 1-2% of sporadic schizophrenia cases
(International Schizophrenia Consortium, 2008; Karayiorgou et al., 1995; Xu et al.,
2008). Most affected individuals carry a 3-Mb hemizygous deletion, whereas 7% have
a nested 1.5-Mb deletion spanning 27 known genes (Karayiorgou et al., 2010). A
mouse model (Df(16)A+/- mice; (Stark et al., 2008) carrying an engineered
orthologous deletion on mouse chromosome 16 encompassing all but one of the genes
encoded in the 22q11.2 critical region, is a particularly powerful tool for deciphering
how this genetic lesion increases risk for neuropsychiatric disorders. Df(16)A+/- mice
have deficits in sensorimotor gating, emotional learning (Stark et al., 2008) and
altered performance and long-range synchrony between the hippocampus and
prefrontal cortex during a spatial working memory task (Sigurdsson et al., 2010; Stark
et al., 2008). However, besides the impairment in long-range connectivity between
brain structures, the local cellular changes at the level of the hippocampal microcircuit
remain incompletely understood in areas CA1/CA3 (Drew et al., 2011; Earls et al.,
2010) and completely unknown in area CA2. Given the reported alterations in area
CAZ2 in patients with schizophrenia and other neuropsychiatric disorders, we decided
to examine area CA2 of Df(16)4+/- mice, and in particular, in relation to inhibitory

transmission and activity-dependent plasticity mediated by PV+ interneurons.



We found that the density of PV+ interneurons in the hippocampus of
Df(16)A+/- mice is specifically reduced in area CA2. Accompanying this reduction,
we found an impairment of feed-forward inhibition onto CA2 PNs, resulting in a
larger excitatory drive from CA3 inputs, but a lower potential for modulation by an
activity-dependent  disinhibitory-plasticity mediated by PV+ interneurons.
Interestingly, these effects are only observed in adult, but not in young mice,
paralleling the disease onset in humans. Finally, the intrinsic properties of CA2 PNs
are also affected, resulting in a decreased action potential firing in response to
proximal and distal excitatory inputs stimulation. Lastly, we report that Df(16)A4+/-
mice display social memory impairment similar to that observed following specific
silencing of CA2 PNs. These results show that the specific alterations reported in
hippocampal CA2 in humans with schizophrenia are also present in Df(16)4+/- mice.
Moreover, our findings yield new insights into cellular and functional alterations
occurring in CA2 as a result of a pathogenic mutation and provide a potential
mechanism and a neural substrate for the social cognition impairment occurring in

schizophrenia and other neuropsychiatric disorders.

RESULTS

The density of PV+ interneurons in the hippocampus is decreased specifically in
area CA2 of adult Df{(1 6)A+/ " mice

In the hippocampus, both individual and meta-analysis of postmortem studies of
individuals with schizophrenia have reported a significant decrease in PV+
interneuron density specifically in area CA2 (Benes et al., 1998; Berretta et al., 2009;

Knable et al., 2004; Zhang and Reynolds, 2002). Therefore, we first asked whether a



similar change in PV+ interneuron density occurred in area CA2 of Df{16)4™" mice.
To this end, we performed immunostaining against PV and quantified the density of
PV+ cells in the different subdivisions of the hippocampus in adult mice (8-week
old). Consistent with previous findings (Botcher et al., 2014; Piskorowski and
Chevaleyre, 2013), the density of PV+ interneurons in wild-type littermate control
mice (WT) was higher in area CA2 stratum oriens (SO) and stratum pyramidale (SP)
than in the other hippocampal areas (Figure 1A,B). In Df{16)4"" mice, the density of
PV+ interneurons in area CA2 was significantly lower than in WT littermate mice (in
SO: 6650 + 525 for WT vs. 4691 + 239 for Df{16)4™" mice, p = 0.0068; in SP: 24664
+ 1307 for WT vs. 16110 + 2071 for Df{16)4™" mice, p = 0.0058, n = 6 mice for both
WT and Df{16)A™" mice). Strikingly, this decrease in PV+ cell density was specific to
area CA2 as no changes were observed in areas CA1 and CA3 (Figure 1B). To ensure
that the quantification of PV+ density in CA2 was not biased by a change in the size
of area CA2 in Df{16)4™" mice, we also performed co-staining with the CA2-specific
marker regulator of G-protein signaling 14 (RGS14) (Lee et al., 2010). We found no
difference between WT and Df{16)4™" mice in the area of the hippocampus stained
by the RGS14 antibody, indicating that the size of area CA2 is unchanged. Moreover,
with the boundaries between the CA areas defined by RGS14 staining alone, we
confirmed the significant decrease in the density of PV+ cells in CA2 area of
Df(16)A™" mice (Supl Figure 1, in SP: p = 0.008; n = 3 and 4 mice for WT and
Df(16)A™" mice respectively).

The onset of behavioral symptoms of schizophrenia occurs usually during early
adulthood. We wondered whether the change we observed in PV+ interneurons
density might also be age-dependent. Therefore, we quantified the density of PV+

interneurons in 4-week-old mice. The density of PV+ cells in 4-week-old WT mice



was similar to that observed in older mice. Notably however, the density of PV+ cells
in area CA2 was identical between WT and Df{16)4"" mice (Figure 1C,D; in SO:
6662 + 839 for WT vs. 6703 + 1203 for Dff16)A™" mice, p = 0.97; in SP: 22430 +
1465 for WT vs. 22728 + 1496 for Df{16)A™" mice, p = 0.89, n = 6 for WT and 6 for
Df(16)A™" mice). Overall, our results show that the Df{16)4™" mice recapitulate one
of the most consistent cellular phenotype observed in the hippocampus of patients

with schizophrenia, i.e. an age-dependent decrease in PV+ cells number in area CA2.

The inhibitory control of excitatory drive from CA3 is reduced in adult
Df(16)A™" mice

Inhibitory transmission in area CA2 powerfully controls the strength of
excitatory transmission from the Schaeffer collateral (SC) inputs, and completely
prevents CA3 neurons to evoke action potential firing in CA2 pyramidal neurons
(PNs). To address whether the decrease in PV+ neurons observed in Df{16)A™" mice
could affect the control of the excitatory drive from CA3 PNs, we monitored PSPs in
CA2 PNs in response to stimulation of SC inputs before and after blockade of GABA
receptors. The depolarizing phase of the post-synaptic potential (PSP) in control
conditions was very small in WT mice and was truncated by a large hyperpolarizing
component. The addition of GABA blockers markedly increased the amplitude of the
excitatory PSP (EPSP; Figure 2A,B). Interestingly, in the absence of GABA blockers,
the depolarizing component of the PSP was significantly larger in Df{16)4™" mice
than in WT mice (Figure 2B, n = 8, 3 mice for WT, n = 17, 6 mice for Df{16)4™"
mice; ANOVA 2 way repeated measure: genotype: F(1,7) = 6.89, p = 0.03;
stimulation: F(2.06,14.4) = 50.3, p = 0.00000027; genotype x stimulation: F(2.6,18.4)

=2.03, p = 0.14). However, in presence of GABA blockers, the EPSPs in WT and in



Df(16)A™" mice were not different (Figure 2A,B, ANOVA 2 way repeated measure:
genotype: F(1,6) = 0.00032, p = 0.98; stimulation: F(1.7,10.24) = 185.9, p = 1.37x10°
8. genotype x stimulation: F(1.42,8.56) = 0.23, p = 0.72). When we examined the
change in the PSP amplitude before and after blocking inhibition, the 4-5 fold
increase in PSP in WT mice was significantly reduced to 2-3 fold in Df{16)A™" mice
(Figure 2C, ANOVA 2 way repeated measure: genotype: F(1,7) = 6.89, p = 0.03;
stimulation: F(2.1,14.4) = 50.3, p = 2.7x107'; genotype x stimulation: F(2.6,18.4) =
2.03, p = 0.14). Finally, to isolate the inhibitory component evoked during the
stimulation, we subtracted the responses in the presence of GABA blockers from the
responses in absence of blockers. This method has been validated by other studies to
infer the IPSP size from a compound EPSP/IPSP response (Basu et al., 2013; Pouille
and Scanziani, 2001). We found that the deduced inhibitory PSP (IPSP) was
significantly smaller in Df{16)4™" mice (Figure 2D, ANOVA 2 way repeated
measure: genotype: F(1,7) = 7.19, p = 0.03; stimulation: F(2.6,18.2) = 169.4, p =
3.7x10"%; genotype x stimulation: F(1.99,13.97) = 7.0, p = 0.0078). These results
show that the depolarizing component of the compound EPSP-IPSP is larger in
Df(16)A™" mice, and that this increased PSP in the absence of GABA receptor
blockers results from a decrease in the level of inhibitory transmission.

Because the change in PV+ interneuron density is age-dependent, we then
quantified the amplitude of the PSPs with and without inhibition and the amplitude of
the deduced IPSPs in 4-5-week-old mice. We observed no difference in the amplitude
of the PSP between WT and Df{16)4™" mice (Figure 2E; n = 6, 4 mice for WT and n
=5, 5 mice for Df{16)A"" mice, ANOVA 2 way repeated measure: genotype: F(1,4) =
1.38x107, p = 0.99; stimulation: F(3.0,12.0) = 57.3, p = 2.14x10”; genotype x

stimulation: F(1.3,5.21) = 0.39, p = 0.61 for the PSP before GABA blockers and



ANOVA 2 way repeated measure: genotype: F(1,3) = 0.12, p = 0.74; stimulation:
F(1.9,5.8) = 148.2, p = 1.08x10; genotype x stimulation: F(1.3,3.9) = 0.25, p = 0.70
after GABA blockers). We also observed no difference in the amplitude of the
deduced IPSP (Figure 2F; ANOVA 2 way repeated measure: genotype: F(1,3) =
0.036, p = 0.86; stimulation: F(1.7,5.17) = 66.5, p = 2.3x10™; genotype x stimulation:
F(1.6,4.9) = 0.22, p = 0.76). Therefore, these results indicate that the decrease in PV+
interneurons and in inhibition recruited by proximal input is the result of a change
during periadolescent development, mirroring the disease onset in humans.

The inhibition monitored on the pyramidal cell comes from the recruitment of
feed-forward inhibition engaged by the SC, but also potentially from a direct
activation of inhibitory cells and axons by the stimulating electrode. To address
whether the feed-forward inhibition is impaired in Df{16)A™" mice, we directly
monitored inhibitory post-synaptic currents (IPSCs) at a holding potential of 0 mV
(the reversal potential for excitatory currents) before and after blocking excitatory
transmission. In control conditions, both the directly activated inhibition and the feed-
forward inhibition will be present, while only directly activated inhibition will be
monitored after blocking excitation. We quantified the amount of feed-forward
inhibition by subtracting IPSCs in AMPA/NMDA blockers from the IPSCs in control
conditions. We found that the level of feed-forward inhibition was ~30% larger in
WT mice compared to Df{16)A™" mice (Supl. Figure S2A,B; for instance at 20V
stimulation: WT: 1764.8 + 262.1 pA, n = 17, 7 mice; Df{16)A™" mice: 1274.1 + 211.9
pA, n =15, 7 mice, ANOVA 2 way repeated measure: genotype: F(1,13) =5.59, p =
0.034; stimulation: F(1.6,21.0) = 51.47, p = 2.79x10®; genotype x stimulation:

F(1.96,25.5) = 0.95, p = 0.39).
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The decrease in the level of feed forward inhibition could result from a decrease
in the number of recruited interneurons or from a decrease in GABA release
probability. We performed a paired stimulation to quantify the paired-pulse ratio
(PPR) of two consecutive IPSCs, a parameter inversely proportional to release
probability. When IPSCs were isolated in presence of NBQX/DAPV, we found that
the PPR (with a stimulation interval of 100 ms) was identical between WT and
Df(16)A"" mice over the entire stimulation intensity range (Supl. Figure S2C, n = 15,
6 mice for WT and n = 15, 6 mice for Df{16)4™" mice, ANOVA 2 way repeated
measure: genotype: F(1,6) = 2.25, p = 0.18; stimulation: F(3.6,21.9) = 1.34, p = 0.28;
genotype x stimulation: F(2.3,14.2) = 0.70, p = 0.53). We also measured the PPR at
different stimulation intervals (between 20 and 800 ms) and again found no difference
between WT and Df{16)4™" mice (Supl. Figure S2D, n = 10, 5 mice for WT and 11, 5
mice for Df{16)4™" mice, ANOVA 2 way repeated measure: genotype: F(1,8) = 0.27,
p = 0.61; stimulation: F(2.2,17.9) = 4.4, p = 0.02; genotype x stimulation: F(2.3,18.7)
= 1.7, p = 0.20). Finally, because an increase in summation of synaptic responses
during a train at CA3-CAl excitatory synapses had previously been reported in
Df(16)A"" mice (Earls et al., 2010), we looked at the EPSP summation during a train
of 5 pulses at the CA3-CA2 synapse. We found no difference between WT and
Df(16)A"" mice (Supl. Figure S2E; n = 6, 3 mice for WT and 7, 4 mice for Df{16)4™"
mice, ANOVA 2 way repeated measure: genotype: F(1,3) = 0.10 p = 0.77,;
stimulation: F(1.8,5.6) = 102.6, p = 3.6x10”; genotype x stimulation: F(1.2,3.6) =
0.15, p=0.76). These results suggest that release probability at inhibitory synapses is
not significantly altered in Df{76)A™" mice and that the decrease in feed-forward

inhibition is likely a consequence of the decrease in PV+ interneuron density.
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Distal excitatory transmission is not affected in Df{(1 6)A"" mice

CA2 PNs receive excitatory input from CA3 SCs on proximal apical dendrites,
and excitatory input from the entorhinal cortex on distal apical dendrites. To address
whether the change we observed in Df{16)4™" mice on the inhibitory control of
excitatory transmission is input specific or a general feature in these mice, we
stimulated in stratum lacunosum moleculare (SLM), and recorded PSPs before and
after blocking inhibitory transmission. As reported previously, EPSPs from distal
inputs were much less affected by blockade of inhibition than EPSPs from proximal
inputs (Chevaleyre and Siegelbaum, 2010). We observed no difference in the PSP
amplitude between adult WT and Df{16)4™" mice, both in control conditions and
following inhibition block (Figure 3A,B; n = 7, 3 mice for WT and 17, 6 mice for
Df(16)A™" mice, ANOVA 2 way repeated measure: genotype: F(1,5) = 0.07, p=0.79;
stimulation: F(1.7,8.5) = 51.5, p = 2.25x10; genotype x stimulation: F(1.7,8.8) =
0.15, p = 0.83 before GABA blockers and ANOVA 2 way repeated measure:
genotype: F(1,5) = 0.0018, p = 0.96; stimulation: F(1.6,8.0) = 101.05, p = 3.04x10°;
genotype x stimulation: F(1.7,8.7) = 0.52, p = 0.58 after GABA blockers). Similarly,
the increase in PSP amplitude after blocking inhibition and the deducted IPSP
obtained after subtracting responses with and without GABA blockers were also
unaffected in Df{16)4™" mice (Figure 3C,D ANOVA 2 way repeated measure:
genotype: F(1,2) =0.019, p = 0.90; stimulation: F(1.2,2.4) = 4.07, p = 0.16; genotype
x stimulation: F(1.7,3.4) = 0.039, p = 0.94 for the fold increase in PSP and ANOVA 2
way repeated measure: genotype: F(1,5) = 0.31, p = 0.59; stimulation: F(1.9,9.9) =
22.3, p=226x10"; genotype x stimulation: F(2.9,14.5) = 0.37, p = 0.76 for the IPSP).

Then, we quantified the amplitude of the PSPs with and without inhibition and

the amplitude of the deduced IPSPs in 4-5-week-old mice. We observed no difference
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in the amplitude of the PSP between WT and Df{16)A™" mice (Figure 3E; n = 6, 3
mice for WT and n = 6, 4 mice for Df{16)4™" mice, ANOVA 2 way repeated
measure: genotype: F(1,4) = 0.001, p = 0.97; stimulation: F(2.1,8.5) = 40.9, p =
3.85x10; genotype x stimulation: F(1.2,4.6) = 0.062, p = 0.84 for the PSP before
GABA blockers and ANOVA 2 way repeated measure: genotype: F(1,4) = 0.002, p =
0.97; stimulation: F(2.0,8.2) = 77.22, p = 4.5x10°°; genotype x stimulation: F(1.2,4.9)
= 0.053, p = 0.87 after GABA blockers), and no difference in the amplitude of the
deduced IPSP (Figure 3F; ANOVA 2 way repeated measure: genotype: F(1,3) = 0.42,
p = 0.56; stimulation: F(2.2,6.7) = 26.3, p = 5.8x10™*; genotype x stimulation:
F(1.9,5.9) = 0.32, p = 0.73). These results indicate that the change in inhibitory
transmission in Df{16)A™" mice is input specific, with a decrease in feed-forward
inhibition recruited by SC proximal inputs, but no change in feed-forward inhibition

recruited by distal inputs.

CA2 pyramidal neurons have a more hyperpolarized resting membrane
potential in adult Df{1 6)A"" mice

A large feed-forward inhibition prevents CA3 SC inputs from evoking action
potential firing in CA2 PNs. However, when inhibition is pharmacologically blocked,
stimulation of SC inputs can easily evoke action potential firing in CA2 PNs. Because
feed-forward inhibition is reduced in Df{16)4™" mice, SC stimulation should more
easily evoke action potential firing in these mice. However, this only holds true if
other parameters such as the intrinsic properties of CA2 PNs are identical in
Df(16)A"" mice. Therefore, we measured intrinsic properties of pyramidal neurons in
CAZ2, as well as the depolarizing sag observed during a hyperpolarizing pulse and the

action potential threshold. We found that mature (> 6 week old), but not young
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Df(16)A™" mice had a more hyperpolarized resting potential (Fig.4A; at postnatal
week 5: -74.6 + 1.22 mV for WT, n = 12; -75.5 + 1.1 mV for Df{16)A"" mice, n = 8,
T test: p = 0.63; at postnatal week > 6-7: -74.4 + 0.5 mV for WT, n =39; -77.8 £0.5
mV for Dff16)A™ mice, n = 51, ANOVA 2 way: genotype: F(1,81) = 20.45, p =
2.06x10; age: F(3,81) = 0.12, p = 0.94; genotype x age: F(3,81) = 0.33, p=0.79). A
lower membrane resistance in Df{16)4™" mice was also observed at W9-10 (Figure
4B), but this effect was transient and not observed in older animals. The other
parameters measured including membrane capacitance, the depolarizing sag and the
action potential threshold were not different between WT and Df{16)4 ™" mice (Figure
4C-E). Therefore, paralleling the change in synaptic transmission occurring in mature
Df(16)A™" mice, the membrane potential of CA2 pyramidal neurons becomes more
hyperpolarized in Df{16)A"" mice over the 6™ to 7th week of life.

We next explored the molecular mechanism that could potentially explain the
change in membrane potential of CA2 PNs in Df{16)4™" mice. Among the channels
known to control resting membrane potential, the two-pore-domain potassium
channel TREK was a strong candidate because it is highly expressed in area CA2
(Talley et al., 2001) and can be modulated by many second messengers (Honoré¢,
2007). To isolate TREK current, we first blocked voltage-activated Ca*", K, Na" and
HCN channels (with Cd*", Ni*, TEA, 4AP, TTX and Cs") and performed a ramp in
voltage clamp before and after application of fluoxetine, a potent blocker of TREK
channels (Kennard et al., 2005). We restricted the analysis of the ramp between -130
and -60 mV because a large inward current was evoked at more depolarized potentials
(Supl Figure S3). We found that the fluoxetine-sensitive current was much larger in
Df(16)A™" mice as compared to WT control mice (Fig. 4F). We calculated the

conductance of the fluoxetine-sensitive current by fitting the slope of the I/V curves
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and found that it was over three times larger in Df{16)A"" mice (Fig. 4 F inset; 0.76
pS, n= 13, 4 mice for WT and 2.77 pS, n = 13, 5 mice for Df{16)4"" mice, T test: p =
0.018). We also observed that there was a significant correlation between the resting
membrane potential of the cells and the amount of fluoxetine-sensitive current when
the data from WT and Df{16)4"" mice were plotted together (Fig. 4G; Pearson’s R = -
0.53, ANOVA F(1,23) =9.03, p = 0.006). Together, these data show that the current
mediated by TREK channels is up-regulated in Df{716)A™" mice and potentially

contributes to the more hyperpolarized resting potential of PNs in these mice.

Decreased action potential firing of pyramidal neurons in Df(16)A+/' mice in
response to proximal and distal inputs stimulation

Because of alterations in intrinsic properties, it is difficult to predict which one
of the changes observed Df{16)A™" mice, i.e. the decrease in inhibition or the lower
resting membrane potential, will have a stronger impact on the ability of CA2 PNs to
fire action potentials in response to stimulation of proximal and distal inputs.
Therefore, we directly addressed this question by applying a train of 5 pulses at
100Hz in proximal and in distal inputs, and quantifying the number of action
potentials in CA2 PNs in WT and Df{16)A™" mice. With inhibition intact, no action
potentials were observed when stimulating proximal inputs, both in WT and
Df(16)A™" mice. Only a few cells (2/11) in WT fired action potentials in response to
distal input stimulation, indicating that despite the decrease in inhibition, excitatory
input does not drive action potential firing more readily in CA2 PNs of Df{16)A™"
mice. We then performed the same experiment after blocking inhibition to increase
the percentage of cells firing an action potential. In response to SC stimulation, both

the number of action potentials during the train and the percentage of cells firing at
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least one action potential were significantly smaller in Df{16)4"" mice (Figure 5A,B.
At 30V stimulation: WT mice: 2.23 £+ 0.52 AP per train, 83.3% of cell firing, n = 12,
9 mice; Df{16)A™" mice: 0.56 + 0.38 AP per train, 38.8% of cell firing, n = 18, 11
mice, at 20 and 30V: ANOVA 2 way repeated measure: genotype: F(1,11)=6.01,p =
0.03; stimulation: F(1.11) = 7.21, p = 0.02; genotype x stimulation: F(1,11) = 0.32, p
= 0.58). Because the threshold for action potential firing was not different between
WT and Df{16)4™" mice, this result suggests that the decreased ability to fire action
potential results from the more hyperpolarized membrane potential of PNs in
Df(16)A™" mice. Indeed, the resting potential of PNs in Dff16)A™" mice was more
hyperpolarized even after blocking inhibitory transmission (Supl. Figure S4A. WT: -
72.3 £0.5 mV, n= 13, 8 mice; Df(16)A+/' mice: -74.4 £ 0.7 mV,n=15, 9 mice, T test
p = 0.04), and injection of a small depolarizing current in PNs of Df{16)4™" mice to
compensate for the more hyperpolarized resting potential was sufficient to restore the
number of action potential to a level similar to WT mice (Supl. Figure S4B. At 30V
stimulation: 0.66 = 0.55 AP per train at resting membrane potential, 2.21 + 0.73 AP
per train after depolarization, n = 9, 7 mice ANOVA 2 way repeated measure:
depolarization: F(1,8) = 11.1, p = 0.01; stimulation: F(1.2,10.2) = 12.1, p = 0.004;
depolarization x stimulation: F(1.1,9.2) = 12.4, p = 0.005 and ANOVA 2 way
repeated measure: genotype: F(1,7) = 5.9x10™, p = 0.0.98; stimulation: F(1.4,10.0) =
21.4, p = 4.6x10™; genotype x stimulation: F(1.2,8.3) = 0.17, p = 0.73 between WT
and Df(16)A™" mice after depolarization). We then looked at action potential firing in
response to stimulation of distal inputs. Again, both the number of action potentials
per train and the percentage of cells firing at least one action potential were reduced in
Df(16)A™" mice (Figure 5C,D. At 30V stimulation: WT mice: 0.98 + 0.32 AP per

train, 66.6% of cell firing, n = 12, 9 mice; Df{16)4™" mice: 0.30 + 0.13 AP per train,
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38.8% of cell firing, n =17, 9 mice, at 30V: ANOVA 1 way, F(1,27) = 4.6, p = 0.04).
These results show that the decrease in feed-forward inhibition did not facilitate
action potential firing in response to proximal and distal inputs stimulation. Instead,
the more hyperpolarized resting potential of CA2 PNs resulted in a non-specific
decrease in action potential firing, affecting the excitatory drive of both proximal and

distal inputs.

Plasticity at inhibitory synapses and the resulting disinhibitory increase in SC-
CAZ2 synaptic drive are impaired in Df(1 6)A"" mice

While it is well-established that CA2 PNs cannot undergo a post-synaptic LTP
(Zhao et al., 2007), the inhibitory transmission from PV+ interneurons in this region
express a long-term depression (iLTD) dependent on Delta-opioid receptor activation
(Piskorowski and Chevaleyre, 2013). Because the density of PV+ interneurons and
inhibitory transmission are reduced in Df{16)A™" mice, we first asked whether the
magnitude of iLTD might also be reduced in these mice. For this, we directly
monitored inhibitory transmission in CA2 PNs in the presence of AMPA/NMDA
blockers (NBQX, D-APV). After collecting a stable baseline, we provided a high
frequency stimulation (HFS: two trains of 100 pulses at 100 Hz). As shown in Figure
6A, this protocol led to a robust and lasting depression of IPSCs in WT mice (63.4 +
3.0% of baseline, n = 9, 5 mice). Furthermore, consistent with a presynaptic locus of
expression, iLTD resulted in a significant increase in the PPR (Figure 6B, 116.6 +
5.6%, from 0.47 + 0.02 to 0.55 + 0.03, paired T test: p = 0.001). Although the same
stimulation also led to a lasting depression in Df{16)A™" mice, the magnitude of the
iLTD (Fig.6A; 83.3 + 3.1% of baseline, n = 9, 5 mice, p = 0.0003 compared to WT)

and the change in PPR (109.7 + 3.8%, from 0.47 + 0.03 to 0.51 £ 0.03, paired T test:
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p = 0.03) were strongly reduced in these mice. These results show that plasticity at
inhibitory synapses in area CA2 is impaired in Dff16)A™" mice, likely because the
sub-population of inhibitory neurons that express iLTD, i.e. PV+ interneurons, is also
reduced in Df{16)4"" mice.

This iLTD in area CA2 allows for an increase in the net excitatory drive of SC
inputs onto CA2 PNs (Nasrallah et al., 2015), resulting in an increased PSP amplitude
following iLTD induction. Because iLTD is reduced in Df{16)4"" mice, we wondered
whether the disinhibitory-mediated increase in PSP might also be impaired. In order
to test this, we performed whole cell current-clamp recordings, and injected current as
necessary to maintain the same resting membrane potential for WT and Df{16)4™"
mice. Under these conditions, we found a much smaller increase in the PSP amplitude
following HFS in Df{16)4™" mice (Figure 7A, WT: 236.1 + 10.1%, n = 6, 4 mice;
Df(16)4™" mice: 137.6 £ 4.5%, n = 8, 6 mice, p < 0.00001 with WT). As previously
reported, we verified that this increase in PSP was mediated by a dis-inhibition as it
was abolished in presence of GABA receptor blockers, both in WT and Df{16)4™"
mice (Figure 7A, WT: 105.9 + 7.9%, n = 4, 4 mice; Df{16)A™" mice: 111.0 + 2.4%, n
=5, 5 mice, p=0.52 with WT).

Because CA2 PNs are more hyperpolarized in Dff16)A™" than WT mice, the
impact of inhibition on the EPSP might also be reduced due to a smaller driving force
for CI'. Therefore, in order to test the effect of HFS without affecting the resting
membrane potential and Cl° concentration in the PNs, we performed extracellular
recordings to monitor the effect of induction of iLTD by HFS on SC-CA2 fPSP
amplitude. We found that the lasting increase in fPSP amplitude was completely
abolished in Df{16)A™" mice (Figure 7B, WT: 165.7 + 20.8 %, n = 6, 5 mice;

Df(16)4™" mice 110.2 + 6.9 %, n = 5, 4 mice, p = 0.04 between WT and Df{16)4™"
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mice). Therefore, this data suggests that the more profound impairments in the dis-
inhibitory-mediated plasticity observed using extracellular recordings results from
both the reduced plasticity of inhibitory transmission and the more hyperpolarized
resting potential of pyramidal cells in Df{16)4"" mice.

Under basal conditions, area CA2 PNs are primarily inhibited by SC input
stimulation. However, following the induction of iLTD in area CA2, stimulation of
SC inputs are able to drive action potential firing in CA2 PNs (Nasrallah et al., 2015).
To address whether action potential firing is impaired after induction of plasticity in
Df(16)A™" mice, we monitored action potential firing extracellularly in the somatic
layer of area CA2 before and after HFS. In the majority of experiments in both WT
and Df{16)A™" mice (20/28 slices), there was no detection of action potential firing
before HFS, which would be observed in the recording extracellular configuration as
a population spike (PS) (Fig. 8C). This confirms that most CA2 PNs are not firing
action potentials in response to SC stimulation in basal conditions. Following a HFS,
a large PS was observed in WT mice in response to SC stimulation (Figure 7C left;
for instance from 92.8 = 19.9 to 200.6 = 64.8 uV at 30V stimulation, ANOVA 2 way
repeated measure: HFS: F(1,13) = 5.8, p = 0.03; stimulation: F(1.0,13.7) = 4.65, p =
0.04; HFS x stimulation: F(1.0,13.7) = 2.7, p = 0.11, n = 14, 4 mice). In Df{16)A"™"
mice, HFS did not reveal a PS even at the highest stimulation setting (Figure 7C right;
for instance from 103.7 &+ 24.8 to 136.9 = 34.2 uV at 30V stimulation, ANOVA 2 way
repeated measure: HFS: F(1,13) = 2.9, p = 0.11; stimulation: F(1.1,14.6) = 9.7, p =
0.005; HFS x stimulation: F(1.1,14.3) = 0.65, p = 0.44, n = 14, 4 mice). These results
show that the activity-dependent ability of CA3 PNs to engage CA2 PNs is strongly

impaired in Df{16)A™" mice.



19

Social memory is impaired in Df(1 6)4"" mice

Social dysfunction is a hallmark of several psychiatry diseases. Interestingly, it
was recently shown that targeted genetic silencing of CA2 PNs results in a strong
deficit in social memory formation (Hitti and Siegelbaum, 2014). Because our results
show that AP firing in CA2 PNs is strongly reduced in Df{16)4™" mice, both under
basal conditions and following activity-dependent plasticity at inhibitory synapses, we
wondered if this reduced level of CA2 activity would have a similar effect on social
learning as the complete silencing of CA2 PNss.

In order to test this hypothesis, we use the direct interaction test. For this test, a
subject mouse is first exposed to an unfamiliar mouse during trial 1. During trial 2,
the subject mouse is either exposed to a second novel mouse (Figure 8A) or re-
exposed to the same mouse encountered in trial 1 (Figure 8B). We found that
exploration time for trial 1 and 2, when the subject mouse encountered two different
novel mice, was similar in WT and Df(16)A+/- mice (two-way repeated measures
ANOVA: Genotype x Trial F(1,14) = 0.602, P = 0.451; Genotype F(1,14) = 0.510, P
=0.487; Trial F(1,14) = 1.806, P = 0.200). As a result, the difference score (difference
in time that the subject mouse spends exploring the other mouse between trial 1 and
2) was also similar between WT and Df{16)4"™" mice (Figure 8A; -7.0 + 6.4, n = 8 for
WT and -2.6 + 1.4, n = 8 for Df{16)4™" mice, one-way ANOVA F(1,15) = 0.469, p =
0.5). This result suggests that sociability is not impaired in Df{16)4"" mice.

We then tested whether social memory was affected in Df{16)A™" mice. As
previously reported, when the subject mouse was re-exposed to the same mouse
encountered in trial 1, the interaction time for trial 2 was strongly decreased in WT
mice (Figure 8B; from 44.5s to 25.3s, p<0.01, Bonferroni post-test, n = 8), leading to

a difference score of 19.1 = 5.5. However, social memory was strongly impaired in
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Df(16)A™" mice. Indeed, unlike WT mice, Df{16)4™" mice did not spend less time
exploring a previously encountered mouse (from 47.0s to 58.3s, p > 0.05, Boneferroni
post-test, n = 8) and failed to show significant recognition of the familiar mouse (two-
way repeated measures ANOVA: Genotype x Trial F(1,14) = 13.503, P = 0.0025) .
The difference score was not only lower than that of WT mice (-11.3 £ 4.9, one way
ANOVA p =0.002), but also had a negative value, indicating no social learning of the
Df(16)A"" mice with this test.

These results indicate that social learning, but not sociability, is impaired in
Df(16)A™" mice, hence mimicking the phenotype observed in mice with a complete
silencing CA2 PNs. Thus, our data provide a potential cellular mechanism for the

impairment in social memory observed in patients with schizophrenia.

DISCUSSION

In this study, we describe for the first time cellular alterations in the 22q11.2
mouse model of schizophrenia that occur uniquely in area CA2 of the hippocampus,
and highlight social memory impairment in these mice, a behavior critically
dependent on area CA2. In detail, we have shown that the density of PV+
interneurons is reduced in area CA2 of Df{16)4™" mice, and that the level of feed-
forward inhibitory transmission onto CA2 PNs is also reduced. In addition, similar to
the disease onset in early adolescence or adulthood in humans, these differences were
not present in 4-week old mice. In parallel to the decrease in feed-forward inhibition,
we also found age-dependent changes in the intrinsic properties of CA2 PNs in
Df(16)A"" mice, causing the cells to be more hyperpolarized. As a consequence, CA2
PNs in Df{16)4™" mice displayed fewer action potentials in response to both proximal

and distal excitatory input stimulation. Furthermore, the unique plasticity of inhibitory
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synapses in area CA2 that typically undergoes an activity-dependent LTD is reduced
in Df(16)A™" mice, disrupting the dis-inhibitory mechanism that allows CA3 to drive
action potential firing in CA2 PNs in wild-type mice. Thus, information transfer and
activity-dependent modulation of the excitatory drive between CA3 and CA2 is
strongly impaired in Df{16)A™" mice. Finally, Df{16)4™" mice display a deficit in
social memory, a phenotype similar to the one observed after complete silencing of

CA2 PNs (Hitti and Siegelbaum, 2014).

Loss of PV+ interneurons: significance, consequences and potential causes.

Consistent with our findings, a decrease in PV+ interneuron density uniquely in
area CA2 has been observed both in human post-mortem studies and animal models
(Benes et al., 1998; Berretta et al., 2009; Knable et al., 2004; Zhang and Reynolds,
2002), recapitulating one of the most consistent changes observed in the hippocampus
during schizophrenia. A decrease in PV+ interneuron in area CA2 has also been
reported in bipolar disorder (Benes et al., 1998) and in Alzheimer’s disease affected
brains (Brady and Mufson, 1997).

The overall importance of PV+ interneurons is quite clear: global impairment of
PV+ interneuron function has been shown to disrupt hippocampal network synchrony
and was accompanied by profound changes in working and spatial memory (Fuchs et
al., 2007; Korotkova et al., 2010). Furthermore, it has recently been shown that
hippocampal PV+ basket cells play a pivotal role in regulating memory formation in
an experience-dependent manner (Donato et al., 2013). However, previous
investigations of hippocampal properties and plasticity of Df{16)4"" mice have
revealed only fairly modest changes in inhibitory transmission and plasticity at the

SC-CAL synapse (Drew et al., 2011; Earls et al., 2010). Furthermore, an examination
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of the theta oscillation and hippocampal synchrony of the Df{16)A™" mice found no
difference with control animals (Sigurdsson et al., 2010).

The major aim of this study was to test the hypothesis that the PV+
interneurons in area CA2 in Df{16)A™" mice are reduced and to examine the resulting
consequences in the local network. It has recently been shown that the density of PV+
interneurons in mice is much higher in area CA2 compared to CA1 and CA3 (Botcher
et al., 2014; Piskorowski and Chevaleyre, 2013), and the age-dependent reduction of
PV+ staining uniquely in area CA2 of the hippocampus that we observe suggests that
inhibitory transmission from PV+ cells in this region may be playing a peculiar
function. These interneurons undergo a unique long-lasting delta opioid-mediated
plasticity (Piskorowski and Chevaleyre, 2013) that allows the otherwise non-plastic
CA2 PNs (Zhao et al., 2007) to be incorporated into the hippocampal tri-synaptic
circuit (Nasrallah et al., 2015).

The most predictable consequence of the reduction in CA2 PV+ staining is the
reduction in feed-forward inhibition between CA3 and CA2 PNs. It is difficult to
establish a quantitative link between the decrease in PV+ interneuron density, the
decrease in inhibitory transmission and the decrease in plasticity, due to uncertainty in
the subclass of PV+ cells that are affected and in the effect that PV+ cells reduction
has in iLTD and in controlling the PSP amplitude. Nevertheless, the ~35% decrease in
PV+ interneurons can account for the ~30% decease in inhibitory transmission, and
the resulting increase in EPSP amplitude (by ~ 60%) can account for the decrease in
dis-inhibitory LTP (due to an occlusion effect). Furthermore, we have shown that
iLTD occurs onto PV+ interneurons (Piskorowski and Chevaleyre, 2013) and the dis-
inhibitory LTP is entirely mediated through a decrease in inhibition during iLTD

(Nasrallah et al., 2015). Therefore, although it is difficult to make a quantitative link,



23

we believe that the change in PV+ cell density, the change in IPSP and EPSP
amplitude, and the change in plasticity are causally linked. A potential additional
outcome of the loss of inhibition is the parallel age-dependent change in intrinsic
properties of CA2 PNs. Although an exhaustive study would be required to carefully
examine the precise time course of the change in inhibitory transmission, we postulate
that the more hyperpolarized membrane potential of CA2 PNs is a compensatory
effect of the decrease in inhibition. Indeed, a persistent decrease in inhibitory
transmission in CA2 might have a damaging effect on the homeostasis of the
hippocampus, as several studies have reported a decrease or loss of inhibition in CA2
during epilepsy (Andrioli et al., 2007; Cohen-Gadol et al., 2004; Olney et al., 1983)
and it has been shown that epileptic bursts in human hippocampus are generated in
area CA2 (Wittner et al., 2009). Another question that merits further study are the
molecular mechanisms underlying the hyperpolarized membrane potential of CA2
pyramidal cells in Df{16)4™" mice upon maturity.

Interestingly, similar to findings in revealing dysfunction of cortical
disinhibition in the neocortex (O'Donnell, 2011), our results indicate that
periadolescent changes in hippocampal dis-inhibitory networks are also disrupted.
The cause of the loss of PV staining and feed-forward inhibition after 4 weeks is an

intriguing and pertinent question given the parallel nature of disease onset in humans.

Area CA2 and neuropsychiatric disorders

Our analysis of a mouse model of the 22q11.2DS, revealed that CA2 PNs are
essentially rendered silent due to change in their inherent properties, and the loss of
inhibitory transmission prevents activity-dependent plasticity from increasing

excitatory drive onto these cells. This finding potentially holds great significance
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when one considers the output of area CA2. It has been shown recently that CA2 PNs
project to several extra-hippocampal structures such as the medial entorhinal cortex
(Rowland et al., 2013), the medial and lateral septum, the diagonal band of broca, and
the hypothalamic supramammillary nucleus (Cui et al., 2013). Thus, if one also
considers the diverse and numerous inputs of area CA2, which include but are not
limited to cortical, hypothalamic and intra-hippocampal origins (Chevaleyre and
Siegelbaum, 2010; Cui et al., 2013; Hitti and Siegelbaum, 2014; Kohara et al., 2014),
CA2 is poised to be a hub connecting the hippocampus with multiple brain regions.
Previously, it has been reported that the Df{16)4™" mice have reduced performance
during a working memory task and reduced synchrony between the hippocampus and
prefrontal cortex (Sigurdsson et al., 2010; Stark et al., 2008) in the absence of any
changes in oscillations in the neocortex or hippocampus. While there are multiple
ways in which long-range connections can be disrupted, we speculate that the
significant changes we see in CA2 PN output may potentially play a role in altering
the long-range communication between the hippocampus and numerous other brain
regions in the Df{16)4™" mice.

The interesting role of area CA2 in social learning and hippocampal function
has only recently emerged. Recent studies have shown that CA2 is essential for social
memory (Hitti and Siegelbaum, 2014; Stevenson and Caldwell, 2014). In addition,
vasopressin 1b receptor, which is selectively expressed in CA2 PNs, has been shown
to be a key player in modulating social memory and aggression in rodents (Stevenson
and Caldwell, 2012; Young et al., 2006). In fact, rescue of vasopressin 1b receptor
expression specifically in area of CA2 in the hippocampus restored socially motivated

attack responses in vasopressin 1b receptor knockout mice (Pagani et al., 2014). Thus,
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it seems that mice with compromised CA2 function are unable to appropriately assess
social situations.

Is there a broader role for area CA2? Recent reports investigating place cell
dynamics indicate this region likely does not encode spatial information but rather
displays marked instability over time in the same environment (Lee et al., 2015; Lu et
al., 2015; Mankin et al., 2015). A study using immediate early gene expression
revealed that area CA2 is more sensitive that area CAl and CA3 to changes in
context, and may be set to detect conflicts between memory and experience (Wintzer
et al., 2014). Remarkably, area CA2 is altered in a number of psychiatric disorders
including schizophrenia and bipolar disorder as well as in neurodegenerative diseases
(Jones and McHugh, 2011). CA2 is connected to subcortical structures including
amygdala, raphe nucleus and hypothalamic nuclei, and projects to higher cortical
structures. Bridging primitive and higher-level structures, the integrity of area CA2
might be necessary to finely tune the interplay between primitive instinct (i.e.
hypothalamic signals) and higher-level cognition. Thus, we speculate that a
compromised area CA2 will result in cognitive dysfunction. Indeed, the level of
dementia during Parkinson’s disease is associated with the extent of alpha synuclein
and of amyloid Beta peptide in area CA2 (Kalaitzakis et al., 2009), and the degree of
cognitive impairment is correlated with the density of Lewy neurites in area CA2
(Churchyard and Lees, 1997). The cognitive dysfunction manifested in numerous
psychiatric illnesses may be due, in part, to a similar malfunctioning network
involving area CA2.

Disruption in social cognition is a core symptom of schizophrenia, autism ASD
and neurodegenerative diseases. In schizophrenia it is among the earlier onset features

of and it is highly correlated with poor functional outcome (Briine, 2005; Penn et al.,
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2008). The reciprocal relation of social cognition to both positive (paranoia and
delusions) and negative symptoms (social withdrawal and reduced motivation)
(Foussias et al., 2014), place it central in current translational strategies (Millan and
Bales, 2013). Associations of social cognition impairments with executive function
and negative symptoms are particularly evident in the 22q11.2DS (Campbell et al.,
2015).

Obviously, rodents do not display all features of human social cognition and
comparable information on cross-species circuit recruitment in social interactions is
scarse. What dimensions of altered social cognition are measurable in experimental
animal models remains unknown, but there is a need for identification of common
neural substrates engaged in animals and humans to facilitate adoption of comparable
procedures and common readouts in drug evaluation. In that respect, our results, taken
together with previous post-mortem studies in patients, suggest that altered circuitry
functionality within the CA2 hippocampal area, and its possible interactions with
other relevant brain areas, such as the amygdala from which it receives abundant
projections (Pikkarainen et al., 1999), might underlie parts of the social cognition
deficits seen in some psychiatric and neurodevelopmental disorders. This region of
the hippocampus is consistently overlooked or merged with other CA areas in human
imaging studies (Small et al., 2011). Clearly, our results provide strong evidence that
this region of the brain merits further study both in animal models of psychiatric
diseases, but also in humans. Furthermore, given the unusual property of neurons in
arca CA2 to be modulated by numerous neuropeptides (Pagani et al., 2014;
Piskorowski and Chevaleyre, 2013; Simons et al., 2012), our results suggest that this
region, which is pharmacologically unexplored, may be a fruitful therapeutic target

for psychiatric diseases.
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METHODS

Slice preparation. 400 uM transverse hippocampal slices were prepared from 6- to
17-week-old C57BL6 male mice. Animals were euthanized in accordance with
institutional regulations under anesthesia with isofluorane. Hippocampi were removed
and placed upright into an agar mold and cut with a vibratome (Leica VT1200S,
Germany) in ice-cold extracellular solution containing (in mM): 10 NaCl, 195
sucrose, 2.5 KCI, 15 glucose, 26 NaHCOs3, 1.25 NaH,PO,4, 1 CaCl; and 2 MgCl,). A
cut was made between CA3 and CA2 with a scalpel in some of the slices before being
transferred to 30°C ACSF (in mM: 125 NaCl, 2.5 KCl, 10 glucose, 26 NaHCOs, 1.25
NaH,PO4, 2 Na Pyruvate, 2 CaCl, and 1 MgCl,) for 30 min and kept at room
temperature for at least 1.5 hr before recording. All experiments were performed at
33°C. Cutting and recording solutions were both saturated with 95% O2 and 5% CO2
(pH 7.4).

Electrophysiological recordings and analysis. Field recordings of PSPs were
performed in current clamp mode with a recording patch pipette (3—5 MQ) containing
IM of NaCl and positioned in the middle of stratum radiatum of CA2. Whole-cell
recordings were obtained from CA2 PNs in current clamp mode held at -73 mV with
a patch pipette (3—5 MQ) containing (in mM): 135 KMethylSulfate, 5 KCI, 0.1
EGTA-Na, 10 HEPES, 2 NaCl, 5 ATP, 0.4 GTP, 10 phosphocreatine and 5 uM
biocytin (pH 7.2; 280-290 mOsm). Inhibitory currents were recorded with pipette
solution containing 135 CsMethylSulfate instead of KMethylSulfate. The liquid
junction potential was ~2 mV and membrane potentials were corrected for this
junction potential. Series resistance (typically 12—18 M) was monitored throughout
each experiment; cells with more than 15% change in series resistance were excluded

from analysis. The K" current mediated by TREK channels was recorded with a
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modified ACSF containing (in mM) 112 N-methylD-gluconate, 2.5 KCl, 10 glucose,
26 NaHCO3, 1.25 NaH2PO4, 2 Na Pyruvate, 112 HCI, 1 MgCl2, 2 CaCl2, 10 EGTA-
Na 0.1 CdCl,, 0.1 NiCl,, 10 Tetraethylammonium Chloride (TEA-Cl), 1 4-
Aminopyridine, 0.001 tetrototoxin (TTX) and 2 CsCl, .01 NBQX, 0.05 D-APV and
0.001 SR95531 in order to block voltage gated Ca’", K, Na" and cationic channels.
Cell capacity current was removed using the amplifier circuitry, and series resistance
compensation was set at 80-95% and frequently checked during the experiment. We
performed a ramp from -120 to +20 mV (corrected for junction potential in the
Figure) before and after application of fluoxetine to block TREK channels (Figure
S3). The subtracted current is shown in figure 4F the I/V curves and the conductance
was estimated between -130 and -90mV. Synaptic potentials were evoked by mono-
polar stimulation with a patch pipette filled with ACSF and positioned in the middle
of CA1 SR. When axons of CA2 pyramidal neurons were directly recruited by the
stimulation pipette, as observed with a back-propagating AP in the recorded CA2
neuron, the stimulating pipette was moved until the direct activation of the axon
disappeared.

A HFS (100 pulses at 100Hz repeated twice) was applied following 15 — 20 min
of stable baseline. Before beginning whole cell experiments, we identified the CA2
PNs by somatic location and size. Furthermore, the cell type was confirmed by
several electrophysiological properties (input resistance, membrane capacitance,
resting membrane potential, sag amplitude, action potential amplitude and duration)
as previously described (Chevaleyre and Siegelbaum, 2010).

The amplitudes of the PSPs or PSCs were normalized to the baseline amplitude.
The magnitude of plasticity was estimated by comparing averaged responses at 30-40

min for whole cell and at 50-60 min for extracellular recordings after the induction
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protocol with baseline-averaged responses 0—10 min before the induction protocol.
All drugs were bath-applied following dilution into the external solution from
concentrated stock solutions. We used pClamp10 and Axograph X software for data
acquisition and Origin Pro for data analysis. Statistical comparisons were performed
using Student’s t-test, two way ANOVA with repeated measure when appropriate and
we used a Greenhouse-Geiser for correction of degrees of freedom when sphericity
was not assumed, Results are reported as mean + SEM.
Immunohistochemistry. For histology experiments, 4 or 8-week old male mice were
transcardially perfused, the brains dissected, post-fixed and 30 um floating coronal
sections were prepared as previously described (Piskorowski et al., 2011). 8 serial
sections were selected spanning bregma -1.8 to -2.1. A rabbit anti-parvalbumin
antibody (Swant) was used at a dilution of 1:2000, the mouse monoclonal anti-RGS14
antibody (Neuromab) was used at dilution of 1:300. Images were collected with a
Zeiss 710 laser-scanning confocal microscope. Z-series images consisting of two
channels were collected every 5 wm over a total distance of 35 um per slice. RGS14
staining was used to define areas CA2. All image analysis was performed with
Imagel.

The experimenters were blind to the genotype of the animals for all recordings,
imaging and analysis (including quantification of PV+ interneuron density).
Social memory-Direct interaction with juveniles. All mice were housed two to five in
each cage and given ad libitum access to food and water. They were kept on a 12-h
(6:00 to 18:00) light—dark cycle with the room temperature regulated between 21-
23°C. Behavioral tests were performed during the light cycle in a testing room adjunct
to the mouse housing room, which minimizes any transportation stress. The social

memory/direct interaction test with juveniles was adapted from Kogan et al., 2000.
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Immediately prior to the experimental sessions, 10-12-week-old Df16A+/- and WT
littermates were transferred to the testing room and placed into individual cages,
identical to the ones used for housing, where they were allowed to habituate to the
new environment for 15 min. Male juvenile mice (C57BL/6J, 4-5-week-old) were
also placed in the testing room in their home cages and allowed to habituate a similar
amount of time. Testing began when a novel juvenile mouse was introduced to a cage
with one of the adult experimental mice. Activity was monitored for 5 min (trial 1)
and scored online by a trained observer blind to the genotype of the test mice for
social behaviour (anogenital and nose-to-nose sniffing, close following and
allogrooming) initiated by the experimental subject, as described by (Hitti and
Siegelbaum, 2014). After an inter-trial interval of 1h, the experimental mice were
introduced with either the previously encountered mouse or a novel mouse again for 5
min (Trial 2). The time spent in social interaction during trial 1 was subtracted from
the social interaction time during trial 2 to obtain the difference score. Statistical
significance was assessed by one-way ANOVA, or two-way repeated-measures

ANOVA where appropriate.
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Figure Legends

Figure 1: The density of parvalbumin-expressing interneurons in the
hippocampus is decreased in area CA2 of adult Df(I16)A™ mice. (A)
Immunohistochemical staining for parvalbumin in the different hippocampal areas of
the hippocampus from a 8-week old wild-type and Df{16)4™" mouse. The different
hippocampal layers are indicated (SO: stratum oriens, SP: stratum pyramidale, SR:
stratum radiatum, SL: stratum lucidum). (B) Quantification of the density of
parvalbumin positive soma (PV+) in the different strata of areas CA1, CA2 and CA3
of 8-week old WT and Df{16)4™ mice (n = 6 mice for both genotypes). (C)
Immunohistochemical staining for parvalbumin in the different hippocampal areas of
the hippocampus from a 4-week old wild-type and Df{16)4"" mouse. (D)
Quantification of the density of PV+ soma in the different strata of CA1l, CA2 and
CA3 areas in 4-week old WT (n = 6) and Df{16)4"" mice (n = 6). Error bars show

SEM.

Figure S1: The density of PV+ interneurons is decreased in area CA2 of

Df(1 6)A"" mice after defining CA2 boundaries with the specific marker RGS14.
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(A) High magnification image of area CA2 immunostaining for parvalbumin
(magenta) and RGS14 (cyan) in WT and Df{16)A™" mice. The different hippocampal
layers are indicated (SO: stratum oriens, SP: stratum pyramidale, SR: stratum
radiatum.) (B) Quantification of the density of PV+ soma in the different layers of
area CA2 in 8-10-week old WT (n = 3 mice) and Df{16)4™" mice (n = 4 mice).

(C) Quantification of the area of the different layers in CA2 of WT and Df{16)A""

mice.

Figure 2: Inhibitory transmission onto CA2 PNs is decreased in adult Df(1 6)A""
mice. (A) Top; Schematic representation of the experimental conditions in which a
compound EPSP/IPSP sequence was recorded in CA2 pyramidal neurons (PNs)
following stimulation of Schaffer collaterals (SC). Bottom; Sample traces of the
compound EPSP/IPSP (Control, black traces) and the EPSP obtained after blocking
inhibition (SR/CGP, grey traces) in CA2 PNs in response to stimulation of SC inputs
in WT and Df{16)4"" mice. Below: the inhibitory component obtained after
subtracting the control traces from the traces with GABA receptor blockers is shown
in grey. (B) Summary graph of the input-output curves of the PSP in control
conditions and after blocking inhibition (SR/CGP) in response to SC stimulation in
adult WT (n = 9) and Df{16)A™ mice (n = 19). (C) Summary graph of the fold-
increase in PSP amplitude after blocking inhibition in WT and Df{76)A4™" mice.

(D) Summary graph of the input-output curves of the IPSP amplitude obtained by
subtraction of control traces from the traces with GABA receptors blockers in WT
and in Df{16)A"" mice. (E) Summary graph of the input-output curves of the PSPs in
response to SC stimulation in control conditions and following blockade of inhibitory

transmission in young (4-5-week old) WT (n = 6) and Df{16)A™" mice (n = 5). (F)
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Summary graph of the input-output curves of the IPSP in response to CA3 input
stimulation obtained by subtracting control traces from traces with GABA receptor

blockers in 4-5-week old WT and Df{16)4"" mice. Error bars show SEM.

Figure S2: Feed-forward inhibition onto CA2 PNs is decreased in adult
Df(1 6)A"" mice while the PPR of inhibitory transmission is unaffected.

(A) Sample IPSC traces recorded in control conditions (black) and after blocking
AMPA/NMDA receptors (NBQX/DAPV, red) in WT and Df{16)A"" mice. The
subtraction of the traces with NBQX/DAPV from control traces is shown in blue.

(B) Summary graph of the amplitude of the feed-forward component of the IPSC
obtained by subtracting IPSCs in presence of AMPA/NMDA receptor blockers from
the control IPSCs in WT (n = 16) and Df{16)4™ mice (n = 13). (C) Summary graph
of the paired-pulse ratio (PPR) of inhibitory transmission recorded in presence of
AMPA/NMDA blockers for WT and Df{16)A"" mice. (D) Sample traces and
summary graph of the PPR of IPSCs at different inter-stimulus interval (ISI) for WT
(n = 10) and Df{16)A™" mice (n = 11). (E) Examination of the summation of EPSP
amplitude during a stimulation train at the CA3-CA2 synapse for the WT (n = 6) and
Df(16)A™" mice (n = 7). Left, the peak EPSP is plotted as a function of stimulation

number in the train. Example traces are shown on the right. Error bars show SEM.

Figure 3: Synaptic transmission of distal inputs onto CA2 PNs is not altered in
adult Df(16)A™ mice. (A) Top; Schematic representation of the experimental
conditions in which a compound EPSP/IPSP sequence was recorded in CA2 PNs
following stimulation of distal inputs. Bottom; sample traces of the compound

EPSP/IPSP (Control, black trace) and the EPSP obtained after blocking inhibition
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(SR/CGP, grey trace) in CA2 PNs in response to stimulation of distal inputs in WT
and Df{16)A"" mice. The inhibitory component obtained after subtracting the control
traces from the traces with GABA receptor blockers is shown in grey.

(B) Summary graph of the input-output curves of the PSP amplitude in response to
distal input stimulation in control conditions and after blocking inhibition in adult WT
(n = 8) and Df{16)A™" mice (n = 18). (C) Summary graph of the fold-increase in PSP
amplitude after blocking inhibition in WT and Df{16)A™" mice. (D) Summary graph
of the input-output curves of the IPSP obtained after subtraction of the control traces
from traces with GABA receptor blockers in WT and in Df{16)A"" mice. (E)
Summary graph of the input-output curves of PSPs in response to distal input
stimulation in control conditions and after blocking inhibitory transmission in 4-5-
week old WT (n = 6) and Df{16)A™" mice (n = 6). (F) Summary graph of the input-
output curves of the IPSP in response to distal input stimulation obtained by
subtracting control traces from traces with GABA receptor blockers in 4-5-week old

WT and Df{16)A™" mice. Error bars show SEM.

Figure 4: Adult CA2 PNs in Df{(1 6)A"" mice have a more hyperpolarized resting
potential. Summary graphs and diagrams illustrating how the measurements were
made of the resting membrane potential (A), the membrane resistance (Rm) (B), the
membrane capacitance (C), the depolarizing sag during a hyperpolarizing current step
(D), and the action potential threshold (E) measured in CA2 PNs in WT and in
Df(16)A™" mice at different postnatal weeks. The number of cells is shown for each
data point. (F) The fluoxetine-sensitive current evoked by a voltage ramp for WT (n =
13) and Dff16)A™" mice (n = 13). Grey shading indicates the SEM. Inset, the

estimated conductance of this current, likely due to TREK channels. (G) A plot of the
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TREK-1 conductance versus Resting membrane potential for all of the recorded cells,
showing the correlation between the TREK conductance and resting membrane

potential (Pearson’s R = -0.53). Error bars show SEM.

Figure S3 : Currents evoked by a ramp protocol before and after the addition of
fluoxetine for WT and Df(16)A+/- mice. Data traces showing the currents evoked
by a ramp from -120 mV to +20 mV before (black) and after (red) the addition of 100
uM fluoxetine. The fluoxetine-sensitive current shown in figure 4F is the result of a
subtraction of the post-fluoxetine trace from the control trace. All data conductance
data was analyzed from -120 mV to -90 mV in order to avoid the contaminating

current that appears at depolarizing potentials.

Figure 5: Action potential firing of CA2 PNs is decreased in adult Df{(1 6)A"
mice. (A) Sample traces of the depolarization of CA2 PNs in response to stimulation
of SC inputs (5 pulses at 100Hz) in WT and Df{16)A"" mice. (B) Summary graph of
the number of action potentials (left) and of the percentage of cells firing at least one
action potential (right) during the train of stimulation of CA3 inputs at different
intensities (10, 20 and 30V) in WT (n = 12) and Df{16)4™" mice (n = 18). (C) Sample
traces of the depolarization of CA2 PNs in response to a stimulation of distal inputs (5
pulses at 100Hz) in WT and in Df{16)4"" mice. (D) Summary graph of the number of
action potentials (left) and of the percentage of cells firing at least one action potential
(right) during the train of stimulation of distal inputs at different intensities (10, 20

and 30V) in WT (n = 12) and in Df{16)A™" mice (n = 17). Error bars show SEM.
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Figure S4: A small depolarization of CA2 PNa rescues action potential firing in
response to SC stimulation. (A) Summary graph of the resting membrane potential
in CA2 PNa of WT (n = 13) and of Df{16)A"" mice (n = 15) in control conditions and
in presence of GABA receptor blockers (SR/CGP).

(B) Left : Sample traces of the depolarization of CA2 pyramidal neurons in response
to stimulation of CA3 inputs (5 pulses at 100Hz) in Df{16)4™" mice recorded at
resting potential (black trace) or after injection of a positive current to depolarize the
cell by ~2 mV (red trace). Right: summary graph of the number of action potentials
during the train of stimulation at different intensities (10, 20 and 30V) before and

after depolarization of the pyramidal neuron (n =9).

Figure 6: Long-term depression at inhibitory transmission onto CA2 PNs is
decreased in adult Df(16)A™" mice. (A) Summary graph of normalized IPSCs
recorded before and after delivery of tetanic stimulation (100 pulses at 100Hz twice)
in WT (n = 9) and Df{16)4™" mice (n = 9). Sample traces corresponding to the time
points before (a) and after (b) tetanus are shown on top. (B) The paired-pulse ratio for
individual experiments before (a) and after (b) tetanic stimulation for WT and

Df(16)A"" mice. Error bars show SEM.

Figure 7: The dis-inhibitory increase in PSP amplitude and in action potential
firing is impaired in adult Df{16)A™ mice. (A) Summary graph of the change in
the amplitude of the PSP recorded in whole-cell current clamp configuration in
response to SC input stimulation following a high frequency stimulation (100 pulses
at 100Hz repeated twice). The lasting increase in the depolarizing component of the

PSP in WT mice (black filled circles, n = 6) is significantly smaller in Df{16)4"" mice
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(red filled circles n = 8). This increase is dependent on inhibitory transmission and is
blocked by GABA receptor blockers (SR/CGP) both in WT (black open circles, n =
4) and in Df{16)4™" mice (red open circles, n = 5). Cells were held at -70 mV.

(B) Summary graph of the change in the amplitude of the field PSP recorded
extracellularly in response to CA3 input stimulation following a high frequency
stimulation (100 pulses at 100Hz repeated twice) in WT (black, n = 6) and in
Df(16)A™" mice (red, n = 5). (C) Summary graphs of the amplitude of the population
spike monitored extracellularly in the somatic layer of area CA2 in response to SC
input stimulation before (a) and after (b) high frequency stimulation (HFS) in WT

(left, n = 14) and in Df{16)A™" mice (right, n = 14). Error bars show SEM.

Figure 8: Social memory is impaired in adult Df{1 6)A""  mice. (A) Top:
Experimental setup for the direct interaction test in which a different stimulus animal
was presented in trials 1 and 2. Bottom left: the two groups (Df{16)A™", n=8; WT, n
= 8) engaged in social interaction with the two stimulus animals for a similar amount
of time (two-way repeated measures ANOVA: Genotype x Trial F(1,14) =0.602, P =
0.451; Genotype F(1,14) = 0.510, P = 0.487; Trial F(1,14) = 1.806, P = 0.200).
Bottom right: Df{16)4™" mice and their WT littermates have similar difference scores
when interacting with two novel juvenile mice (One-way ANOVA F(1,15) = 0.469, P
=0.504). (B) Top: experimental setup for the direct interaction test in which the same
stimulus animal was presented for both trials 1 and 2. Bottom left: Unlike WT,
Df(16)A™" mice fail to show significant recognition of the familiar animal (two-way
repeated measures ANOVA: Genotype x Trial F(1,14) = 13.503, P = 0.0025). Social
memory in the WT mice is evidenced by a decrement in social investigation on trial 2,

which is not the case for the Df{16)4™" mice (WT, P <0.01; Df(16)4™", P > 0.05
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Bonferroni post-tests). Bottom right: the difference score of the Df{16)A™" group was
not only less than that of the WT group (P =0.002; one-way ANOVA), but even had a
negative value, indicating that the Df{16)4™" show no social memory when tested in

the direct interaction paradigm. Error bars show SEM.
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Figure ST, related to Figure 1: The density of PV+ interneurons is decreased in area CA2 of Df(16)A*/~ mice after
defining CA2 boundaries with the specific marker RGS14.

(A) High magnification image of area CA2 immunostaining for parvalbumin (magenta) and RGS14 (cyan) in WT
and Df(16)A*/" mice. The different hippocampal layers are indicated (SO: stratum oriens, SP: stratum pyramidale,

SR: stratum radiatum.)

(B) Quantification of the density of PV+ soma in the different layers of area CA2 in 8-10-week old WT (n = 3 mice)

and Df(16)A*"~ mice (n = 4 mice).

(C) Quantification of the area of the different layers in CA2 of WT and Df(1 6)At/ mice.
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function of stimulation number in the train. Example traces are shown on the right. Error bars show SEM.
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Figure 3 : Synaptic transmission of distal inputs onto CA2 PNs
is not affected in adult Df(16)A*/- mice
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(A) Summary graph of the resting membrane potential in CA2 PNa of WT (n = 13) and of Df(16)A+/- mice (n = 15)
in control conditions and in presence of GABA receptor blockers (SR/CGP).
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Chapter IV DISCUSSION AND FUTURE DIRECTIONS

In the first paper (Nasrallah et al., 2015), we have demonstrated that the inhibitory
synapses that express the DOR-mediated LTD control both the SC and the SLM excitatory
inputs onto CA2 PNs. More precisely, our results showed that the induction of the DOR-
dependent iLTD results in a persistent increase of both SC and SLM net excitatory drive onto
CA2 PNs. In particular, this plasticity at inhibitory inputs permits an activity-dependent
increase of the excitation/inhibition ratio between CA3 and CA2 despite the lack of LTP at
the CA3—CA2 excitatory synapses. Finally, induction of iLTD sufficiently increases the net
excitatory drive between CA3 and CA2 to allow SC inputs to drive action potential firing in

CA2 PNs, thus opening the gate between CA3 and CA2.

In the second study (Nasrallah et al.), we have demonstrated that the DOR-mediated
change in PVI transmission that occur specifically in area CA2 impacts the net excitatory
drive between CA3 and CA1, although PVIs poorly contribute to the SC-recruited FFl in CA1.
We have shown that the local plasticity of PVIs in area CA2 increases both the CA3 net
excitatory drive onto CA1 PNs and the AP firing of CA1 PNs in response to SC stimulation.
First, our results revealed that PVIs are mandatory for the DOR-mediated increase in the SC
excitatory drive onto CA2 PNs and thus necessary for the underlying DOR-mediated
recruitment of CA2 PNs by CA3 PNs. Second, we have demonstrated that the recruitment of
CA2 PNs increases the strength of the excitatory inputs onto CA1 PNs after iLTD. Third, the
synaptic drive coming from CA2 PNs acts synergistically with the excitatory drive from SC

inputs and powerfully increases CA1 output.
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In the third study (Piskorowski et al.), our results have revealed that mouse model of the
22g11.2 deletion syndrome (Df(16)A+/' mice) are characterized by age-dependent alterations
in area CA2 and a deficient social memory, a CA2-dependent cognitive ability (Hitti and
Siegelbaum, 2014; Stevenson and Caldwell, 2014). First, we have shown that both the
density of PVIs and the level of feed-forward inhibitory transmission onto CA2 PNs are
decreased in area CA2 of Df(16)A+/' mice, in an age-dependent manner. These alterations in
inhibition are accompanied by a reduced plasticity including an activity-dependent iLTD of
lower magnitude and an impaired activity-dependent modulation of the excitatory drive
between CA3 and CA2. Therefore, the disinhibitory mechanism that allows CA3 to drive
action potential firing in CA2 PNs in wild-type mice is disrupted in Df(16)A+/' adult mice. In
parallel to this, we also found age-dependent changes in the intrinsic properties of CA2 PNs
in Df(16)A+/' mice, including more a hyperpolarized resting membrane potential which is
likely mediated by an increased conductance of the potassium channel TREK. Altogether
these specific alterations result in a reduced activation of CA2 PNs in Df(16)A+/' mice in

response to both proximal and distal excitatory input stimulation.
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1. Physiological and pathological consequences of the disinhibitory
action of DORs in CA2

1.1 Consequence of DOR-mediated iLTD on CA2 excitatory inputs:

1.1.1 Activity induces a long-term increase of CA3—CA2 transmission via

a disinhibitory mechanism:

Consistently with previous studies (Chevaleyre and Siegelbaum, 2010; Lee et al.,,
2010; Simons et al., 2009; Zhao et al., 2007), we found that SC-CA2 excitatory synapses do
not express LTP after HFS. Nonetheless, we have shown that the excitatory/inhibitory
balance between CA3 and CA2 could be persistently increased via an activity-dependent
manner and we have demonstrated that this increase is entirely mediated by a disinhibition
mechanism. Our results reveal that repetitive stimulation (100 Hz and 10 Hz) in stratum
radiatum of CA1 potentiates mixed PSPs recorded in CA2, resulting from a DOR-mediated
long-lasting decrease in inhibitory inputs onto CA2 PNs. First, the lasting increase in the
mixed PSP amplitude was absent when inhibitory transmission was pharmacologically
blocked. Second, HFS fails to induce this plasticity when we increased the reversal potential
for CI" in the recorded cell. Third, application of HFS partially occludes the GABA receptor
blockers-induced increase in the PSP amplitude, showing that HFS partially blocks inhibitory
transmission onto CA2 PNs. Fourth, the activity-dependent increase in PSP shares the same
pharmacology as the iLTD (i.e., a strict dependence on DOR activation). And finally, the
application of a DOR agonist was sufficient to evoke the lasting increase in PSP amplitude by

inducing a lasting decrease in inhibition but without altering isolated excitatory transmission.

Consistent with a previous study (Zhao et al., 2007) in which high concentration of Cl” in
the recording solution (16 mM) were used, we found no increase in PSP amplitude with 16

mM intracellular CI". However, we saw a large and persistent increase in the SC synaptic
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drive onto CA2 PNs occurs with relatively low concentration of chloride (7 mM). Altogether
these results suggest that plasticity of CA3-CA2 transmission is dependent on the
hyperpolarizing action of GABA, receptors. Although the precise physiological concentration
of intracellular [CI'] in CA2 PNs is unknown, the fact that we observe an increase in PSP
amplitude with both gramicidin perforated patch and extracellular recordings, strongly
indicates that the disinhibition-mediated increase in PSP amplitude can occur in an intact
system. Indeed, these two methods of recording keep intracellular [CI'] intact. In addition to
intracellular ionic composition, the resting membrane potential is not affected with

extracellular recordings.

Several studies have reported disinhibitory plasticity in the hippocampus. For instance, a
pairing protocol induces a shift in GABA reversal potential, thereby increasing synaptic
strength at CA3—-CA1 synapses (Ormond and Woodin, 2009). Similarly, a pairing protocol
between distal and proximal inputs strongly facilitates CA3—CA1 synapses, an effect that is
dependent on a decrease in feedforward inhibition recruited by SC inputs (Basu et al., 2013).
In both cases, the decrease in inhibition facilitates a plasticity that can occur independently
of a change in inhibition. In contrast to this, the presynaptic disinhibition plasticity is the only
activity-dependent way to increase the SC excitatory drive onto CA2 PNs given the lack of

direct LTP at the CA3-CA2 excitatory synapses.
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1.1.2 The disinhibitory increase in CA3—CA2 transmission is dependent

on DOR:

Our results strongly indicate that the disinhibitory increase in PSP in CA2 evoked by
SC stimulation is a direct consequence of the DOR-mediated iLTD recently described
(Piskorowski and Chevaleyre, 2013). First, the same protocols (i.e., 10 Hz stimulation, HFS or
application of the DOR agonist DPDPE) triggered both the disinhibitory increase in the
excitatory/inhibitory balance between CA3 and CA2 and the DOR-mediated iLTD, whereas
they completely fail to induce LTP at the CA3-CA2 excitatory synapses (Chevaleyre and
Siegelbaum, 2010; Lee et al., 2010; Simons et al., 2009; Zhao et al.,, 2007). Second, the
disinhibitory increase in PSP between CA3 and CA2 was prevented in the presence of two
different selective antagonists of DORs (ICl 74864 and naltrindole). Third, activation of DORs
with the selective agonist DPDPE was sufficient to trigger a lasting increase in the PSP
amplitude without changing the EPSP amplitude. Therefore, these data show that DOR
activity is necessary and sufficient to increase the excitatory/inhibitory balance between CA3

and CA2.

Opioids have long been known to increase excitability in the hippocampus and to
facilitate the induction of plasticity at excitatory synapses. For instance, the activation of p
opioid receptors (MORs) and DORs is required for LTP induction at the perforant path—
granual cell synapse in the dentate gyrus (Bramham and Sarvey, 1996), and the activation of
MORs facilitates LTD induction at the SC-CA1 PN synapse (Wagner et al., 2001). In both
cases, the observed increase in excitatory drive is believed to result from a transient
decrease in inhibition during the induction protocol, hence facilitating the induction of the

plasticity at excitatory inputs.
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Our results differ in several ways from the previously reported action of opioids. First,
in contrast to the transient effect of DORs on GABAergic transmission in CA1, the activation
of DORs was shown to induce a lasting depression of inhibition in area CA2 (Piskorowski and
Chevaleyre, 2013). In addition, in contrast to the well described facilitatory action of opioids
on plasticity at excitatory synapses, our results show that DOR activation is mandatory for

the change in excitatory/inhibitory balance between CA3 and CA2.

1.1.3 Stimulation in SR increases distal excitatory drive onto CA2 PNs via

a disinhibition mechanism.

Our results show that stimulation in SR increases the amplitude of the PSP evoked by
both proximal (SC) and distal input stimulations. We demonstrated that the increase in
excitatory/inhibitory balance between distal inputs and CA2 PNs results from the DOR-
mediated iLTD. First, the HFS-induced increase in PSP amplitude occurs in parallel to the
persistent decrease in the amplitude of IPSCs recorded in response to distal input
stimulations. Second, HFS fails to increase the amplitude of the PSP evoked by distal input
stimulation when inhibitory transmission was pharmacologically blocked. Third, the activity-
dependent increase in PSP is dependent on DORs activity: it is blocked in presence of DOR

antagonist.

Our results could be explained by the fact that both SC and SLM stimulation recruit
the PV+ inhibitory inputs that express the DOR-mediated iLTD induced by HFS in SR. In
accordance with this idea, it has been shown that PV* basket cells in area CA2 have dendrites

that traverse SR and SLM (Mercer et al.,, 2012b; Tukker et al., 2013). In CA1, it has been
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demonstrated that delta receptor-expressing interneurons are recruited by the
temporoammonic pathway and that delta agonists modulated FFI evoked by stimulation of
the temporoammonic pathway (Rezai et al., 2013). Rezai and colleagues have shown that in
contrast to the distal inputs, DOR activation do not modulate the FFI recruted by Schaffer
collateral stimulation (Rezai et al., 2013). Interestingly, our results have shown that in
contrast to CA1, both the SC and the distal inputs in CA2 recruit DOR-expressing
interneurons. In the other hand, it has been reported that CA2 displayed a unique plexus of
PV+ axon terminals in SLM (Ribak et al., 1993) that may control distal excitatory inputs.
Furthermore, it was recently shown that synaptic transmission from PVIs in area CA2 is
depressed during DOR-mediated iLTD (Piskorowski and Chevaleyre, 2013) and we
demonstrated that PVIs are mandatory for the disinhibitory increase in excitatory/inhibitory

balance between CA3 and CA2 in the second study.

Although, several studies have reported heterosynaptic plasticity between proximal
and distal inputs onto hippocampal PNs, to our knowledge there is no report of a lasting
increase in synaptic strength at distal dendritic input that is induced by stimulation in the
proximal dendritic region. For instance, SC inputs onto CA1 PNs can be potentiated after
theta-burst stimulation of distal dendritic inputs (Han and Heinemann, 2013). It has been
shown that low-frequency stimulation of distal inputs induces both potentiation of SC inputs

and depression of distal dendritic inputs (W6hrl et al., 2007).

Our results highlight an additional mechanism by which activity in SR can enhance the
net excitatory drive of synapses in SLM. In contrast to the SC-CA2 excitatory synapses, the
distal excitatory inputs express a direct presynaptic LTP after HFS of distal inputs in CA2 that

is mediated by NMDA receptor activity (Chevaleyre and Siegelbaum, 2010). Here, we have
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demonstrated that DOR activity can increase the excitatory/inhibitory balance at distal
inputs by acting on inhibitory transmission while the NMDA receptors act on excitation.
These two forms of synaptic plasticity can act together or independently to increase the
strength of distal inputs onto CA2 PNs. This interplay is likely to have important
consequences on information transfer by extrahippocampal (SLM) and intrahippocampal
(SC) inputs onto CA2 PNs. Furthermore, because opioids have been reported to facilitate the
induction of LTP induction in the hippocampus via a disinhibition (Bramham and Sarvey,
1996), the induction of the distal DOR-mediated iLTD may modulate the induction of LTP at
distal inputs in CA2. Similarly, in CA1 stimulation of SCs induces a CB1-mediated LTD at
inhibitory synapses, which facilitates subsequent induction of LTP at excitatory synapses

(Chevaleyre and Castillo, 2004).

1.2 Consequences of the DOR-mediated iLTD on hippocampal network

1.2.1 iLTD permits the recruitment of CA2 PNs by CA3 PNs
Our results show that the induction of DOR-mediated iLTD allows the stimulation of
SC inputs to evoke APs in CA2 PNs (Figure IV.1). First, CA3 PNs can activate CA2 PNs several
tens of minutes after HFS application in agreement with the time course of the HFS-induced
iLTD. Second, the activity-dependent increase in CA2 activity shares the same pharmacology
as the iLTD (i.e., a strict dependence on DOR activation). The effect of HFS was observed
both in whole-cell and extracellular recordings, indicating that the recruitment of CA2 PNs

can occur when neither the resting potential nor the intracellular [CI'] are affected.

This result is consistent with those of two previous studies (Chevaleyre and

Siegelbaum, 2010; Sekino et al., 1997). Using voltage-sensitive dyes to study information
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propagation through the hippocampus, it has been reported that blockade of GABA
receptors allowed the recruitment of CA2 from slices in which the activation of this region
was initially not detected (Sekino et al., 1997). In addition, whole cell recordings of CA2 PNs
have shown that intact inhibition completely prevents the firing of CA2 PNs by SC
stimulation whereas it is permitted after the pharmacological blockade of GABA, and GABAg
transmission (Chevaleyre and Siegelbaum, 2010). In accordance with these two studies, here
we showed that a partial block of inhibitory transmission during iLTD allow the recruitment
of CA2 PNs by CA3 PNs. Our data provide a mechanism for the results observed in these two
previous studies. Finally, in contrast to these previous studies in which inhibition was
pharmacologically blocked, we show that the disinhibition-dependent recruitment of CA2

can be evoked in an activity-dependent manner.

1.2.2 DOR-mediated recruitment of CA2 PNs results in a lasting
suprathreshold increase in the SC excitatory drive onto CA1 PNs

We have shown that the DOR-mediated change in PVI transmission that occurs
specifically in area CA2 impacts the net excitatory drive between CA3 and CA1 (Figure IV.1).
More precisely, the recruitment of CA2 PNs mediated by PVI plasticity increases both the net
excitatory drive onto CA1 PNs and the CA1 PNs activity in response to SC stimulation. In the
first study, we found that HFS increases the excitatory/inhibitory balance between CA3 and
CA2 and permits the activation of CA2 PNs in response to SC stimulation via a DOR-mediated
disinhibition. In the second study, our results revealed that silencing PVIs completely
occludes the HFS-induced increase in the SC excitatory drive onto CA2 PNs, indicating that
PVIs are mandatory for the DOR-mediated increase in the SC excitatory drive onto CA2 PNs
and thus that they are necessary for the underlying DOR-mediated recruitment of CA2 PNs

by CA3 PNs.
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Then, we have demonstrated that the DOR-mediated recruitment of CA2 PNs
increases excitatory inputs onto CAl1 PNs in response to SC stimulation by adding a
disynaptic PSP (SC-CA2-CA1l) to the monosynaptic SC-CA1 PSP. Indeed, we noted the
apparition of a delayed component in the fPSP recorded in CA1 SP after HFS or DPDPE
application. The increase in SC excitatory drive onto CA1 PNs is completely prevented when
CA2 PNs are pharmocogenetically inactivated or when a knife cut was made between CA2
and CA1 but not when the knife cut was between CA3 and CA2. Furthermore, application of
the DOR agonist is sufficient to induce this increase in SC-CA1 transmission and application
of DOR antagonist completely prevents HFS to trigger it. These last results confirm that DORs
are necessary and sufficient to increase the PSP amplitude in CA1. Finally, the synaptic drive
coming from CA2 PNs acts synergistically with the excitatory drive from SC inputs and
powerfully increases CA1 PN activity. Our results are in accordance with previous studies,
which showed that CA2 PNs make strong excitatory synaptic contacts with CA1 PNs

(Chevaleyre and Siegelbaum, 2010).

Consistent with the fact that DOR activation induces a transient decrease in GABA
release from PVI inhibitory inputs onto CA1 PNs (Piskorowski and Chevaleyre, 2013), we
found a transient increase in PS amplitude when a cut was made between CA2 and CAl.
However, the increase in CA1 PN activity is much larger and persists over one hour when
CA2 is attached to CA1l, in agreement with the lasting effect of DOR activation in CA2

(Piskorowski and Chevaleyre, 2013).
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Figure IV.1: Consequences of the DOR-mediated iLTD occurring in area CA2 on hippocampal
network. A: Diagrams showing how the inhibitory interneurons (orange and green circles) recruited by
CA3 PNs (black triangle) prevent activation of CA2 PN (grey triangle), before iLTD induction. B: DOR
activation decreases GABA release from PVI terminals and thus allows CA3 PNs to activate CA2 PNs.
Finally, the subsequent recruitment of CA2 PNs increases the firing of CA1 PNs in response to CA3

PN activation.

1.2.3 Physiological and pathological consequences of the disinhibitory

action of DORs in CA2

Our results show that inhibitory inputs onto CA2 PNs act as a gate to control
information flow between CA3 and CA2, and that DOR activation opens this gate. Our
findings raise the questions of where are the endogenous opioids coming from and in which

physiological conditions are they released?

To induce the DOR-mediated plasticity of the excitatory/inhibitory balance between

CA3 and CA2, we used application of DOR agonist but also HFS or 10 Hz in SR. Furthermore,
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it was previously shown that the depression of inhibitory transmission underlying the
increase in PSP in CA2 can be evoked with HFS, but also with more physiological protocol

such as 10 Hz and a theta burst stimulation protocols, which seem more physiological .

In the hippocampus, enkephalins have been detected in the mossy fibers and the
cortical inputs (Simmons and Chavkin, 1996) but also in a small subpopulation of
interneurons that target other interneurons (Blasco |bafiez et al., 1998, Commons and
Milner, 1996; Fuentealba et al.,, 2008b). In area CA1, enkephalin-containing interneurons
were found in SR and they preferentially project to PVIs but not to SOM-, calbindin-, or CCK-
expressing interneurons (Fuentealba et al., 2008b). Our stimulation in SR likely recruits these
enkephalin-containing interneurons directly or via the stimulation of SC inputs. Interestingly,
in vivo recordings during network activity have shown that the enkephalin-expressing
interneuron was phase modulated throughout theta oscillations, but silenced during sharp-
wave/ripple episodes and exhibited rebound activity of high-frequency spike bursts.
Therefore, we think that enkephalin-containing neurons display patterns of activity that are
consistent with the stimulation that we use to evoke iLTD, suggesting that the increase in
excitatory drive between CA3 and CA2 and the recruitment of CA2 PNs by CA3 can occur in

vivo during physiological conditions.

CA1 PNs are not the only outputs of CA2 PNs, consequently the recruitment of CA2
PNs after induction of the DOR-mediated iLTD will likely change the other CA2 outputs. For
instance, we postulate that neuronal activity in the entorhinal cortex will be changed after
induction of iLTD in CA2, because CA1 PNs project to deep layers of the EC (Naber et al.,

2001) but also because CA2 PNs directly project to the layer Il of EC (Rowland et al., 2013).
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DOR-mediated recruitment of CA2 PNs allows a flow of information trough a
guadrisynaptic pathway EC-DG-CA3-CA2-CA1 that parallels the canonical trisynaptic path EC-
DG-CA3-CAl. Interestingly, several extrahippocampal inputs with emotional components,
including the supramammillary nucleus (Pan and McNaughton, 2004) and the serotoninergic
median raphe nucleus (Hensler, 2006), target specifically area CA2. In agreement with the
role of CA2 in social memory (Hitti and Siegelbaum, 2014; Stevenson and Caldwell, 2014),

these inputs could modulate hippocampal information flow when CA2 PNs are recruited.

2. Different role of PVIs in the two hippocampal adjacent areas: CA2

and CA1l:

2.1 Higher inhibitory inputs from PVI onto CA2 PNs compared to CA1 PNs

2.1.1 PVlinhibitory inputs onto CA2 PNs

PVIs in area CA2 have been reported to differ from those of area CA1 in several ways.
Our results reveal a stronger contribution of PVIs to spontaneous IPSCs recorded in CA2 PNs
compared to CAl. First, the pharmacogenetic silencing of PVIs induces a large decrease in
sIPSC frequency in CA2 but not in CA1l. Similarly, our experiments provide a direct
demonstration that PVIs are more involved in the SC-recruited FFl in CA2 than in CAl. We
found that the specific pharmacogenetic silencing of PVIs induces an important decrease in

the IPSC magnitude evoked by SC stimulation in CA2 but not in CA1.

Our results could be explained by the fact that CA2 PNs are more connected by PVIs

than CA1 PNs. In accordance with this idea, studies performed in both rodents and humans
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have shown that a higher density of PVIs is present in area CA2 compared to area CA3 and
CA1 (Andrioli et al., 2007; Benes et al., 1998; Piskorowski and Chevaleyre, 2013). However,
PVIs in area CA2 do not connect only CA2 PNs especially as the majority of PV+ CA2 basket
also project to CA3 and CA1 (Mercer et al., 2007; 2012b). Thus, the higher number of PVIs in
area CA2 is not necessarily an explanation for the fact that CA2 PNs receive a stronger
connection from PVIis than CAl. On the other hand, an electron microscopic
immunocytochemical study performed in monkey, has shown that CA2 PNs receive a much
higher density of inhibitory synapses from PVIs on their cell bodies compared to CA1 or CA3
PNs (Ribak et al., 1993). Consistent with these data, it has been shown that the specific
optogenetic activation of PVIs evoked IPSC of larger amplitude in CA2 than in CA1 PNs
(Piskorowski and Chevaleyre, 2013). Altogether, these two studies revealed a stronger PVI-

CA2 PNs connection compared to the PVI-CA1 PNs.

The fact that the connection from PVI is larger in CA2 compared to CA1 PNs
(Piskorowski and Chevaleyre, 2013) does not necessarily mean that PVI contribute more to
the FFl in CA2. Indeed, it does not tell how SC excitatory recruits the PVIs that target CA2
PNs. We directly address this question using specific pharmacogenetic tools and
electrophysiological measurements. Our finding showing the higher contribution of PVIs in
the SC-recruited FFl onto CA2 PNs is in accordance with previous studies. Indeed, it has been
shown that the majority of PV+ CA2 basket-cells had spiny dendrites extending into all CA
subfields, indicating that PV+ basket-cell may receive SC inputs and could thus provide FFI

onto CA2 PNs (Mercer et al., 2007; 2012b).

The parallel decreases in both the density of PVIs and the level of FFl in area CA2 of
Df(16)A+/' adult mice (the third study: Piskorowski et al.) is also consistent with a high

contribution of PVIs in the SC-recruited FFl in CA2. However, we don’t know whether other
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population of interneurons potentially involved in FFl are decreased in area CA2 of Df(16)A+/'
adult mice. Indeed, because we found that FFl at the SC-CA2 transmission is not entirely
mediated by PVIs, other population of interneurons may be decreased in the Df(16)A+/'

adult mice and may also contribute to the observed decrease in FFI.

2.1.2 PVlinhibitory inputs onto CA1 PNs

In contrast to CA2, our results show that PVIs do not significantly contribute to sIPSCs
neither to IPSCs evoked by SC stimulation in CA1 PNs. The low contribution of PVI to SC-
recruited FFI in CAl is in accordance with a previous study in which it has been
demonstrated that the CCK-immunopositive interneurons are responsible for the majority of
SC-recruited FFl in CA1 (Basu et al., 2013). Indeed, pharmacogenetic silencing of CCK+
interneurons produced a = 70% reduction in the IPSC amplitude in CA1 PNs in response to
stimulation of the SC (Basu et al., 2013). Given this result, PVIs cannot account for more than
30% of the SC-recruited FFl in CA1l. Furthermore, the low contribution of PVIs to sIPSCs and
elPSCs in CA1l is consistent with a relatively weak connection between PVIs and CA1 PNs.
Indeed, it has been shown that optogenetic activation of PVIs elicit a low IPSC onto CA1 PNs
compared to the IPSC evoked by the activation of CCK+ interneurons in the same area (Basu
et al., 2013) or compared to the IPSCs evoked in CA2 PNs by pohotoactivation of PVIs

(Piskorowski and Chevaleyre, 2013).

However, our results reveal two populations of CA1 PNs: one that is sensitive to PVI
silencing and a second population in which both the sIPSCs frequency and the evoked IPSC
were not changed after PVI inactivation. This difference between CA1 PNs is likely due to the

fact that there exist indeed two populations of PNs in CA1: the deep and the superficial PNs
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(Dong et al., 2009; Slomianka et al., 2011). In accordance with our finding, it has been shown
that PV+ basket cells evoked greater inhibition in CA1 PNs located in the deep compared to
superficial layer of SP (Lee et al., 2014; Valero et al., 2015). For instance, using the CB1
agonist WIN55-212 (5uM) and the mu-oipioid receptor agonist: DAMGO (200 nM) to
suppress GABA release respectively from CCK+ basket cells and from PV+ basket cells, the
authors found that CCK+ basket cells largely contribute to persiomatic inhibition of both
deep and superficial CA1 PNs while PV+ basket cells have a larger contribution in deep cells

compared to superficial cells (Valero et al., 2015).

2.1.3 PVl controls SC inputs onto CA2 PNs but not CA1 PNs

In addition to the fact that PVIs are strongly involved in FFl in CA2, they exert a
powerful control of the SC excitatory drive onto CA2 PNs. We showed that silencing PVIs
induces a large increase in the PSP magnitude of CA2 PNs in response to SC stimulation and
moreover, that this increase leads to a rise in CA2 PNs firing in response to CA3 PNs
activation. Our results indicate that PVIs control both CA2 PN input and output in response
to SC stimulation. Interestingly, it has been shown that another class of interneurons
controls the same SC excitatory inputs in CA1 PNs: the CCK+ interneurons (Basu et al., 2013).
The specific silencing of CCK+ interneuron robustly increases the PSP amplitude of CA1 PNs
elicited by the SC inputs (Basu et al.,, 2013). Furthermore, silencing CCK+ interneurons
completely occludes the increase in PSP amplitude induced by GABA, and g antagonist
application (Basu et al., 2013). Therefore, in agreement with the low contribution of PVIs in
FFI in CA1, this previous study showed that the control of the SC-CA1 transmission by

GABAergic inputs is completely mediated by CCK+ interneurons.
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2.2 Synaptic plasticity of PVI inhibitory transmission is particular in area

CA2.

2.2.1 PVl are mandatory for plasticity at SC-CA2 but not at SC-CA1
transmission

In addition to controlling the activity of CA2 PNs, PVIs play a critical role in plasticity
of the CA3-CA2 transmission. We have demonstrated that the plasticity of PVI inhibitory
inputs onto CA2 PNs is the only activity-dependent way to increase the SC synaptic drive
onto CA2 PNs. First, confirming previous studies (Chevaleyre and Siegelbaum, 2010; Lee et
al., 2010; Simons et al.,, 2009; Zhao et al., 2007), we show that the SC-CA2 excitatory
synapses do not undergo a direct LTP. Second, the excitatory/inhibitory balance between
CA3 and CA2 could be persistently increased after HFS via a DOR-mediated disinhibition
mechanism. Third, silencing PVIs completely occludes the HFS-induced increase in the SC
excitatory drive onto CA2 PNs. Our findings are consistent with the fact that IPSCs evoked by
photostimulation of PVIs are depressed by HFS-induced activation of DORs (Piskorowski and
Chevaleyre, 2013). Before our study, it was unknown whether the PVI-CA2 inhibitory
synapses that express the DOR-mediated iLTD control the SC-CA2 transmission and whether
there are the only synapses that are involved in the HFS-induced increase of the
excitatory/inhibitory balance between CA3 and CA2. Using pharmacogenetic tools we
evaluated the specific contribution of PVIs in the activity-dependent plasticity of the net
excitatory drive between CA3 and CA2 PNs. Our results provide a direct evidence that the
inhibitory inputs expressing the DOR-mediated iLTD and controlling the SC excitatory drive
onto CA2 PNs are all from PVIs. This is consistent with the fact that DORs have been shown
to be largely expressed by PVIs (Commons and Milner, 1997; Erbs et al., 2012; Faget et al.,

2012; Stumm et al., 2004; Svoboda et al., 1999).
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Similarly, decreasing inhibitory transmission from a specific class of interneurons also
increases the SC excitatory drive onto PNs in area CA1 (Basu et al., 2013). Interestingly, the
disinhibitory increase is mediated by CCK+ interneurons in CA1 (Basu et al., 2013) and by
PVIs in CA2. Furthermore, the decrease in inhibitory transmission is dependent on DORs

activity in CA2 while it is triggered by CB1 receptor activation in CA1l.

2.2.2 Physiological and pathological relevance of DOR modulation of PVI

transmission in the hippocampus

Our results show that activity-dependent decrease in GABA release from PVIs in CA2
impact the excitatory/inhibitory balance onto CA2 PNs, implying the recruitment of CA2 PNs
by SC inputs and thus increasing the activity of CA1 PNs. We demonstrated that the iLTD
mediated by DORs occurring at PVI-CA2 synapses could change the transfer of information
between CA3, CA2, and CA1. This may suggest a potential mechanism for the hippocampal-
dependent memory impairment in DOR KO mice, including reduced performance in
hippocampal-dependent object place recognition and an altered place learning (Le Merrer et

al.,, 2013).

We found that the disinhibitory mechanism that allows CA3 PNs to drive action
potential firing in CA2 PNs in wild-type mice is impaired in Df(16)A+/' adult mice. Our results
may suggest a potential mechanism for the CA2-dependent memory (social memory)
impairment in Df(16)A+/' adult mice. The decrease in PVlIs in these mice may explain the
alterations in plasticity (due to the lower fraction of PV inputs recruited by the stimulation).

However, whether DOR expression and signalization are affected in the 22g11.2 mice model
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is unknown. Indeed, iLTD is mediated by DOR activity and consequently an alteration in DOR
signaling or a down-regulation of these receptors may also result in a decreased plasticity at

PVI synapses.

Our results suggest that a more global decrease in inhibition in CA2 is detrimental for
the hippocampus. For instance, a decrease in the density of PV' interneurons has been
reported (Knable et al., 2004) to occur uniquely in area CA2 during schizophrenia. Similarly,
the density of PV* cells is considerably reduced in CA2 during epilepsy (Andrioli et al., 2007),
and physiological recordings in the hippocampi of human epileptic patients revealed an
important decrease in inhibition (Wittner et al., 2009) or a complete loss of inhibition of CA2
PNs (Williamson and Spencer, 1994). Our results provide a potential explanation for why a
persistent decrease in the inhibitory gate in CA2 could alter the trisynaptic circuit during
schizophrenia (Benes, 1999), and why CA2 might be the locus of epileptiform activity

generation both in rodents (Knowles et al., 1987) and in humans (Wittner et al., 2009).

2.3 Age-dependent loss of PVl in Df(16)A+/ " mice: significance,

consequences and potential causes

2.3.1 Age-dependent loss in PVl is specific to area CA2 of Df(16)A+/' mice.

The 22g11.2 deletion is associated with a large number of alterations including a
thirty-fold increase of the risk to develop schizophrenia. However, whether the 22g11.2
deletion causes changes at a cellular level remains underexplored. The major aim of this
study was to test the hypothesis that the PV+ interneurons in area CA2 in Df(16)A+/' mice are
reduced and to examine the resulting consequences in both the local network and in social

memory.
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Our results revealed that major alterations in inhibition are specifically present in
area CA2 of Df(16)A+/' adult mice, including a loss in PV+ staining, a decreased in FFl and a
reduced activity-dependent iLTD. Furthermore, these alterations in inhibition disrupt the
disinhibitory mechanism that allows CA3 to drive action potential firing in CA2 PNs.
Consequently, these alterations could be relevant to the mechanisms of cognitive deficits in
22911 deletion syndrome. In the previous studies, we demonstrated that PVIs largely
contribute to FFl in CA2 and that they are mandatory for the disinhibitory increase in
excitatory/inhibitory balance between CA3 and CA2. These interneurons undergo a unique
long-lasting delta opioid-mediated plasticity (Piskorowski and Chevaleyre, 2013) that allows
the otherwise non-plastic CA2 PNs (Zhao et al.,, 2007) to be incorporated into the
hippocampal tri-synaptic circuit (Nasrallah et al., 2015). Consistently with these previous
findings, we found that a decrease in both FFl and plasticity at SC-CA2 transmission go with a
loss of PV+ staining in area CA2 of Df(16)A+/' adult mice. Altogether, these results suggest
that PVI number is decreased in the mutant mice. In agreement with this idea, a reduction in
PVI density uniquely in area CA2 has been observed both in human post-mortem studies and
animal models (Benes et al., 1998; Berretta et al., 2009; Knable et al., 2004; Zhang and
Reynolds, 2002), recapitulating one of the most consistent changes observed in the

hippocampus during schizophrenia.

Our results show that distal excitatory transmission is not affected in Df(16)A+/' mice.
This could be explained by the fact that PVIs are manifold and that the loss in PVI density

may concerns a subpopulation that is targeted by SC proximal inputs but not by distal inputs.

Interestingly, we found that the changes in inhibition affects Df{16)A+/' mice in an age-
dependent manner and appears during late adolescence/early adulthood, thus paralleling

the disease onset in humans. Indeed, during adolescence or early adulthood, cognitive
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functions deteriorate (Gothelf et al., 2007), and schizophrenia or schizoaffective disorder
develops in 30% of patients presenting the 22q11.2 deletion (Chow et al., 2006; Pulver et al.,
1994). Similarly to a previous study showing a dysfunction of cortical disinhibition in the
cortex (O'Donnell, 2011), our results indicate that periadolescent changes in hippocampal

disinhibitory networks are also disrupted.

2.3.2 CA2 PNs have a more hyperpolarized resting membrane potential
in adult Df(16)A*" mice

Our results reveal that a hyperpolarized resting potential and an increased TREK
conductance characterize the CA2 PNs in Df(16)A+/' adult mice. These age-dependent
changes in CA2 PN intrinsic properties may be a compensatory effect of the decrease in
inhibition. Indeed, it has been shown that a persistent decrease in inhibitory transmission in
area CA2 is associated with epilepsy (Andrioli et al., 2007; Cohen-Gadol et al., 2004; Olney et
al., 1983) and it has been shown that epileptic bursts in human hippocampus are generated
in area CA2 (Wittner et al., 2009). Consequently, a hyperpolarization of CA2 PNs may be a
way to prevent a pathological increase in the excitatory/inhibitory balance in the
hippocampus after the loss of PVIs in Df(16)A+/' adult mice. However, an exhaustive study
would be required to carefully examine the precise time course of the change in inhibitory
transmission in comparison to the change in CA2 PN resting membrane potential. Altogether
these specific alterations result in a reduced activation of CA2 PNs in Df(16)A+/' mice in

response to both proximal and distal excitatory input stimulation.

The more hyperpolarized resting membrane potential of CA2 PNs is likely a consequence

of the increase in TREK current observed in Df(16)A+/' adult mice. First, we found a much
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larger TREK current in the mutant mice compared to wild type animals. Second, we found
that there was a correlation between the resting membrane potential of the cells and the
amount of TREK current. This is in agreement with the role of TREK-1 channels in controlling
the resting membrane potential of hippocampal neurons (Sandoz et al., 2012). Because,
TREK-1 mediates a part of GABAg-induced current (Sandoz et al., 2012), we can imagine that
a decrease in GABA; activity following the loss in PVI density in Df(16)A+/' adult mice may up-

regulate the TREK activity.

Interestingly, TREK-1 is highly and selectively expressed in area CA2 (Hervieu et al.,
2001). Our results provide a potential mechanism for the fact that this hippocampal region is
uniquely resistant to damages induced by seizures during epilepsy, which induces a loss in

inhibition (Sloviter, 1983).

2.3.3 Social memory deficit in adult Df(16)A+/' mice

Because, rodents do not display all features of human social cognition, the
dimensions of altered social cognition measurable in experimental animal models for
schizophrenia remains unknown. However, our results reveal common neural substrates
engaged in animals and humans. Indeed, the examination of social memory has revealed a
profound deficit in Df(16)A+/' adult mice in accordance with the social cognition impairments
in the 22g11.2 deletion syndrome (Campbell et al., 2015; Schneider et al., 2015) and the fact
that disruption in social cognition is a core symptom of schizophrenia. Furthermore, the

associations of social cognition impairments with executive function and negative symptoms
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are particularly evident in the 22q11.2 deletion syndrome (Campbell et al., 2015; Schneider
et al., 2015). Our results are also consistent with some genetic, developmental or
pharmacological disease models for schizophrenia showing social recognition disruption (del

Pino et al., 2013; Millan and Bales, 2013).

We propose that the reduction of CA2 PN activity in Df(16)A+/' adult mice is the cellular
mechanism underlying social memory impairment. First, we found that both the decrease in
the disinhibitory plasticity allowing CA3 PNs to activate CA2 PNs and the hyperpolarization of
CA2 PN render CA2 PNs silent in response to excitatory inputs stimulation. Second, it has
been recently demonstrated that genetically targeted inactivation of CA2 PNs induces a
pronounced loss of social memory (Hitti and Siegelbaum, 2014) similarly to the Df(16)A+/
deletion. Third, previous investigations of hippocampal properties and plasticity of Df(16)A+/'
mice have revealed only fairly modest changes in inhibitory transmission and plasticity at the
SC-CA1 synapse (Drew et al., 2011; Earls et al., 2010) and no differences in theta oscillation
and hippocampal synchrony between Df(16)A+/' mice and control animals (Sigurdsson et al.,
2010). These findings open the question of how to rescue the social memory deficits with
pharmacological or genetic targeting of area CA2. Although area CA2 remains
pharmacologically underexplored, several studies have shown that neurons in this region

exhibit the unusual property to be modulated by numerous neuropeptides (Pagani et al.,

2014; Piskorowski and Chevaleyre, 2013; Simons et al., 2012).

The fact that area CA2 is poised to be a hub connecting the hippocampus with multiple
brain regions likely underlies the striking role of this region in social memory. First, it has
been shown recently that CA2 PNs project to several extra-hippocampal structures such as
the medial entorhinal cortex (Rowland et al.,, 2013), the medial and lateral septum, the

diagonal band of broca, and the hypothalamic supramammillary nucleus (Cui et al., 2013).
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Second, area CA2 receives diverse inputs, which include but are not limited to cortical,
hypothalamic and intra-hippocampal origins (Chevaleyre and Siegelbaum, 2010; Cui et al.,
2012; Hitti and Siegelbaum, 2014; Kohara et al., 2014). Consequently, we speculate that the
significant changes that we reported in CA2 PN firing may play a role in altering the long-
range communication between the hippocampus and numerous other brain regions in the
Df(16)A+/' mice. Previously, it has been reported that the Df(l6)A+/' mice have reduced
performance during a working memory task and reduced synchrony between the
hippocampus and prefrontal cortex (Sigurdsson et al., 2010; Stark et al., 2008) in the absence

of any changes in oscillations in the cortex or hippocampus.

Our results, taken together with previous post-mortem studies in patients, suggest that
altered circuitry functionality within the CA2 hippocampal area, and its possible interactions
with other relevant brain areas, such as the amygdala from which it receives abundant
projections (Pikkarainen et al., 1999), might underlie parts of the social cognition deficits
seen in schizophrenia. Clearly, our results provide strong evidence that the CA2 region of the

brain merits further study both in animal models of psychiatric diseases, but also in humans.
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3. Future directions:

Altogether our results provide a better understanding of how information is processed
through area CA2 and how CA2 PNs participate to hippocampal circuits in physiological and
pathological conditions. This work highlights the striking role of PVI inhibitory inputs onto
CA2 PNs and the consequence of the activity-dependent DOR-mediated iLTD that occurs at
PVI-CA2 synapses on hippocampal circuitry. Our findings open up diverse new prospects and

here we will describe possible future directions for this work.

3.1 Who release the enkephalins?

Our results show that the PVI inputs that express DOR-mediated iLTD control the
excitatory drive from both proximal and distal inputs onto CA2 PNs. We directly
demonstrated that SC inputs recruit PVIs via FFl and we propose that the distal inputs also
target this population of interneurons. Hence, activation of DORs increases the
excitatory/inhibitory balance at these two excitatory afferences by decreasing GABA release
from PVI terminals. Interestingly, we show that this plasticity could be triggered in an
activity-dependent manner via endogenous release of opioids. Obviously, this raises the

guestion of who release the endogenous opioids that activate DORs.

It has been reported that enkephalins are present in the mossy fibers and the cortical
inputs (Simmons and Chavkin, 1996) but also in a small subpopulation of interneurons that
target other interneurons (Blasco lbanez et al., 1998, Commons and Milner, 1996;
Fuentealba et al., 2008a) in the hippocampus. Furthermore, enkephalin-containing
interneurons preferentially project to PVIs and they were found in SR of CA1 (Fuentealba et

al., 2008a).
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3.1.1 Isthe SC stimulation required for the opioid release?

Because DOR are activated by enkephalins and given these reports, we hypothesize that
the stimulation in CA1 SR (HFS, 10Hz or TBS) used to evoke DOR-dependent iLTD in our study
likely recruits these enkephalin-containing interneurons directly or via the stimulation of SC
inputs. To test whether our stimulation in SR recruit directly the enkephalin-containing cells
or whether the recruitment of SC inputs is required, we propose to use optogenetic
activation of SCs instead of electrical stimulation. Indeed, we can use a CA3-cre mouse line
or stereotaxic injection of CaMKII-Channelrhodopsin virus in area CA3 to express
Channelrhodopsin 2 specifically in CA3 PNs, thus avoiding potential recruitment of
enkephalin-containing neurons directly by the electrical stimulating electrode. First, we can
perform whole cell recordings of PSP onto CA2 PNs in response to both the photostimulation
of SC inputs and electrical stimulation in SLM. After a stable baseline, we can apply a 10Hz
photostimulation of SC inputs (100 pulses@10Hz repeated twice) and test whether this
stimulation increases or not the PSP amplitude. If, yes, we have to check whether the
increase is DOR-dependent and GABA-dependent by performing exactly the same
experiments in two other conditions: in presence of DOR antagonist and in continuous

presence of GABA, and GABA; blockers.

3.1.2 Does the specific stimulation of distal inputs trigger opioid release?

Because cortical inputs have been reported to contain enkephalins (Gall et al., 1981;
Simmons and Chavkin, 1996) and because they probably recruit the encephalin-containing
interneurons, we propose to complete a similar optogenetic experiment to test whether the

specific photostimulation of cortical inputs results in DOR activation. As preliminary results,
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we found that application of HFS with an electrical stimulating electrode placed in CA1 SLM
induces a lasting increase in amplitude of the mixed PSP evoked by both SC and distal input
stimulations (Figure IV.1, B: 170.76%£21.91% of baseline for SLM inputs, n=5, p=0.032;
199.994+13.26% of baseline for SR inputs, n=5, p=0.0014). Furthermore, this increase is
prevented in presence of both GABA blockers (Figure IV.1, C: for SLM inputs: 120.30+15.66%
of baseline, n=6, p=0.30 and for SR inputs: 114.45+8.73% of baseline, n=6, p=0.16) and DOR
antagonist (Figure V.1, D: for SLM inputs: 116.18+6.89% of baseline, n=5, p=0.079 and for SR
inputs: 101.39+15.95% of baseline for SR, n=5, p=0.93), indicating that it is mediated by a
disinhibition mechanism and it requires DOR activity. Moreover, application of HFS in SLM
partially occludes the GABA blocker-induced increase in the PSP amplitude at both SC
proximal and distal inputs (Figure 1V.2). Similarly to HFS in SR (Nasrallah et al., 2015), we
found that HFS in SLM induces a large increase in the amplitude of the PS obtained with
extracellular recording in CA2 SP in response to proximal input stimulation (Figure IV.3 B:
with 30 V stimulation: from 0.23+0.09mV to 0.62+0.13mV after HFS, p=0.0001, n=7). Finally,
application of the DOR antagonist Naltrindol (0.1 uM) prevents the HFS-induced increase in

PS amplitude (Figure 1V.3 C: with 30V stimulation: p=0.009 with control).

This indicates that HFS in SLM induces a lasting increase in PSP amplitude that is sufficient to
increase the firing of CA2 neuron in response to SC stimulation and that this is increase in PS

amplitude is dependent on DOR activity.
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Figure IV. 2: HFS in SLM increases both SC proximal and distal excitatory drive onto CA2 PNs in GABA- and
DOR-dependent manner. A: Cartoon illustrating the arrangement of the stimulating recording electrodes in SR
and SLM. B: Average PSP amplitudes of SR (open circles) and SLM (filled circles) inputs after HFS stimulation in
SLM. Note that both SR and SLM inputs are potentiated after the HFS (p = 0.0014 for SR inputs, p = 0.032 for
SLM inputs, n = 5), but only SLM inputs show a rapid post-tetanic increase in amplitude. Right, Averaged PSP
traces corresponding to the time points before (a) and after (b) HFS. C: The increase in distally evoked PSP after
stimulation in SR was blocked by GABA, and GABAg receptor blockers for both SR (open circles, p = 0.16, n = 5)
and SLM (filled circles, p = 0.30, n = 6) inputs. D: Application of the DOR antagonist naltrindol (0.1uM) during
HFS prevents the HFS-induced increase in PSP amplitude evoked by both SR (open circles, p = 0.93, n = 5) and

SLM (filled circles, p = 0.079, n = 5) input stimulations. Error bars indicate the SEM in all panels.
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Figure IV. 3: HFS in SLM induces a long-term increase of the amplitude of the PSPs evoked by

both proximal and distal inputs in CA2 PNs via a disinhibition mechanism. A, B: Cartoon

illustrating the arrangement of the stimulating recording electrodes in SR (A) and SLM (B) are

presented on left. Representative example of the normalized PSP time courses from CA2 PN whole-

cell recordings in response to distal (A) and proximal (B) input stimulation illustrating how an HFS

largely occludes the effect of GABAA, and GABAg receptor blocker application on PSP amplitude. Top

right, PSP traces corresponding to the time points before (a), after HFS (b), and after the application of

GABA receptor blockers (c). Bottom right, Summary histograms showing the percentage increase in
the PSP amplitude induced by GABA blockers applied without HFS, GABA receptor blocker
application after HFS (2), HFS applied alone (1) and HFS plus GABA blockers (1+ 2). Error bars

indicate the SEM in all panels.
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Figure IV. 4: HFS in SLM allows CA3 inputs to evoke action potential firing in CA2 neurons. A:
Cartoon illustrating the arrangement of the stimulating electrodes in SR and SLM and the recording
electrode in CA2 pyramidal layer. B, C: Left, Traces of extracellular recordings in the CA2 SP in
response to a 20 V stimulation of SC inputs, before (black traces) and after an HFS (grey traces),
illustrating how HFS induces an increase in the PS amplitude (negative peak). Right, Average PS
amplitude as a function of stimulation intensity before (open circle) and after (filled circle) HFS in

control condition (B) and in presence of DOR antagonist (C).

3.1.3 Do interneurons release enkephalins?

Using PV-cre mouse line injected with ChR2, a preliminary results obtained in the team
has shown that photostimulation of PVIs fails to induce the DOR-mediated iLTD at PVI-CA2
inhibitory synapses. This indicates that activation of PVIs is not sufficient for inducing iLTD
and it suggests that PVIs are not the source of opioids. However, a small subpopulation of
interneurons that target other interneurons in the hippocampus contains enkephalins

(Blasco Ibanez et al., 1998; Commons and Milner, 1996; Fuentealba et al., 2008a).
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Interestingly, these interneurons preferentially project to PVIs and they were found in SR of
CA1 (Fuentealba et al., 2008). It has been shown that enkephalin-immunoreactive cells also
contain GABA, vasoactive intestinal polypeptide (VIP) and calretinin (Blasco lbanez et al.,

1998; Commons and Milner, 1996).

To test whether these interneurons are the source of opioids, we propose to use
optogenetics to directly activate this population of interneurons. However, 48.6% of the
enkephalin-expressing are immunopositive for calretinin and VIP immunoreactivity is
present in 35.4% of the enkephalin-expressing population, with 16% of neurons colabeled
neurons for both calretinin and VIP (Fuentealba et al., 2008a). Consequently it seems
difficult to express Channelrhodopsin 2 in all enkephalin-containing interneurons using a
calretinin-cre or a VIP-cre mouse line. Although enkephalin-containing neurons are manifold,
they have been shown to express GAD65/6 (Fuentealba et al., 2008a). As a first step, we can
use a global approach and test whether photostimulation of GAD65/67-expressing neurons
can induce a DOR-mediated disinhibitory increase in the amplitude of PSP evoked by
electrical stimulation in SR and/or in SLM, using a GAD65/67-cre mouse line. Then, we can
refine the search by directly testing VIP- and calretinin- expressing neurons, respectively

with a VIP-cre and calretinin-cre mouse lines.

Finally, depending on the results we can ask whether the SC photostimulation induces
opioid release via VIP- or calretinin-expressing interneurons. To address this question we can
use either VIP or calretinin-cre mouse line to express DREADD in order to silence respectively
VIP- or calretinin-expressing interneurons. In addition we propose to photostimulate SC
inputs by expressing Channelrodhopsin specifically in CA3 PNs (with stereotaxic injection of

CaMKII- Channelrodhopsin 2 containing virus).
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3.2 Consequence of DOR-mediated iLTD on the LTP at SLM-CA2

synapses?

In addition to the NMDA-dependent presynaptic LTP at distal excitatory synapses in
CA2 (Chevaleyre and Siegelbaum, 2010), our results highlight a DOR-mediated disinhibitory
mechanism by which activity can enhance the net excitatory drive at distal inputs. Indeed,
DOR activity can increase the excitatory/inhibitory balance at distal inputs by reducing
inhibitory transmission while the NMDA receptor activity directly increases excitation. A
possible future prospect for this work is to study the interaction between these two kinds of
synaptic plasticity. We propose to test the effect of HFS on the PSP amplitude in an intact
system (absence of NMDA, GABA and DOR antagonists). Then we can perform the same
experiment in presence of DOR antagonist to determine the contribution of the DOR-
mediated disinhibition in the HFS-induced increase in PSP amplitude. And finally, we can
work in presence of GABA blockers and compare the results obtained in this condition with
the previous one to address how inhibition controls the induction/expression of the NMDA-
dependent LTP and how the DOR-mediated iLTD interacts with this excitatory LTP in an

intact system.

3.3 Does a DOR-independent iLTD exist in area CA2?

Inhibitory inputs onto CA2 PNs control the amplitude of the PSP evoked by both
proximal and distal excitatory inputs in area CA2 (Chevaleyre and Siegelbaum, 2010;

Nasrallah et al., 2015). Furthermore, we found that a DOR-mediated decrease in inhibition
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results in a lasting increase of the excitatory/inhibitory balance in CA2 that allows both a
lasting increase in PSP amplitude and the firing of CA2 PN in response to SC stimulation
(Nasrallah et al., 2015). These results raise the following question: is it possible to decrease
the strength of inhibitory synapses in CA2 in an activity dependent manner but
independently of DOR activity? It has been shown that inhibitory synapses onto CA1 PNs
express a CBl-dependent iLTD that is mediated by retrograde action of endocanabinoids
released by CA1 PNs (Chevaleyre and Castillo, 2003). Although HFS does not result in a CB1-
dependent iLTD, it is possible that edocannabinoids could be released by other kind of

stimulation.

Preliminary experiments suggest that there exist a DOR-independent iLTD in CA2.
Indeed, to stimulate specifically CA2 PN we expressed a light-sensitive channel
(Channerhodopsin2) specifically in CA2 PN by using a CA2-cre transgenic mouse line. Whole-
cell recordings of CA2 PN in response to CA2 axon photostimulation revealed that CA2 PN

receive not only a strong recurrent excitatory connection, but also a significant FFI.
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Figure IV. 5: HFS induces a long-term increase of the PSP amplitude in CA2 via a disinhibition
mechanism. A, B: Time courses of the average normalized IPSC amplitudes recorded in CA2 PNs in
response to the photostimulation of CA2 PN ChR2-containing axons, showing that application of both
0.5uM DPDPE (A: p=0.0058, n=5) and 10Hz photostimulation (B : p=0.048, n=3) induce persistent
decrease in IPSC amplitude. C: Single experiment normalized IPSC time course illustrating how
application of DPDPE induces an additional decrease after 10Hz photostimulation-induced iLTD. D:
Single experiment PSP time course recorded in CA2 PN in response to SC electrical stimulation
showing how 10 Hz postsynaptic stimulation induces a further increase to the DPDPE-induced
disinhibitory potentiation. In all panels: right, traces corresponding to the time points before (a), after

10Hz stimulation (b or c) or after DPDPE (b or c). Error bars indicate the SEM in all panels.

In another experiment, we have shown that application of DPDPE after the 10Hz
stimulation-induced iLTD results in an additional iLTD. Because the magnitude of the
depression induced by DPDPE was similar to that evoked without previous 10Hz stimulation,
this suggests that the 10 Hz-induced decrease in inhibition is not mediated by DOR activity
(figure IV.3 C). We also performed current-clamp recordings of CA2 PNs in response to SC

stimulation and we tested the effect of the application of 100 depolarizing pulses at 10Hz
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(repeated twice) to the postsynaptic CA2 pyramidal recorded cell. Similarly, we found that
application of this 10Hz postsynaptic stimulation induces an additional increase in the PSP
amplitude CA2 after DPDPE application (figure 1V.4). We propose to test whether the 10 Hz
photostimulation of CA2 PNs-induced iLTD is mediated by endocannabinoids. To do this, we
can perform voltage-clamp recording (at OmV) to monitor IPSC evoked by both CA2
photostimulation and SC stimulation. Then, we can apply a 10 Hz photostimulation in control
condition (absence of drug application) or in presence of CB antagonist. Moreover, current-
clamp recording of CA2 PNs in response to SC or CA2 PN photostimulation could be
performed to study the consequence of such disinhibition on the main CA2 PN excitatory
inputs including proximal (SC), distal inputs and recurrences. To do this, we can test the
effect of 10Hz postsynaptic stimulation on the magnitude of the PSP evoked by the
stimulation of SC, distal inputs or CA2 recurrences. To ascertain that the observed effect is a
direct consequence of the potential endocannabinoid mediated iLTD, the experiments have
to be performed in presence and absence of GABA blockers, but also in presence and

absence of CB1 receptor antagonist.

Finally, because DOR-mediated iLTD allows the firing of CA2 PNs in response to SC
stimulation, we hypothesize that after induction of DOR-mediated iLTD application of 10Hz
stimulation or HFS SC inputs could evoke a sufficient activity in CA2 PNs to release
endocannabinoids. We can test for this by applying 10Hz stimulation or HFS of SC inputs
after induction of DOR-mediated iLTD on the amplitude of the PSP (recorded in CA2 PNs)

evoked by the different CA2 excitatory inputs.
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34 How to rescue the social memory deficits in Df(16)A+/' mice?

Our results obtained from Df(16)A+/' mice suggest that cellular alterations in area CA2
PNs might underlie parts of the social cognition deficits seen in the mutant mice. A very
interesting future prospect consists of investigating how modulating CA2 PNs activity may
rescue the social memory deficits. Because, altogether specific alterations in inhibition and
the hyperpolarization of CA2 PNs in Df(16)A+/' adults mice result in a reduced activation of
CA2 PNs, we propose to test whether a slight depolarization of CA2 PNs could rescue the
social memory deficits. We hypothesize that such depolarization may allow the firing of CA2
PNs and may increase the driving force of GABAergic currents. In order to depolarize CA2
PNs we can use CA2-cre mouse line crossed with Df(16)A+/' mouse line to express ChR2
specifically into CA2 PNs. Otherwise, because we found that TREK current is increased in the
Df(16)A+/' adults mice and because a such current may be responsible for the
hyperpolarization of the membrane resting potential of CA2 PNs, we propose to make local
injection of fluoxetine to inhibit the TREK current in the mutant mice. Moreover because PVI
density is reduced in area CA2 of Df(16)A+/' adults mice, we propose to inject PVI progenitors
in these mice and investigate whether this rescue the social memory impairments. To
compensate the reduction in PVI inputs onto CA2 PNs, we can increase the strength of the
remaining PVI synapses. For instance we can cross PV-cre mouse line with Df(16)A+/' mouse
line to express ChR2 specifically into PVIs. On the other hand, we can explore the cause of

PVI loss in area CA2 of this mouse model to directly prevent it.

Because CA2 has been largely ignored in the past, potential prospective work is vast and

the experiments described above are only small examples of possible future directions.
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Chapter V CONCLUSION

Our data add complexity to the hippocampal circuitry. They reveal how the
excitatory/inhibitory balance of both distal and proximal excitatory drive onto CA2 PNs could
be persistently increased after DOR-mediated reduction in the GABA release from PVI
inputs. Furthermore, we found that CA2 PNs can be engaged by SC intra-hippocampal inputs
after the activity-dependent disinhibition, resulting in an increase in CA1 PN activity, a major
hippocampal output. We also investigated alterations of area CA2 in Df(16)A+/' mice from
the subcellular to the behavioral level. Our data reveal how alteration in inhibitory
transmission in area CA2, including a decrease in PVIs, in FFl and iLTD magnitude disrupt the
disinhibitory mechanism that allows CA3 to drive action potential firing in CA2 PNs. Both
alteration in the DOR-mediated disinhibition and hyperpolarization of CA2 PNs completely
prevent the recruitment of CA2 PNs by SC and by the distal excitatory inputs in Df(16)A+/'
mice, providing a potential mechanism for the impairment in social memory, which requires
CA2 PNs activity. Altogether, our studies highlight a striking role of PVI inputs onto CA2 PNs

in physiological but also in pathological conditions.
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Résumé: Conséquences de la plasticité synaptique aux synapses inhibitrices de la région CA2 de
I'hippocampe de souris, dans des conditions normales et pathologiques.

L'hippocampe est une région du cerveau importante pour la formation de mémoire. Des

études récentes ont montré que la zone CA2 de I'hippocampe, longtemps ignorée, joue un réle clef
dans certaines formes de mémoire et notamment dans la mémoire sociale. De plus, des études post-
mortem ont révélé des altérations spécifiques a la région CA2 chez les patients schizophrénes.
Cependant, I'implication des neurones de CA2 dans les circuits de I'hippocampe reste peu connu,
tant dans des conditions physiologiques que pathologiques. En combinant pharmacologie, génétique
et électrophysiologie sur tranches d’hippocampe de souris, nous avons étudié comment les neurones
pyramidaux (NP) CA2 sont recrutés dans les circuits hippocampiques aprés des changements
d’inhibition et comment le recrutement des NP CA2 pourrait moduler I'information sortant de
I'hippocampe. D’autre part, nous avons examiné les altérations fonctionnelles de la zone CA2 dans le
modele murin Df(16)A+/' de la microdélétion 22ql11.2, le facteur génétique de risque de
schizophrénie le plus élevé.
Dans la région CA2 de I'hippocampe, les synapses inhibitrices contréle les afférences des collatérales
de Schaeffer (CS) et expriment une dépression a long-terme (DLTi) unique qui dépendant des
récepteurs delta-opioides (RDO). Contrairement aux synapses CS-CAl, les synapses excitatrices CS-
CA2 n’expriment pas de potentialisation a long-terme aprés application des protocoles d'induction.
Cependant, nous avons constaté que différents types d'activités induisent une augmentation durable
de I'amplitude des potentiels post-synaptiques (PPS) évoqués aussi bien par une stimulation des CS
que des afférences distales des NP CA2, et ceci via une modulation de la balance
excitation/inhibition. Nous avons démontré que ces augmentations du rapport excitation/inhibition
sont les conséquences directes de la DLTi RDO-dépendante. De plus, la DLTi permet le recrutement
des NP CA2 par les NP CA3 alors qu’une inhibition intacte empéche complétement leur activation en
réponse aux stimulations des CS. Par ailleurs, le recrutement des pyramides de CA2 par les CS aprés
disinhibition activité-dépendante ajoute une composante polysynaptique (SC-CA2-CA1) au PPS
monosynaptique (SC-CA1) dans les NP CAl et augmente leur activité. De plus, I'inactivation des
interneurones exprimant la parvalbumine a l'aide d’outils pharmacogénétiques, a montré que ces
cellules inhibitrices controlent fortement I'amplitude du PPS et I'activité des NP CA2 en réponse a la
stimulation des CS et qu’elles sont nécessaires a l'augmentation RDO-dépendante du rapport
excitation/inhibition entre CA3 et CA2. Enfin, I'étude de la zone CA2 chez les souris Df(16)A+/’ arévélé
plusieurs modifications dépendantes de I'age dont une réduction de l'inhibition, une altération de la
plasticité du rapport excitation/inhibition entre CA3 et CA2 et une hyperpolarisation NP CA2. Ces
modifications cellulaires peuvent expliquer les déficiences de mémoire sociale que nous observons
chez les souris Df(16)A+/' adultes. L'ensemble de nos études a permis de mettre en évidence le réle
des neurones CA2 dans les circuits de I'hippocampe. Enfin pour conclure, nous postulons que le
recrutement des neurones CA2 dans les réseaux neuronaux sous-tend des aspects particuliers de la
fonction de I'hippocampe.

Mots clés: hippocampe, CA2, plasticité, interneurones parvalbumine-immunopositifs,
schizophrénie.
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Abstract: Consequences of synaptic plasticity at inhibitory synapses in mouse hippocampal
area CA2 under normal and pathological conditions.

The hippocampus is a region of critical importance for memory formation. Recent studies
have shown that the long-overlooked hippocampal region CA2 plays a role in certain forms of
memory, including social recognition. Furthermore, post-mortem studies of schizophrenic patients
have revealed specific changes in area CA2. As yet, the role of CA2 neurons in the hippocampal
circuitry remains poorly understood under both normal physiological and pathological conditions. By
combining pharmacology, mouse genetics and electrophysiology, we investigated how CA2
pyramidal neurons (PNs) could be recruited in hippocampal circuits in mice hippocampal slices
following an activity-dependent change in the strength of their inhibitory inputs. We further
investigated how subsequent recruitment of CA2 PNs could modulate hippocampal output.
Moreover, we examined the functional alterations of area CA2 in the Df(16)A+/' mouse model of the
22911.2 microdeletion, a spontaneous chromosomal deletion that is the highest known genetic risk
factor for developing schizophrenia.

In area CA2, inhibitory synapses exert a powerful control of Schaffer collateral (SC) inputs and
undergo a unique long-term depression (iLTD) mediated by delta-opioid receptor (DOR) activation.
Unlike SC-CA1 synapses, SC-CA2 excitatory synapses fail to express long-term potentiation after
classical induction protocols. However, we found that different patterns of activity persistently
increase both the SC and the distal input net excitatory drive onto CA2 PNs via a modulation of the
balance between excitation and inhibition. We demonstrated that increases in the
excitatory/inhibitory ratio are direct consequences of the DOR-mediated iLTD. Interestingly, we
found that the inhibition in area CA2 completely preventing CA3 PNs to activate CA2 PNs, and
following iLTD, SC stimulation allows CA2 PNs to fire action potentials. Moreover, the recruitment of
CA2 PNs by SC intra-hippocampal inputs after their activity-dependent disinhibition adds a delayed
SC-CA2-CA1 response to the SC-CA1 monosynaptic post-synaptic potential (PSP) in CAl and increases
CA1 PN activity. Furthermore, pharmaco-genetic silencing of parvalbumin-expressing interneurons
revealed that these inhibitory cells control the PSP amplitude and the firing of CA2 PNs in response to
SC stimulation and are necessary for the DOR-mediated increase in excitatory/inhibitory balance
between CA3 and CA2. Finally, we found several age-dependent alterations in area CA2 in Df(16)A+/’
mouse model of the 22g11.2 microdeletion. These included a reduction in inhibition, an impaired
activity-dependent modulation of the excitatory drive between CA3 and CA2 and a more
hyperpolarized CA2 PN resting potential. These cellular disruptions may provide a potential
mechanism for the social memory impairment that we observe in Df(16)A+/' adult mice. Altogether,
our studies highlight the role of CA2 neurons in hippocampal circuitry. To conclude, we postulate
that the recruitment of CA2 neurons in neuronal networks underlies key aspects of hippocampal
function.
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