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Résumé en français

Introduction

Dans ce chapitre, nous présentons le contexte général de cette thèse. Ce contexte
s’inscrit dans le cadre d’une entreprise souhaitant se protéger contre des fuites de
données internes et accidentelles. Pour gérer l’accès à ses données, une entreprise
peut tout d’abord utiliser des mécanismes de contrôle d’accès (ou Access Control
(AC) en anglais). Malheureusement, ces mécanismes ne sont pas suffisants pour
éviter les fuites de données. En effet, une donnée peut être récupérée légitimement
par un utilisateur autorisé, puis retransmise à un tiers qui n’y avait pas accès, sans
que l’entreprise ne soit au courant.
Pour pallier ce problème, une entreprise peut avoir recours, en plus du contrôle
d’accès, à du contrôle de transmission (TC) ou du contrôle d’usage (UC). Le con-
trôle de transmission répond à la question "qui peut envoyer quoi à qui?" et des
mécanismes de prévention de fuite de données (ou Data Leak Prevention (DLP)
en anglais) peuvent être utilisés. Le contrôle d’usage (UC), quant à lui, répond
à la question "qu’est-ce-qui peut être fait à une donnée une fois accédée?". Pour
exercer un contrôle d’usage, une entreprise peut utiliser des mécanismes de gestion
de droits numériques (ou Digital Rights Management (DRM) en anglais). Enfin,
des solutions "hybrides" peuvent aussi être utilisée. Ces solutions permettent de
définir dans un même formalisme plusieurs contrôles à la fois (i.e. contrôle d’accès,
de transmission et/ou d’usage). Néanmoins, l’utilisation d’une des solutions précé-
dentes en plus d’un mécanisme de contrôle d’accès peut causer plusieurs problèmes
de sécurité (incohérences pouvant être la base de fuite de données) et de gestion
(nécessité de connaître plusieurs formalismes, nécessité de maintenir une cohérence
entre les deux types de contrôle, nécessité de redéfinir des politiques existantes dans
un nouveau formalisme, etc.).
Ainsi, nous considérons qu’une bonne solution pour empêcher les fuites de données
internes et accidentelles doit avoir un certain nombre de propriétés. A partir de ces
propriétés, nous mettons en avant les défis (ou Challenges) suivants :

• Challenge C1 - Généricité : Prendre en compte les modèles de contrôle
d’accès existants dans l’entreprise.

• Challenge C2 - Cohérence : Empêcher les incohérences entre les politiques
d’AC et de TC/UC.

• Challenge C3 - Densité : Réduire la densité (i.e. ratio entre le nombre
total d’entités gérées par les politiques et le nombre total de règles de ces
politiques).

• Challenge C4 - Adaptabilité : Etre capable de modifier simplement et rapi-
dement une politique de sécurité par une autre, notamment en cas d’urgence
de sécurité (intrusion, vol de données, etc.).
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• Challenge C5 - Interopérabilité : Etre capable de détecter les similarités
et différences de politiques provenant d’infrastructures/entreprises différentes.

• Challenge C6 - Réactivité : Prendre en compte l’évolution des politiques
(notamment au niveau des fréquences de mise à jour des politiques d’AC ex-
istantes).

Ainsi, l’objectif de cette thèse est de résoudre les précédents Challenges. Pour
cela, le manuscrit est organisé de la manière suivante : le chapitre 2 décrit tout
d’abord les notions générales de la sécurité informatique. Puis, nous présentons les
solutions existantes qui permettent de faire du contrôle d’accès (AC), du contrôle
de transmission (TC) et du contrôle d’usage (UC). Le chapitre 3 présente notre
contribution en détaillant notre modèle ainsi que son implémentation. Le chapitre 4
présente les 3 types de tests que nous avons effectué pour valider notre solution du
point de vue de l’efficacité, du passage à l’échelle et du temps d’exécution. Enfin, le
chapitre 5 conclu la thèse et présente plusieurs perspectives de recherche.

Etude de l’existant

Dans ce chapitre, nous présentons dans un premier temps les propriétés de sécurité
généralement utilisées pour décrire la sécurité informatique. Ces propriétés sont la
confidentialité, l’intégrité, la disponibilité, l’authentification, la non-répudiation, la
vie privée et le contrôle d’accès. Ensuite, nous présentons en détail le contrôle d’accès
à travers les différentes solutions qui ont été proposées jusqu’à présent. Ainsi, nous
présentons les modèles de contrôle d’accès discrétionnaire (ou Discretionary Access
Control (DAC) en anglais), de contrôle d’accès obligatoire (ou Mandatory Access
Control (MAC) en anglais), de contrôle d’accès à base de rôle (ou Role Based Ac-
cess Control (RBAC) en anglais) ou encore le modèle de contrôle d’accès à base
d’attributs (ou Attribute Based Access Control (ABAC) en anglais). De plus, nous
présentons les différentes implémentations matérielles (Burroughts B5000/B6000 et
Plessey System 250) et logicielles (Multics, FreeBSD, Tomoyo Linux, Trusted So-
laris) du contrôle d’accès.
Dans un second temps, nous nous intéressons aux fuites de données en présen-
tant une taxonomie des différents types de fuites (i.e. internes/externes, inten-
tionnelles/accidentelles). Ensuite, nous présentons les différentes solutions qu’une
entreprise peut mettre en place pour empêcher la fuite de ses données. Ces solutions
inclues les mécanismes de prévention des fuites de données (DLP) et les mécanismes
de gestion de droits numériques (IRM). Puis, nous mettons en exergue les avantages
et les inconvénients de ces solutions lorsqu’elles sont conjointement utilisées avec des
mécanismes de contrôle d’accès. En regard des challenges que nous avons définis
préalablement (i.e. généricité, cohérence, densité, adaptabilité, interopérabilité et
réactivité), nous évaluons les principales solutions existantes de DLP et d’IRM pour
montrer qu’aucune solution ne répond parfaitement à nos challenges.
Enfin, nous présentons une catégorie de solutions hybrides, qui proposent de com-
biner les mécanismes de contrôles d’accès, de transmission et d’usage au sein d’un
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même formalisme. Une fois de plus, nous utilisons nos challenges pour évaluer ces
solutions et montrer que ces dernières ne répondent pas complètement à notre prob-
lématique.

Contribution

Dans ce chapitre, nous présentons notre contribution en détail. Comme énoncé
précédemment, l’objectif de cette thèse est de fournir une solution pour répon-
dre aux défis précédemment décrits. Pour cela, nous présentons dans un premier
temps le formalisme que nous avons défini pour décrire les politiques de contrôle
d’accès et contrôle de transmission. Puis, nous décrivons les différents mécanismes
proposés pour répondre aux défis. Pour résoudre le premier Challenge C1, nous
proposons un méta-modèle permettant de prendre en compte plusieurs modèles de
contrôle d’AC existants. Puis, nous proposons 2 mécanismes pour résoudre le Chal-
lenge C2. Le premier mécanisme permet de générer des politiques de TC à partir
de politiques d’AC existantes et d’assurer, par construction, la cohérence entre les
deux paradigmes. Le second mécanisme, quant à lui, est un mécanisme permettant
de maintenir la cohérence quand les politiques d’AC ou de TC sont modifiées a
posteriori. Pour résoudre le Challenge C3, nous proposons un mécanisme permet-
tant de regrouper les entités (i.e. utilisateurs et données) similaires pour résonner
sur des groupes, plutôt que sur des individus ou données atomiques, afin de fa-
ciliter la gestion des politiques de sécurité. Pour le Challenge C4, nous proposons
le principe d’hypermatrice permettant de représenter la totalité des politiques de
sécurité d’une entreprise sous une forme unique. Grâce à cette représentation, le
passage d’une politique de sécurité générale à une autre est simplifié, notamment en
cas d’urgence (attaques, vols de données, etc.). En ce qui concerne le Challenge C5,
nous proposons des mécanismes d’inférences permettant de détecter les similarités
et les différences entre les politiques générées. Le Challenge C6 est validé empirique-
ment dans le chapitre sur les évaluations. Pour clore ce chapitre, nous présentons
notre implémentation en donnant des détails sur le langage, les différentes briques
logicielles utilisées et les algorithmes mis en oeuvre.

Evaluations

Dans ce chapitre, nous présentons les 3 types de tests que nous avons effectué pour
évaluer notre solution. Le premier test est un questionnaire en ligne que nous avons
proposé à 50 professionnels en charge de la définition des politiques de sécurité
au sein de leur entreprise. Ce questionnaire en ligne a permis de compiler plusieurs
résultats concernant la taille des politiques gérées, leurs densités, les modèles utilisés
et la perception des participants concernant ces technologies (difficulté et pénibilité à
définir et maintenir ces politiques). De plus, le questionnaire a permis de voir que les
mécanismes que nous proposions étaient utiles et intéressants pour les participants.
Dans un second temps, nous avons testé notre modèle sur deux types de politiques de
contrôle d’accès : des politiques générées de manière stochastique et des politiques
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réelles. Les tests sur des politiques stochastiques ont permis de montrer que notre
modèle est performant, à la fois du point de vue de l’efficacité, mais aussi du point
de vue du temps d’exécution et du passage à l’échelle. De plus, les tests sur des
politiques réelles ont permis de montrer que notre solution peut être utilisé dans un
cadre réel, avec des politiques de contrôle d’accès existantes. Ainsi, ces tests ont
permis d’une manière générale de valider que nos défis ont bien été relevés et que
notre solution répond bien à notre problématique.

Conclusion

Dans ce dernier chapitre, nous concluons ce manuscrit en faisant un résumé de
la contribution et des différents tests que nous avons effectué pour évaluer notre
solution. Puis, nous présentons différentes perspectives pour de futurs travaux. Ces
perspectives s’articulent autour de trois axes : l’axe des administrateurs/experts,
l’axe des développeurs et l’axe des utilisateurs finaux.

Concernant l’axe des administrateurs/experts, nous présentons des évolutions
sur notre modèle et son implémentation afin d’améliorer l’expressivité et les per-
formances de notre solution. Concernant l’axe des développeurs, nous détaillons
des travaux en cours permettant d’ajouter des mécanismes de sécurité à une appli-
cation existante. Ces mécanismes permettent d’utiliser les politiques générées par
notre modèle afin d’offrir une approche active et efficace contre les fuites de données
accidentelles. Pour cela, nous présentons le principe de Programmation Orientée
Aspects (ou Aspect Oriented Programming (AOP) en anglais), ainsi que l’algèbre
que nous avons défini pour permettre la bonne application des politiques préalable-
ment générées. Enfin, l’axe des utilisateurs finaux présente notre travail en cours sur
la perception de la sécurité en détaillant le questionnaire en ligne que nous avons
proposé à des utilisateurs finaux (i.e. employés d’entreprises), ainsi que quelques
résultats concernant leur perception en ce qui concerne les mécanismes permettant
d?éviter les fuites de données au sein d’une entreprise.
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Chapter 1

Introduction

Contents
1.1 Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Existing solutions to prevent data leakage . . . . . . . . . . 2

1.3 Problems and objectives . . . . . . . . . . . . . . . . . . . . . 3

1.4 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.5 Thesis organization . . . . . . . . . . . . . . . . . . . . . . . . 7

In this chapter, we introduce the general context of our thesis. To do so, we first
discuss the existing solutions that have been proposed to enforce security and prevent
data leakage within companies. Then, we discuss the problems and objectives of
our work. Finally, we present our contribution and the general structure of the
dissertation.

1.1 Context

While doing business, a company creates, exchanges and saves meaningful data.
These meaningful data, also called information, are valuable for the company
wealth, good functioning and reliability. Thus, a company has to protect these
information. To do so, a company can use Access Control (AC), which is a set
of techniques that restrict the access to resources to specific and authorized users
by defining "who can access what?" (see Figure 1.1). Over the years, many
scientific and industrial solutions have been proposed to tackle the problem of
Access Control. Among these solutions, some of them are still used in nowadays
companies. However, due to the growth of networks and connected computers, a
security issue, called data leakage, has arisen.

Data leakage has been defined as the unauthorized distribution of private or
sensitive data to an unauthorized entity. For this reason, data leakage can create
various problems for a company, such as financial loss, damage of goodwill and rep-
utation, lawsuits, loss of future sales or exposure of intellectual properties. Data
leakage can either be intentional or unintentional. In the context of this thesis, we
focus on unintentional data leakage, because this type of leak can lead to very bad
consequences for the employee who has leaked the information, especially in terms
of credit and reputation.
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Figure 1.1: Graphical representation of an AC mechanism that restrict the access
to a datacenter.

Unfortunately for a company, traditional AC mechanisms are not efficient against
intentional or unintentional data leakage. Indeed, a legitimate user can access and
retransmit a data to an unauthorized third-party, creating de facto a data leak. To
be aware and prevent potential data leakage, a company can use other solutions be-
sides AC, such as Data Leak Prevention (DLP) and Information Rights Management
(IRM). These solutions are discussed in the next section.

1.2 Existing solutions to prevent data leakage

Data Leak/Loss Prevention (DLP) are mechanisms that monitor and enforce
policies on fingerprinted data. These data can be monitored on a storage, while
used by employees or during network transmissions. To do so, DLPs are based on
policies that define "who can send what to whom?" and thus, can be defined as
Transmission Control (TC) mechanisms.

IRM solutions are a subclass of DRM (Digital Rights Management). While
a DRM prevents unauthorized redistribution of digital media (e.g. software,
music, movies) by restricting the ways consumers can use this content thanks to
conditional Access Control (copy, distribution to others, etc.), an IRM is specifically
designed for company’s documents. Actually, IRM describes "what can be done
with the data once it has been accessed or distributed" and thus can be defined as
an extension of Access Control, called Usage Control (UC).

Finally, a company can use "hybrid" solutions. Indeed, while solutions such as
DLPs or IRMs come besides existing AC policies, "hybrid" solutions define several
controls (i.e. Access, Transmission or Usage) in a unified formalism.

In order to ease the reading of this thesis, we use in the rest of this dissertation
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the following vocabulary: DLP will be used to describe both DLP and IRM
solutions, while TC will be used to describe both TC and UC.

In this section, we have seen that several solutions can be used to prevent data
leakage. These solutions are often used besides AC, and provide a good way to
describe Transmission Control (TC) and Usage Control (UC).
Now that existing solutions that prevent data leakage have been presented, we dis-
cuss in the next section the main shortcommings of these solutions and the objectives
of our work.

1.3 Problems and objectives

While using a DLP, a company will have to define and manage AC and TC policies.
Such management can lead to several issues, both in terms of security and manage-
ment.
From the security perspective, incoherences between policies can lead to security
issues. Figure 1.2 gives an example of such problem. In this example, AC and
TC rules seem appropriate, but actually, are incoherent. Indeed, if Ron retrieves
docA.pdf from the datacenter and legitimately sends this document to April, the
TC rule will not be violated, but the AC rule will be. This transmission will cause a
data leak, because April will have access to docA, despite the fact that an AC rule
forbids her to have access to it.
To avoid this problem, a company can use a Document Management System (DMS),
that is a system defined to track, manage and store documents. Among its features,
a DMS can have security mechanisms to protect the access to the documents. How-
ever, the previous leak will not be prevented because Ron can send a copy of the
document (for instance, by saving it locally), instead of a link to it. Indeed, by
creating a copy, AC policies will not apply, and the DMS will not be able to prevent
the leak. Moreover, using a DMS in a common company can be too restrictive,
because documents tend to go here and there and employees tend to make several
copies on their computers. For these reasons, a DMS solution will force the employ-
ees to change the usual way they produce, modify, and share documents. Thus, we
consider DMS solutions as out of our scope.

From the management perspective, keeping both policies coherent in order to
avoid security issues can be tiresome and complicated. Indeed, it will force the
person in charge of the definition of both policies to master two different paradigms,
with two different languages and syntaxes. Moreover, using a DLP or an IRM
solution can lead a company to change its existing AC policies, generating de facto
time consumption, possible errors and tiresomeness for the person who manages
these policies. For these reasons, we consider that a good solution to prevent data
leakage must modify as fewer things as possible in an existing infrastructure.
More generally, we consider that a good solution to prevent data leakage must take
into account the following principles: genericity, coherence, density, adaptability,
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Figure 1.2: Graphical representation of an incoherence between AC and TC policies.
This incoherence can lead to policy violation and thus, data leakage.

interoperability and reactivity.

Genericity : We define genericity as the state of being independent of a specific
type of AC model or implementation. Furthermore, we also consider reusing existing
AC policies as a part of genericity.

Hypothesis H1: Companies use various types of AC models. Lack of genericity
can force a company to change and / or redefine its existing model in order to
use a solution against data leakage.

Coherence : We define coherence as the non-contradictory state between AC and
TC policies. Thus, AC and TC policies are coherent if and only if they are not in
contradiction with each other. For instance, the rules depicted in Figure 1.1 in the
previous chapter are incoherent, leading to potential data leakage.

Hypothesis H2: Incoherences between AC and TC policies can be tiresome to
manage and lead to data leakage.

Density : A policy of x rules embeds a certain amount of entities (e.g. users,
resources). We define density as the ratio between the total number of entities and
the total number of rules. We hypothesize that policy definition and management
can be complex and tiresome when the density is high, especially when both AC
and TC policies are used within a company. We consider that such problems can
lead to policy weaknesses, errors and data leakage.
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Hypothesis H3: Managing several paradigms and many entities (e.g. users,
resources) can be complex, leading to policy weaknesses, errors and data leakage.

Adaptability : We define adaptability as the ability for a set of rules or a global
policy to be easily modified, especially in case of security emergencies. Indeed,
during emergencies, fast and reactive choices need to be applied in order to efficiently
react to the attack. In the case where AC and TC policies are used and coherence
is maintained between them, changing the global policies can become complex and
time-consuming. Such problems can lead to a potential aggravation of the crisis and
thus, to data leakage.

Hypothesis H4: Modification of policies need to be performed easily and
efficiently, especially in case of emergencies. Indeed, poor reaction time and
lack of efficiency can worsen the security crisis, leading to policy weaknesses
and data leakage.

Interoperability : We define interoperability as the ability for a company to
interact with another one, regarding security policies. We hypothesize that security
differences between infrastructures and lack of knowledge can cause indulgences and
possible data leakage.

Hypothesis H5: Difference of security policies between companies or infras-
tructures and lack of knowledge can be a problem for data exchanges and busi-
ness opportunities, causing de facto security indulgences and possible data leak-
age.

Reactivity : We define reactivity as the ability for a policy to be generated,
modified, enhanced and analyzed in a time-efficient way. We hypothesize that the
update frequency of a policy can be different from a company to another. Thus,
we consider that a good solution to prevent data leaks must take into account the
frequency of the company’s security policy updates.

Hypothesis H6: Time-efficiency concerns must be taken into account to fit a
company’s updates frequency.

From the aforementioned hypotheses, we have identified 6 challenges, that must
be tackled to provide a good solution against unintentional data leaks:
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• Challenge C1 - Genericity: Take into account existing AC models.

• Challenge C2 - Coherence: Avoid incoherences between AC and TC poli-
cies.

• Challenge C3 - Density: Reduce the density of the policies that are used.

• Challenge C4 - Adaptability: Be able to easily and quickly modify the
overall policies of the company, especially in case of emergencies.

• Challenge C5 - Interoperability: Be able to detect similarities and differ-
ences between policies of different infrastructures and companies.

• Challenge C6 - Reactivity: Take into account the policies evolution (i.e.
modification of the rules) in terms of time-efficiency.

Now that the challenges have been described, we summarize in the next section
the contribution of our thesis.

1.4 Contribution

The goal of our thesis was to take on the aforementioned challenges. Firstly, we
have proposed a meta-model able to describe several AC models. This meta-model
has been proposed to tackle Challenge C1.
Secondly, we have defined 2 mechanisms to tackle Challenge C2. The goal of the
first mechanism is to generate TC rules based on existing AC rules to ensure, by
construction, coherence between TC and AC policies. The second mechanism has
been defined to maintain the coherence throughout the life of both policies.
Thirdly, we have proposed inferences mechanisms that can detect similarities be-
tween users and resources and automatically clusterize them, reducing de facto the
density (i.e. total number of managed entities). These inferences mechanisms have
been proposed to tackle Challenge C3.
Fourthly, we have defined a mechanism that allows security experts and administra-
tors to easily create different sets of policies an rapidly switch from one to another,
especially in case of emergencies. This mechanism have been proposed to tackle
Challenge C4.
Fifthly, we have proposed inferences mechanisms that detect similarities and differ-
ences between sets of policies, allowing a company to have a better understanding
of its policies and the one used by its collaborators. These inferences have been
implemented to take on Challenge C5.
Sixthly, we have validated our hypotheses thanks to a survey that we have con-
ducted among IT professionals who are in charge of managing the security policies
in their company. Moreover, we have performed empirical tests to validate our pro-
posal on stochastically generated and real AC policies. The results of these tests
have been used to validate all challenges (including Challenge C6) in terms of
time-consumption and efficiency.
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1.5 Thesis organization

This thesis is organized as follows. Chapter 2 describes our research challenges and
the general notions of information security. Then, we present the existing solutions
that have been proposed to provide Access Control (AC), Transmission Control
(TC) and Usage Control (UC) mechanisms.
Chapter 3 details our contribution by presenting in details the model we propose
and its implementation.
Chapter 4 presents the three types of evaluations we have performed in order to vali-
date our working hypotheses and our model in terms of scalability, time-consumption
and efficiency. Moreover, we have used real AC policies to validate our model in a
real context.
Finally, chapter 5 concludes the dissertation with a general conclusion and future
works.
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The objective of this chapter is to present and evaluate the existing solutions
that have been proposed to protect a company’s data. In order to evaluate these
solutions, we first present the criterions we are using to show that no existing solu-
tion is able to completely answer the challenges we have identified in the previous
chapter. Secondly, we introduce the main security properties of IT security, and
more specifically, we present the solutions that have been proposed to provide Ac-
cess Control. Then, we introduce the concept of data leakage and the solutions that
have been implemented to tackle this problem. Finally, we present hybrid solutions
that aim at mixing Access Control (AC) and Transmission Control (TC) in unified
formalisms.

2.1 Evaluation of the existing solutions

As stated in the previous chapter, this thesis focuses on internal and unintentional
data leakage within companies. Our objective is to propose mechanisms to prevent
this kind of data leakage, with as few modifications as possible for the existing
infrastructures and the existing security policies. Moreover, we aim at reducing
the tiresomeness of the policies definition and management. To do so, we have
considered several challenges:

• Challenge C1: Take into account existing AC models.

• Challenge C2: Avoid incoherences between AC and TC policies.

• Challenge C3: Reduce the density of policies that are used.

• Challenge C4: Be able to easily and quickly modify the overall policies of
the company, especially in case of emergencies.

• Challenge C5: Be able to detect similarities and differences between policies
from different infrastructures and companies.

• Challenge C6: Take into account the evolution of the policies (i.e. modifi-
cation of the rules) in terms of time-efficiency.

In order to evaluate these challenges, we use the following symbols:

• : the challenge is not taken into account by the solution

•
25

25%
75
75%: parts of the challenge are underlined by the solution, but not covered

•
50
50%
50
50%: the challenge is fully underlined, and partially covered

•
75

75%
25
25% : the challenge is covered, but cannot be easily used in our context

• 00%100100%: the solution completely takes on the challenge
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• "x" : the challenge is not evaluated

• "?" : the challenge cannot be evaluated due to limitations (for instance, no
valid licence to test an industrial solution)

In this chapter, we use these challenges to evaluate the existing solutions and
show that they are not sufficient to reach our objectives. However, before presenting
existing solutions to prevent data leakage, we present in the next section the main
security properties.

2.2 Security Properties

Historically speaking, computer security has started to be implemented to protect
physical hardware against several attacks. These attacks were mainly theft and
damage of hardware and information and were performed in order to create dis-
ruption of service and financial costs. To prevent such issues, security models have
been proposed (for instance the CIA1-triad [Greene 2006]). These models usually
embeds the following principles: Confidentiality, Integrity, Availability, Authenti-
cation, Non-repudiation, Privacy and Access Control. The following subsections
describe these properties.

2.2.1 Confidentiality

Confidentiality aims at concealing the information of resources by ensuring that in-
formation is not accessed by unauthorized persons. Confidentiality is based on data
encryption, a mechanism ensuring that only the right people (people who knows the
key) can read the information. To do so, mathematical functions are used to trans-
form an intended information (i.e. cleartext) into an encrypted information (i.e. ci-
phertext)2. Once encrypted, the information can be decrypted and readable thanks
to a key3. Thus, only the people who knows the key can reach the information4.
Modern cryptography can be divided in two families: symmetric and asymmetric
cryptography. Symmetric cryptography uses the same key for encryption and de-
cryption, meaning that a common key is shared between the sender and the receiver.
The most commonly used symmetric-key cipher is AES [Daemen & Rijmen 2013],
a standard proposed by NIST5 in 2001. Asymmetric cryptography (also known as
public key cryptography) uses two different but mathematically linked keys. The
first key is public, meaning that it can be shared and transmitted to everyone. The
second key is private, meaning that it must be kept secret. The most commonly

1Confidentiality, Integrity, Availability
2For instance, a polyalphabetic substitution cipher proposed by a 16th century’s french diplomat

has been used to encrypt the acknowledgment section.
3The key to decipher the acknowledgment section represents the name of a progressive rock

band created by Robert Fripp in 1969.
4Online tools, such as http://www.dcode.fr/ can be used to cipher and decipher texts.
5National Institute of Standards and Technology

http://www.dcode.fr/
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used algorithms to provide asymmetric cryptography are RSA [Rivest et al. 1978]
or Diffie-Hellman key exchange [Kocher 1996]. Figure 2.1 gives an overview of how
symmetric and asymmetric encryptions work.

Figure 2.1: Graphical representation of the symmetric and asymmetric encryption
principles.

2.2.2 Integrity

Integrity ensures that information is not altered by unauthorized users in a
way that it is not detectable by authorized users. To provide such property,
cryptographic algorithms (for instance, MD5 [Rivest 1992] or SHA algorithms
[Eastlake 3rd & Jones 2001]) are applied. These algorithms translate a data into
a fixed string of digits called a hash value. This hash value is then used to generate
the checksum. Different data will generate different hashes. Thus, if a document
is modified or altered, the hash generated after the reception of the data will be
different from the original one, showing that an alteration has been performed on
the document. As one can see in Figure 2.2, the hash "ZRvmCKH..." is the same
on both server and client side, proving that the document has not been modified
during the download.
Integrity comes in handy for companies transactions. However, the hash of the orig-
inal data must be provided in a secure fashion (i.e. by a trusted institution). Thus,
other mechanisms, such as digital certificates and signatures are often paired with
integrity mechanisms.

2.2.3 Availability

Availability [Gray & Siewiorek 1991] [Rinard et al. 2004] ensures that the assets are
accessible to authorized parties. Assets can include systems (e.g. Document Man-
agement System (DMS), mailing server, Operating Systems (OS)), network equip-
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Figure 2.2: Graphical representation of the integrity principle.

ments (firewall, routers, Web servers) and software (instant messaging, mail client,
specific applications). These assets must all be working properly for the information
they provide and protect to be available when it is necessary. Usually, availability
requirements are defined in a timely manner. Failure to respect these requirements
is called a Denial of Service (DoS) [Ferguson & Senie 1997]. DoS can be the root
of critical issues for companies and businesses, especially in terms of renown and
financial costs. To provide efficient availability, principles such as redundancy, load-
balancing, failover and RAID6 can be applied on equipments. These techniques
mainly consist on duplicating the equipment in order to duplicate data (redundancy,
RAID) or devices (load balancing, failover). Moreover, other security equipments
or software such as firewalls or proxy servers can prevent DoS attacks and insure
availability.

2.2.4 Authentication

Authentication has been proposed since the 70’s [Ritchie & Thompson 1978]
[Lamport 1981] [Hamilton et al. 2007]. This principle ensures that a user or a device
is the one she/he/it claims to be. The most commonly used factor for authentica-
tion is the well known login and password combination. Authentication mechanisms
have been broaden over the years and 3 families of factors are usually underlined.
The first family is knowledge factor, which embeds what the users or machines know
(e.g. password, ID, passphrase). The second family is the possession factor, which
embeds things that are in the possession of the users (e.g. hardware devices such
as tokens or cards for instance). Finally, the last family is inherence factor. These
factors embed things that are part of a user, such as biometric authentication (e.g.
retinal scan, iris recognition, fingerprint scanning, voice recognition, facial recog-
nition) [Wayman et al. 2005], cognitive-traits (for instance, challenges that aim at

6Redundant Array of Independent Disks; originally Redundant Array of Inexpensive Disks
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selecting the correct pictures among a set)[Weinshall 2006] and other behavior-based
mechanisms (e.g. how a user is scrolling a page, keystrokes speed and dynamics)
[Jiang et al. 2007].

2.2.5 Non-repudiation

Non-repudiation [Kremer et al. 2002] guarantees that a party cannot deny having
received or sent a message or a document. This principle is interesting in sce-
narios involving trust during sensitive exchanges. Thus, this security principle is
often used in certain types of companies, such as banks, insurances and government
agencies. Over the years, different types of non-repudiation have been defined, de-
pending on who (sender or recipient) is applying the non-repudiation mechanism
[Zhou & Gollmann 1996].
From the sender point of view, one would be willing to be sure that her/his mes-
sage was received by the recipient (non-repudiation of receipt (NRR)), was sent to
the recipient (non-repudiation of submission (NRS)) or that the message has been
correctly delivered to the recipient (non-repudiation of delivery (NRD)).
From the recipient point of view, one would be willing to be sure that the mes-
sage she/he received has been sent by a genuine sender (non-repudiation of origin
(NRO)).

2.2.6 Privacy

Historically, privacy has been described as the "right of the individual to be
left alone" [Warren & Brandeis 1890]. Closer to computer security problems,
[Clarke 1999] has described privacy as the interest that individuals have in sus-
taining a "personal space", free from interference by other people and organizations.
The concept of privacy encompasses numerous fields of research and areas, includ-
ing legislation, sociology, psychology, anthropology and IT security. In this last
domain, privacy deals with the ability for an individual (or organization) to deter-
mine what information can be shared with third parties. Thus, privacy is quite
complex to achieve, because it is a very broad and subjective notion. However,
several initiatives have been proposed over the years to define and provide efficient
and privacy-respectful frameworks. These initiatives include for instance "Privacy
by Design" [Langheinrich 2001] or the "Right to be Forgotten" [Rosen 2012].

2.2.7 Access Control

[Anderson 2008] has defined Access Control as "traditional center of gravity of
computer security. It is where security engineering meets computer science. Its
function is to control which principals (persons, processes, machines, etc.) have
access to which resources in the system, which files they can read, which programs
they can execute, how they share data with other principals, and so on."
Thus, Access Control provides mechanisms to determine who or what can view or
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use resources in a computing environment.

Now that the main principles of security have been defined, we present in more
details Access Control. As our work aims at providing mechanisms against data
leakage in existing infrastructures, we have chosen Access Control as a base, because
it provides a way to protect the data in industrial environments and because it is
often used and known by companies.

2.3 Solutions to provide Access Control

In this section, we first present the Principle of Least Privilege (PoLP) and the
Separation of Duty (SoD), two main principles of Access Control (AC). Then we
present a three level abstraction model that is often used to represent Access Control.
Following these three levels, we then present the main works that have been proposed
to define AC policies, AC models and AC mechanisms. Finally, we underline the
main drawbacks of Access Control and show that AC alone does not entirely answer
our working hypotheses.

2.3.1 Principle of Least Privilege (PoLP) or Principle of Least Au-
thority (PoLA)

Principle Of Least Privilege (PoLP) (also known as Principle of Least Authority
(PoLA)) has been defined as a principle that "requires that a user be given no
more privilege than necessary to perform a job. Ensuring least privilege requires
identifying what the user’s job is, determining the minimum set of privileges required
to perform that job, and restricting the user to a domain with those privileges and
nothing more." [Saltzer 1974]. In other words, this principle aims at limiting the
potential damage of any accidental or malicious security breach by giving people
the lowest level of user rights that they can have and still do their jobs. Thus, this
principle is often used while defining Access Control.

2.3.2 Separation of Duties (SoD)

Another important concept of Access Control is the Separation of Duties
(SoD)[Gligor et al. 1998]. SoD restricts the amount of power held by one individual
in order to reduce the risks of errors, frauds, conflicts of interest, etc. In IT secu-
rity, SoD tends to improve security (by creating for instance different accounts with
limited actions sets instead of one master account per user). For these reasons, this
concept is interesting while defining Access Control policies.

2.3.3 Representation of Access Control

[Samarati & de Vimercati 2000] have defined three layers of Access Control: Poli-
cies, Models and Mechanisms:
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• Policies embeds high-level rules according to which Access Control must be
regulated.

• Models represent formal implementation of the policies.

• Mechanisms define the low level pieces of software or equipment (hardware)
that implement the Access Control stated by the model, and thus, imposed
by the policies.

Throughout the rest of this section, we use this 3 levels abstraction to describe
the main solutions that have been proposed in Access Control research field.

2.3.4 Access Control Policies

Access Control policies embed the set of rules company’s employees need to comply
to. Most of the time, these policies define "Who can access what?". To do so, Access
Control policies are composed of a subject, an object, an action (or operation) and
a permission (or privilege). These terms are defined as follows [Center 1988]:

Subject : a subject represents an active entity, generally in the form of a person,
process, or device, that causes information to flow among objects or changes the
system state.

Object : an object represents a passive entity that contains or receives informa-
tion. Access to an object potentially implies access to the information it contains.
Examples of objects are: records, blocks, pages, segments, files or directories.

Action : an action or operation represents an active process that is invoked by a
subject on objects. Examples of actions are: Read, Write, Execute, etc.

Permission : permission (or privilege) represents a description of the type of au-
thorized interactions a subject can have with an object. In other words, permissions
represent the authorization assigned to a subject to perform a specific action on a
specific resource.

2.3.5 Access Control Models

In this subsection, we present the main AC models that have been proposed over
the years to ensure efficient and fine-grained AC.

a) Discretionary Access Control (DAC)

U.S. Department of Defense (DoD) has defined the Trusted Computer System Eval-
uation Criteria7 (TCSEC)[Tcsec 1985] in the 80’s. TCSEC is a set of security guide-
lines and standards which has defined Discretionary Access Control (DAC). In DAC

7TCSEC is also known as the "Orange Book", due to its colored cover.
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models, users can set, modify or share the access control of their resources thanks
to a set of rules. DAC was developed in order to implement the concept of Access
Control Matrix defined by [Lampson 1974] and formalized by [Harrison et al. 1976].
An Access Control Matrix can be represented as a two dimensional matrix where
rows represent subjects, columns represent objects and intersections between rows
and columns represent an action a subject can perform over a specific resource.
Thanks to this simple representation, DAC is used to limit a user’s access to a file.
Many modern Operating Systems such as Windows family, GNU/Linux and Mac
OS are based on DAC models. DAC can either be defined with Access Control Lists
(ACL) or Capabilities.

Access Control Lists (ACL) : ACL has been first introduced in
[Saltzer & Schroeder 1975]. Primarily used within 1970’s multi-users systems
[Graham & Denning 1972], ACLs consist of a list of entries that informs about the
access right that each user has to a specific resource. As DAC, an ACL is tradition-
ally represented as the two-dimensional matrix presented previously. Such matrix is
depicted in Table 2.1, while the general concept of ACL is represented in Figure
2.3.

Afile Bfile Cfile Dfile
Anna rwx r x
Bill r rx x

Charles r r rw r
Damian r rw

Table 2.1: Representation of an AC matrix. Users are represented as rows and files
are represented as columns. Intersections represent what a specific user can do to a
specific file. In this example, user Bill can for instance read (r) document Afile.

Figure 2.3: A generic representation of the ACL model. As one can notice, the
access rights are conserved in the resources side.
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Capability-Based security : First introduced in [Dennis & Van Horn 1983], ca-
pabilities have been defined as "a token, ticket, or key that gives the possessor per-
mission to access an entity or object in a computer system". Technically speaking,
a capability is represented as a pair (x, r), where x represents the name of an object
(for instance a file) and r is a set of privileges or rights (for instance, read or write).
Thanks to this representation (graphically depicted in Figure 2.4, each subject
can have its own capabilities’ set, allowing her/him to perform certain actions on
resources. Moreover, a capability can be transferable and must be unforgeable. Un-
like ACL, capabilities can prevent the confused deputy problem, a specific privilege
escalation where a computer program is innocently fooled by some other third-party
into misusing its authority. Moreover, capabilities offer precise control for accessing
data.
However capability based systems have the reputation of being slow and complex and
have been replaced over the years by ACL or other model in commonly-used Oper-
ating Systems. Nevertheless, several works have been proposed in order to use capa-
bilities in modern contexts, including distributed systems [Selimi & Freitag 2014],
Web [Miller et al. 2008] and software engineering [Mettler et al. 2010]. Moreover,
interesting works have tried to popularize such mechanism by destroying the myth
built around capabilities for the last decades [Miller et al. 2003].

Figure 2.4: A generic representation of the capability model. As one can notice, the
access rights are conserved in the subjects side.

DAC advantages and drawbacks : DAC has been described as fine-grained by
[Coyne 1996]. Thanks to its fine-grained controls, DAC can be used to implement
least-privilege access. Indeed, specific objects can have access control restrictions to
limit individual subject access to the minimum rights needed. Furthermore, DAC
offers intuitive implementation and is mostly invisible to users [Smalley 2001].

However, DAC suffers from several drawbacks . First of all, because permissions
are directly applied to individual subjects, DAC definition and maintenance can be
very difficult within big infrastructures or companies. Moreover, [NIST 2006] has
declared that DAC has the following main drawbacks:
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• Granting read access is transitive (i.e. when a resource owner grants access to
another subject, the granted subject can access the resource and allow other
subjects to read it without referring to the owner). Thus, no restrictions apply
to the usage of information when the user has received it.

• Vulnerability to malicious code such as Trojan horse, because the malicious
program will inherit the identity of the invoking user.

• Information can be copied from one object to another; therefore, there is no
real assurance on the flow of information in a system.

• The privileges for accessing objects are decided by the owner of the object,
rather than through a system-wide policy that reflects the organization’s se-
curity requirements.

Now that DAC family has been presented, we introduce the concepts of Manda-
tory Access Control (MAC).

b) Mandatory Access Control (MAC)

Also defined in [Tcsec 1985], MAC refers to a family of models where the system as-
signs security labels or classifications to resources (for instance "classified", "secret"
or "top secret") and allows access to subjects or applications depending on their
level of clearance. This categorization mechanism is often referred as Multi-Level
Security (MLS) in several works [McCullough 1987] [Karger 2005].
MAC is adequate within infrastructures where Access Control policies must not be
decided by owners and within systems that must enforce protection decisions (i.e.
the system has the final word). MAC is usually associated with two models : Bell-
LaPadula [Bell & LaPadula 1973], which provides confidentiality, and Biba model
[Biba 1977], which provides integrity.

Bell-LaPadula Model (BLP) : Bell-LaPadula Model is an extension of military
Multi-Level Security paradigm. It is a model that assigns security labels (such as
"Confidential" and "Top secret") to subjects and objects. Thanks to the notion of
partial and total orders, BLP defines two main properties:

• The simple security property: which prevents users from viewing objects with
security levels higher than their own. (No-Read up).

• The *-property: which prevents propagation of information to users with a
lower security level (No-Write down).

These properties have been discussed in several works [McLean 1985]
[Bishop 2005] [Anderson 2008] and are presented in Figure 2.5.
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Biba Model : While Bell-LaPadula model describes methods for insuring confi-
dentiality of information flows, Biba [Biba 1977] applies reverse principles to provide
integrity property (see Figure 2.5). In Biba, objects and users are tagged with in-
tegrity levels. These levels form a partial order, similar to the BLP model. However,
Biba applies the two following principles:

• The simple integrity axiom: which states that a subject at a given level of
integrity must not read an object at a lower integrity level ("No-Read down").

• The *-Integrity axiom: which states that a subject at a given level of integrity
must not write any object at a higher level of integrity ("No-Write up").

Figure 2.5: Bell-LaPadula and Biba models. Bell-LaPadula provides confidentiality
with the "no read up" and the "no write down" properties while Biba provides
integrity with the "no write up" and the "no read down" properties.

MAC advantages and drawbacks : Thanks to its properties, BLP offers a
good way to insure confidentiality property in military and critical infrastructures.
Moreover, BLP is not susceptible to trojan horse security violations because users do
not have the ability to declassify information [Ausanka-Crues 2001]. More generally,
MAC solutions are simple and scalable [Coyne 1996]. However, MAC suffers from
some drawbacks. Among them, MAC only controls information in the system that
happen through overt channels (i.e. channels operating in a legitimate way). Thus,
non-legitimate channels (called covert channels), are not covered by MAC. Moreover,
MAC can be too rigid. Indeed, subjects and objects classification may be not feasible
in complex contexts that will require many different categories.

c) Role Based Access Control (RBAC)

Role Based Access Control (RBAC) [Sandhu et al. 1996] [Ferraiolo et al. 1995] is
based on the notion of role. A role is a set of subjects that share common attributes
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(for instance, a role "developer" containing all developers of a team). In this model,
being a member of one or more groups gives users access to certain resources. Thus,
RBAC is often used in companies, where organizational structure is already based
on roles. Thanks to this clustering, policy management is facilitated, especially
in big and complex infrastructures. Moreover, RBAC covers the problem of least
privilege (i.e. avoiding the assignment of permissions that are unnecessary) and the
separation of duty (i.e. disseminating the tasks and associated privileges among
multiple users). Over the years, the first version of RBAC (i.e. RBAC0), depicted
in Figure 2.6, has been enhanced to meet the changing needs and requirements in
modern computer’s infrastructures [Hu et al. 2006]. Such enhancements embed role
hierarchy (RBAC1), dynamic separation of duty (RBAC2), or both (RBAC3).

Figure 2.6: Graphical representation of the RBAC0 model.

d) Attributes Based Access Control (ABAC)

ABAC has been defined as "An access control method where subjects requests to per-
form operations on objects are granted or denied based on assigned attributes of the
subject, assigned attributes of the object, environment conditions, and a set of poli-
cies that are specified in terms of those attributes and conditions" [Hu et al. 2013].
The notion of attributes embeds various criterions about a subject (e.g. name,
position, gender), an object (e.g. name, security level, extension) or the environ-
ment (e.g. time period, day of the week, date). Thus, ABAC can be seen as an
extension of RBAC. For the last few years, many solutions have been proposed to
provide ABAC [Wang et al. 2004] [Lang et al. 2006] [Jin et al. 2012] . Thanks to
its fine-grained representation, context-aware and risk-mitigating policies, ABAC is
adapted to modern companies. Moreover, ABAC rules can be combined in order
to provide complex and explicit rules with minimal effort. In order to perform this
policy combination, an authorization engine is often used. An example of this engine
is depicted in Figure 2.7.
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Figure 2.7: Graphical representation of ABAC model. Attributes from various
sources can be checked by the engine to allow or deny access based on the defined
policies.

e) Other models of Access Control

Over the last decades, several models have been proposed to cover the prob-
lem of Access Control. These models propose to take into account various
notions, including context [Corrad et al. 2004] [Kulkarni & Tripathi 2008],
history [Edjlali et al. 1998] [Banerjee & Naumann 2004], temporal-RBAC
[Bertino et al. 2001], risk [Kandala et al. 2011], authorization [Karp et al. 2010] or
trust [Kagal et al. 2001]. Despite the fact that these solutions are interesting, they
are specific to academic domain and thus, are not often used in real companies and
real infrastructures.

2.3.6 Access Control mechanisms

Access Control models have been implemented through hardware and software mech-
anisms. Following subsections present the main implementations that have been
proposed over the years.

Hardware implementations of Access Control : Hardware implementations
have been defined since the 60’s. For instance, Burroughs family (B5000, B6000)
[Mayer 1982] have proposed code and data separation in memory followed in the
70’s by the Plessey System 250 [Fabry 1974], the first operational computer system



2.3. Solutions to provide Access Control 23

to implement capability-based addressing. In the 80’s, object-based approach has
been defined within systems such as the IBM System/38 [Houdek et al. 1981] and
the iAPX 432 [Rentsch 1982]. These systems have proposed security built-in archi-
tecture, allowing Access Control on each object. Details on these systems can be
found in [Levy 2014].

Software implementations of MAC : Several software implementations have
been proposed over the years to provide Mandatory Access Control. These imple-
mentations include Operating Systems such as Multics (First Multi-level Security
system) [Corbató & Vyssotsky 1965], or more recently FreeBSD (support of Trust-
edBSD [Watson et al. 2003]), Tomoyo Linux [Harada et al. 2004] and Trusted So-
laris8.
Despite OS, several modules (i.e. kernel extension) have been proposed. These mod-
ules include solutions such as SELinux [Jaeger et al. 2003], AppArmor [Bauer 2006]
and Smack (Simplified Mandatory Access Control Kernel) [Schaufler 2008].
Windows Operating Systems incorporates Mandatory Integrity Control (MIC)
[Microsoft 2016]. MIC uses integrity levels and mandatory policies to evaluate access
to objects. Finally, Apple Mac OS X offers a Mandatory Access Control framework
based on TrustedBSD (SEDarwin) [Vance et al. 2007].
However, these Operating Systems have been either abandoned (e.g. Multics) or
target very specific sectors, such as defense, academia, or governance.

Software implementations of DAC : DAC has also been implemented in
many ways. Most modern Operating Systems such as Windows family OS,
GNU/Linux and Apple Mac, but also other Unix-like systems are based on DAC
models. To implement DAC, these systems use either Access Control Lists or
capabilities. Access Control List (ACL) can be defined and managed within
file systems in GNU/Linux and other POSIX-compliant systems. The most
commonly used file systems permissions is based on the notion of modes. Modes
are permissions given to "user" (i.e. the owner of the file or directory), "group"
(i.e. set of members of the file’s group) and "others" (users who are not the
owner of the file or members of the group). Concerning the permissions, modes
embed common actions such as "read", "write" or "execute" a file or a directory.
Such AC policies can be defined in Unix-like systems thanks to the command
chmod. Access Control List (ACL) can also be defined and managed thanks to the
command-line setfacl. This command offers more fine-grained granularity, allow-
ing for instance an administrator or expert to give additional rights to a specific user.

Capabilities have been implemented for many systems and contexts over the
years. For instance, TAHOE-LAFS [Wilcox-O’Hearn & Warner 2008] is a dis-
tributed filesystem that embeds capability concepts to cover the Principle of Least

8A documentation on Trusted Solaris history and features can be found here: http://www.cse.
psu.edu/~trj1/cse544-s10/slides/cse544-lec12-solaris.pdf

http://www.cse.psu.edu/~trj1/cse544-s10/slides/cse544-lec12-solaris.pdf
http://www.cse.psu.edu/~trj1/cse544-s10/slides/cse544-lec12-solaris.pdf
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Authority (POLA). Operating Systems such as EROS [Shapiro et al. 1999] or Coy-
otos [Shapiro et al. 2007] have been implemented to support capabilities. However,
these Operating Systems are quite marginal (for instance, EROS has been proposed
for scientific use only and has never been deployed within companies). Thus, these
solutions are not often used by companies.

2.3.7 General problems of Access Control

Within companies, traditional AC models offer good solutions to restrict access to
resources. However, an employee could retrieve a document from a datacenter and
send this document to an unauthorized collegue. If this user has privileged rights
on her/his computer, she/he will be able to read or write the content of the file,
bypassing de facto the AC policy. Such action will cause an data leak, because an
unauthorized user will have access to information she/he is not suppose to have.
Moreover, the leak will be unnoticed by the company.
Solutions such as Multi-Level Security (MLS) models and capability-based security
can prevent such issue, as the access rights are embedded within the file, preventing
further modifications of the rights if the user does not have the correct capability or
the correct accreditation level. However, MLS and capabilities are not often used in
nowadays companies and software. Indeed, capabilities have been abandoned over
the years for technical and complexity reasons while MLS often targets very specific
sectors.
Concerning the criterions we have previously underlined, Table 2.2 shows that
existing AC solutions do not cover our challenges well. However, while genericity
(C1), coherence (C2) and density (C3) are not covered by most solutions, parts
of the interoperability (C4) and adaptability (C5) problems are covered for all of
them, mostly because AC is a well-known mechanism embedded by default in most
modern Operating Systems. Finally, we have defined reactivity as the ability for a
solution against data leakage to take into account the update frequency of existing
mechanisms (i.e. Access Control mechanisms). Thus, reactivity (C6) cannot be
properly evaluated for AC solutions. However, we underline that these mechanisms
are usually fast when it comes to update frequency.

Solution Type Domain Genericity Coherence Density Interoperability Adaptability Reactivity

ACL AC Academy / Industry

25
25%

75
75%

25
25%

75
75% x

Capabilities AC Academy / Industry

25
25%

75
75%

25
25%

75
75% x

RBAC AC Academy / Industry

25
25%

75
75%

25
25%

75
75%

25
25%

75
75% x

ABAC AC Academy / Industry

25
25%

75
75%

25
25%

75
75%

25
25%

75
75% x

MAC AC Academy / Industry

25
25%

75
75%

25
25%

75
75%

25
25%

75
75%

25
25%

75
75% x

Table 2.2: Coverage of the main AC solutions regarding our underlined challenges.

Now that AC solutions have been presented, we describe the concept of data
leakage.
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2.4 Data Leakage

In this section, we first present the principles of Data Leakage. Then, we discuss the
Data Leak Prevention (DLP) solutions. Finally, we present the concept of Rights
Management.

2.4.1 Principles of Data Leakage

Data leakage has been defined as the accidental or unintentional distribution of pri-
vate or sensitive data to an unauthorized entity. Thus, data leakage differs from data
theft (i.e. intentional distribution of data). Because of its nature, data leakage can
pose several issues for a company, including financial loss, damage of goodwill and
reputation, lawsuits, loss of future sales, exposure of intellectual properties. Virtu-
ally speaking, any type of data can be leaked, as soon at it is considered as sensitive
or valuable. According to [McAfee 2015], data theft have been targeting customers
and employees personal information (e.g. names, email addresses, passwords, credit
card numbers, social security numbers, medical records, phone numbers). Moreover,
intellectual properties and other financial documents have also been targeted.
Concerning the format, the same survey has shown that Microsoft Office documents
(i.e. Excel, PowerPoint, Word) are the dominating format of leaked data (39% of
leaks from internal actors), followed by Plain Text and CSV (Comma Separated
Value) (20%) and PDF (11%). Data leakage can come from 2 different types of
sources: external sources and internal sources.

External sources : When one think of security issues, hackers and thieves often
come in mind. External sources in data leak refer to outsiders (people others than
employees, such as hackers, ancient employees, etc.). These outsiders can have var-
ious motives, such as industrial espionage, fame, profit or grudge. Whatever the
motivation, external sources are difficult to spot and prevent, mostly because the
attackers can use a various set of tools and vectors that are difficult to probe and
monitor. For instance, data exfiltration can be performed through covert channels
(i.e. channels that are not supposed to be allowed to communicate) or social engi-
neering (e.g. identity theft, deception).
[McAfee 2015] has shown that 57% of data leaks that have occurred in 2014 were
caused by external hackers. Other academic research, such as [Hauer 2015], support
these numbers. Indeed, the paper states that approximately 50% of data breaches
reported the same year were caused by outsiders.

Internal sources : Internal sources refer to data leakages caused by the employ-
ees of a company. Studies such as [McAfee 2015] show that roughly 43% of the
data leak incidents of 2014 were internal. The cause of such internal leaks can be
either intentional of unintentional ([McAfee 2015] states that there is a 50%-50%
distribution between intentional and unintentional data leaks). Intentional leaks
can be motivated by numerous factors, including profit or revenge.
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On the contrary, unintentional leaks can be caused by social engineering, lack of
knowledge and awareness, careless publication, incorrect usage of tools, clumsiness,
poor business process or inappropriate handling of documents.

Based on the previous results, we consider that unintentional and internal leaks
represent a non-negligible amount of leaks that could be interesting to tackle.
Indeed, we underline that these leaks can create huge problems for the company
and the employees, especially in terms of credit, reputation and trustworthiness.
Moreover, this type of data leakage can be detected more easily, because they are
usually performed through overt channels. Overt channels have been described
as "the normal and legitimate way that programs communicate within a computer
system or network". [Graves 2007]. Thus, overt channels include all legitimate
communication including network protocols (e.g. HTTP, TCP/IP), messaging
protocols and applications (e.g. Microsoft Communicator, Skype), email and
physical devices (e.g. USB key, hard disk, external hard drive, CD or printers).
For these reasons, we have decided to focus in this thesis on internal and uninten-
tional data leakage.

Now that the main concepts of data leakage have been introduced, real examples
of internal and unintentional data leaks are presented.

Real cases of internal and unintentional Data Leakage : Many examples
can be found concerning data leakage. More specifically, Table 2.2 shows some
examples of unintentional data leaks. As one can see, different types of infrastruc-
tures and sectors can suffer from this problem. Moreover, vectors of communication
can be varied.

In this section, we have described the concept of data leakage, its sources and
its main problems. Among the two types of sources that have been presented,
internal sources embed leaks that are performed within the company. Thus, the
leaks can either be performed intentionally by malicious users, or unintentionally.
Various studies have shown that internal and unintentional leaks represent a non-
negligible amount of leaks. To underline these studies, examples of real internal
and unintentional data leakage have been proposed. Among these examples, the
last one (FDIC) has been detected by security teams thanks to a mechanism called
Data Loss/Leak Prevention (DLP). The main principles of such mechanism are
presented in the next section.

2.4.2 Data Loss/Leak Prevention (DLP)

This section presents the main notions of Data Loss/Leak Prevention (DLP). DLP
solutions have been described in various terms, including Information Leak Detec-
tion and Prevention (ILDP), Information Leak Prevention (ILP), Content Moni-
toring and Filtering (CMF), Content Monitoring and Protection (CMP), Extrusion
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Date Organization Information
2007 An employee transmitted confidential information

U.S. Nuclear on US atomic weapons by email via non-secured
Laboratory networks to members of the board of Los Alamos

National Security
2008 The tax agency mistakenly sent

Norway CDs containing confidential information about
Government nearly 4 millions (i.e. 85%) of Norwegian adults

to nine major media groups.
2011 A file containing the personal information and

evaluations of 298 employees was unintentionally
Sogeti sent by email to these employees. Among

personal information such as salaries and
raise the file included commentaries on

employees performances.
2016 Australian An administrative error from the prime minister’s

Government department revealed a mailing list of 800
addresses that were supposed to be confidential.

2016 A company’s staff benefits vendor mistakenly
Google sent an email containing employee’s sensitive

information to the wrong recipient
2016 Federal Deposit Former employee accidentally made a copy of

Insurance 44.000 customers on a USB drive
Corporation (FDIC)

Table 2.3: Real case of data leakage that have occurred in the last few years

Prevention System (EPS) or Outbound Content Compliance. Nevertheless, DLP
is the most commonly used name. Thus, this name will be used throughout this
dissertation.

a) Definition and types of DLP

In [Shabtai et al. 2012], a DLP has been described as a "system that monitors and
enforces policies on fingerprinted data that are at rest, in-motion or in-use on pub-
lic or private computer/network.". Other definition, such the one proposed by
[Mogull & Securosis 2007], has described DLP solutions as "systems that identify,
monitor, and protect data in-use, data in-motion and data at-rest through deep con-
tent inspection using a centralized management framework". Thus, these definitions
introduce the three notions of data at rest, data in-motion and data in-use.

Data at rest defines all data within computer storage (e.g. databases, hard-
drives). In order to protect data at rest from theft or alteration, security measures
such as encryption and Access Control can be used. One of the main features of
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data at-rest DLP is data discovery. This feature aims at pruning storage in order
to detect if data are located on unauthorized storage. If it is the case, encryption
or destruction of the data can be performed by the DLP.

Data in-use refers to data that are being interacted with. Endpoint systems are
often used to protect data in-use. To do so, agents can be installed on endpoints
(for instance, employees computers). The main goal of these agents is to monitor
users actions and prevent sensitive data from being leaked. Many channels can
be monitored, including shared LAN folders, email attachments, portable storage
devices (e.g. USB Drive, CD/DVD) and applications sandboxing.

Data in-motion refers to data that are sent through a network. This network
can be either internal, like an Intranet, or external, like the Internet. DLP can be
used to monitor and detect unauthorized data transmissions based on commonly
used protocols (e.g. HTTP, instant messaging, email) or unknown protocols thanks
to packets inspection. Technically speaking, a network DLP is often placed between
the internal and the external networks and serve as a proxy which monitors network
traffic.

b) Policy definition

DLP solutions are managed through a centralized server. This server manages both
network and endpoint proxies and is responsible for policy deployment and logging
policy violations. Policies are defined by security experts and administrators. These
policies can be based on the company own specifications or others such as PCI-DSS9

[Gikas 2010]. A policy can be viewed as a set of rules defining "Who can send what
to whom?". Moreover, additional actions can be performed, for instance, "notify the
security expert if the specific data x is sent by user U1". Thus, DLPs are providing
Transmission Control (TC).

c) Data classification

DLPs handle leakage incidents in two main approaches: detective approaches and
preventive approaches.

Detective approaches refer to actions that aim at detecting and taking correc-
tive actions once the leakage is identified. Detective approaches embed three main
domains: content-based inspection, context-based inspection and content tagging.

Content-based inspection : DLP solutions can analyze the content of a doc-
ument with various techniques. These techniques include keywords matching (e.g.
searching for the word "confidential" within a document), regular expressions (e.g.

9Payment Card Industry Data Security Standard : a standard for organizations that handle
credit cards
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searching for a credit card pattern) or document comparison techniques. This last
technique can compare a whole document, or more efficiently, document’s fingerprint
(i.e. pre-generated hashes).

Context-based inspection : Context-based inspection refers to a set of tech-
niques that extract contextual information such as source, destination, size, sender,
file type, timestamp, header/meta-information or format. To do so, explicit filter-
ing of contextual information need to be performed. Thanks to these techniques, a
content-based DLP can for instance prevent specific documents to be sent to specific
destinations.

Content tagging : Tags can be assigned to specific data. For instance,
a "confidential" tag can be affected to a specific document. This affectation
can be manually performed by the owner of the data or by an administrator.
Moreover, processes can be used to automatically tag document thanks to content
or context-based analysis.

Preventive approaches refer to approaches that prevent potential leakage be-
fore they occur. To do so, preventing approaches take measures such as disabling
functions, awareness, encryption and Access Control.

Disabling functions : In this approach, functions that can generate data
leakage or inappropriate use of sensitive data are disabled. These functions include:
copy-paste, sending a document through the network (e.g. email, specific protocols),
blocking devices inputs (e.g. USB key or external storage) or blocking specific
application inputs (e.g. Skype, Microsoft Communicator).

Encryption : As stated in 2.2.1, encryption is the action of encoding messages
or information in such a way that only authorized parties can read it. Thanks to
encryption, DLP policy can force a data to be encrypted and can specify who is
allowed to decrypt it.

Awareness : Awareness refers to a set of techniques that aim at raising the
consciousness level of employees. Such techniques encompass messages that give
advices like "this will cause a data leakage", warn employees (i.e. "a potential leak
is about to occurred") or give general information like "here is the list of the users
you are allowed to send the document to".

Access Control : Finally, Access Control can be used to allow or deny ac-
cess to specific documents. One way to achieve Access Control is to use existing
mechanisms, such as the one presented in 2.3.
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d) Commercial DLP

Unlike Access Control mechanisms, DLP solutions are quite new in the market. In-
deed, since 2006, several larger vendors have bought smaller companies specialized in
data security [ZDN 2007]. Thanks to these buyouts, DLPs technologies have started
to arise since 2008, proposing scalable and business oriented solutions. Nowadays,
the biggest vendors10 are Websense11, Trend Micro12, RSA13, Symantec14, Palisade
Systems15, NextLabs16, McAfee17, Fidelis Security Systems18, Sophos19, CA Tech-
nologies20 and Code Green Networks21. These solutions include core features such
as network, email and storage monitoring.
Moreover, other features such as policy templates (e.g. Symantec, Code Green Net-
works, RSA), encryption (e.g. Sophos, Symantec, Websense, TrustWave) or machine
learning with statistical analysis (Symantec) are also implemented.

e) Academic research on DLP

From the academic point of view, researchers have been focusing on several problems,
including emails leakage protection [Zilberman et al. 2011], network and Web based
protection [Caputo et al. 2009] and misused detection in database [Harel et al. 2010]
[Harel et al. 2012]. Moreover, solutions have been proposed to improve detec-
tion methods by using machine learning [Mathew et al. 2010] [Gafny et al. 2010]
[Li et al. 2015]. Closer to industrial preoccupations, [Alawneh & Abbadi 2008] have
proposed a framework to protect the data shared between collaborative organiza-
tions. Finally, some works have been proposed to tackle privacy [Chae et al. 2015]
or Access Control and confidentiality [di Vimercati et al. 2011].

f) Advantages and drawbacks of DLPs

DLP solutions offer efficient solution against data leakage within companies. Such
solutions propose a way to monitor users actions and take active measures to
prevent unauthorized transmissions. While academic DLP researches try to improve
classification and detection methods, commercial DLP mainly focus on features

10Open-Source solutions also exist, such as OpenDLPhttps://code.google.com/archive/p/
opendlp/

11https://www.forcepoint.com/fr/product/web-filtering/websense-web-filter-security
12http://www.trendmicro.fr/grandes-entreprises/protection-des-donnees/

prevention-des-pertes-de-donnees-integree/
13https://www.rsa.com/en-us
14https://www.symantec.com/fr/fr/data-loss-prevention/
15http://palisadesystems.com/
16https://www.nextlabs.com/press/node-385/
17http://www.mcafee.com/fr/products/total-protection-for-data-loss-prevention.

aspx
18https://www.fidelissecurity.com/
19https://www.sophos.com/fr-fr/press-office/press-releases/2012/03/sophos-dlp.

aspx
20http://www.ca.com/us/products/ca-data-protection.html
21https://www.codegreennetworks.com/
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http://www.mcafee.com/fr/products/total-protection-for-data-loss-prevention.aspx
https://www.fidelissecurity.com/
https://www.sophos.com/fr-fr/press-office/press-releases/2012/03/sophos-dlp.aspx
https://www.sophos.com/fr-fr/press-office/press-releases/2012/03/sophos-dlp.aspx
http://www.ca.com/us/products/ca-data-protection.html
https://www.codegreennetworks.com/
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that reduce the tiresomeness of policy definition. Even if DLP are very good at
protecting sensitive data, they generally have no information about who access
the data and how Access Control is granted. To obtain these information, DLP
can rest on existing protocols such as LDAP22 (e.g. Symantec, McAfee, Websense,
Trend Micro, RSA, NextLabs, Code Green Networks). With such solutions, groups
of users and general Access Control policy can be re-used.
Other solutions such as the one provided by CA Technologies are focusing on
Identity and Access Management (IAM). IAM is the security discipline that
enables the right individuals to access the right resources at the right times for the
right reasons [Gar 2016]. In other words IAM provides a framework to manage
electronic identities. CA Technologies’ DLP provides its own IAM that enforces
data classification based on user attributes and content awareness.
However, main commercial actors tackle the problem with an implementation point
of view. Indeed, these actors are making their solutions compatible with common
applications (for instance, specific implementation of LDAP such as Microsoft
Active Directory), rather than abstracting the problem and proposing a generic
solution. Moreover, this compatibility targets most of the time proprietary and
widely used Access Control and authentication mechanisms, making interoperability
even more complicated for a company using exotic or self-implemented AC model.
Indeed, the company will either have to manually define the Transmission Control
rules or to use a compatible AC solution. In both cases, the company will have
to spend some time adapting and redefining policies. Thus, we consider that DLP
solutions do not handle genericity (C1) well (see Table 2.4). Moreover, DLP
are not designed to tackle coherence and density problem, despite the fact that
higher abstraction such as groups and roles can be defined. Thus, we consider
that coherence problem (C2) and density problem (C3) are partially covered.
Concerning adaptability (C4) and interoperability (C5), DLP are usually imple-
mented to ease the management of the policies and they can be interfaced with
many existing solutions, including Microsoft Sharepoint and Office software (e.g.
RSA, NextLabs, Code Green Networks, Fidelis Security Systems), virtualization
tools such as VMWare (e.g. TrendMicro, RSA) or network oriented services such as
Facebook Messenger, Yahoo! Chat, Skype or Microsoft Office Communicator (e.g.
McAfee, NextLabs, Palisade Systems). Unfortunately, the proposed solutions lack
abstractions and are dependent on a specific implementation, making interoper-
ability challenge (C5) partially covered. Finally, reactivity challenge (C6) cannot
be evaluated, because these solutions are not freely distributed and a licence is
required. However, we underline that reactivity is often highlighted by DLP vendors.

Despite DLPs, other mechanisms can be used to prevent data leakage within
companies. These mechanisms, defined for Rights Managements, are presented in
the next section.

22Lightweight Directory Access Protocol
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Solution Type Domain Genericity Coherence Density Interoperability Adaptability Reactivity

Trend Micro DLP Industry

25
25%

75
75%

25
25%

75
75%

25
25%

75
75%

50
50%

50
50%

50
50%

50
50% ?

McAfee DLP Industry

25
25%

75
75%

25
25%

75
75%

25
25%

75
75%

50
50%

50
50%

50
50%

50
50% ?

Symantec DLP Industry

25
25%

75
75%

25
25%

75
75%

25
25%

75
75%

50
50%

50
50%

50
50%

50
50% ?

Table 2.4: Coverage of the main DLP solutions regarding our challenges.

2.4.3 Rights Management

As stated previously, traditional Access Control mechanisms do not tackle the
problem of data retransmission and usage. To overcome these issues, other
mechanisms have been implemented. Among these mechanisms, Digital Rights
Management (DRM) and Information Rights Management (IRM) have been
proposed. Digital Rights Management (DRM) aims at preventing unauthorized
redistribution of a digital media (e.g. document, music, video) and restrict the ways
consumers can use this content (copy, distribution to others, etc.). DRM solutions
have been developed in response to the increase of online piracy (i.e. redistribution
of copyrighted information over the Internet thanks to peer-to-peer networks). A
DRM embeds mechanisms that prevent copying, specify a time period in which
the content can be accessed or limit the number of devices that can consult the
media. DRM are most commonly applied to media such as video games, audio
CDs, software, movies and ebooks.

Within companies, Information Rights Management (IRM) or Enterprise Digital
Rights Management (E-DRM or ERM) can be used. IRM refers to Rights Manage-
ment technology specifically designed for enterprise documents. Thus, IRM aims at
protecting sensitive information, such as patents, employees personal information or
financial data. In the next subsections, we describe IRM in details.

a) Commercial IRM

Over the last few years, several commercial IRM solutions have been developed.
While a DLP offers a Transmission Control solution, IRM focuses on Usage Control
problematic. To this end, these commercial solutions allow end-users and adminis-
trators to set access permissions to documents in order to decide "what can be done
with the data once it has been accessed and distributed".
The main vendors in the domain are Seclore23, Microsoft24, Covertix25 and EMC26.
Moreover, other solutions such as the one provided by Prot-On27, Vaultize28 or

23http://www.seclore.com/
24https://technet.microsoft.com/en-us/library/dd638140(v=exchg.150).aspx
25http://www.covertix.com/
26http://france.emc.com/enterprise-content-management/information-rights-management.

htm
27https://www.prot-on.com/information-rights-management-software
28http://www.vaultize.com/

http://www.seclore.com/
https://technet.microsoft.com/en-us/library/dd638140(v=exchg.150).aspx
http://www.covertix.com/
http://france.emc.com/enterprise-content-management/information-rights-management.htm
http://france.emc.com/enterprise-content-management/information-rights-management.htm
https://www.prot-on.com/information-rights-management-software
http://www.vaultize.com/
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Digify29 exist. These solutions offer mechanisms to restrict content from unau-
thorized modification, copying, pasting or printing alongside a set of features that
include security audit and governance tools (e.g. Seclore, EMC, Covertix) or en-
cryption (e.g. Seclore, Covertix, EMC, Microsoft).

b) Academic research on IRM

While traditional DRM have been discussed in many papers [?], [Van Tassel 2006],
[Rosenblatt et al. 2001] IRM solutions are less present in the academic domain.
However, a survey on existing solutions [van Beek 2007] exists. Moreover,
other researches target insiders leak problems [Yu & Chiueh 2004], usage tracking
[Yang et al. 2013] and storage efficiency issues [Soliman et al. 2015].

c) Advantages and drawbacks of Rights Management

DRM and IRM offer a way to manage and control the usage of documents with high
granularity. Moreover, such solutions allow documents to remain protected even
when they leave the company, because the authorized / unauthorized actions are
carried out with the documents.
However, DRM and IRM have been criticized for different reasons, includ-
ing privacy concerns [Cohen 2003] [Liu et al. 2003] and legislation problems
[McCullagh & Homsi 2005]. Technically speaking, IRM often requires extra work to
protect existing documents. Indeed, the security (i.e. the usage rules) of a document
needs to be specified and is most of the time defined by end-users that might lack
consciousness to properly define what can be done with the document.

Just like DLP, IRM solutions target specific implementation of well-known and
widely used AC mechanisms, such as Windows ACL or Unix POSIX (e.g. EMC,
Microsoft). From the academic perspective, some solutions have been proposed to
link Access Control and IRM [Bouwman et al. 2008], [Gasmi et al. 2008]. However,
these solutions are quite specific and do not abstract the problem in order to be
as interoperable as possible. Thus, we consider that genericity (C1) is partially
covered (see Table 2.5). Just like DLP, IRM solutions are usually not designed to
take into consideration coherence (C2). However, efforts on higher abstraction level
make the problem of density (C3) partially covered.

Solution Type Domain Genericity Coherence Density Interoperability Adaptability Reactivity

Seclore IRM Industry

50
50%

50
50%

25
25%

75
75%

50
50%

50
50%

75
75%

25
25%

75
75%

25
25%

?

Covertix IRM Industry

50
50%

50
50%

25
25%

75
75%

50
50%

50
50%

75
75%

25
25%

75
75%

25
25%

?

Microsoft IRM IRM Industry

50
50%

50
50%

25
25%

75
75%

50
50%

50
50%

75
75%

25
25%

75
75%

25
25%

?

EMC Documentum IRM Industry

50
50%

50
50%

25
25%

75
75%

50
50%

50
50%

75
75%

25
25%

75
75%

25
25%

?

Table 2.5: Coverage of the main IRM solutions regarding our challenges.

29https://digify.com/

https://digify.com/


34 Chapter 2. State of the art

This specific compatibility tends to be an obstacle for companies that use differ-
ent AC implementations or models, especially if several companies or infrastructures
(e.g. collaborators, other departments) are involved. Moreover, a company with
exotic or self-made AC will have issues linking an IRM with its infrastructure.
Adaptability (C4) is mostly covered thanks to on-the-fly revocation mechanisms.
Finally, interoperability (C5) is also mostly covered, thanks to specific implemen-
tations. Indeed, IRM solutions are compatible with many software (e.g. Office
Suite, Acrobat reader) and file format (.png, .bmp, .jpg). However, the proposed
solutions lack abstraction and are too specific to an implementation to consider
that the challenges are fully tackled. Finally, reactivity challenge (C6) cannot
be evaluated, because these solutions are not freely distributed and a licence is
required. However, we underline that reactivity is often highlighted by IRM vendors.

In the last two sections, we have seen that in order to protect the usage of
a data, Transmission Control and Usage Control mechanisms, such as the one
provided by Data Leak Prevention (DLP) and Information Rights Management
(IRM) can be used. These mechanisms answer the question "who can send what
to whom?" (DLP) and "what can be done with the document once it has been
accessed?" (IRM). However, nowadays solutions suffer from lack of interoperability.
Indeed, even if these solutions can be used with well known applications, networks
protocols or Operating Systems, they lack abstraction and are not easily usable
in exotic or non-standard infrastructures (for instance, a company with self-made
applications and Access Control mechanisms).

To overcome these issues, one solution can be to define a solution that embeds the
concept of Access Control (AC) and Transmission Control (TC) or Usage Control
(UC) in a unified formalism. Such solutions are presented in the next section.

2.5 Unified Access, Transmission and Usage Control
with hybrid solutions

As stated previously, we present in this section the solutions that have been proposed
to mix Access Control, Transmission Control or Usage Control in unified formalisms.

2.5.1 Organization Based Access Control (OrBAC)

OrBAC [Kalam et al. 2003] [Cuppens & Miège 2003] is an extension of RBAC that
details permissions in an implementation independent way. To do so, OrBAC uses
the concept of organization. An organization is an entity that manages a security
policy (for instance, an infrastructure such as company can be considered as an
organization). An OrBAC policy is specified at an organizational (i.e. abstract)
level. Once the policy is defined, a concrete policy is implemented. Thanks to
this approach, the policy expressed in the abstract level can be reused in other
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organizations and contexts.
The concrete level manipulates policies that embed the concept of subjects, actions
and objects while the abstract level manipulates roles, activities and views. OrBAC
being based on RBAC, both models use organizational abstractions to reduce the
complexity of the security rules. In OrBAC, however, a role is a set of subjects
to which the same security rule applies. Similarly, an activity is a set of actions
to which the same security rule applies while a view is a set of objects to which
the same security rule apply. Figure 2.8 gives a representation of OrBAC core
concepts.

Figure 2.8: OrBAC main concepts

Thanks to its high abstraction, OrBAC has been derived in many versions
to tackle different issues including conflict detection [Cuppens et al. 2007a], in-
teroperability and deployment in companies workflows [Ayed et al. 2008], privacy
[Ajam et al. 2010a] [Ajam et al. 2010b], and interoperability [Coma et al. 2008]
[Ajam et al. 2010b].
In [Cuppens et al. 2007b], OrBAC has been modified to tackle the problem of in-
formation flow control and confinement problem [Lampson 1973]. Information flow
control is defined as the action of enforcing flow policies. In other words, it manages
interactions between different components (for instance different users or processes).
Indeed, if an information flows from process A to process B, one has to be sure that
B privileges allow it to have access to this information. Thus, it can be viewed as
a type of Transmission Control, where the information must not be transmitted to
unauthorized components.
From the industrial point of view, SWID30 is a company that uses OrBAC to provide
IRM like solutions thanks to data marking and data protection features.

30https://www.swid.fr/

https://www.swid.fr/
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2.5.2 Usage Control (UCON)

Usage Control (UCON) [Park & Sandhu 2002] [Sandhu & Park 2003]
[Park & Sandhu 2004] has been developed to encompass traditional Access
Control, trust management and Digital Rights Management (DRM). Thus,
UCON improves the traditional Access Control models thanks to the notions of
Authorizations, Obligations and Conditions. These notions are presented below.

Authorizations are functional predicates that have to be evaluated for usage
decision and return whether the subject is allowed to perform the requested rights
on the object. Authorizations can be divided in two parts: pre-Authorization (preA)
and on-Authorization (OnA). Pre-Authorization is performed before granting the
access to a specific user while on-Authorization is performed during the usage session
of a request.

Obligations represent certain actions that need to be completed before grant-
ing permission to requested resources. Obligations are divided in two parts: pre-
Obligation (preO) and on-Obligation (onO). PreO represents a history function
which is checking whether the required activities have been performed or not. OnO
represents predicates that must be fulfilled after the user is granted access to the
required resource.

Conditions are environmental or system-oriented decision factors. Conditions are
also divided in two different sub-parts: pre-Conditions (preC) and on-Conditions
(onC), depending on whether the conditions are needed to be fulfilled before or
after granting access.

Thanks to these concepts (depicted in Figure 2.9), UCON proposes expressivity
and flexibility in order to specify Access Control policies. UCON has been followed
by many works, tackling policy definition [Hilty et al. 2007] or existing enterprise
mechanism enforcement [Gheorghe et al. 2010].

2.5.3 eXtensible Access Control Markup Language - Data Loss
Prevention (XACML-DLP)

XACML31 is a XML standard that defines a declarative and attribute-based AC
policy. Thanks to its fine-grained granularity and expressiveness, complex Access
Control policies can be defined in a simple manner. In October 2014, a new version
of XACML has been proposed. This version, named XACML-DLP32, embeds both
Access Control and Transmission Control in an unified formalism.
Indeed, XACML-DLP "defines standard attribute identifiers useful in such policies,

31https://docs.oasis-open.org/xacml/3.0/xacml-3.0-core-spec-os-en.html
32http://docs.oasis-open.org/xacml/xacml-3.0-dlp-nac/v1.0/csprd01/xacml-3.

0-dlp-nac-v1.0-csprd01.html

https://docs.oasis-open.org/xacml/3.0/xacml-3.0-core-spec-os-en.html
http://docs.oasis-open.org/xacml/xacml-3.0-dlp-nac/v1.0/csprd01/xacml-3.0-dlp-nac-v1.0-csprd01.html
http://docs.oasis-open.org/xacml/xacml-3.0-dlp-nac/v1.0/csprd01/xacml-3.0-dlp-nac-v1.0-csprd01.html
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Figure 2.9: UCON main concepts

and recommends attribute value ranges for certain attributes. It also defines sev-
eral new functions for comparing IP addresses and DNS names, not provided in the
XACML 3.0 core specification". [OAS 2014].
Thus, XACML-DLP can be used within an existing XACML context to define Trans-
mission Control policy.

2.5.4 Hybrid solutions advantages and drawbacks

Mixing AC and TC in common formalisms can be very interesting in terms of
security and usability.
From the security perspective, having a common formalism can help security
experts and administrators to have a better understanding of their policies and be
more efficient, because they will have a unique formalism to manage.
From the usability perspective, having one formalism and language to control AC,
TC and UC perspectives can ease the way an expert is learning and mastering the
formalism and the language. Thanks to that, security experts and administrators
can define and maintain policies in an easier way and use the time they have saved
in other tasks.
However, "hybrid" solutions such as the one provided by OrBAC, UCON or
XACML-DLP also suffer from interoperability problems. Indeed, in order to set
one of these solutions in an existing company environment, one will have to learn
the new paradigm and redefine the existing Access Control policies (except if the
existing ACs are based on XACML and the chosen solution is XACML-DLP).
Moreover, the TC or UC part of the policy will still have to be defined as well,
inducing time and fatigue that can lead to potential mistakes, incoherence and
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security issues. For these reasons, we have considered that most of our challenges
are partially covered by these hybrid solutions. Indeed, Table 2.6 shows that
XACML-DLP and UCON are not very interesting to tackle problems such as
genericity (C1), coherence (C2) and density (C3). However, OrBAC offers a good
coverage for most challenges (including C4 and C5). Unfortunately, OrBAC does
not tackle coherence between paradigm (C2) and density problem (C3) well. In
addition, we underline that the complex concepts and the large amount of published
papers can discourage a company to use UCON and OrBAC.

Finally, hybrid solutions often take into account reactivity concerns. Thus, we
consider the challenge (C6) as covered by these solutions.

Solution Type Domain Genericity Coherence Density Interoperability Adaptability Reactivity

XACML-DLP Hybrid Open-Standard

25
25%

75
75%

25
25%

75
75%

25
25%

75
75%

50
50%

50
50%

50
50%

50
50% 00%100100%

UCON Hybrid Academy / Industry

50
50%

50
50%

25
25%

75
75%

25
25%

75
75%

50
50%

50
50%

75
75%

25
25% 00%100100%

OrBAC / SWID Hybrid Academy / Industry
75

75%
25
25%

50
50%

50
50%

50
50%

50
50%

75
75%

25
25%

75
75%

25
25% 00%100100%

Table 2.6: Coverage of the main hybrid solutions regarding our challenges.

2.6 Conclusion

In this chapter, we have first presented Access Control (AC). This mechanism aims at
defining "Who can access what" and has been proposed within computer systems in
the last 50 years. However, current AC models are not efficient against data leakage,
a specific type of security issues that can disclose sensitive information and generate
major issues for a company. To prevent data leakage, a company can use Data
Leak Prevention (DLP) or Information Rights Management (IRM). These solutions
offer great features to provide Transmission Control (TC) and Usage Control (UC).
While TC defines "who can send what to whom", UC defines "what can be done with
the data once it is accessed". However, DLP and IRM lack abstraction and suffer
from different issues, including interoperability. Indeed, by using a traditional AC
model and a DLP or an IRM, a security expert or administrator will have to define
different policies in different paradigms and languages, which can be tiresome and
hard to manage, especially within companies with many employees and resources.
To overcome these issues, hybrid solutions can be used. These solutions propose to
merge AC and TC/UC policies into a unified formalism. The proposed solutions
are interesting, but by using them, a company will have to redefine its existing AC
policies in a quite complex formalism. Moreover, errors and mistakes can be created
during this redefinition, inducing potential data leaks. Finally, the TC policies will
still have to be implemented, inducing time-consumption, tiresomeness and also
potential coherence problems.
Based on the challenges we have proposed, we have been able to determine that
existing solutions do not completely cover our problem (see Table 2.7). Thus, we
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aim at proposing our own model to take on these challenges. This model is described
in the next chapter.
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In this chapter, we present our contribution in details. As stated previously, our
objective is to take on the underlined challenges presented in the previous chapter.
To this end, we first present our model by introducing the formalisms we have used
to define AC and TC policies. Then, we give implementation details on the proof
of concept we have developed.

3.1 Model presentation

In this section, we present our model in details. To do so, we first present a mecha-
nism that aims at generating TC policies based on existing AC rules and the notion
of coherence. Then, we present the inferences mechanisms we have defined to re-
duce the density of the generated TC policies. Finally, we introduce the notion of
Hypermatrix and the reporting mechanism.
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3.1.1 Access Control representation

In previous chapters, we have underlined that existing solutions lack genericity,
forcing a company to redefine its existing AC policies if it wants to use a DLP
solution. To overcome this issue, we aim at defining a simple and generic meta-model
that can represent commonly used AC models. To this end, we use the common
representation of AC (subject, object, action). However, we discard permissions
because we consider our meta-model as closed (i.e. we only represent the rules that
are authorized). Thus, if an existing rule in the company states that a subject
cannot perform an action, this rule will not be represented in our meta-model,
and thus it will be considered as unauthorized. We have used the concept of closed
system in order to reduce the total number of generated rules. However, we consider
that the policies within the company are not contradictory (i.e. we consider that
there is no rules saying that a subject can and cannot do something at the same
time). Concerning the remaining notions (subject, object and action), we have
enhance them with parameters, allowing our meta-model to represent these notions
in many ways. For instance, a subject can be represented by a name, a role, a
level of accreditation, a location, etc.. This principle can also be applied to objects
and actions. Thanks to this simple mechanism, we consider that many AC rules
can be represented. However, to transform the existing AC rules in our model, we
underline that a specific mechanism (a script for instance), needs to be implemented.
We empathize that this can be time-consuming for an administrator, however, we
consider that it is less tiresome that having to define the existing AC rules in another
formalism.

a) Existing generic Access Control models

Genericity in Access Control has been discussed in previous works,
such as [Barker & Stuckey 2003], [Barker 2009], [Slimani et al. 2011a] and
[Stepien et al. 2012]. These formalisms offer a great way to represent Access
Control models. However, they can be quite complex, especially for technician
(such as administrators) and non-mathematicians or company’s employees (such as
security experts). Indeed, we have informally asked administrators to evaluate the
aforementioned models. Results have shown that these models have been considered
them as complicated and not very practical. Thus, we have been inspired by these
works and have proposed an easily comprehensible formalism to describe Access
Control. Details on this formalism are given below.

b) Access Control List

Just like a traditional ACL, our model represents a policy as a set of rules (3.1). A
rule is composed of 3 fundamental things: a Subject, one or several Actions and a
Resource (3.2).
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GenericAC =< σ1, σ2, ..., σn >,∀σ ∈ Rules (3.1)

σ = {s,< a1, a2, ..., an >, r}, s ∈ Subject, ai ∈ Action, r ∈ Resource (3.2)

Subjects, Actions and Resources are subsets of Entity (3.3). In our model, an
entity is represented by an identifier (for instance a name) and a set of attributes
(3.4). An attribute represents for instance a position (ex: role="CEO") or a security
level (ex: securityLevel = "confidential"). An identifier must be unique (3.5).

{Subject, Action,Resource} ⊂ Entity (3.3)

entity = {identifier,< att1, att2, ..., attn >, }atti ∈ Attribute (3.4)

∀ei, ej ∈ Entity, ei(identifier) 6= ej(identifier) (3.5)

Our model represents an attribute as a pair of key/value (3.6). For a particular
entity (ex: subject "Leslie"), two attributes cannot have the same key (3.7).

att =< key, value > (3.6)

∀(atti, attj) ∈ Attribute2, atti(key) 6= attj(key) (3.7)

Moreover, duplicates (i.e. two identical rules) cannot be contained in the same
generic ACL (3.8).

∀σ1 ∈ GenericACL,
6 ∃σ2 ∈ GenericACL/s1 = s2 ∧ r1 = r2,

s1, s2 ∈ Subject, r1, r2 ∈ Resource
(3.8)

ACL representation : Like any ACL, our generic ACL can be represented as a
two-dimensional matrix where rows represent the subjects and columns represent
resources. The row/column intersections represent the action that can be performed
by a particular subject. Figure 3.1 represents such matrix.

Model genericity : With our formalism, we consider that several traditional AC
policies can be represented. Indeed, our formalism can easily represent traditional
ACL (our formalism is an ACL, with the ability to add any number of parameters
to subjects, actions or resources). Moreover, the notion of group in RBAC can be
represented as well. In this case, a parameter "group", will be set to subjects. For
instance, the following RBAC implementation rules:
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Figure 3.1: Graphical representation of a generic ACL.

//RBAC Implementation
name: "prof"

description: "Group of profs"
permission_grants:

resource_uid: "/path/foo"
permission_types: "read"

can be represented in our formalism as follows:

//Equivalent Generic AC rules
r1: {{Paul, prof}, <R>, {doc1,"/path/foo"}}
r2: {{Paul, prof}, <R>, {doc2,"/path/foo"}}
r3: {{Jean, prof}, <R>, {doc1,"/path/foo"}}
r4: {{Jean, prof}, <R>, {doc2,"/path/foo"}}

Indeed, every subject in the set "prof " will be able to read every resources in
directory foo. In our case, Jean and Paul are professors, and directory "foo" contains
2 resources.

Finally, more complex rules, such as the ABAC rule: "every security expert can
access and modify documents marked as confidential" can also be represented. This
rule is equivalent to an enumeration of rules (i.e. Cartesian product) among set
"security experts" and the set containing all documents marked as confidential. A
visual representation of such transformation is depicted in Figure 3.2. We underline
that the notion of context (for instance, environment conditions in some ABAC
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policy) or more complex RBAC notions, such as hierarchical group cannot be easily
described by our formalism. However, future works aim at enhancing our model to
easily provide such expressiveness.

Figure 3.2: Link between the ABAC rule "every security expert can access and
modify documents marked as confidential" and the generic AC rules in our formalism.

Model advantages and limitations : As stated previously, our model offers a
simple and understandable way to represent traditional AC controls. indeed, based
on our formalism, several notions, such as roles or attributes can be represented, al-
lowing a security expert or administrator to represent its existing policies. However,
our model lack several things. First of all, it cannot describe contextual information,
such as temporal (date, years, moment of the day, etc.) or material (devices, IPs,
etc.) information. Moreover, we have considered our model as closed, which means
that only the authorized access are represented. Thus, part of the information is
destroyed. Indeed, by taking a look at the generated generic AC rules, it is not
possible to determine if the existing AC embeds a rule saying that "Ann cannot
access the document A" or not. However, these limitations can be considered by
modifying the meta-model. Such modifications are discussed in the chapter 5.

Now that the vocabulary used by our generic AC model has been presented, we
describe in the next subsections our TC representation.

3.1.2 Transmission Control representation

Transmission Control represents "Who can send what to whom?". To answer this
question, our model embeds the concept of Transmission Control List (TCL). A TCL
represents the transmissions and actions that can be performed by subjects that
already have an access to a resource in the AC policy. Thus, the TCL represents the
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exchanges that can be performed on authorized subjects. This subsection describes
this concept in details.

a) Transmission Control List (TCL)

Transmission Control List can be described as a set of transmissions regarding one
resource (3.9). Thus, a TCL is always related to at least one resource.
In terms of access and retransmission, two resources are equivalent if and only
if they share the same set of transmissions (3.10). A transmission embeds the
following elements: a source subject (i.e. the sender), a destination subject (i.e. the
receiver), the actions of the sender and the receiver (e.g. read, write, execute) and
a transmission type (3.11).

∀tcl ∈ TCL,
tcl = {r,< τ1, ..., τn >}

r ∈ Resource, τi ∈ Transmission
(3.9)

∀r1, r2 ∈ tcl
r1(< τ1, ..., τn >) = r2(< τ1, ..., τn >)

(3.10)

τ =< sender, receiver, senderActions,

receiverActions, transType >,

sender, receiver ∈ Subject,
senderActions, receiverActions ∈ Actions,

transType ∈ TransmissionType

(3.11)

Transmission Types : A transmission between a sender and a receiver is referred
as a transmission type. A transmission type represents if a transmission is autho-
rized (TRANSMISSION_AUTH) or denied (TRANSMISSION_DEN).
Transmission types have the property of completeness, which means that a trans-
mission must contain one and only one transmission type (3.12). In order to ease
the readability of the examples presented in this thesis, we have considered as irrel-
evant the case where a subject send a resource to herself/himself. Thus, a special
transmission type will be used in the examples (represented as ’-’) instead of a
TRANSMISSION_AUTH.

∀τ ∈ Transmission
∀transType ∈ TransmissionType

∃τ(transType)/Card(τ(transType)) = 1

(3.12)
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TCL Representation : A two-dimensional matrix can also be used to represent a
TCL. In this matrix, rows represent senders while columns represent receivers. Inter-
sections represent the transmission types (for instance TRANSMISSION_AUTH)
between the sender and the receiver. We underline that actions of senders and re-
ceivers are also conserved in a TCL, due to the formalism defined in (3.11). A TCL
matrix can also be mapped to a graph, where vertices represent transmission while
each subject is represented by a node. Graphical representation of a TCL and its
corresponding graph are depicted in Figure 3.3.

Figure 3.3: Graphical representation of a TCL and its graph. Inside the matrix,
rows represent senders and columns represent receivers, while intersections represent
the transmission type.

3.1.3 Coherence definition

Our objective is to generate coherent TCLs based on existing ACL. Now that both
ACL and TCL have been defined, we present the notion of coherence.

a) Existing works on security policies coherence

Some works have been proposed to tackle incoherences. For instance,
[Autrel et al. 2008] is a tool that can generates OrBAC rules. One of its features
is to detect incoherences between OrBAC rules. Other works, such as Margrave
[Nelson et al. 2010] can also detect contradictory rules. Magrave supports many
standard configuration input languages, such as XACML. However, these tools do
not detect incoherences between Access Control and Transmission Control policies.
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Thus, we have defined such mechanism. This mechanism is described in the next
subsections.

b) Coherence principles

To formalize coherence, we have defined 2 principles:

• Principle P1: If a subject can do certain actions on a resource in the ACL
(such as read, write or execute), she/he will have the exact same actions in
this resource TCL (3.13).

• Principle P2: If a resource can be accessed by x subjects in the ACL, the
exact same x subjects will be present in this resource TCL (3.14).

P1 : ∀s ∈ genericAC,∃s ∈ tcl
s ∈ Subject

acl ∈ genericAC, tcl ∈ TCL
(3.13)

P2 : ∀res ∈ genericAC, res ∈ Resource,
SubjectsSetα = SubjectsSetβ

SubjectsSetα = {sub ∈ Subject|∃σ, σi(s) = sub ∧ σi(r) = res}
SubjectsSetβ = {sub ∈ tclres}

r ∈ Resource, σ ∈ genericAC, tcl ∈ TCL

(3.14)

Thus, coherence C between an ACL and a specific TCL is true if and only if P1
and P2 are true (3.15).

C ⇒ P1 ∧ P2 (3.15)

While generating TCL based on existing AC policies, the coherence is respected
by construction. However, we will see further in the dissertation that incoherence
can appear while AC or TC are modified after their generation.

3.1.4 Generation Mechanisms

This subsection presents the main parts of the generation mechanism. This mecha-
nism aims at transforming existing ACL into TCLs.

Creation of the TCL structure : In order to create the general structure of
TCLs, the mechanism starts by retrieving all resources described within the ACL.
We underline that in order to be coherent, this generation mechanism needs to fulfill
the principles P1 and P2 defined previously. To do so, the generation mechanism,
depicted graphically in Figure 3.4, works as follows: for each resource, the mecha-
nism retrieves every subject that has an explicit access right to a resource (we call
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such subjects "marked subjects"). Then, the mechanism creates the general struc-
ture of the matrices (one matrix per resource) by adding for each row and column
the marked subjects as sender and receiver. We underline that the size of the TCL
depends on the number of marked subjects. Indeed, a resource that can be accessed
by many subjects in the ACL will generate a bigger TCL than a resource with fewer
marked subjects. Whatever the accessibility, the number of marked subjects will
always be the same in the generic AC and in the corresponding TCL, thus respect-
ing the principle P2. Once the general structure of the TCL is defined, actions are
copied without any modification in order to respect the principle P1.

Figure 3.4: Graphical representation of the generation mechanism.

By default, each marked subject can send and receive a document to/from an-
other marked subject. Thus, the TCL matrix can be automatically filled with
TRANSMISSION_AUTH. However, we consider that a security expert or adminis-
trator can be willing to deny access or specify security properties to a transmission
(for instance, deny the transmission for interns). To this end, we have broaden the
concept of transmission types with the security properties defined in 3.1.2. Thus,
security properties, such as confidentiality (TRANSMISSION_CONF) or integrity
(TRANSMISSION_INTEG) can be specified.
In order to allow a security expert to easily specify these transmission types, we
have formalized the concept of Mapping Rules (MR).

Mapping Rules : As stated previously, we aim at providing a way for the ad-
ministrators and experts to define specific transmission types. To do so, we have
defined Mapping Rules (MR). A MR can be represented as a function that takes
parameters of a sender, actions, receiver and resource and returns a transmission
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type (3.16).

f(sender, senderAction, receiver,

receiverAction, resource)

→ type

type ∈ TransmissionType

(3.16)

The mechanism that fills the matrices works as follows: for each intersection of
the TCL matrix (i.e. each row/column intersection), our mechanism retrieves all
the parameters that concern the sender, the receiver, the action of the sender, the
action of the receiver and the resource, then output a transmission type depending
on the Mapping Rules that are applied. This transmission type is then applied for
this transmission. This mechanism is graphically represented in Figure 3.5.

To express Mapping Rules such as "if the resource is docB, the transmission
must be confidential", we have defined a meta-language, called Mapping Rule Syntax
(MRS). This meta-language is defined below.

Figure 3.5: An example of the Mapping Rule concept.

Mapping Rules Syntax (MRS) : MRS is based on three different concepts:
targets, operators and inputs. A target can be formalized as an entity and an
element (3.17). An entity can be a sender, a receiver, an action of the sender, an
action of the receiver or a resource (3.18). An element can be represented as an
entity identifier (ex: "Ron"), a parameter key (ex: "role") and a parameter value
(ex: "manager")(3.19).
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target = (entity, element) (3.17)

entity = {sender, receiver,
senderAction, receiverAction, resource}

(3.18)

element = {identifier,
parameter(key), parameter(value)}

(3.19)

MRS uses two types of operators: arithmetic operators and logical operators (3.20):

arithmeticOperator = {=, 6=, <,>,≥,≤}
logicalOperator = {∨,∧}

(3.20)

Finally, the last component of MRS is the input, which is just a String (i.e. any
word in the alphabet A) (3.21).

input ∈ A∗ (3.21)

Thanks to the previous definitions, security experts can define two types of rules:
comparative rules and specific rules. A comparative rule is composed of a target,
an arithmetic operator, another target and a resulting transmission type (3.22):

comparativeRule = senderTarget,

arithmOp, receiverTarget→ type

senderTarget, receiverTarget ∈ Target
arithmOp ∈ ArithmeticOperator

type ∈ TransmissionType

(3.22)

Comparative rules can be used to provide predefined and generic patterns to
security experts. For instance, a generic rule could be that "you cannot send a
resource to someone with a lower accreditation level than yours". As an example, if
we consider that subjects have a parameter "level" describing accreditation levels,
the previous generic rule will be:

rule1: (sender, level) > (receiver, level) → TRANSMISSION_DEN

This generic rule will then be applied to all row/column intersections, for all
generated TCLs structures. However, generic rules can be too restrictive. In order
to provide fine-grained rules, one can use specific rules. A specific rule is defined by
a target, an arithmeticOperator and an input (3.23):

specificRule = senderTarget,

arithmOp, input→ type
(3.23)
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Specific rules are used to define specific conditions on specific parameter values
(for instance, action = "Read" ). For instance, a specific rule such as "deny the
transmission if the receiver is Ann" will be represented as follows:

rule2: (receiver, identifier) = "Ann" → TRANSMISSION_DEN

Moreover, conditions can be combined with logical operators to express more
complex rules. For instance, the rule specifying that "if Garry sends document
docZ.pdf to a developer, the transmission is authorized" can be represented as:

rule3:
(sender, identifier) = "Garry" ∧
(resource, identifier) = "docZ.pdf" ∧
(receiver, identifier) = "developers" → TRANSMISSION_AUTH

By using several conditions, one can express complex and powerful rules.

a) Representation of additional information

Based on the TCL formalism, additional information can also be represented. These
information can provide safeguard mechanisms for resource usage and retransmis-
sion. These computed information, called node types and capabilities, are presented
below.

Node Types : A node type represents the type of node a subject can be. Node
Type comes in 9 flavors, depicted in Figure 3.6. Graphically speaking, the nodes
are represented by two symbols: the inner circle and the outer circle. The inner
circle represents the total number of incoming edges (i.e. how many subjects can
send the resource to a specific node). The outer circle represents the total number
of outgoing edges (i.e. how many subjects the resource can be sent to). Figure
3.7 shows how the inner and outer circles can be composed to represent a node
type. As an example, graph in Figure 3.8 shows that Joe can receive the resource
from everyone while he cannot send it to anyone. Thus, Joe has a "full blackhole"
node type for this particular TCL.

Capabilities : In the ACL, subjects can perform one or more actions over re-
sources. In the TCL representation, we introduce the concept of capability. As
stated in related works (2.3.5), capabilities are token possessed by users that allow
them to perform actions. In our model, a capability is the combination of an ID, an
action (ex: "Read"), a node type (ex: "full blackhole") and a list of resources the
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Figure 3.6: Graphical representation of the different node types.

Figure 3.7: Construction of the graphical representation of the node types depending
on the number of incoming and outgoing edges (n being the total number of marked
subjects without considering the specific node).

capability is applied to (3.24):

Capability = identifier, action, nodeType,

< res1, res2, ..., resn >

action ∈ Actions, nodeType ∈ NodeTypes
∀resi ∈ Resources

(3.24)

Thus, a capability represents what a subject can do in terms of Access Control
(i.e. actions) and in terms of Transmission Control and Usage Control (i.e. node-
Type). A subject can have several capabilities for a particular resource, but each
of her/his capabilities will have the same node type for this resource. For instance,
subject Carol for the matrix in Figure 3.3 will have the following capabilities:

Carol = {<001, Read, normal, docA> , <002, Write, normal, docA>}

If Carol can also access resource docB with Read permission and she can receive
it from everyone else, but cannot send it to anyone, she will have the following
capabilities:
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Figure 3.8: An example of some node types within a graph.

Carol = {<001, Read, normal, docA> , <002, Write, normal, docA> <003,
Read, full_blackhole, docB> }

Thanks to this representation, our model represents capabilities as the type of
Access Control and Transmission Control subjects can perform over resources.

Node types prevent resource propagation inside an infrastructure. Indeed, by
giving or removing capabilities to subjects, a company can prevent a subject to
retransmit a document by giving her/him a node type that can or cannot send the
resource (for instance a single blackhole or a full blackhole). Thus, we consider
that this mechanism covers some concerns of Usage Control, in the sense that our
capabilities can describe what can be done with the resources once they are accessed.
Now that the main concepts of our model have been introduced, we present our
inferences mechanisms in details.

3.1.5 Inference mechanisms

We have considered in our research that density (i.e. having policies that manage
many entities) can be tiresome for security experts and administrators. Moreover,
we have seen in the previous section that our generation mechanism generates many
TCLs. Indeed, for every resource contained in the generated ACL, a corresponding
TCL is generated. To overcome this issue, we provide inferences mechanisms that
can detect similarities between subjects and resources. Thanks to these inferences,
resources and subjects are clusterized, reducing de facto the numbers of TCLs and
the density of capabilities sets that are managed. In this section, we first present
some existing works that tackle policies density and complexity. Then we describe
the inferences mechanisms we have implemented to solve the problem of density.
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a) Existing works to reduce the density

In chapter 1, we have defined density as the ratio between the total number of rules
and the number of subjects and resources managed by these rules. We have hypoth-
esized that density can increase the complexity and the tiresomeness of the policy
management. Historically speaking, notions such as groups and roles have been
implemented to reduce this tiresomeness, followed by other works that are mainly
focusing on the estimation of the complexity [Jeager 2001] and the complexity de-
cision [Morisset & Zannone 2014]. Finally, other works have been proposed to infer
AC policies thanks to machine learning techniques [Le et al. 2015]. However, this
work is interesting but Web oriented and only based on RBAC.

b) Resource similarities

To reduce the density, we aim at putting together similar entities. To do so, we first
introduce the resource similarity mechanism. This mechanism is able to clusterize
resources that have similar TCLs.

Principle : Two resources are similar if they can be accessed and retransmitted
by the same subjects, in the exact same way. In other words, two resources are
similar if their TCLs are identical.

Resource Cluster (RC) : A resource cluster can be described as an identifier
and a set of resources that share TCLs that are similar (3.25).

ResourceCluster = {identifier,< res1, ..., resn >, tcl}
/res1(tcl1) = res2(tcl2) = ... = resn(tclm)

∀resi ∈ Resource
tclj ∈ TCL

(3.25)

A resource can be in one and only one RC (3.26), and the identifier must be
unique (3.27):

∀r ∈ Resource
∃!i ∈ N/r ∈ rci

rc ∈ ResourceCluster
(3.26)

∀rci, rcj ∈ ResourceCluster,
rci(identifier) 6= rcj(identifier)

(3.27)

To create a Resource Cluster, our inference mechanism takes all generated TCLs
and compares them with each other. If several resources share identical TCLs, a
Resource Cluster (RC) is created and these resources are put in the cluster. Then,
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Figure 3.9: An example of the resource similarity mechanism. Here, docA and docC
have similar TCLs.

one TCL is linked to the RC while the other similar TCLs are destroyed. In the
case where a resource does not have a match, a singleton RC (i.e. a set containing
only one element) is created. Figure 3.9 shows the resource similarities in a more
graphical way. In this example, a resource cluster (RC1) is created and both re-
sources are affected to this cluster. Then one of the TCL is affected to the cluster
while the other is destroyed. On the contrary, DocB does not share similarities with
other resources. In that case, this resource is affected to a singleton RC (RC2). As
it can be seen, this mechanism will have 2 TCLs (one per RC) instead of 3 (one for
docA, docB and docC).

c) Subject Similarities

Our model embeds capability concepts, allowing subject’s actions to be described
as a set of capabilities. Thanks to this representation, subjects can be compared
and clustered thanks to our subject similarity mechanism.

Principle : Two subjects are similar if and only if they can access and retransmit
the exact same resources in the exact same way. In other words, two subjects are
similar if they have the exact same capabilities set.

Subject Cluster (SC) : A subject cluster can be described as an identifier and
a set of subjects that share the same capabilities sets (3.28).

SubjectCluster = {identifier,< sub1, ..., subn >}
/sub1(setOfCapabilities) = sub2(setOfCapabilities)

= ... = subn(setOfCapabilities)

∀subi ∈ Subjects

(3.28)
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Figure 3.10: An example of the subject similarity mechanism (to facilitate
the reader’s understanding of the mechanism, "-" symbol has been replaced by
T_AUTH)

A subject cannot be in more than one SC (3.29) and each identifier is unique
(3.30). Moreover, if a subject is the only one that can access a certain set of resources
in a certain way, this particular subject will be put in a singleton cluster.

∀s ∈ Subject
∃!i ∈ N/s ∈ sci

sc ∈ SubjectCluster
(3.29)

∀sci, scj ∈ SubjectCluster,
sci(identifier) 6= scj(identifier)

(3.30)

To create a subject cluster, our mechanism compares every subject with each
other and detects if they share the same set of capabilities. Figure 3.10 presents the
concept of subject similarity mechanism in a graphical way. In this example, Chris
and Ann can access and retransmit all resources in the exact same way (and thus,
have the same capabilities). Thus, the mechanism creates a subject cluster (SC2),
and put both subjects in it. Other subjects, such as Leslie and Tom, does not share
similarities. For these reasons, they are affected in singleton clusters (SC1 and SC3).
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3.1.6 Coherence between AC and TC policies after modifications

Now that the concept of Clusters has been introduced, we can describe the mech-
anism that keep the coherence between AC and TC. Indeed, in previous sections,
we have seen that generated TCLs are coherent by construction with AC thanks
to the principles P1 and P2 defined in (3.13) and (3.14). However, if the ACL or
one of the TCLs are modified afterwards, incoherences can appear. For instance, if
a new subject is created and manually added in a TCL, she/he will not be in the
ACL, violating de facto the first principle P1. Secondly, if an existing subject has
new capabilities, the corresponding TCLs will have to be modified or the second
principle P2 will be violated. To cover this problem and maintain coherence, we
introduce in this section a mechanism that keeps coherence of AC and TC policies
even when one of them is modified.

a) Operations that can modify the coherence

AC operations : After the generation of the TCLs, modification of the company’s
existing AC will change the generic ACL. These modifications can create incoherence
between the TCLs and the ACL. For instance, adding a new AC rule targeting a
new resource will create a new TCL. Moreover, adding a new AC rule targeting
an existing subject will modify this subject’s capabilities. Finally, deleting an AC
rule will modify a TCL (suppression of a row/column, modification of a subject
capability, etc.).

TC operations : Because our TC paradigm embeds clusters, Access Control (such
as Read) and Transmission Control (such as an authorized transmission "TRANS-
MISSION_AUTH"), we assume that security experts or administrators would like
to manage their policies from the TC perspective rather than from the AC perspec-
tive. To do so, our model allows the following operations:

• Create a new subject and add her/him to a specific SC Subject Cluster (SC),

• Create a new subject by giving a set of capabilities,

• Modify a subject’s capability,

• Move a subject from a subject cluster to another,

• Delete an existing subject,

• Create a new resource and add it to a specific Resources Cluster (RC),

• Create a new resource by giving a set of capabilities,

• Delete an existing resource.

These operations offer security experts or administrators a way to maintain and
update their Transmission Control policies in a quite easy way. But, applying modi-
fications on subjects or resources can impact both AC and TC realms. Indeed, from
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the TC point of view, an action (such as creating a new subject) can modify the
structure of a TCL.
Thus, our coherence model automatically adapts one realm when the other is mod-
ified. The following subsections give details on this mechanism.

b) Coherence mechanism - From AC to TC

In order to have a better understanding of the coherence mechanism, let us take
two examples. First of all, imagine that a security expert decides to modify the
existing AC by adding a new rule that will modify the generic ACL. As our AC
generic model states, the new rule is a combination of a subject, a list of actions,
and a resource (see (3.2)). The resource targeted by this new rule can either be an
existing one, or a new one.
In the case where it is a new one, a new TCL will be generated. This new TCL can
either be identical to a previously generated TCL, or different. In the case where
the TCL is different from any other TCL previously generated, the mechanism will
generate a new RC, attach the new TCL to it and put the resource in the new
cluster. However, if the generated TCL is equivalent to an existing one, only the
resource will be added in the corresponding RC and the new TCL will be destroyed.
In the case where the new rule targets an existing resource, this rule can modify
the TCL by adding a new marked subject or by modifying an already marked
subject capability. In this case, the AC rule will modify the TC realm. Indeed, the
corresponding TCL will be modified (for instance, in the case of a new subject, a
new row and column will be added to the TCL). These modifications will cause the
following cascade effect:

• Resources Cluster readjustment : the resource targeted by the new rule
will probably not be in the same RC anymore (because of TCL modifications).
Readjustment needs to be done in order to re-affect the resource. This re-
affectation can either be in an existing RC (if the new TCL is equivalent to
an existing one), or in a new singleton RC.

• Subject capabilities updates: if the new rule is targeting an existing sub-
ject, there is a good chance that her/his capabilities will change, inducing an
update of her/his capabilities set.

• Subjects Cluster readjustment : because of the subject capabilities up-
date, subject membership of an existing SC can become inadequate. A read-
justment is thus necessary in order to re-affect the subject in another SC. This
SC can either be an existing SC (i.e. one SC where subjects share the exact
same set of capabilities) or a new one (if no other subjects have the exact same
capabilities set).

An example of such cascade effect is depicted in Figure 3.11.
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Read 
AC rules

rule_1:Tom, read, video.mpeg
rule_2: Andy, read, video.mpeg
rule_3: Abbie, read, video.mpeg
rule_4: Tom, read, music.mp3
rule_5: Andy, read, music.mp3
rule_6: Abbie, read, music.mp3

1) new rule:
« Abbie, execute, prog.exe7»

TCL for 
prog.exe

Execute

TCL for 
RC1

TCL for 
prog.exe

2) prog.exe does not exist, 
a new TCL is created

3) prog.exe TCL is different from 
the other TCLs, a new RC for 

prog.exe is created

4) Abbie does not have the exact same 
capabilities set anymore, a new SC is 

created and Abbie is removed from SC1

SC1

SC2

RC1

RC2

Figure 3.11: An example of the coherence mechanism when a new AC rule is added.

c) Coherence mechanism - From TC to AC

As stated previously, we have assumed that because of the higher abstraction of
our TC model, security experts and administrators can be willing to directly use
TCLs in order to manage security. Nevertheless, modifications in the TC realm will
induce incoherences between TC and AC. Indeed, imagine that a security expert
decides to use our TC model to create a new subject and put it in an existing SC.
Thanks to her/his membership to this SC, the new subject will have the same set
of capabilities than the other members of the SC (for instance, the ability to Read-
Write docA.pdf and to send it to some other marked subjects). However, there is
no trace of this subject in the existing generic AC (or in the company’s existing
AC policies). For this reason, the coherence principles will be violated. Thus, this
incoherence must be corrected. To do so, our coherence mechanism automatically
generates the corresponding AC rules and add them to the existing AC policies, in
order to keep coherence between the two realms (see. Figure 3.12). Finally, we
underline that a mechanism has to apply these changes to the company’s existing
AC policies.

3.1.7 Mechanisms to tackle the adaptability problem

In this section, we present the mechanisms we have defined to cover the adaptability
problem. As stated previously, we define adaptability as the ability for our model
to easily modify the overall policies, especially in case of emergencies. To tackle this
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1) Creating the subject Donna 
and put her in SC1

AC rules
rule_1:Ron, read, doc.txt
rule_2: Tom, read, doc.txt
rule_3:Ron, read, pix.png
rule_4: Tom, read, pix.png

rule_5: Donna, read, doc.txt
rule_6: Donna, read, pix.png

SC1

Read 

3) RC1 TCL must be modified. 
Here, a new row and column 

with Donna is added and filled 
in the exact same way than 

Ron and Tom ones

2) Donna will inherit 
the same capabilities 
than SC1 members

4) AC rules concerning Donna
are generated thanks 
to her capabilities set

RC1

TCL for 
RC1

Figure 3.12: An example of the coherence mechanism when the operation of creating
a new subject in the TCL realm is processed.

problem, we aim at creating a structure that represents the overall security policy
of a company. We have achieved such goal thanks to the concept of Hypermatrix.
Details on this concept are given below.

a) Existing works on adaptability

Works have been proposed to cover the problem of adaptability
[Venkatasubramanian et al. 2014]. More specifically, domains such as health-related
architectures have been used to underline this issue [Rezaeibagha & Mu 2016]
[Marinovic et al. 2014]. However, these solutions are not specifically designed for
security emergencies, such as attacks or intrusions. Thus, we aim at providing
a mechanism that can help security experts to easily change the global security
policies in such cases.

b) Hypermatrix representation

Our model defines Subject Clusters (SC), Resource Clusters (RC) and capabilities.
Based on these notions, the concept of Hypermatrix can be introduced. Hyperma-
trix is represented as a set of Transmission Rules (3.31). Each transmission rule
is composed of a Subject Cluster (SC), one or more capabilities and a Resource
Cluster (RC) (3.32). Thus, an Hypermatrix contains SC as rows, RC as columns
and capabilities as intersections. For these reasons, an Hypermatrix is a meta-TCL,
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in the sense that instead of having single subjects, actions and resources, an Hyper-
matrix embeds clusters of subjects, capabilities and clusters of resources. Thus, an
Hypermatrix can be described as the conglomerate of all the generated TCLs. Just
like traditional TCLs, an Hypermatrix can be represented as a matrix and a graph
(see Figure 3.13).

Hypermatrix =< ω1, ω2, ..., ωn >,

∀ω ∈ TransmissionRules
(3.31)

TransmissionRules =< sc, {c1, c2, ...cn}, rc >
sc ∈ SubjectClusteer

ci ∈ Capability
rc ∈ ResourceCluster

(3.32)

Figure 3.13: Graphical representation of an Hypermatrix and its corresponding
graph.

The purpose of an Hypermatrix is to represent all actions and transmissions that
all clusters of subjects can perform over all clusters of resources. In other words, an
Hypermatrix represents every AC and TC rules allowed or denied by the company.
As an abstract representation, Hypermatrices are very interesting to represent the
overall security policies of a company.

Use case : Our model generates TC policies based on existing AC rules. To do
so, the model uses Mapping Rules, based on our Mapping Rules Syntax (MRS).
For a set of specific Mapping Rules, an Hypermatrix will be generated. Thus,
different Mapping Rules applied on the same AC policies can lead to different
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Figure 3.14: Graphical representation of the Hypermatrix generation and switching.
Thanks to different Mapping Rules, an administrator can generate several Hyper-
matrices (1). Then, Hypermatrix can be switched at any time (2), modifying the
overall policies of the company.

Hypermatrices. To give an example, imagine that a security expert or administrator
defines 2 sets of Mapping Rules. For this example, the two sets are singleton and
thus, contain only one rule.
The rule of the first set says that "every transmission is authorized" while the rule
in the second set says that "every transmission is denied". With these two rules,
two different sets of TCLs will be generated, and thus, two different Hypermatrices
will be created. The first one will have subjects with capabilities containing
critical nodes (because everyone will be able to send and receive resources to/from
everyone). Similarly, the second Hypermatrix will have subjects with capabilities
containing isolated nodes (because no one will be able to send or receive resources).
The security expert or administrator will then be willing to switch from one
Hypermatrix to the other, depending on the status of the security within the
company. Indeed, the first Hypermatrix could be used as a "normal" or "day
to day" policy while the second one could be used during security emergencies,
because it is more restrictive in terms of exchanges.

Thanks to the concept of Mapping Rules Syntax and Hypermatrices, our model
is able to generate different sets of policies and can easily switch from one to an-
other. Such switching mechanism can be interesting to easily apply more or less
strict policies, especially in case of emergencies. Figure 3.14 shows the concept of
Hypermatrices switching in a graphical way.
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3.1.8 Mechanisms to tackle the interoperability problem

We have considered in our working hypothesis that interoperability (i.e. differences
between security policies of different companies or infrastructures) can be a prob-
lem for data exchanges and business opportunities. Thus, we aim at providing a
mechanism that can generate reports based on our generated rules. We hypothesize
that these reports can help a security expert or an administrator to have a better
understanding of her/his policies and those of collaborative infrastructures. Thanks
to this knowledge, we aim at making interactions between infrastructures easier and
more resistant to unintentional data leakage.

a) Existing works on security policies interoperability within collabora-
tive infrastructures

Several works have been proposed to tackle the problem of security in collaborative
infrastructures. For instance, [Tolone et al. 2005] have proposed a survey of different
AC (e.g. ACL, RBAC) in order to determine advantages and disadvantages of exist-
ing models. Moreover, this proposal has formalized the different factors that a model
should have to be efficient in collaborative systems. Specific AC solutions have been
proposed to tackle Cloud [Bouchami & Perrin 2014] and workflow-oriented architec-
ture [Slimani et al. 2011b]. However, these solutions do not offer mechanisms that
can enhance or improve existing AC policies. To tackle these problems, [Hur 2013]
[Daud et al. 2015] have been proposed. Despite the fact that these solutions are
interesting, we aim at providing a solution that can help security experts and ad-
ministrators to have a better understanding of their policies and those used by their
collaborators. Thus, we aim at computing information from our model in order
to increase the overall knowledge of a security expert and facilitate the exchange
of data between infrastructures. Information on how the additional computing is
performed is given below.

b) Reporting by comparing TCLs

Additional information can be computed on a TCL. For instance, the following
information can be retrieved:

• The total number of marked subjects (i.e. the total number of subjects that
can access this resource).

• The different types and number of capabilities (i.e. how many subjects can
access this resource in a certain way).

• The different types and number of transmission types (i.e. how many subjects
can send or receive this resource in a certain way).

The previous information can be interesting to compare 2 TCLs that can rep-
resent the same resource (or set of resources) in two different infrastructures. For
instance let us imagine a company located on two sites (sites A and B), each of
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them having its own sets of TCLs. If these two sites share a document (for in-
stance docX.pdf), both sites will have a TCL describing what can be performed on
this document. One can be willing to compute additional information and compare
these TCLs to determine the similarities and differences between the TCLs (and
thus, to determine how the document docX.pdf is treated in both sites). Thanks
to this additional information, our mechanism is able to generate a report. This
report shows similarities and differences between security rules of site A and B. By
taking a look at this report, a security expert can be aware of potential security
indulgences between site A and site B and correct them. Figure 3.15 shows a
graphical representation of such mechanism.

c) Reporting by comparing Hypermatrices

As stated previously, comparing TCLs can offer reporting mechanism to determine
how a resource (or a subset of resources) is managed within two infrastructures.
However, we consider that the security expert or administrator can be willing to
compare the overall security policies of an infrastructure rather than a subset of
resources. To do so, one solution can be to generate a report for every single TCL
of the company, which can be difficult and tiresome, especially when many TCLs
are managed. A more practical solution is to use the comparison mechanism on
Hypermatrices. Indeed, the point of an Hypermatrix is to offer an higher abstraction.
Thus, by comparing Hypermatrices, analyses can determine for a infrastructure:

• The total number of subjects.

• The total number of resources.

• The total number of Subject Clusters (SCs).

• The total number of Resource Clusters (RCs).

• Various information on every SC and RC (how many subjects? how many
resources? etc.).

• The transmission types repartition (how many TRANSMISSION_AUTH,
TRANSMISSION_DEN, etc.).

• The capabilities and node types repartition (how many full transmitter, full
blackhole, etc.).

Based on the aforementioned information, a report is generated (see Figure
3.16). This report can serve two purposes. First, it can help comparing 2
Hypermatrices that have been generated by the same infrastructure. Thanks to
this comparison, an expert can validate the different policies of her/his companies
(for instance, she/he can be sure that the "emergency" policies are more strict than
the "day to day" policies).
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Figure 3.15: Graphical representation of the TCL comparison mechanism. Thanks
to this mechanism, a report can be generated. This report can help security experts
and administrators to spot indulgences within 2 TCLs.

Secondly, the report can spot differences between 2 Hypermatrices that have
been generated within 2 different infrastructures. Just like TCLs comparison
between 2 infrastructures, this mechanism can help security experts and admin-
istrators to have a better understanding of the overall security policies applied
in both infrastructures. Moreover, we have implemented this mechanism as a
framework, thus, we underline that it can be improved and adapted, depending on
the needs of the security experts or administrators. For instance, a company could
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Figure 3.16: Graphical representation of the Hypermatrix comparison mechanism.

be willing to focus on transmission types differences, while another one could be
interested in who (i.e. number and types of subjects) accesses the documents.

Now that the model has been presented, we discuss in the next section the
implementation details of our proof of concept.
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3.2 Implementation details of our model

In this section, we give technical details on the implementation of our model. More
specifically, we first discuss the AC policies representation. Then we give details on
the Transmission Control Lists and the coherence mechanisms.

3.2.1 Access Control policies

In order to represent AC rules in our formalism, we have used XML. Figure 3.17
depicts an example of a rule saying that "user Quentin can read document docA".

Figure 3.17: An example of a rule in our XML format.

Because we need to use sets of subjects, actions and resources to create ACL
and TCLs, we have decided to push the rules in a database to use the power
of SQL instructions to easily retrieve this information. To do so, we have used
PostGreSQL1 for its reliability and scalability. The database we have constructed
is composed of one table containing the ID of the rule, the subject, the actions and
the resource. For the ACL generation, we have used an SQL request to retrieve
all resources of the AC policy. Then, this set of resources is divided into subsets
and given to threads (we have used Amdahl’s law principle [Hill & Marty 2008]
to parallelize our algorithms). Each thread creates columns of the ACL and a
scheduling mechanism retrieves the results and generates the overall ACL as a Java
object.

Concerning the database, we have parallelized the portion of code that pushes
the AC rules directly into it. To do so, a scheduling mechanism divides the total
set of rules in portions and every subset is given to a thread. Then, each thread
pushes the rule in the database thanks to prepared statements in order to reduce
the time-consumption.

3.2.2 Transmission Control policies

Transmission Control Lists are also Java objects. For the TCL generation mecha-
nism, an algorithm retrieves the set of all resources in the ACL. Then, these resources
are distributed into several threads. Each thread browses the generic AC and re-
trieves the rules targeting its resources thanks to prepared statements and generates

1https://www.postgresql.org/

https://www.postgresql.org/
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the TCL for this resource based on the applied Mapping Rules. Then, the TCL are
serialized.

Graphical representation : In order to offer a visual feedback, we have imple-
mented a visualisation tool. This tool generates graphs that represent a TCL (where
nodes represent subjects and edges represent the type of transmissions that can be
performed). The following TCL graphs have been generated with this tool.

3.2.3 Conflict detection

We have defined in subsection 3.1.4 that Mapping Rules conditions can be combined
to provide more complex and expressive rules. However, combining conditions can
lead to multiple transmission types results, which is forbidden by our formalism
defined in (3.12). Indeed, imagine for instance that a security expert defines two
different rules r1 and r2, where r1 defines that "When managers are sending a
resource, the transmission must have confidentiality property" and r2 defines that
"John cannot send docA.pdf" (even if he has access to it in the ACL). Imagine now
that John is a manager. The mapping mechanism will have issues deciding which
transmission type to apply for every element in the row "John" for the TCL of
docA.pdf. Indeed, for this resource, the system will not be able to determine if the
resource can be sent (r1) or not (r2). To overcome this issue, several mechanisms
have been proposed.
The first mechanism we have proposed notifies the security expert of the inconsis-
tency and ask her/him for an answer. She/he can choose the transmission type of
her/his choice, or implement an ad hoc rule, by combining conditions for instance.
However, many popup notifications can be tiresome and generate fatigue. To avoid
this issue, we have proposed a Decision Strategies (DS) mechanism. To use DS,
a security expert first needs to set levels for transmission type. For instance, the
following levels can be specified:

Level_1: TRANSMISSION_AUTH < Level_2 : TRANSMISSION_CONF <

Level_3: TRANSMISSION_DEN

Once levels have been defined, the security expert can use one of the following
decision strategies:

• HIGHEST: apply the transmission type with the highest level.

• LOWEST: apply the transmission type with the lowest level.

• MOST PRESENT: apply the transmission type which is the most present in
the sequence of rules.

• DEFAULT: apply the default transmission type.

In our example, the following rule will be applied, depending on the strategy:
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Strategy Applied rule
HIGHEST r2
LOWEST r1

MOST PRESENT No answer, DEFAULT applied
DEFAULT TRANSMISSION_DEN

3.2.4 Coherence checking

We have seen that once the AC or the TC paradigm are modified, the other one
needs to be adapted. Thus, modification in one side need to be adapted in the other
side. To do so, we have implemented a mechanism that automatically adapt one
paradigm when the other is modified. Details on this mechanism are given below.

Adding a new AC rule : Let us imagine that the rule depicted in Figure 3.17
is added to an existing AC policy. If user Quentin is a new subject, our coherence
mechanism will generate a new Java object, containing corresponding capabilities
(i.e a Read action and the "all to all" node type). Due to this new rule, the TCL of
docA must be modified. Indeed, a new row and column need to be created and filled
with subject "Quentin" in order to maintain the coherence. To do so, the coherence
mechanism modifies the TCL depending on the capabilities of Quentin and the
Mapping Rules that are applied. Then, the coherence mechanism verifies that this
TCL still belongs to the current RC. Figure 3.18(A) and Figure 3.18(B) show
transmissions between subjects that have access to docA before and after the new
rule. As one can notice, Quentin is a new marked subject for docA, proving that
the rule has been taken into account in order to maintain the coherence between
AC and TC paradigms.

Moving a subject from a SC to another : As another example, let us take the
case where a subject is moved from a Subject Cluster (SC) to another, modifying
de facto her/his capabilities. Figure 3.19(A) shows that subject Xavier has access
to the Resource Cluster RC_3088906, and thus, to docB. By moving Xavier to
another SC, he is now able to access docA and docX through RC_3088905 (see
Figure 3.19(B)), without being able to access to docB anymore (of course, these
modifications need to be propagated to the existing AC policies for the process to
be complete).
Moreover, Figure 3.20 shows the AC rules that have been generated and added
to the existing AC policy in order to take into account Xavier’s modifications and
maintain coherence between AC and TC paradigms. Finally, coherence principles P1
and P2 can be validated algorithmically. Details on these algorithms are presented
below.

P1 and P2 validation : As stated previously, P1 and P2 are the two coherence
principles we have defined. P1 states that "If a subject can do certain actions on
a resource in the ACL (such as read and write), she/he will have the exact same
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(A) (B)

Figure 3.18: TCL representation of docA before (A) and after (B) the new AC rule.
As one can see, a new marked subject has been added for this resource. This subject
is able to send and receive the resource to and from the other marked subjects.

actions in this resource TCL". P2 states that "If a resource can be acceded by x
subjects in the ACL, the exact same x subjects will be present in this resource TCL".
Thanks to PosteGreSQL, we validate algorithmically these principles. Indeed, in
the case of P1, SQL requests are used to check that it exists a rule such as that
the 3-tuples (subject,action,resource) exists. If it is the case for every subject and
action of a resource, P1 is valid for this resource. Such SQL request is depicted in
Figure 3.21.

In the case of P2, an SQL requests with COUNT and DISTINCT are performed
to verify that the correct number of subjects have accessed to the specific resource.
Based on this result, the algorithm compares if the same subjects are present in the
TCL. If it is the case, it means that principle P2 is valid for this resource. Such
request is depicted in Figure 3.22.

We underline that these validations are performed every time a modification on
AC or TC paradigms occurs.

3.2.5 Business Rule Management System (BRMS)

In order to implement this part, we have decided to use two different implementa-
tions. The first one is an home-made mechanism to define and apply the Mapping
rules. This mechanism has been used to quickly test the feasibility of our idea.
However, we have also proposed a Business Rule Management System (BRMS) to
define the concept of Mapping Rules. BRMS is a system that is used to define,
deploy, execute, monitor and maintain the complexity of a decision logic. In our
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(A) (B)

Figure 3.19: Graphical representation of Xavier’s capabilities before (A) and after
(B) modification. In (A), Xavier has access to the resource docB (which is in resource
cluster RC_3088906). In (B), Xavier’s capability has changed, he now has access
to docA and docX, both members of resource cluster RC_3088905.

case, we have used Drools2 [Proctor et al. 2008] to define Mapping Rules thanks to
its inference based rules engine. Based on an enhanced implementation of the Rete
algorithm [Forgy 1982], Drools is scalable, efficient and widely used in companies.
Moreover, it is easily understandable. Indeed, Figure 3.23 shows an example of a
Mapping Rules implemented with Drools.

3.2.6 Inferences mechanisms

The resources inferences mechanisms consist at comparing TCL matrices. Because
our TCL matrices are Java objects, our resource similarity mechanism compares
the TCLs with toString like mechanisms. In order to reduce the time-consumption,
we have parallelized the resource similarity mechanism. To do so, we have been
inspired by map reduce mechanisms [Dean & Ghemawat 2008]. Indeed, we have
implemented a scheduling mechanism that divides the total set of TCLs into sev-
eral subsets. These subsets are distributed into threads that locally compare the
resources and create resources clusters (RCs) if multiple resources share the same
TCL. Finally, these local RCs are retrieved by the scheduling mechanism and merged
if they are similar to others. Concerning the subject similarity mechanism, a sim-
ple comparison of the subjects (i.e. Java objects) is performed. We underline that
parallelization could also be used to enhance the time efficiency of this mechanism.

2http://www.drools.org/
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Figure 3.20: AC rules that have been automatically generated after Xavier modifi-
cation.

Figure 3.21: SQL request to validate if a specific rule exists. This rule is useful to
validate coherence principle P1.

Figure 3.22: SQL request to retrieve the total number of marked subjects for the
resource RH_2015. This request is useful to validate coherence principle P2.

3.2.7 Hypermatrix

To create Hypermatrices, we have implemented a mechanism that retrieves every
subject and TCL matrix and generates the Hypermatrix. To give an example,
let us take two ACLs (ACL_alpha and ACL_beta). These ACLs have different
numbers of subjects and resources (see Table 3.1). Imagine now that 3 different
Hypermatrices are generated based on these ACLs (i.e. HA1, HA2 and HB).
The first Hypermatrix (HA1) acts as a normal policy for a company A while another
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Figure 3.23: An example of a simple Mapping Rule in Drools.

ID Number of subjects Number of resources
ACL_alpha 50 500
ACL_beta 100 3000

Table 3.1: ACLs used for the evaluation

Hypermatrix represents the "emergency" policy (HA2) for this same company.
The last Hypermatrix (HB) represents the policy of another company B. These
information are summarized in Table 3.2.

Imagine now that the administrator of company A uses the following Mapping Rules
on ACL_alpha in order to define her/his day to day policies for company A:

• MR1 : "if the sender is a manager, the transmission has to be confidential."
(i.e. T_CONF)

• MR2 : "if the receiver’s site is located in the city of Nice, the transmission is
denied." (i.e. T_DEN)

• MR3 : "if the sender is Chris, integrity check needs to be performed on the
transmission." (i.e. T_INTEG)

Name Based on Description
HA1 ACL_alpha day to day policies of company A
HA2 ACL_alpha emergency policies of company A
HB ACL_beta day to day policies of company B

Table 3.2: Summary of the generated Hypermatrices
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• Default : "if the previous conditions are not applicable, the default transmission
is authorized." (T_AUTH)

The generated TCLs will be used to create an Hypermatrix HA1. As stated
previously, this Hypermatrix will act as a day to day policy.

Then, the same administrator decides to generate another Hypermatrix (HA2),
based on more restrictive Mapping Rules. These rules are the following:

• MR1a: "Only managers can send to managers with confidential transmission."
(i.e. T_CONF)

• Default : "If the previous condition is not applicable, the default transmission
is denied." (T_DEN)

The generated TCLs will be used to create another Hypermatrix (HA2), more
restrictive than the first one. This Hypermatrix HA2 will be used in case of
emergencies by company A.

Imagine now that another administrator inside company B uses ACL_beta in order
to generate the third Hypermatrix (HB). To do so, this second administrator uses
the following Mapping Rules:

• MR1b: "if the sender and the receiver have the same position, the transmission
is authorized." (i.e. T_AUTH)

• Default : "If the previous conditions are not applicable, the default transmission
is denied." (i.e. T_DEN)

Once the Hypermatrices have been generated, switch between them can be per-
formed. Information of this switch is given below.

Hypermatrices switch : During an emergency, the administrator needs to switch
from Hypermatrix HA1 to Hypermatrix HA2. Thanks to our proposal, this opera-
tion can easily be performed by the administrator. Indeed, a simple command line
can be used to load another Hypermatrix (i.e. Java object). In order to be sure
that the switch has been performed, the administrator can use the graphical tool
we have implemented. Indeed, Figure 3.24 shows the state of the TCL of docA
before and after the switch. As one can see, Hypermatrix HA1 (Figure 3.24(A))
allows subjects Rick, Chris, Abbie and Leslie to exchange the resource with various
transmission types (i.e. T_AUTH, T_CONF, T_INTEG). However, Hypermatrix
HA2 only allows Rick and Leslie to exchange docA (Figure 3.24(B)). This can be
explained by the fact that Rick and Leslie are managers and the rule MR1a states
that only managers can exchange resources in case of emergencies. Thus, the ad-
ministrator of company A can validate that the Hypermatrix has been switched and
that more restrictive policies are applied.
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(A)

(B)

Figure 3.24: Transmissions and subjects’ node types of docA before (A) and after
(B) the switch between Hypermatrices HA1 and HA2.

3.2.8 Reporting

To implement our reporting tools, we have used simple Java methods. Indeed, be-
cause the objects we manipulate are in Java, we can compute additional information
thanks to the different fields of these objects. For instance, number of subjects or
repartition (i.e. how many node types of each type) can be retrieved by compar-
ing a TCL or an Hypermatrix attributes. Details on the comparisons that can be
performed are presented below.
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TCL comparison : As an example, let us imagine that the previous companies
A and B share a similar document (docX). Thus, both companies have two TCLs
of docX, and information of what can be performed on this docX are presented
in Hypermatrices HA1 and HB. Differences between the two docX’s TCLs can be
graphically depicted to provide a way for the experts or administrators to spot
differences and similarities (Figure 3.25). In this example, both TCLs are different
in terms of subjects, total number of subjects, transmission types and node types.
However, big TCL can be difficult to represent, thus, reports can also be depicted
to compare TCLs. An example of such report is presented in Figure 3.26. As one
can see, the report gives information on the TCLs density (e.g. number of subjects,
transmissions). Moreover, our model is able to spot differences and similarities
between TCLs and "odd" behavior (for instance, it has been able to detect that some
transmissions were authorized without confidentiality property, when others need to
be encrypted). We hypothesize that once the report is analyzed by an expert, she/he
can decide to modify the Mapping Rules in order to take into account the report’s
warnings. In our case, an administrator can modify the rules to set confidentiality
on every transmission.
We underline that currently, our implementation only gives general information.
However, as we have defined this TCL comparison mechanism as a framework,
Thus, it can be tweaked and adapted (by adding for instance color code and icons
instead of textual information).

Hypermatrices comparison : Comparison between Hypermatrices can also
be performed to underline similarities and differences between the policies of two
infrastructures. As an example, we have generated a report to spot differences
between HA1 and HB. As stated previously, HA1 represents the normal policy of
company A while HB represents the normal Hypermatrix of another company B.
The generated report is depicted in Figure 3.27. This report gives information
on similarities and differences between the two Hypermatrices. As one can see, our
mechanism has been able to detect that HA1 had some possible security issues
concerning the transmission and node types. These information can help security
experts and administrators to detect and correct security problems. Moreover, this
mechanism can also help them to have a better understanding of their companies
and collaborators security policies.

3.3 Conclusion

In this chapter, we have first presented our Access Control meta-model. As stated
previously, this model aims at representing traditional AC control policies that can
be found within companies. To do so, we have used the traditional representation
of AC rules (i.e. subjects, actions and resources) and we have removed the notion of
permissions in order to reduce the total number of generated rules. Thanks to the
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(A)

(B)

Figure 3.25: Comparison of transmissions and subjects’ node types of docX in two
different infrastructures. The first graph (A) represents transmissions and marked
subjects within the first infrastructure while (B) represents the transmissions and
marked subjects within the second infrastructure.

notions embedded in the meta-model, we allow the representation of many concepts
(role, type of actions, meta-data inherent to resources) to easily represent AC control
such as ACL, RBAC or ABAC. However, our model suffers from some limitations,
such as the fact that no temporal and physical context can be represented. Moreover,
many rules can be generated, due to cartesian products. To tackle this problem, we
have decided to represent only the authorized access. Finally, we have considered
that the existing AC rules are not contradictory. However, future works will aim at
removing these limitations by enhancing our model.
The second par of the chapter has presented our TC formalism (i.e. TCL), which
allows us to describe "who can send to whom". Based on these TCLs, we have
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Figure 3.26: An example of the generated report that compares 2 TCLs. These
TCLs represent docX transmissions in two different infrastructures.

presented several mechanisms to ease the management tasks, such as clustering,
switching and reporting mechanisms. Finally, the last part of the chapter gives
implementation details regarding our proof of concept.
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Figure 3.27: An example of the generated report that compares 2 Hypermatrices.
These Hypermatrices represent all access and transmissions that can be performed
on resources within two different infrastructures.
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In this chapter, we present the 3 types of tests we have performed in order to
validate our model. First, we present a survey we have conducted among the persons
who have in charge the definition and the maintenance of the security policies within
their company. This survey has been proposed to validate the hypotheses we have
considered in chapter 1. As a reminder these hypotheses are:

• Hypothesis H1 : Companies use various types of AC models. Lack of gener-
icity can force a company to change and / or redefine its existing model in
order to use a solution against data leakage.

• Hypothesis H2 : Incoherences between AC and TC policies can be tiresome
to manage and lead to data leakage.

• Hypothesis H3 : Managing several paradigms and many entities (e.g. users,
resources) can be complex, leading to policy weaknesses, errors and data leak-
age.

• Hypothesis H4 : Modification of policies need to be performed easily and
efficiently, especially in case of emergencies. Indeed, poor reaction time and
lack of efficiency can worsen the security crisis, leading to policy weaknesses
and data leakage.



82 Chapter 4. Evaluation

• Hypothesis H5 : Difference of security policies between companies or in-
frastructures and lack of knowledge can be a problem for data exchanges and
business opportunities, causing de facto security indulgences and possible data
leakage.

• Hypothesis H6 : Time-efficiency concerns must be taken into account to fit
a company’s updates frequency.

Secondly, we present the empirical tests we have performed on stochastically
generated AC policies to validate that our model is able to perform well in terms of
efficiency and time consumption.
Finally, we present the tests we have performed on real AC policies. These tests
have been conducted in order to validate that our model can be used in a real
environment. The following sections detail these evaluations.

4.1 Validation of the hypotheses with a survey on IT
professionals

In this section, we present the survey we have conducted on security experts and
administrators. The goal of this survey is on one hand to gather information on
participants’ positions, policies density and commonly used AC models and on the
other hand, to determine the perception of the participants regarding security poli-
cies.
This section is organized as follows: first, we present the existing surveys target-
ing IT professionals. Then, we give information on the survey we have conducted.
Finally, we present the results we have obtained.

4.1.1 Existing surveys

Several surveys have been conducted with IT professionals. For instance,
[CryptzoneSurvey 2015] has targeted the usage of network AC technologies and
best practices. In [SANSSurvey 2014], security experts have been solicited to have
insights on end-users security behaviour. Bring Your Own Device (BYOD)1 has also
be targeted by this kind of survey [Johnson & Filkins 2012]. In [Bauer et al. 2009],
a survey has been conducted among thirteen administrators to highlight the chal-
lenges of managing AC policies. Despite its thoroughness, this survey does not
perfectly underline the administrators’ feelings toward these mechanisms and thus
cannot validate our working hypotheses. For these reasons, we have proposed an
online survey. This survey is presented in the next section.

1BYOD refers to the policy of allowing employees of an company to use they own Smartphones
or computers for work purpose.



4.1. Validation of the hypotheses with a survey on IT professionals 83

4.1.2 Online survey details

As stated previously, our survey aims at validating our working hypotheses. To do
so, we have used a Google form composed of 20 questions. This form is available on
the Internet in two different languages (english2 and french3). Moreover, a summary
of the questions are available in Appendix A. Both versions of the survey have been
proposed through social medias (Twitter, LinkedIn, security forums and personal
contacts lists). After 5 months, we have been able to gather 50 participant’s answers.

Positions of the participants : For this first question, we have asked par-
ticipants their position inside their company. Results in Figure 4.1 show that
most of them are system administrators/engineers (72%). Security experts repre-
sent 26% while only 2% of them have answered that they are network administra-
tors/engineers. These results show that the task of defining and managing Access
Control policies is mainly done by employees that are not necessary security experts.

Figure 4.1: Positions of the participants.

Existing Access Control mechanisms : The second question we have asked is
about the existence of AC within participants companies. All of them have answered
that they are using such mechanisms (see Figure 4.2(A)). Concerning the model
that are used, results depicted in Figure 4.2.(B) show that the most used are
traditional ACL and RBAC (resp. 44% and 22%). However, mixing ACL and
RBAC is also quite often used (resp. 26%). Other models (for instance ABAC) or
other combinations are anecdotal (strictly less than 5%). Finally, some participants

2https://docs.google.com/forms/d/1ZSwt-r37X5ehh0T3IFEJWC7IcWA7dcckHg1LTJEPWHs/
viewform?usp=send_form

3https://docs.google.com/forms/d/e/1FAIpQLScWrikdmDVdKyGJrsnfr-PixjWSHG2tXvcAyhAGjuSxNuvCZw/
viewform?usp=send_form

https://docs.google.com/forms/d/1ZSwt-r37X5ehh0T3IFEJWC7IcWA7dcckHg1LTJEPWHs/viewform?usp=send_form
https://docs.google.com/forms/d/1ZSwt-r37X5ehh0T3IFEJWC7IcWA7dcckHg1LTJEPWHs/viewform?usp=send_form
https://docs.google.com/forms/d/e/1FAIpQLScWrikdmDVdKyGJrsnfr-PixjWSHG2tXvcAyhAGjuSxNuvCZw/viewform?usp=send_form
https://docs.google.com/forms/d/e/1FAIpQLScWrikdmDVdKyGJrsnfr-PixjWSHG2tXvcAyhAGjuSxNuvCZw/viewform?usp=send_form
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have mentioned thanks to a text-area field that they are using ACL and RBAC
solutions such as LDAP (i.e. Active Directory4 5) or self-made mechanisms (e.g.
Apache Shiro6, Apache Fortress7).

(A) (B)

Figure 4.2: Usage of Access Control models (A) and the main models used by the
participants (B).

Usage and coherence of Transmission Control policies : Questions about
the usage of Transmission Control mechanisms have been asked. Results in Figure
4.3(A) show that 48% of participants use some kind of Transmission Control
policies (for instance network configuration, Data Leak Prevention). Moreover,
these TC policies are often defined based on AC policies in order to have coherence
between the two paradigms. Indeed, Figure 4.3(B) shows that 71% of participants
have answered that they are defining TC based on AC. Finally, Figure 4.3(C)
shows that people who have declared that AC and TC are kept coherent with each
other have stated that having to keep this coherence is an annoying and hard task.

Then, we have asked participants if they would be interested in a mechanism
that defines TC policies based on existing AC. Figure 4.4(A) shows that this
feature seems interesting for many of them. Finally, we have asked them if they
would be interested in a mechanism that maintain coherence between AC and TC
(i.e. when one is modified, the other is automatically adapted to keep the coherence

4Active Directory is the Microsoft implementation of the Lightweight Directory Access Protocol
and OpenLDAP : https://msdn.microsoft.com/en-us/library/bb742424.aspx

5iOpenLDAP is an open source implementation of the Lightweight Directory Access Protocol :
http://www.openldap.org/

6Apache Shiro is a Java security framework that performs authentication, authorization, cryp-
tography, and session management : https://shiro.apache.org/authorization-features.html

7Apache Fortress is a standards-based access management system, that provides role-based
access control : https://directory.apache.org/fortress/

https://msdn.microsoft.com/en-us/library/bb742424.aspx
http://www.openldap.org/
https://shiro.apache.org/authorization-features.html
https://directory.apache.org/fortress/
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(A) (B)

(C)

Figure 4.3: Results concerning the usage of Transmission Control policies and link
between AC and TC.

between the two paradigms). Results in Figure 4.4(B) show that this feature
seems interesting for most participants.

Access Control density : Concerning the size of the AC policies (i.e. number
of resources and subjects managed by these policies), results in Figure 4.5(A)
show that most AC policies embed up to 250 users (74%). However, bigger com-
panies or infrastructures (between 250 and 5.000 users) are also represented (24%).
Concerning the number of resources, Figure 4.5(B) shows that most participants
manage AC policies that embed few thousands resources (56% for 5.000 to 10.000
resources). However, smaller/bigger sets are also present (16% for 1.000 to 5.000
resources and 18% for 10.000 to 50.000 resources). Finally, results show that very
big resources sets (more than 1 million) are anecdotal (2%). In conclusion, we can
say that most participants are managing AC policies for middle-sized companies or
bigger infrastructures (such as very big companies) that have decided to divide their
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(A) (B)

Figure 4.4: Interest of having 2 mechanisms. The first one generates TC based on
AC. The second one keeps both AC and TC policies coherent with each other.

security policies in order to be easily manageable.

(A) (B)

Figure 4.5: Size of Access Control models in terms of managed users (A) and re-
sources (B).

Perception of AC and TC : In order to have insights on participants perception
regarding AC and TC, we have asked participants several questions. Firstly, we have
asked if the task of defining AC was tiresome or easy. Results in Figure 4.6(A)
show that this task is quite tiresome for most participants. Then, we have asked
them if their policies are managing too many entities. Results in Figure 4.6(B) also
show that it is quite the case. Thus, we have finally asked participants if they would
be interested in a feature that can reduce the total number of managed entities.
Figure 4.6(C) shows that this feature is interesting for most participants.
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(A) (B)

(C)

Figure 4.6: Feeling towards AC definition (A) and having to keep a coherence be-
tween AC and TC (B), and interest of having a mechanism that reduces the total
number of managed entities.

Emergency management : We have asked participants how they manage their
policies in case of emergencies (e.g. attacks, intrusions). Figure 4.7(A) shows that
60% of participants have answered that policies are somehow modified in case of an
emergency. Moreover, we have asked them if they would be interested in a solution
that could deploy different policies, especially in case of emergencies. Results in
Figure 4.7(B) show that such solution is quite interesting for them.

Exchange with other infrastructures and companies : We have asked par-
ticipants if their company is involved in data exchange with other companies or
infrastructures (other internal departments or other companies). Results in Figure
4.8(A) show that for the majority of them (92%), their company is involved in this
type of data exchange. Furthermore, we have asked them to determine if differences
between two infrastructures policies can be annoying for data exchange. To give an



88 Chapter 4. Evaluation

(A) (B)

Figure 4.7: Questions regarding the emergency management (A) and interest of
having a solution that can deploy new policies in case of emergencies (B).

example, we have stated the case of having to define new policies to match the other
company’s security prerequisites. Results in Figure 4.8(B) show heterogenous re-
sults. However, these results show that security differences between infrastructures
do not facilitate data exchanges.
Finally, we have asked participants if they will be interested in a feature that could
spot differences between security policies and thus enhance the overall knowledge
and ease the data exchange between companies. Figure 4.9(C) shows that this
feature is interesting for participants.

Updates frequency : We have asked a question regarding the frequency of
AC updates. For this question, results are quite heterogeneous (see Figure 4.9).
Nevertheless, we can conclude that updating AC is an operation that needs to be
performed at least several times a day.

Now that the questions and the results of the survey have been presented, we
describe in the next subsection our interpretation.

4.1.3 Interpretation and limitations of the results

We have proposed a survey to gain insights on the people who have in charge the
definition and the maintenance of security policies within companies. Thanks to
this survey, we have been able to determine the general size, density and most
commonly used Access Control models. The results collected concerning AC models
show that participants use mainly common and well-known AC models (ACL,
RBAC). This can be explained by the fact that commonly used Operating Systems,
such as GNU/Linux, Mac OSX and Windows embed such models. Moreover, other
mechanisms, such as LDAP protocol, have also been cited by participants. Thus,
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(A) (B)

(C)

Figure 4.8: Questions about data exchange between infrastructures and companies
(A) and feelings regarding such practice (B). Finally, (C) depicts the interest of
having a mechanism able to spot differences in the infrastructures policies.

we validate our first hypothesis H1.
Concerning the density, results show that most participants are managing few
thousands resources and up to 250 subjects. These results can mean two things:
either participants work in middle-sized infrastructures or bigger companies that
partition their AC policies in "manageable" subsets of policies. Whatever the
reason, the survey has underlined that managing such policies is not an easy task.
This can be explained by the fact that, even if the density seams reasonable,
having to manage such amount of resources and subjects can be complicated,
especially if this is not the only task of the participants. Indeed, as most of them
are administrators, we can hypothesize that having to define AC and TC policies
is not their only task within the company. Thus, we validate our second hypothesis
H3.
The results also show that even if Transmission Control is less common than Access
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Figure 4.9: Update frequency of the AC policies.

Control, such mechanisms are nonetheless present within some companies in one
form or another. Furthermore, the survey has underlined that coherence between
both paradigms can be difficult to manage, validating de facto hypothesis H2.
Then, results have shown that modification of the policies in case of emergencies is
quite common. These results validate our hypothesis H4. Moreover, results have
also shown that most participants share information with other infrastructures
and companies and think that lack of knowledge regarding the policies of these
infrastructures can be a problem for security. Thus, we consider our hypotheses
H5 as validated.
Finally, information on update frequency and feelings toward emergency manage-
ment and exchange with other companies or infrastructures have been highlighted,
validating our hypothesis H6. Table 4.1 summarize the aforementioned results.

However, we underline that even if these results are interesting, they can be
criticize in several ways. First of all, one can consider that the survey targets "only"
50 participants. For these reasons, the results can lack representativity. Moreover,
lack of vocabulary and comprehension can distort the results. Thus, we consider
that face to face interview sessions could be performed in order to reduce these
hypothetical biaises. Such interviews are discuss in section 5.2.2.

4.2 Tests on stochastically generated AC policies

In this section, we aim at testing our model on stochastically generated ACL. The
objectives of these tests are:

• To measure the efficiency of the subject and resource similarity mechanisms
(i.e. inference mechanisms).
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Hypotheses Related questions Validations & information
H1 Q2, Q3, Q7 Several AC models and mechanisms are used within companies

Defining these AC policies is not an easy task
Our proposal seams interesting

H2 Q12, Q13 TC defines based on AC
Q14,Q15 Maintaining coherence is not an easy task

Our proposal seams interesting
H3 Q4, Q5, Q8, Q9 various volumetry

It is not easy to manage many entities
Our proposal seams interesting

H4 Q10, Q11 Several participants modify their policies during emergencies
Our proposal seams interesting.

H5 Q17, Q18, Q19 Amost all participants share information with other companies
Lack of knowledge seems to be a problem

Our proposal seams interesting
H6 Q6 Participants have various update frequencies for their policies

Other Q1 Participants’ positions

Table 4.1: Summary of the survey’s results.

• To measure the time-consumption of the generation mechanism, coherence
mechanism, inference mechanisms, Hypermatrices switch and reporting mech-
anism.

Tests conditions : To perform these tests, we have used a MacBook Pro Retina
(Intel Core i7, 2,4 GHz, 16GB RAM, 256 GB SSD hard drive) and Java 7. Artificial
ACLs have been generated following the answers of the survey. Thus, we have
generated ACLs that embed up to 250 subjects and 7500 resources.
Concerning the actions and subjects, we have considered the Read, Write and Delete
actions and 3 parameters per subject (name, city of the company, and job position).
Information about these ACLs are given in Table 4.2. Finally, all tests have been
conducted 5 times. For every set of tests, minimal and maximum values have been
removed and mean values have been computed based on the 3 remaining results.

Generation mechanisms : To generate an ACL, our mechanism works as follows.
First, we generate 3 sets (one for subjects, one for actions and one for resources)
that we filled with fake entities. Then, we randomly pick one element on each set
to create a AC rule (thus, identical rules are permitted). In order to reduce the
randomness and make the policy more "realistic", created AC rules are sometime
copied and slightly modified (for instance, the rule "Vincent, Read, DocA" is reuse
and transformed into "Rose, Read, DocA" to simulate a context where several users
can access the same resources).

TCL matrices filling : In order to fill the TCL matrices with transmissions, we
did not use Mapping Rules because Mapping Rules can greatly modify the results
of resource and subject similarity mechanisms, inducing de facto biais in the results.
Indeed, if we take the Mapping Rule "never allow transmission", every single matrix
will be filled with a denied transmission type (TRANSMISSION_DEN). If so, the
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ID Rules Subjects Resources
ACL_1 1000 25 300
ACL_2 1000 25 500
ACL_3 1000 100 900
ACL_4 1000 200 900
ACL_5 5000 20 1000
ACL_6 5000 20 2000
ACL_7 5000 20 3000
ACL_8 5000 100 1000
ACL_9 5000 150 3000
ACL_10 5000 250 1000
ACL_11 5000 250 3500
ACL_12 7500 10 5000
ACL_13 7500 20 1000
ACL_14 7500 20 2000
ACL_15 7500 20 5000
ACL_16 7500 200 5000
ACL_17 7500 250 3500
ACL_18 10000 20 2000
ACL_19 10000 50 2000
ACL_20 10000 50 6000
ACL_21 10000 50 7500
ACL_22 10000 200 2000
ACL_23 10000 200 5000
ACL_24 10000 200 7500
ACL_25 10000 250 3500

Table 4.2: Generated ACLs that have been used for the tests.

odds to have TCLs matrices that are similar to each other will be greater and the re-
sults will be very good. On the contrary, numerous and very specific Mapping Rules
tends to reduce the odds to have similarities between subjects and resources, reduc-
ing the overall performances of the subjects and resources similarity mechanisms. To
be as independent as possible, we have decided to fill the matrices with a stochastic
method. Thus, each intersection of each matrix is randomly filled with TRANSMIS-
SION_AUTH, TRANSMISSION_DEN or TRANSMISSION_CONF transmission
types. By doing so, we aim at measuring the efficiency of our mechanisms in the
worst case scenarios. Indeed, because the rules are stochastically generated, there
is no previous groups of subjects and resources (as it can be the case by using real
AC policies). Moreover, stochastic filling reduces the odds to have similar matrices
and subjects.

4.2.1 Efficiency of the inference mechanisms

We have decided to conduct some tests on the resource and subject similarity mech-
anisms to determine their efficiency. The next subsections describe these tests in
details.

Resource similarities : As stated previously, this process aims at tackling the
density problem by creating clusters with similar resources (i.e. resources that can
be accessed and retransmit by the same subjects, in the exact same way). We have
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taken the ACLs presented in Table 4.2 to test the resource similarity mechanism
in terms of efficiency. To measure efficiency, we have introduced the notion of
gain. The gain expresses the percentage of reduction of the total number of TCLs.
Hypothetically speaking, two extremums can be underlined. In the worst case
scenario, every single resource is so different that none of them is accessed in the
exact same way by the exact same subjects. In that case, every resource will be
in an isolated cluster (i.e. singleton) and every cluster will have a different TCL
(there will be n TCLs for n resources).
The opposite extremum is where all resources are the same (i.e. they have identical
TCLs) and thus, only one cluster will be generated and will be filled with all
resources. In the first extremum, the gain will be of 0%, while the second extremum
will show a gain close to 100%.
Concerning our tests, the fifth column of Table 4.3 shows that this mechanism
can reduce the total number of TCLs up to 77%. We underline that such results is
interesting, especially in the case of big ACLs that contain thousands of resources
(and thus, thousands of TCLs before applying the resource similarity mechanism).

Results show variations of gain that can be explained in several ways. First of
all, ACLs have been generated stochastically, inducing differences of gains. Indeed,
randomness can cause subjects and resources to have more or less similarities,
increasing de facto the gain. Moreover, variations can be explained by another
phenomenon that we have called the "entropic phenomenon". This phenomenon
can be explained by the fact that our model represents a TCL as a list of subjects
who can access and retransmit one or more resources. Thus, the more subjects in
the list, the bigger the TCL. Two TCLs are more likely to be identical if their size
(i.e. their list of subjects) are small. In other words, if for the same number of
subjects and rules, an ACL contains many resources, the gain has better chances to
be higher, because the rules will target more resources, and odds to have shorter,
and thus, identical TCLs, will be increased. Table 4.4 shows interesting results
concerning this phenomenon. Indeed, this table represents ACLs that have the
same number of rules, but different numbers of subjects and resources. In this case,
gains for both resources and subjects are increasing. This can be explained by the
fact that with more entities for the same number of rules, the odds to have subjects
with many accesses (and thus, resources that can be accessed by a lot of subjects)
are reduced. Less accesses means that the generated TCLs will be smaller and less
complex, inducing that the odds to have similarities will be increased.

On the contrary, when an ACL has a small number of subjects, a small number
of resources and a much bigger number of rules, the odds for a subject to have a
lot of different access rights are higher, because rules will target more resources.
Thus, subject’s capabilities list will be bigger and the odds to have similarities
between subjects and resources will be smaller. Such results can be seen in Table
4.5, where ACLs with similar subjects and resources, but different amount of rules
are presented. As one can notice, the resources and subjects gain is dropping
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ID Rules Subjects Resources Resources Subjects
Gain Gain

ACL_1 1000 25 300 45% 19%
ACL_2 1000 25 500 48% 24%
ACL_3 1000 100 900 63% 17%
ACL_4 1000 200 900 54% 20%
ACL_5 5000 20 1000 20% 28%
ACL_6 5000 20 2000 61% 35%
ACL_7 5000 20 3000 26% 43%
ACL_8 5000 100 1000 53% 30%
ACL_9 5000 150 3000 60% 33%
ACL_10 5000 250 1000 4% 9%
ACL_11 5000 250 3500 55% 7%
ACL_12 7500 10 5000 77% 30%
ACL_13 7500 20 1000 11% 10%
ACL_14 7500 20 2000 25% 24%
ACL_15 7500 20 5000 70% 31%
ACL_16 7500 200 5000 61% 28%
ACL_17 7500 250 3500 35% 9%
ACL_18 10000 20 2000 16% 5%
ACL_19 10000 50 2000 21% 10%
ACL_20 10000 50 6000 49% 15%
ACL_21 10000 50 7500 76% 17%
ACL_22 10000 200 2000 11% 10%
ACL_23 10000 200 5000 42% 15%
ACL_24 10000 200 7500 55% 10%
ACL_25 10000 250 3500 19% 5%

Table 4.3: Summary of the results obtained for the validation of the inference mech-
anisms.

when the number of rules increases. Thus, what is also important for the entropic
phenomenon is the difference (i.e. ratio) between the total number of resources
and the total number of rules. Indeed, if the ratio is small, the odds to have a
big gain will be higher. We underline however that other factors, such as the to-
tal number of actions and the applied Mapping Rules can also affect the gain results.

Previous results have shown that the gain of resource similarity mechanism can
vary depending on the ratio between rules, subjects and resources. However, we
consider that the overall gain is quite satisfactory, especially if you consider that the
TCLs have been stochastically filled. Now that we have presented the results for
the resource similarity mechanism, we focus on the results of the subject similarity
mechanism.

Subject Similarities : As stated previously, the subject similarity mechanism
aims at creating clusters with similar subjects (i.e. subjects that can access and
exchange resources in the exact same way) in order to reduce the overall density of
the policies.
The results of the conducted tests have shown that efficiency values are quite
variable. Indeed, worst results show a gain of 5% while best results reduce the
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ID Rules Subjects Resources Resources Subjects
Gain Gain

ACL_13 7500 20 1000 11% 10%
ACL_14 7500 20 2000 25% 24%
ACL_15 7500 20 5000 70% 31%

ACL_19 10000 50 2000 21% 10%
ACL_20 10000 50 6000 49% 15%
ACL_21 10000 50 7500 76% 17%

Table 4.4: Comparisons of ACLs that share the same number of rules and subjects,
but different number of resources. As one can notice, the gain of both resource and
subject similarities is increasing.

ID Rules Subjects Resources Resources Subjects
Gain Gain

ACL_5 5000 20 1000 20% 28%
ACL_13 7500 20 1000 11% 10%

ACL_11 5000 250 3500 55% 7%
ACL_25 10000 250 3500 19% 5%

ACL_16 7500 200 5000 61% 28%
ACL_23 10000 200 5000 42% 15%

Table 4.5: Comparisons of ACLs that share similar numbers of subjects and re-
sources, but different number of rules. As one can notice, the gain of both resources
and subjects similarities is decreasing.

amount of subjects by 43%. However, we underline that the mean value of the
subject similarities gain is around 20%, which is quite satisfactory, especially for
infrastructures that contains many subjects.

If we compare subjects and resource similarity mechanisms, we can underline
that the subject similarity mechanism has a lower gain than the resource similarity
mechanism. This can be explained by the fact that, once again, the number of
subjects is smaller, reducing the odds to have similarities. Thanks to our tests,
entropic phenomenon can also be highlighted. Indeed, Table 4.4 shows that the
subject similarities gain is increasing with ACLs that contains more resources but
have the same number of rules and subjects. As stated before, this can be explained
by the fact that more resources with the same number of rules will cause subjects to
have less capabilities. Because our mechanism compares capabilities set, the odds
to have similarities between subjects are higher if the capabilities set are smaller.
In addition, Table 4.5 shows a gain drop when the total number of rules is
increasing while the numbers of rules and subjects stay the same. Once again, this
can be explained by the fact that more rules with the same number of resources
and subjects will cause subjects to have bigger capabilities set, thus reducing the
odds to have similarities, and reducing de facto the gain. However, we consider that
the gain we have obtained is quite satisfactory, because it can reduce the overall
number of entities, and thus, reduce the tiresomeness of the policy management.
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In this subsection, we have proposed tests to validate the similarity mechanisms.
These mechanisms have been implemented to reduce the overall density of the
generated policies. To validate these mechanisms, we have measured the total
number of subjects and resources before and after the similarity mechanisms in
order to compute the gain (i.e. percentage of reduction). Results have shown that
these inference mechanisms can reduce the overall complexity by creating clusters
of resources and subjects. Despite differences in the results, we consider that the
overall gain is quite good, especially because the ACLs we have used have been
randomly generated. Based on the results, we consider that the density problem is
covered by our resource and subject similarity mechanisms.

Now that the efficiency of our subject and resource similarity mechanisms have
been tested, the following tests aim at evaluating our mechanisms in terms of time-
efficiency.

4.2.2 Time-consumption of the mechanisms

We have considered in our working hypothesis that a good solution needs to be
reactive and time-efficient. Thus, we have measured the time-consumption of our
mechanisms to determine if they would fit a company’s update frequency. Details
on the results we have obtained are presented below.

Generation mechanism : First, we have measured the time consumption of the
generation mechanism. Table 4.6 shows that the generation mechanism takes for
most cases less than an hour to compute. Thus, this mechanism can be suitable
for most participants update frequencies. For participants who have answered that
their update frequencies were faster than several times an hour, we underline that
the generation process needs to be done only once. Indeed, once the TCLs are
generated, further modifications will be managed by the coherence mechanism,
which is much more faster. Moreover, we underline that we have used a three years
old laptop computer and that the tests have been performed on a old version of our
implementation (i.e. without parallelization).

Coherence mechanisms : In order to test the coherence mechanisms, we have
divided the tests in two parts. First, we have validated the coherence mechanism
with various administration’s actions, such as adding a new rule or modify a subject’s
set of capabilities. Then, we have validated the time consumption of the algorithms
that check coherence principles P1 and P2 (see section 3.1.3).

To evaluate the time consumption of the coherence mechanism, we have imple-
mented different actions that can be performed by a security expert or administrator
on both AC and TC paradigms. Then, we have measured the time the mechanisms
take to perform the automatic modification in order to keep the coherence between
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ID Rules Subjects Resources Generation Time (in sec)
ACL_1 1000 25 300 25
ACL_2 1000 25 500 25
ACL_3 1000 100 900 5
ACL_4 1000 200 900 5
ACL_5 5000 20 1000 450 (7min)
ACL_6 5000 20 2000 700 (12min)
ACL_7 5000 20 3000 1800 (30min)
ACL_8 5000 100 1000 550 (9min)
ACL_9 5000 150 3000 1300 (22min)
ACL_10 5000 250 1000 600 (10min)
ACL_11 5000 250 3500 1400 (23min)
ACL_12 7500 10 5000 1000 (17min)
ACL_13 7500 20 1000 850 (14min)
ACL_14 7500 20 2000 1200 (20min)
ACL_15 7500 20 5000 1300 (22min)
ACL_16 7500 200 5000 2900 (48min)
ACL_17 7500 250 3500 3600 (60min)
ACL_18 10000 20 2000 1400 (23min)
ACL_19 10000 50 2000 1900 (31min)
ACL_20 10000 50 6000 4200 (70min)
ACL_21 10000 50 7500 4500 (75min)
ACL_22 10000 200 2000 2400 (40min)
ACL_23 10000 200 5000 3500 (58min)
ACL_24 10000 200 7500 4700 (78min)
ACL_25 10000 250 3500 3550 (59min)

Table 4.6: Time-consumption of the generation mechanism.

AC and TC. The results of these tests are depicted in Table 4.7 and show that this
mechanism is quite efficient, even with bigger ACLs. However, we underline that
these results can vary depending on the rule that is added. For instance, creating a
subject with a big capabilities set will generate many modifications on a lot of TCL
matrices, inducing many modifications in the ACL. However, we consider that the
results are acceptable for the density and the update frequency highlighted by the
participants of our survey.

Subject and resource similarity mechanisms : We have tested our subject
and resource similarity mechanisms in terms of time-efficiency. As one can notice in
Table 4.8, the results are quite variable, even with ACLs sharing similar density.
This can be explained by the "entropic phenomenon" discussed in section 4.2.1.
Indeed, when an ACL has a small amount of subjects, a small amount of resources
and a much bigger amount of rules, the odds for a subject to have a lot of dif-
ferent access controls are higher, because rules will target more resources. Thus,
subjects capabilities list will be bigger and the resource similarities, which compares
resources TCLs, will take more time. Indeed, even if the TCLs are small, two TCLs
will be compared based on their marked subjects (i.e. subjects that have access to
the resources the TCLs is linked to). In order to do so, the mechanism will have
to compare every subjects capabilities to be sure that these subjects can access a
resource in the exact same way. This will induce slow resource similarity process.
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Action ACL_3 ACL_7 ACL_11 ACL_15 ACL_20 ACL_24
Create a new subject and 0,81 1,14 1,69 2,22 1,98 3,19

add her/him to a specific SC
Create a new subject by 1, 09 1,67 2,80 1,97 1,72 2,74
giving a set of capabilities

Modify a subject’s 0,86 0,21 1,85 0,30 1,12 1,94
capability

Move a subject from a 1,49 3,24 4,12 1,30 3,72 4,36
subject cluster to another

Delete an existing 0,50 0,23 1,05 0,29 3,07 3,92
subject

Create a new resource 0,90 3,18 2,82 2,09 4,10 5,04
and add it to a specific RC
Create a new resource by 0,54 2,37 3,79 3,11 4,29 5,36
giving a set of capabilities

Delete an existing 0,48 3,84 4,77 4,15 5,03 5,67
resource

Add a new ACL rule 1,34 2,20 2,78 2,23 4,06 4,72

Remove an existing 1,28 2,12 3,02 2,98 4,29 5,06
ACL rule

Table 4.7: Results of the coherence mechanism in seconds. All results are mean
values obtained after 5 experiments. Lower and higher values have been removed in
order to compute the mean value with the 3 remaining results.

Moreover, subjects with big sets of capabilities will be more difficult to compare,
inducing bigger time consumption for the subject similarity mechanism.
Finally, we underline that the ACLs have been generated stochastically, thus, dif-
ferences in the results can be caused by randomness.
However, general results show that most of the time, this process takes less than an
hour to process in the worst case scenarios. We underline that this process is only
done once (because further modification will be managed by the coherence mecha-
nism). Therefore, we conclude that this mechanism is quite efficient for the size and
update frequency highlighted by the participants of our survey.

Hypermatrices Switch : Switching an Hypermatrix for another takes few sec-
onds to perform. Indeed, it only consists in loading another Java object. However,
the only drawback regarding time consumption is the time it takes to generate the
Hypermatrices. This process depends on the total number and complexity of the
generated TCLs. In the case where TCL matrices have already been generated,
creating the Hypermatrix is a very fast operation that is performed within a few
minutes, even with the biggest size and density. Therefore, we consider this pro-
cess as efficient, especially considering that it has been implemented in order to be
reactive in case of emergencies.

Matrices and Hypermatrices comparisons : Just like Hypermatrices switch,
comparing two matrices or Hypermatrices is quite fast. In our case, conducted tests
have shown that generating a report takes less than 3 minutes to perform with the
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ID Rules Subjects Resources Resources similarity Subjects similarity
Time Time

(in sec) (in sec)
ACL_1 1000 25 300 12 < 1
ACL_2 1000 25 500 7 < 1
ACL_3 1000 100 900 1 < 1
ACL_4 1000 200 900 2 1
ACL_5 5000 20 1000 140 2
ACL_6 5000 20 2000 80 < 1
ACL_7 5000 20 3000 90 5
ACL_8 5000 100 1000 550 (9min) 65
ACL_9 5000 150 3000 600 (10min) 85
ACL_10 5000 250 1000 750 (12min) 10
ACL_11 5000 250 3500 350 (6min) 12
ACL_12 7500 10 5000 750 (12min) 26
ACL_13 7500 20 1000 1010 (17min) 1
ACL_14 7500 20 2000 280 (5min) 5
ACL_15 7500 20 5000 330 (6min) 2
ACL_16 7500 200 5000 270 (4min) 3
ACL_17 7500 250 3500 580 (10min) 2
ACL_18 10000 20 2000 330 (5min) 6
ACL_19 10000 50 2000 710 (12min) 2
ACL_20 10000 50 6000 950 (16min) 5
ACL_21 10000 50 7500 800 (13min) 50
ACL_22 10000 200 2000 3200 (53min) 2
ACL_23 10000 200 5000 2100 (35min) 25
ACL_24 10000 200 7500 3200 (53min) 37
ACL_25 10000 250 3500 4000 (1h) 15

Table 4.8: Results for the subject and resource similarity mechanisms. All results
are mean values obtained after 5 experiments. Lower and higher values have been
removed in order to compute the mean value with the 3 remaining results.
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biggest ACLs. We consider these results as acceptable as they are fast and because
we consider that a report generation does not need to be instantaneous.

4.2.3 Conclusion

In this section, conducted tests on stochastically generated AC policies have been
presented. To perform these tests, we have created ACLs that embeds up to 250
subjects and 7500 resources in order to fit participants size and density. We have
then used these ACLs to perform empirical tests on the mechanisms we have pro-
posed. These tests have been proposed to validate our mechanisms both in terms of
efficiency and time-consumption. Results show that our mechanisms are interesting,
both in terms of efficiency and time-consumption.
However, we underline that the tests have been realized on stochastically generated
ACLs. To overcome this issue, we have decided to test our model on real Access
Control policies (i.e. policies that come from real environment). These tests are
presented in the next section.

4.3 Tests on real AC

As stated previously, we aim at testing our solution on "real" AC policies to check
if our model could be used in a real environment. To do so, we have used 2 sets of
policies: one from a startup company and one from an engineering school. Details
on these policies and the tests that have been performed are given below.

4.3.1 Startup company

A startup company working in Information Technologies (IT) has proposed a snippet
of its Access Control rules. These rules control the access of a network repository
inside the company. The repository contains documents which are either public
(i.e. accessible by all employees), restricted or confidential. The rules have been
implemented in Apache Fortress and represent a RBAC policy. In this policy, 3
different groups are used: manager ("manager"), developers ("dev") and interns
("intern"). Concerning the density, this policy contains 6 subjects and 50 resources.

Transformation of the RBAC rules : We have asked the administrator of
the company to transform his policy in our formalism. Technically speaking, the
version of the policy is RBAC0. Thus, the notion of users, roles and sessions are
implemented. However, for this specific company, users only have one type of session
and thus, one role. The administrator has explained these implementation choices
by the fact that the infrastructure is very small and that sessions, in his opinion,
tends to make the management more complex.
RBAC0 contains the notion of permissions (i.e. what is allowed or not). However,



4.3. Tests on real AC 101

our model only embeds the rules that explicitly authorize subjects to perform a
specific action. For these reasons, the administrator has to keep only the accesses
that are authorized (all actions that are not explicitly mentioned in the policy are
considered as denied by our model).
Apache Fortress provides mechanisms to check the entities (e.g. users, roles), search
for permissions, etc.. Thanks to these mechanisms, the administrator has been able
to easily retrieve the required elements and has provided an XML file that has
been generated with a script implemented in Java. This XML file is valid in our
formalism. Moreover, he has tagged the subjects with 3 different levels of security
(1 for "extern", 2 for "dev", 3 for "manager"). We have used these levels to create
a Mapping Rule stating that "transmission is authorized only if the receiver has an
equal or higher level than the sender". Thus, a developer (level 2) can only send a
document to another developer or to a manager (level 3).

Tests - Generation mechanism : Due to the small size of the policies (roughly
800 rules), the generation process has taken less than a minute to perform. Inde-
pendently of the time consumption, this test has shown that our model is able to
use RBAC0 model implemented in Apache Fortress. Nevertheless, it requires an
automated script to easily fetch and parse the required information (i.e. subjects,
resources and actions) in an XML file that respects our formalism.

4.3.2 Engineering school policies

The AC policies used by the engineering school is based on Unix modes. In order to
respect the privacy of the students and professors, we have anonymized the policies.

Transformation of the POSIX rules : Unix like Operating Systems uses
POSIX permissions to define Access Control. For a specific document, Unix modes
defines the rights (i.e. Read, Write and Execution) of 3 different classes of users:
owner, group and others. For instance, a document docA.txt that can only be ac-
cessed, modified and executed by its owner yoann (member of group staff) will have
the following "ls" command output:

-rwx------ 1 yoann staff 5 11 aoû 14:16 docA.txt

We have implemented a script that takes every POSIX right and transform it into
an Access Control rule in our model. To do so, the script browses the list of rights
and retrieves the different groups of users thanks to LDAP values. In our case, 3
different groups exist: students, professors and interns, and one person is a member
of one and only one group. Once the groups have been created and populated,
the script takes every single right (for instance rwxr–r–) and creates Access Control
rules in our formalism. To illustrate this point, let us take an example.
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Subject Group
Kim Student
April Student
Tom Student
Ron Professor
Leslie Professor

Table 4.9: Example of subjects and groups.

Let us imagine that our LDAP contains 5 persons (see Table 4.9) and that it
exists a document docB.txt with rights "rwxr–r–". The owner of this document
is Kim, who is a member of the group "Student". As Kim is the owner of the
document, she has the right to read, write and execute the file. Members of the
group (for instance, the group of students), will have the right to read the document
as well, while others (i.e. person who are not Kim nor in an authorized group like
Student) will only have the right to read the document. Thus, 1 rule with 3 actions
will be generated for Kim:

<rule name="1">
<subject subjectName="Kim" group="Student"/>
<action actionName="Read, Write, Execute"/>
<resource resourceName="docB.txt"/>

</rule>

Then, 2 rules will be generated for members of group "Student", other than
Kim:

<rule name="2">
<subject subjectName="April" group="Student"/>
<action actionName="Read"/>
<resource resourceName="docB.txt"/>

</rule>
<rule name="3">

<subject subjectName="Tom" group="Student"/>
<action actionName="Read"/>
<resource resourceName="docB.txt"/>

</rule>

Finally, 2 rules will be generated for the other subjects:
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<rule name="4">
<subject subjectName="Ron" group="Professor"/>
<action actionName="Read"/>
<resource resourceName="docB.txt"/>

</rule>
<rule name="5">

<subject subjectName="Leslie" group="Professor"/>
<action actionName="Read"/>
<resource resourceName="docB.txt"/>

</rule>

As one can notice, a single Unix mode right can generate many rules, especially
if the file can be accessed in many ways and by many subjects or groups.

Tests - Generation mechanism : For this test, we have measured the time
consumption of the generation mechanism. To do so, we have generated the TCLs
thanks to a Mapping Rule saying that: "transmission must be confidential". Thus,
in order to send a document, the sender and the receiver must have access to it, and
this document must be encrypted before the transmission.
We have divided the real ACLs (RACLs) into several portions in order to see how
the increase of the number of entities will affect the time consumption. These subdi-
visions of the real ACL are presented in Table 4.10. The results of this Table show
that the generation mechanism is quite efficient, even with bigger ACLs. Indeed,
for many ACLs, it takes less than 3 hours to perform, which is acceptable regard-
ing participants’ answers on update frequencies. Moreover, we underline that these
tests have been performed on the same machine8 as the stochastically generated AC
policies. However, we have used an optimized version of the code, with multiple
threads and more efficient algorithms, in order to handle the total amount of rules.

Tests - Resource and subject similarity mechanisms : For this test, we have
measured the time-consumption of the resource and subject similarity mechanisms
on the biggest real ACLs. Results presented in Table 4.11 show that these mecha-
nisms takes less than 20 minutes to perform. Thus, we consider this mechanism as
quite efficient.

Concerning the efficiency of these mechanisms, Table 4.12 shows that the results
are quite good. Indeed, the gain of the resource inferences (resp. subject inferences)
can reach 93% (resp. 84%). These results can be explained by the fact that the
original engineering school AC policies only contains 3 groups of subjects and that
most of the files use the same access rights by default (Unix mode 755), increasing

8MacBook Pro Retina, Intel Core i7 2,4Ghz, 16GB RAM, 256 GB SSD hard drive
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ID Rules Subjects Resources Generation time in seconds
RACL_1 23.000 25 500 35
RACL_2 40.000 25 1500 110
RACL_3 150.000 25 6000 760 (13min)
RACL_4 800.000 50 5500 3110 (52min)
RACL_5 1.000.000 50 7500 4850 (80min)
RACL_6 37.000 200 600 1015 (17min)
RACL_7 65.000 200 1200 2500 (42min)
RACL_8 1.000.000 200 2500 5200 (87min)
RACL_9 1.500.000 200 5000 7000 (2h)
RACL_10 2.500.000 200 7500 10800 (3h)

Table 4.10: Summary of the Real ACLs (RACLs) we have used to measure the
time-consumption of the generation mechanism.

Resource similarity Subject similarity
ID Rules Subjects Resources mechanism mechanism

(in minutes) (in minutes)
RACL_6 37.000 200 600 3 2
RACL_7 65.000 200 1200 5 4
RACL_8 1.000.000 200 2500 10 7
RACL_9 1.500.000 200 5000 16 13
RACL_10 2.500.000 200 7500 20 15

Table 4.11: Results of the time-consumption tests for the resource and subject
similarity mechanisms.

the similarities between resources and subjects. However, great variations in results
can be observed. These variations are due to the "entropic phenomenon" (see 4.2.1)
and thus depend on the ratio between the total number of resources and subjects.

ID Rules Subjects Resources Resources Subjects
similarities gain similarities gain

RACL_1 23.000 25 500 83% 40%
RACL_2 40.000 25 1500 89% 38%
RACL_3 150.000 25 6000 93% 40%
RACL_4 800.000 50 5500 83% 57%
RACL_5 1.000.000 50 7500 86% 57%
RACL_6 37.000 200 600 8% 84%
RACL_7 65.000 200 1200 15% 83%
RACL_8 1.000.000 200 2500 29% 83%
RACL_9 1.500.000 200 5000 49% 82%
RACL_10 2.500.000 200 7500 55% 81%

Table 4.12: Gain of the resource and subject similarity mechanisms.

Tests - Maintenance of the coherence : For these last tests, we have measured
the time-consumption of the mechanisms that are used to maintain coherence. As
stated previously, these mechanisms automatically adapt TC or AC policies when
the other is modified. Results in Table 4.13 show that the mechanisms are quite
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fast, even with the biggest AC policies. However, we underline that some opera-
tions are much slower than the results obtained with stochastically generated ACLs.
Indeed, one can see that the actions "delete an existing subject" and "delete an ex-
isting resource" take up to 30 seconds to perform. This can be explained by the
fact that the real ACLs have much more rules and that these two actions need to
browse the entire rules to update the AC policy. Furthermore, we underline that
these processes can be algorithmically optimized with parallelization. In order to be
sure that the both paradigms are still coherent after a modification, we have used
validation algorithms to check coherence principles P1 and P2 after each action.
These principles have been correct every times, proving that both paradigms are
still coherent with each other after a modification. In terms of time-consumption,
these validations have been performed in a matter of seconds.

Action RACL_2 RACL_6 RACL_9 RACL_10
in seconds in seconds in seconds in seconds

Create a new subject and 1 2 3 5
add her/him to a specific SC

Create a new subject by 1 2 4 5
giving a set of capabilities

Modify a subject’s 1 2 3 5
capability

Move a subject from a 2 2 3 4
subject cluster to another

Delete an existing 5 9 10 23
subject

Create a new resource and 1 3 3 6
add it to a specific RC

Create a new resource by 1 4 4 6
giving a set of capabilities

Delete an existing 8 13 21 30
resource

Add a new ACL 2 4 4 5
rule

Remove an existing 2 3 4 6
ACL rule

Table 4.13: Results of the coherence mechanism.

4.3.3 Conclusion

In this section, we have used real AC policies to validate our model. The AC
policies have been retrieved from a startup and an engineering school. The
startup’s policies have been implemented in Apache Fortress, a Java security
API, while Posix and LDAP have been used by the engineering school. In order
to transform these policies into our formalism, we have used two algorithms.
We have implemented a Java program to transform the engineering school’s
policies into our formalism, while the other algorithm has been implemented by
an employee of the startup. We have provided him the general structure of our
model (i.e. subjects, actions and resources) to help him with the output of his
algorithm. For both AC policies, the scripts have been implemented quite rapidly,
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without specific skills other than development. We underline however that, in
order to facilitate the understanding of our AC rules by the existing mechanisms
(in our case, Apache Fortress or Unix modes), another script is required. This
script transforms the generated AC rules back into the existing AC formalism.
In our case, an XML parser9 has been used to easily and efficiently perform this task.

In order to empirically validate that our model is efficient in terms of
time-consumption, we have measured the time-consumption of the generation
mechanism. As the tests have been performed with parallelized code, the results
are quite good, especially if we consider the fact that real ACLs have much more
rules than the stochastically generated ACLs we have used in the previous section.

Concerning the time-consumption and efficiency of the resource similarity
mechanism, results of the tests performed on the engineering school’s AC have
shown that our solution is also quite efficient (less than 20 minutes). Moreover, the
results of the tests have shown that these mechanisms are quite efficient in terms of
density reduction (up to 93%), which is interesting, especially when many subjects
and resources are managed. However, we underline that these results are due to
the fact that the original AC policy only contains 3 different groups or subjects and
that, by default, the same Posix mode is applied by most users of the school (i.e.
755). Therefore, many users and data have the same rights, and thus, the same
rules, inducing these high results.

Finally, management actions (such as deleting an existing subject) have been
performed on both AC and TC policies to validate the coherence mechanism.
Results have shown that this mechanism is quite efficient, even with the biggest
ACLs. However, we underline that actions requiring several loops in the AC policy
are slower. We consider that this is not quite a problem because the update
frequency of most participants is still covered.

4.4 Conclusion

In this chapter, we have used 3 types of experiments to validate our model. First,
we have used an online survey to gather information from security experts and
administrators. This survey has been useful to determine the density of the managed
policies, the theoretical usefulness of our mechanisms and the perception of the
security mechanisms that are used within companies. Then, we have performed
empirical tests on stochastically generated policies. These tests have shown that
the density used by our participants can be handled by our model, both in terms of
efficiency and time-consumption. Finally, we have used real Access Control policies
to validate that our model could be used in a real environment. These tests have also

9Simple XML Parser : http://simple.sourceforge.net/

http://simple.sourceforge.net/
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been conclusive, in terms of time consumption, efficiency (i.e. gain) and coherence
keeping. In the next chapter, we conclude this thesis and discuss some perspectives.
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In this chapter, we conclude this thesis by proposing a summary of our contri-
bution and the empirical tests that have been conducted. Then, we conclude with
possible enhancement and initial works.

5.1 Summary of our contribution

In this section, we first summarise our contribution by presenting our proposal and
the challenges we have decided to tackle. Secondly, we describe the evaluation we
have performed in order to test our solution.

5.1.1 Proposal

In this thesis, we have decided to take on research challenges concerning unin-
tentional data leakage within companies. To do so, we have first proposed a
meta-model able to represent commonly used AC models in order to tackle the
Challenge C1. Thanks to that, a security expert or administrator does not have
to change the existing AC policies for another model or other mechanisms, which
can be time-consuming and tiresome.

Secondly, we have proposed the coherent and semi-automatic generation of TC
policies based on existing AC to tackle the coherence problem (Challenge C2).
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Moreover, we have defined a mechanism that is able to automatically adapt AC
policies when the TC policies are modified (and vice versa).

To resolve the density problem (Challenge C3), we have proposed inferences
mechanisms. These mechanisms detect similar subjects and resources and clus-
terize them, reducing the overall size of the generated policies and allowing an
administrator to reason on sets instead of atomic subjects and resources.

Then, we have used the high abstraction level of our model to generate objects
(i.e. Hypermatrices) that represent the overall policies of the companies. Based
on the same AC policies, different Hypermatrices with different security levels
can be generated. An administrator can then switch from an Hypermatrix to
another, allowing fast modification of the overall policies. This mechanism has
been proposed to tackle of the adaptability problem (Challenge C4).

To solve the interoperability problem (Challenge C5) (i.e. differences of security
policies between infrastructures), we have proposed mechanisms that can detect
similarities and differences between TCLs and Hypermatrices. These mechanisms
can generate reports and help security experts or administrators to have a better
understanding of their policies. We underline that these mechanisms could be
beneficial, especially when 2 infrastructures with different security policies exchange
documents.

Finally, we have done several tests on stochastically generated and real AC policies
in order to evaluate the performances of our mechanisms. Results of these tests
have validated the reactivity challenge (Challenge C6), which consists at taking
into account the evolution of policies in terms of time-efficiency. Details on these
tests are presented in the next section.

5.1.2 Tests and validation

To test our solution, we have proposed 3 different types of evaluation. First, we
have conducted an online survey on IT professionals. Thanks to this survey, we
have gathered information on the policy size and density, the models that are
used and the perception of the participants regarding these models. Moreover,
we have been able to propose several mechanisms to tackle the challenges we
have underlined. The results of the survey have shown that these mechanisms are
appealing for many participants.
Secondly, we have used our model on stochastically generated AC policies. Results
of the conducted tests have shown that our model is performant, both in terms of
time-consumption and efficiency.
Finally, we have used real AC policies retrieved from a startup company and from
an engineering school. Conducted tests have shown that real AC policies can be
used by our model. Moreover, time-consumption and gain results have highlighted
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the overall efficiency of our proposal.

Now that we have presented our contribution and the results of our thesis, we
discuss in the next section the perspectives and future works.

5.2 Perspectives from the security expert and adminis-
trator’s point of view

In this section, we present the improvements that can be beneficial from the security
expert and administrator’s perspective. These improvements includes short terms
implementations, insights on usability and model enhancement.

5.2.1 Improving the existing mechanisms

In this subsection, we present some ideas to improve some mechanisms of our proof
of concept.

Inference mechanisms : Current algorithms used in our inferences mechanisms
can be optimized in several ways. Indeed, current resource similarity mechanism
is based on a "perfect" similarity, meaning that only TCLs that are 100% identi-
cal will be in the same Resource Cluster. However, in order to improve the gain,
we hypothesize that other modern techniques of supervised learning can be used
[Xu & Wunsch 2005]. These techniques are scalable, adapted to big density and
could enhance the overall gain, reducing de facto the complexity of the policies.
Moreover, subject similarity mechanism could also benefits from such techniques,
with similar advantages. Finally, other mechanisms such as Data Mining and Arti-
ficial Intelligence (AI) [Russell et al. 2003] could be used to automatize clustering.

Interoperability mechanisms : Our interoperability mechanisms propose sim-
ple but efficient metrics to compare TCLs and Hypermatrices. Among these metrics,
one can found the total number of subjects, the distribution of the different types
of access or information on capabilities. However, we hypothesize that generating
other metrics can be interesting in order to find more similarities and offer more
information for security experts and administrators. To compute these metrics in
a fast and efficient way, we consider directed-graph theory algorithms as a valuable
option. Indeed, these algorithms are usually well known, already implemented, effi-
cient and for some of them, adapted to huge graphs. Examples of these algorithms
and notions are: shortest path algorithm, strongly connected component, bridge (or
isthmus), density of a graph and maximum degree. Information on these concepts
can be found in [Gibbons 1985].
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5.2.2 Insights on usability

Throughout our thesis, we have tried to keep in mind usability to propose a solution
that can ease the security experts and administrators tiresomeness when it comes to
policy management. However, we did not consider the ergonomic aspect. Indeed, we
have designed a graphical tool to validate some of our tests, but no other graphical
interfaces have been proposed. Thus, we propose in this section some ideas on the
enhancement of the Graphical User Interface (GUI) to ease the management tasks.

Enhance the visual representation of graphs : For the tests we have con-
ducted, we have implemented a tool that represents transmission between subjects
and capabilities (i.e. what a subject can access and retransmit). However, this tool
is not usable when many information are depicted (i.e. when big TCL graphs are
depicted for instance). Thus, one research axis is to improve the graph tool. From
the visualization point of view, one solution could be to create interactive graphs,
allowing the security expert to expand or collapse parts of the graph. Moreover,
different levels of additional information could be shown or hidden depending on
what the security expert is looking for. For instance, she/he will be willing to focus
only on a specific transmission type (ex: TRANSMISSION_DEN) or a specific node
type (ex: full blackhole"). Finally, more specific colour codes could be implemented
to ease the reading of complex graphs.

Propose a GUI for the Hypermatrix switch : Another mechanism that could
benefit from GUI interfaces is the adaptability mechanism. Indeed, we have under-
lined in subsection 3.2.6 that changing one Hypermatrix by another is done man-
ually. Thus, a GUI could be used to perform this task. Thanks to this GUI, a
security expert could have some information on the current Hypermatrix, the time
it has been loaded or its overall information (e.g. total number of subjects, reparti-
tion of transmission types) in order to improve the reactivity and efficiency of the
administrator or security expert in case of emergencies.

Enhance the reporting : The current version of our work proposes mechanisms
to compare TCLs and Hypermatrices. However, these mechanisms generate textual
reports. We empathize that these reports can be hard and complex to read. Thus,
one solution could be to generate graphical reporting. These results could be de-
picted in a dashboard, allowing easy and user-friendly customizable representation
that could reduce the tiresomeness of having to interpret the reports’ results.

Conduct interviews on administrators and security experts : In order to
gain insights and increase the validity of our online survey’s results, we would like to
conduct physical interviews. Unlike the online survey, these interviews will aim at
gathering qualitative and in-depth information on the perception and feelings of the
participants. Moreover, we would like to test some of our mechanisms to validate
that they are usable and understandable for this category of users.
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5.2.3 Model enhancement

One of our challenge throughout this thesis has been to take into account as many
Access Control models as possible. To do so, we have proposed a simple and generic
model. However, this model is not fully generic and lack expressiveness when it
comes to complex modelling. This section briefly describes possible enhancements.

Add the notion of context : Context can take many forms and represents
many things, including spatial information (e.g. room, building, geolocation, coun-
try), temporal information (e.g. specific time of the day such as work hours, specific
day, month, year) or technical information (e.g. network IP range, MAC1 addresses,
protocol).
In the context of security, one or more contextual information can be used to deter-
mine if an Access Control is granted or not. For instance, "Access is authorized for
this document only if the request comes from an IP within the company’s IP range"
or "Access is denied between 8 P.M and 8 A.M".
Moreover, other models used by our participants, such as ABAC, can use contextual
information. Thus, even if it increases the overall complexity of a security policy,
context can become an asset for both security and management thanks to its fine-
grained granularity. Moreover, due to phenomenons like "Bring Your Own Device"
or employees nomadism, modern IT infrastructures can be willing to add contextual
information in their decision mechanism. Thus, we consider that our model could
be enhanced to support the notion of context.

Add the notion of "others" : In our model, a TCL embeds the concept of
marked subjects. As stated previously, these subjects are the subjects that can
access the resources in the AC policy. However, the current version of our model
does not provide a way to say that the resource can be sent or received to/by other
subjects (i.e. persons that are not present in the existing AC policies). Indeed, there
is no easy way to say that a resource is public and that it can be retransmitted to
anyone else, inside or outside the company. Thus, we intent to work on this problem
by defining the concept of "others" subjects. We hypothesize that a TCL could be
enhanced with a new row and column. However, without any other modification,
this will cause incoherences. Thus, thorough investigation will be needed to tackle
this problem.

Allow multiple transmission types for the same transmission : Currently,
the model embeds only one transmission type per transmission (see the notion of
completeness in 3.1.2). Thus, several security properties (for instance integrity and
non-repudiation) cannot be applied to one transmission. To allow the model to take
into account such cases, modifications on the Mapping Rules Syntax and the conflict
detection mechanism have to be performed.

1Media Access Control
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Embeds other security principles : In chapter 2, we have introduced notions
such as Separation of Duty (SoD) and Principle of Least Privileges (PoLP). These
notions have been implemented for instance in later version of RBAC. We have seen
that our implementation has been able to use an existing RBAC0 policy. However,
more complex notions such as the one cited above are difficult to represent in our
formalism. Thus, we consider that it will be interesting to adapt our model to take
these concepts into account.
Another thing that could be beneficial to integrate is some notions used by Infor-
mation Rights Management (IRM) and other Usage Control mechanisms. Indeed,
we have seen that capabilities in our model can be used to manage the access and
retransmission of a resource. However, we consider that capabilities can be en-
hanced to embed more usage-like control. For instance, we consider that it could be
interesting for a security expert to:

• track the path of a document throughout the company,

• change the capabilities of a subject based on contextual information (for in-
stance, disabling the right to retransmit the data if the subject is not connected
to the network of the company),

• modify the current capabilities of a subject when she/he ask for a occasional
privilege (i.e. break glass procedure [Brucker & Petritsch 2009]),

• destroy a capability after a specific date in order to make the data unaccessible
by a specific subject or group of subjects.

Now that the administrator and security expert’s perspective have been pre-
sented, we focus in the next section on the developer’s point of view. This point of
view have been chosen to determine how to use the generated TCLs in a company’s
existing software.

5.3 Perspectives from the developer’s point of view

In this section, we present initial works that aim at using the TC policies we have
generated thanks to our model.

5.3.1 Initial works

Throughout this thesis, we have underlined that one of our key objectives have been
to ease the tiresomeness of having to define and manage both AC and TC policies.
Thus, we consider that the task to adapt the generated policies with existing software
must be as easy as possible. Existing software must take into account the policies
generated by our model. There is no problem from the AC perspective, because an
existing application will use the existing AC policies used by our model (it is for
instance the case with our real AC policies). However, problems arise from the TC
perspective. Indeed, an existing application is not capable of using the TC policies
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and authorize or deny the transmissions. One solution can be for a developer to
reimplement the application in order to embed mechanisms that can interpret the
TC policies and offer an appropriate action (for instance, authorize or deny the
transmission). This solution is not acceptable, because reimplementation will cause
time-consumption. Moreover, the developer might not be competent enough in
computer security to properly implement these mechanisms.
The solution we have started to investigate is to add security mechanisms in a
specific place in the applications’ code. These specific mechanisms can then intercept
information when a resource is about to be accessed or retransmitted and check the
corresponding TC policy to verify that the action / transmission is authorized or
not. To do so, we have started to use Aspect Oriented Programming (AOP).

Aspect Oriented Programming (AOP) : During the implementation of
an application, two main problems can appear: code duplication (or scattering),
and code tangling (i.e. dependencies between systems). To overcome these two
problems, one can separate the concerns (e.g. particular sets of information that
have an effect on the code). To do so, Aspect-Oriented Programming (AOP) can be
used. AOP provides mechanisms to dynamically modify the static object-oriented
model in order to create a system that can grow to meet new requirements,
allowing an application to adopt new characteristics as it grows. Several works
have been proposed to tackle security issues with AOP [Kiczales et al. 1997].
Moreover, OrBAC researches have also focused on this paradigm [Ayed et al. 2013]
[Ayed et al. 2015]. However, we hypothesize that a model-agnostic solution would
be more interesting for a company that does not want to modify its existing
applications and redefines its security policies.

In this context, we have started to work on an AOP architecture. This
architecture, depicted in Figure 5.1, works as follows. An employee (for instance
Walter (1)), is using an application that has been developed by the company.
This application has been modified to add some joinpoints (2). These joinpoints
intercept features that can cause a data leakage or an unauthorized access (in our
case a "send" functionality (2)). When Walter tries to send docA to Jesse, the
joinpoint sends information to a Decisional Engine (DE) (3). Then, the DE has
to determine if the action can be performed (4). To do so, it fetches the TCL
corresponding to docA and see if the transmission is permitted (5). In our example,
the TCL does not have Jesse as a marked subject, preventing him to access the
document (6). Thus, Walter cannot send the document to Jesse. Based on this
result, the Decisional Engine changes the normal behavior of the application (7)
thanks to an AOP concept called advice. This new behavior generates a pop up to
warn Walter that the transmission to Jesse is forbidden, preventing him from an
unintentional data leak.

Now that the general structure has been presented, we describe the algebra we
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Figure 5.1: General overview of our Decisional Engine architecture.

have started to define. This algebra has been proposed to ease the definition of
security measures between the security expert and the DE.

Security algebra : To be as generic as possible, we have started to develop an
algebra. This algebra aims at transforming every method of the application that
can lead to a data leakage (also called "sink Action") into a function. A function
is composed of atomic AC actions that can be defined by a security expert or an
administrator. For instance, imagine that a subject S wants to copy parts of a
document A in a document B. To do so, S will need the following rights: the right
to Read A, the right to Write A, the right to Read B and the right to Write B.
Thus, in order for a subject to perform a copy-paste from A to B, a security expert
or an administrator can formalize the copy-paste action as follows (5.1):

copypaste = {S,< r,w >,A} ∧ {S,< r,w > B} → AUTH (5.1)

Once this function has been defined, the DE has to check if this action is autho-
rized or not. Thus, the DE loads the generated TCL to be sure that the function is
correct. If it is not the case, mechanisms can be then implemented to prevent the
subject to perform an action that could lead to data leakage. These mechanisms
can be for instance: popups, blocking, mail to the administrators, deactivation of
the method, etc..
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Adding security properties to transmissions : Our model formalizes the con-
cept of transmission types. As stated before, a transmission type can embeds secu-
rity properties, such as confidentiality or integrity. Even if several APIs have been
implemented over the years, it can be complex to integrate these security proper-
ties to existing transmissions. Indeed, from the developer point of view, having to
manage complex cryptographic notions can be difficult to handle and the lack of
knowledge regarding security can be hazardous.
To overcome this issue, we aim at using existing works, especially the ones proposed
by our team [Nobelis 2008] [Nobelis et al. 2010] [Kamel et al. 2011]. In these works,
the concept of security component has been introduced thanks to Component-Based
Software Engineering (CBSE). CBSE is a programming paradigm which consists
on a reuse-based approach to define, implement and compose loosely coupled and
independent components into systems. A security component is a component that
embeds an eponymous security property (e.g. integrity, confidentiality, authenticity,
access control and non-repudiation). These security components can be easily used,
tweaked (i.e. one can select the size of the key, the specific algorithm to use, etc.)
and integrated to existing architecture [Nobelis et al. 2011] [Resondry et al. 2014].
For these reasons, we aim at using these components to provide security mechanisms
to existing transmissions in an easy and reusable way.

Architectural consideration : Previous subsections have proposed ideas to eas-
ily modify existing software to take into account the generated TC rules thanks to
AOP. Moreover, we aim at using some of the research works of our team to eas-
ily embed security properties into existing software. However, several architectural
considerations have to be taken into account. Among these considerations, we can
highlight:

• How to authenticate a user if the current application does not take this aspect
into account ?

• Is the Decisional Engine centralized or decentralized?

• How do the modified applications and the Decisional Engine communicates
(e.g. protocol, update frequency, security)?

• How to insure that the capabilities generated by our model are unforgeable?

• How to tag data ?

• How to log the requests sent to the Decisional Engine in order to keep a track
of subjects’ actions and data flow?

• How to protect the Decisional Engine (for instance, prevent rules and policies
from being accessed and altered)?
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5.4 Perspectives from the end-users point of view

Throughout this dissertation, we have focused on unintentional data-leakage caused
by internal (and in appearance trustworthy) employees. To prevent such leaks, data
leakage mechanisms have to be usable and understandable by end-users. Thus, we
have conducted a second survey on employees to determine, among other things,
how these security mechanisms are perceived by the employees of a company. This
survey is described in the next paragraph.

Survey on end-users : The survey is available on the Internet in both french2 and
english3. It has been answered by more than 125 persons in the last 6 months. The
goal of the survey was to gather various information on the employees (the position,
the computer skills level, the perception of security and mechanisms and policies,
how often sensitive data are manipulated and if they are aware of what they can or
cannot do within their company). In addition, more general information regarding
the company have also been retrieved (sector, size, etc.). Preliminary results show
interesting things and show for instance that:

• 44% of participants have unintentionally leaked data at least once in their
current position.

• 57.6% prefer a mechanism that prevent them from unintentional data leakage,
even if it does not let them decide.

• more than 40% of them think that security mechanisms are intrusive and
annoying for the tasks they perform.

Finally, participants were invited to select and propose their favorite anti data
leakage mechanisms. Among the favorite solutions, we can list popup mechanisms
to notify users that an action is going to cause a data leakage and let them choose
(e.g. popup messages) or a mechanism to automatically deactivate actions that can
cause data leakage (for instance, automatically deactivate the "send" button when
a confidential attached document is put within an email).
Currently, we aim at using these results to provide adapted anti data leakage
mechanisms that can be understandable and usable by end users. Moreover, we
are compiling the survey’s results in order to publish them in an international
conference article.

In this chapter, we have first presented a summary of this thesis. Then, we have
proposed several perspectives for our work. These perspectives are based on 3 points
of view: the security expert and administrator, the developer and the end-user point

2https://docs.google.com/forms/d/e/1FAIpQLSdyhVrcJbBOBUPtjrcsNiVku3ImxjOyVvbJnh8Vaj6OtaPBpw/
viewform

3https://docs.google.com/forms/d/e/1FAIpQLSfoASF05G71a8ps1godznShkoHZm3lpi3n5ySMN4l2Utsr6bA/
viewform

https://docs.google.com/forms/d/e/1FAIpQLSdyhVrcJbBOBUPtjrcsNiVku3ImxjOyVvbJnh8Vaj6OtaPBpw/viewform
https://docs.google.com/forms/d/e/1FAIpQLSdyhVrcJbBOBUPtjrcsNiVku3ImxjOyVvbJnh8Vaj6OtaPBpw/viewform
https://docs.google.com/forms/d/e/1FAIpQLSfoASF05G71a8ps1godznShkoHZm3lpi3n5ySMN4l2Utsr6bA/viewform
https://docs.google.com/forms/d/e/1FAIpQLSfoASF05G71a8ps1godznShkoHZm3lpi3n5ySMN4l2Utsr6bA/viewform
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of view.
From the security expert and administrator’s perspective, we present new imple-
mentation, usability insights and model enhancement. Concerning implementation,
we have proposed some solutions to enhance the existing mechanisms, such as the
inference and interoperability mechanisms. We think that these perspectives could
provide good research questions and could be beneficial for our model. Regard-
ing usability, we have proposed to design other Graphical User Interfaces to ease
the creation and management of the policies, while offering usable reports for secu-
rity experts and administrators. Concerning our model, we aim at making it more
generic and expressive. Thanks to this expressiveness, we aim at describing more
complex AC policies.
From the developper’s perspective, we have presented our initial work on Aspect
Oriented Programming (AOP). This work aims at using the generated TC policies
by adding security mechanisms to an existing application. By doing so, we aim at
providing mechanisms that will be able to interpret the TC policies and prevent
unintentional data leakage.
From the end-user perspective, and in order to have a better understanding on how
the security mechanisms and data leakage are perceived within companies, we have
conducted a survey on employees. This survey has been answered by more than a
125 persons, and shows interesting results concerning these concerns.





Appendix A

Summary of the survey’s questions

A.1 Questions of the administrators and security ex-
perts’ survey

In this appendix, we present the questions of the survey that have been asked to
the security experts and administrators. As stated in chapter 4, the survey is an
online Google forms composed of 20 questions. The survey has been proposed to 50
persons in charge of the security within their company.

Question I) Your position?

• System Administrator / Engineer

• Network Administrator / Engineer

• Security Expert

• Other

Question 2) Does you company use access control policies?

• Yes

• No

Question 3) If so, which model are you using?

• ACL (Access Control List)
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• RBAC (Role-Based Access Control)

• ABAC (Attribute-Based Access Control)

• Other

Question 4) How many users does your access control manage?

• Less than 10 users

• Between 10 and 250 users

• Between 250 and 1.000 users

• Between 1.000 and 5.000 users

• Between 5.000 and 10.000 users

• More than 10.000 users

Question 5) How many sensitive data does your access control man-
age?

• Less than 100

• Between 100 and 1.000

• Between 1.000 and 5.000

• Between 5.000 and 10.000

• Between 10.000 and 50.000

• Between 50.000 and 100.000

• Between 100.000 and 500.000

• Between 500.000 and 1.000.000

• More than 1.000.000
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Question 6) What is your access control policies update frequency?

• Several times per hour

• Several times per day

• Several times per week

• Several times per week

• Several times per month

Question 7) According to you, defining access control policy is:

Score between 1 (a tiresome task) to 5 (an easy task)

Question 8) Do you think that too many entities (users, resources,
groups, etc.) are managed by your access control policies?

Score between 1 (strongly disagree) to 5 (fully agree)

Question 9) What do you think of a solution that could reduce the
amount of entities managed by your policies?

Score between 1 (not interesting) to 5 (very interesting)

Question 10) How do you manage emergencies (attacks, intrusions,
etc.) regarding access control policies?

• Strict policies are applied until the problem is solved.

• There is no policies modification during an emergency.
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Question 11) What do you think of a solution that could easily deploy
different security policies in case of emergency?

Score between 1 (not interesting) to 5 (very interesting)

Question 12) Does your company use transmission control mecha-
nisms or policies?

• Yes

• No

Question 13) If so, is there a link between access control and trans-
mission control policies?

• Yes, we define one based on the other, taking care of the coherence between
the two.

• No, both are defined separately, without taking care of the coherence be-
tween the two.

Question 14) If your previous answer was yes, do you think that hav-
ing to define policies that are coherent with each other is:

Score between 1 (very annoying / hard) to 5 (very enjoyable / easy)

Question 15) What do you think of a solution that could define TC
policies based on existing AC policies?
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Score between 1 (not interesting) to 5 (very interesting)

Question 16) What do you think of a solution that could keep coher-
ence between both AC and TC policies?

Score between 1 (not interesting) to 5 (very interesting)

Question 17) Does your company share information with other entities
(internal departments, other companies, clients, etc.)?

• Yes

• No

Question 18) If so, do you think that differences between entities
policies can be a problem for data exchange?

Score between 1 (very annoying) and 5 (not annoying at all)

Question 19) What do you think of a solution that could detect dif-
ferences between companies security policies?

Score between 1 (not interesting) to 5 (very interesting)

Question 20) If you have any comments concerning the survey or your
policies (for instance the technologies or products that you are using):

Text zone for an open-ended answer
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Gestion du contrôle de la diffusion des données d’entreprises et
politiques de contrôles d’accès

Résumé : Cette thèse traite des problèmes de fuite de données accidentelles
au sein des entreprises. Ces fuites peuvent être dues à l’utilisation conjointe de
politiques de Contrôle d’Accès (CA) et de Contrôle de Transmission (CT). De plus,
l’utilisation conjointe de ces deux types de politique génère plusieurs problèmes
pour les personnes ayant la charge de créer et maintenir ces politiques. Parmi ces
problèmes, nous pouvons citer des problèmes de généricité des modèles existants,
de cohérence entre les règles de CA et de CT ainsi que des problèmes de densité,
d’adaptabilité, d’interopérabilité et de réactivité.
Dans cette thèse, nous proposons en premier lieu un méta-modèle pour prendre en
compte la plupart des modèles de CA utilisés dans les entreprises. Nous proposons
ensuite la génération cohérente et semi-automatique des politiques de CT à partir
de politiques de CA existantes pour répondre au problème de cohérence. De
plus, différentes fonctionnalités sont proposées pour résoudre les problèmes de
densité, d’adaptabilité et d’interopérabilité. Afin de valider la pertinence de notre
solution, nous proposons une étude (type questionnaire) auprès d’experts sécurité
et d’administrateurs. Cette étude révèle des informations sur la taille des politiques
gérées, la pénibilité à les définir ou encore l’utilité des fonctionnalités proposées
pour résoudre les problèmes précédents. Enfin, nous testons notre preuve de
concept sur des données aléatoires et réelles en prenant en compte les performances
et la réactivité, validant ainsi que notre solution répond bien aux problèmes soulevés.

Mots clés : Sécurité informatique, Contrôle d’Accès, Contrôle de Transmis-
sion, Sécurité des Données, Fuite de données



Access Control Policies and companies data transmission
management

Abstract: The main objective of this thesis is to solve the problem of uninten-
tional data leakage within companies. These leaks can be caused by the use of
both Access Control (AC) and Transmission Control (TC) policies. Moreover,
using both AC and TC can lead to many problems for the security experts and the
administrators that are in charge of the definition and maintenance of such policies.
Among these problems, we can underline the genericity problem of existing models,
the coherence problem between AC and TC rules and problems such as density,
adaptability, interoperability and reactivity.
In this thesis, we first define a meta-model to take into account the main AC models
that are used within companies. We also propose a coherent and semi-automatic
generation of TC policies based on existing AC to tackle the coherence problem.
Moreover, several mechanisms have been proposed to tackle complexity, adaptabil-
ity and interoperability issues. In order to validate the relevance of our solution,
we have first conducted a survey among security experts and administrators. This
survey has highlighted several information regarding the policies’ size and density,
the tiresomeness of having to define them and the interest for several functionalities
that can cover the aforementioned problems. Finally, our solution has been tested
on stochastically generated and real policies in order to take performances and
reactivity under consideration. Results of these tests have validated that our
solution covers the underlined problems.

Keywords: IT security, Access Control, Transmission Control, Data Security,
Data Leakage
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