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Abstract

From a general point of view this thesis addresses an automatic path to build asolution choosing

a compatible set of building blocks to provide such a solution to solve a given problem. To create

the solution it is considered the compatibility of each available building block with theproblem and

also the compatibility between each building block to be employed within a solution all together.

In the particular perspective of this thesis the building blocks are meta-modelsand the given

problem is a description of a problem that can be solved using software using a multi-agent system

paradigm.

The core of the thesis proposal is the creation of a process based on a multi-agent system itself.

Such a process analyzes the given problem and the available meta-models then it matches both and

thus it suggests one possible solution (based on meta-models) for the problem. Nevertheless if no

solution is found it also indicates that the problem can not be solved throughthis paradigm using

the available meta-models.

The process addressed by the thesis consists of the following main steps: (1) Through a process

of characterization the problem description is analyzed in order to locate thesolution domain and

therefore employ it to choose a list of most domain compatible meta-models as candidates. (2)

There are required also meta-model characterization that evaluate each meta-model performance

within each considered domain of solution. (3) The matching step is built over amulti-agent system

where each agent represents a candidate meta-model. Within this multi-agent system each agent

interact with each other in order to find a group of suitable meta-models to represent a solution.

Each agent use as criteria the compatibility between their represented candidate meta-model with

the other represented meta-models. When a group is found the overall compatibility with the given

problem is evaluated. Finally each agent has a solution group. Then thesegroups are compared

between them in order to find the most suitable to solve the problem and then to decide the final

group.

This thesis focuses on providing a process and a prototype tool to solve the last step. Therefore

the proposed path has been created using several concepts from meta-analysis, cooperative artificial

intelligence, Bayesian cognition, uncertainty, probability and statistics.



Resumen

Desde un punto de vista general esta tesis aborda el problema de encontrar una solución a un prob-

lema determinado usando un conjunto de bloques de construcción. Esto se hace teniendo en cuenta

la compatibilidad de cada uno de los bloques de construcción para resolverel problema y la capaci-

dad de interacción entre estas partes para formar una solución juntos.

En la perspectiva particular de la tesis los bloques de construcción son meta-modelos y el prob-

lema dado es una descripción de un problema puede ser resuelto utilizando software y que hay que

verificar si es posible resolverlo con una configuración basada en unsistema multi-agente.

El núcleo de la propuesta de tesis es un proceso que analiza un problema dado, verificando

si es posible resolverlo usando un sistema multi-agente, si es así se sugiere una posible solución

basada en sistema multi-agente para este problema. También puede indicar queel problema no

puede resolverse a través de este paradigma o que no se cuenta con la información suficiente para

determinar si sí o si no.

El proceso abordado por la tesis consta de los siguientes pasos principales: (1) A través de un

proceso de caracterización de la descripción se identifican las características y el dominio de la

posible solución para luego elegir un sub conjunto de posibles candidatos meta-modelos. (2) Los

meta-modelos cuentan con caracterizaciones en varios dominios de solución.(3) Se crea un sistema

multi-agente en el que cada agente representa a un candidato meta-modelo del subconjunto elegido

en la primera fase. De esta sociedad de agentes estos interactúan entre sípara encontrar un grupo de

meta-modelos que es adecuado para representar una solución dada. Los agentes utilizan los criterios

idóneos para cada meta-modelo que representan. También se evalúa la compatibilidad de los grupos

creados para resolver el problema de decidir que grupo final es la mejorsolución.

Esta tesis se centra en proporcionar un proceso y un prototipo de herramienta para resolver el

último paso considerando la incertidumbre que podría haber al solo conocer parcialmente un prob-

lema caracterizado y uno o más meta-modelos caracterizados. Por lo tanto el camino propuesto ha

sido creado utilizando varios conceptos del meta-análisis de la inteligencia artificial de cooperación,

la cognición Bayesiana, la incertidumbre, la probabilidad y estadística.



Résumé

Considérant un point de vue général de cette thèse aborde le problème de trouver, à partir d’un

ensemble de blocs de construction, un sous-ensemble qui procure une solution à un problème donné.

Ceci est fait en tenant compte de la compatibilité de chacun des blocs de construction par rapport

au problème et l’aptitude d’interaction entre ces parties pour former ensemble une solution.

Dans la perspective notamment de la thèse sont les blocs de construction deméta-modèles et le

problème donné est une description d’un problème peut être résolu en utilisant un logiciel et d’être

résolu en utilisant un système multi-agents.

Le noyau de la proposition de thèse est un processus qui analyse un problème donné et puis il

proposé une solution possible basée sur système multi-agents pour ce problème. Il peut également

indiquer que le problème ne peut être résolu par ce paradigme.

Le processus adressée par la thèse consiste en les étapes principales suivantes: (1) A travers

un processus de caractérisation on analyse la description du problème pour localiser le domaine

de solutions, puis choisissez une liste de candidats des méta-modèles. (2) Les caractérisations de

méta-modèles candidats sont prises, ils sont définis dans plusieurs domaines de la solution. On fait

la chois parmi le domaine trouvé dans la étape précédant. (3) On crée un système multi-agents où

chaque agent représente un candidat méta-modèle. Dans cette société lesagents interagissent les uns

avec les autres pour trouver un groupe de méta-modèles qui est adapté pour représenter une solution

donnée. Les agents utilisent des critères appropriés pour chaque méta-modèle à représenter. Il

évalue également la compatibilité des groupes créés pour résoudre le problème de décider le groupe

final qui est la meilleure solution.

Cette thèse se concentre sur la fourniture d’un processus et un outil prototype pour résoudre

plutôt la dernière étape de la liste. Par conséquent, le chemin proposé a été créé à l’aide de plusieurs

concepts de la méta-analyse, l’intelligence artificielle de coopération, de la cognition bayésienne,

incertitude, la probabilité et statistique.



Preface

Really knowing semantics is a prerequisite for anything to be called intelligence

-Barbara Partee

That’s a notion of [scientific] success that’s very novel. I don’t know of anything like it in the

history of science

-Noam Chomsky encouraging the machine learning researchers to understand the origins of

human and animal nature behaviour instead of simulate it.

Today’s software systems have an inherent tendency toward complexity.The popularity of dis-

tributed and complex systems - as those that run on mobile devices or sensor systems deployed in

cities, forests and fields, or within the area of home automation - it requires to develop systems

that go beyond traditional software development methods. The Multi-agentsystems archetype is

one of the paradigms used to fill such a gap. The MAS paradigm allows to model a system using

schemes based on human social and organizational structure that currently solve complex problems

everyday into human organizations and institutions. Many efforts have been made to simplify the

development of MAS (Gómez et al., 2007). However, until now most part of these efforts have been

done without coordination and towards different directions. This vast and diverse variety of choices

makes difficult the initial choices for a system designer. In other words, the designer must choose

among all the options and components an adequate methodology for the purpose of their system.

This situation causes an initial uncertainty for any developer. Thereforeit difficulty leads to the use

of MAS as a viable option to develop a solution. In spite of this, we consider that we could improve

such initial situation using a Multi-agent system to help making the initial decisions.Justifying such

election phylosophically we recall the second law of thermodynamics (Kelvin,1892), such a law

prohibits two bodies at different temperatures can transmit heat from the cold body to hot body. The

second law also is commonly expressed by stating:

In an isolated system the entropy never decreases.

Such a law applies indirectly to initial uncertainty situation mentioned above. Initiallythe developer

has a closed set of options and a problem to solve; therefore, he has to match the characteristics of

his problem to components -belonging to one or more methodologies - that can bring a path to

build a solution to such a problem. Thus, the level of experience and prior knowledge of existing



vi

methodologies take a key role in making initial decisions. Here we find severalsimilarities with

the Maxwell demon paradox (Kelvin, 1879): it proposes to employ a demon into an isolated system

in order to reduce the thermic entropy. Thus, the demon activity consists in arranging the hot and

cold molecules to reduce the thermic entropy within the closed system. A proposition to solve such

demon paradox is done by recognizing the theory of information and therefore such theory justifies

the energy needed to identify the hot and cold molecules. In other words thedemon need knowledge

to infer which molecule is hot or cold and put them in order. We propose to add agents similar as the

demon - with experience and knowledge already acquired - in a closed system of options - solution

components instead of molecules - with a high level of uncertainty because wedon’t know which

components are the most suitable to solve a problem - considering the problemas the task of order

molecules to decrease the thermic entropy -. So, the agents can help to find some possible solutions

within the closed space of options.

It is possible from our point of view to make profit of this situation by using anapproach to

abstract information from existing methodologies and approaches automatically - invest in the ex-

perience acquisition - thus use such information to choose the most accuratecomponents - match

problem characteristics with components features - and therefore createa MAS where each agent

acts as a component representative and look for other agents -other components - to create an opti-

mal solution group. Therefore the final goal of our approach is to simplifythe initial MAS concep-

tion process and thus to encourage the use of MAS.
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Introduction

The present work has been initiated by an already long cooperation between the laboratory LCIS

- (Laboratoire de Conception et Integration de Systèmes) in Valence, France and CINVESTAV

Guadalajara Mexico about Multi-agent specification methodologies. This work is under the direc-

tion and supervision of Pr. Michel OCCELLO, leader of the Complex Systems (COSY) research

group and deputy director of the laboratory LCIS in Valence, France also by the Pr. Félix Francisco

RAMOS-CORCHADO leader of the distributed systems research group in CINVESTAV Guadala-

jara Mexico. The present thesis work aims at developing an automated meta-analysis process for

multi-agent software engineering. This thesis’ work is considered as a base for the METALISM

project that has been granted with the ECOS-ANUIES research projectfund number M10-M02.

This project also aims at simplifying the use of multi-agent systems and disseminatetheir utiliza-

tion in the software development industry as a mature approach to create complex systems solutions.

Project Motivations

Existing methods are generally based on "problem to be solved into a domain" driven engineering,

in other words, a given problem to be solved within a specific domain in which the methods are ori-

ented. The fact is that we don’t know if the domain method which is intended to solve the problem

is the right one. This is an issue that must be carefully taken. An inappropriate domain of solution

choice can make the MAS employed as not viable or inefficient. The need to deploy software to

solve problems increasingly complex is a daily issue. The use of methodologiesfor the software

design and layout is a fundamental requirement to reach a mature and successful software develop-

ment. The multi-agent systems-oriented approaches represent an alternative development solution

for complex nature problems, however, given the quantity of existing multi-agent approaches, the

diversity of these methods makes tricky to choose the right approach, especially for inexperienced

designers and for those not specialized in the area. The domain coveredby each method is limited.

In the same way, choose the appropriate domain solution to solve the given problem becomes an

intricate task. In other words the designer must well know his problem and accurately identify their

belonging domain solution. For example, methodologies such as ADELFE (Bernon et al., 2005) are

oriented only to the realm of adaptive multi-agent systems, just as Gaia (Wooldridge et al., 2000)

is directed only to a closed domain with static characteristics. So, the system designer must know

3
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Figure 1: The previous analysis phase proposed in this work comes from two different sides of a same
problem: the problem description characterization and thecomponents o models characterization.

both sides of the way before choosing the route.

Based on the above facts we perceive that it lacks a supportive alternative capable to unify

both parts. Such alternative must support the choosing task of the adequate MAS components

specification, that will enable to build the target application, considering the problem domain.

We propose to cover this lack using a mechanism to guide the designer in the methodology

choosing process suggesting the most suitable models and the best architectural integration method

for his solution purposes. The creation of such mechanism would furthermake more achievable the

use of methodologies based on multi-agent systems for developers, as wellas would facilitate the

extensive use of multi-agent systems, further expanding the options for conceiving and designing

software.

Project Problem Description

The existing diversity of multi-agent methods that are oriented to an engineering of given problems

in specific domains makes difficult the choice of the right approach. This means that when a problem

is taken it is tried to be solved using any multi-agent method. This is usually done without previous

analysis if the problem nature matches with the domain of solution covered by themethod chosen.

Thus, our main thesis problem is that there are many methodologies, many problems and many

possible solutions for MAS. Therefore the decision to solve a problem using a MAS-based solution

is not simple. Also considering that we have a low MAS development experience this becomes even

more complicated and the probability of failure using MAS becomes larger.

The problem addressed in this project is the need of an overall preliminary analysis mechanism

capable of unifying the models specification choices depending on the problem domain and the

target application. This work focuses in one main problem related to the needof a previous step

of analysis before to choose a multi-agent methodology to deploy a system. Wecan explain this

main problem from two different sources (see figure 1). The first source is the problem characteri-

zation that is just situated in the problem description analysis. The second source is located in the

components or models used to create a multi-agent system.

Thinking in an unified global software engineering approach to conceive multi-agent systems is
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not possible because domains and problems are very heterogeneous. However considering the kind

problems which commonly are efficiently solved using multi-agent systems are:

• Simulation

• Troubleshooting

• Integration of Software and control system or systems.

We consider that a simple model for create MAS for all of them is not possible. Usually these

problems are solved using approaches dedicated and specialized. For example how can we unify

the design of applications as distant such as Internet Web Services, or Manufacturing Systems?

The multi-agent paradigm inherits features from various theories of decision and social. Each

agent entity can be formed by many types of capabilities from a single reactive to a highly cognitive.

Such entities are integrated in different architectures operationalizing modelsof agents, skills of

interaction, perception and processing tasks within the environment.

From a social point of view multi-agent features are integrated across various modes of interac-

tion and organizational structures related to the nature of the agents. This project focuses over the

non generalizable model problem too, proposing a solution in the characterization of meta-models

in the same previous analysis phase.

Thesis’ Problem description

Our main problem is that there are many methodologies, many problems and many possible solu-

tions for MAS. Therefore the decision to solve a problem using a MAS-based solution is not simple.

Also considering that we have a poor MAS development experience this becomes even more com-

plicated and the probability of failure using MAS becomes larger. We do not classify problems and

we do not generate an uniform methodology, we are aware that there areseveral existing methodolo-

gies that are good for solving certain types of problems. Therefore ouraim is to investigate which

characteristics of problems tied to existing methodologies to generate a suggestion to the engineer

who seeks to develop a solution based on MAS.

Thus the contribution of this thesis is limited to the creation of a process to match the char-

acteristics of components abstracted from existing methodologies and domain with the application

specification characteristics to propose a component group selection thatrepresent a MAS-based

solution for the application specification.

MAS conception common first steps

When a system designer starts to create a MAS he must consider a MAS methodology. Commonly

each methodology provides processes, components and tools to develop the desired MAS. Never-

theless given the large number of methodologies, choosing the most suitable methodology becomes

a sightless selection. Particularly for a beginner that is unfamiliar with the MAS methodologies
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components provided and with poor MAS background. However such selection is crucial to deploy

a MAS-based solution.

Moreover an inherent problem of the MAS methodologies is the different-methodology-components

usability. That’s why we cannot take components from different methodologies to create MAS-

based solutions easily. However there are efforts as the method fragmentsapproach where different

pieces of the process are taken from different methodologies (Cossentino et al., 2011), nevertheless,

it needs to adapt such pieces using a method fragment standard to make themusable.

The reason is that commonly the methodologies are not compatible between them, thus, their

components cannot work together without a hard adaptation work. Lastly,it becomes hard to think

in re-usability of already created solutions because they are specific solutions for specific problems.

For example, an agent that runs into a MAS-based solution could not simply be employed for a

different but related MAS-based solution. This is because the agent implementation depends on the

specific interactions, environment and organization created for the specific MAS-based solution.

Therefore adapting the already implemented agent to a brand new MAS-based solution could be a

hardest work than starting a new agent implementation.

Thus, the issues giving origin to the creation of our approach are:

• When choosing the methodology that matches accurately with the desired application the

system designer must have a good MAS concepts background and a good knowledge of the

desired application domain.

• The designer must consider the difficulties of the methodologies dependency of components,

for instance, a solution that needs components from different methodologies.

• Therefore, the quality of the system designer knowledge and experience influences the quali-

ties of the MAS development process and the final product.

That’s why we perceive that these development steps are directly linked with the decision-making

field. To cover these issues, we propose a contribution that focuses ona preliminary phase to guide

the system designer supporting their decisions in the first steps creating anapproach that covers:

1. MAS Meta-modelization:

• Decomposition and reutilization: The approach must decompose the existing and future

methodologies components into meta-models to make them independent and reusable.

• Meta-model Characterization Knowledge Base: The approach must use acharacteriza-

tion of each meta-model identifying and abstracting its features.

• Knowledge or Experience acquisition: The approach must use statistical values to lo-

cate each meta-model feature into one or more solution domains. Thus consider such

features as reliable or not within each domain according to the experience (stored as

statistical values). These values are updated considering the system designer feedback.
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• Meta-models constraints: The approach must consider compatibility issues between

each meta-model to avoid the use of incompatible sets of meta-models. Also it must

propose wrapper solutions when possible.

2. Application Specification as problem description:

• Application Specification Input: The approach must receive as user input a textual or

semi-structured document containing the problem description. Such problem descrip-

tion must be written within a software engineering context and declaring whichstandard

or protocol (as UML for instance) has been employed.

• Problem Characterization Knowledge Base. The approach must use problem character-

istics abstractions.

• Knowledge or Experience acquisition: The approach must use statistical values to locate

each problem characteristic one to one or more solution domains. In other words each

problem characteristic has a relation with one or more domains of solution, thus, such

relation has a statistical value that defines if a problem characteristic is related or not

within a domain of solution.

• Application Specification Characterization process. The approach must receive the user

input and characterize it using their Knowledge bases to identify their problem charac-

teristics and thus the domain or domains of solution.

3. Matching Application Specification and Meta-models:

• Matching process. The approach must match the problem characteristics and domain

with the meta-models’ characterizations and induce the most reliable meta-models to

built a solution.

• Characteristics Meta-analysis: The approach need a meta-analysis process to solve the

decision making issues within the matching process.

Objectives

The most important contribution of the entire project approach is the decisionsupport for the MAS

developers, however, the present thesis focuses on the last item listed above. Therefore the major

contribution of this thesis is the definition of a new meta-analysis approach performed by cognitive

agents within a MAS that enables make decisions employing problem characteristics and meta-

model features as statistical values. Furthermore each cognitive agent owns an internal module to

perform the meta-analysis built upon a Bayesian cognition algorithm.

The main objective of this project is to reduce the difficulty and risk reductionusing a multi-

agent system as basis for a problem solution. Make the first steps of the development process
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simpler, easier and safer for the developers and system designers. Inconsequence make the multi-

agent system approach more acceptable for the industry and spread its use.

In order to clarify the agents’ decision making process and before introducing our contribution

we must define the meta-analysis term as we understand it: the meta-analysis gathers statistical

results from related studies. Within the medical field, a domain specialist usuallychoses such

related studies (Sutton et al., 2000) from databases as Medline and PubMed (NIH, 2010) - where

such studies are commonly stored - to make decisions using the experience gathered through all

the studies. This process enables using all the previous analysis performed in these studies to make

decisions for a current case. For instance, the meta-analysis could suggest using a specific medicine

or treatment to treat an illness. Hence, to take advantage of the successful meta-analysis decision-

making feature in the present work we propose to make use of a meta-analysis based process. Every

aspect will be explained deeply in the section 3.

Proposed Approach

In general words this approach proposes to understand the problem from their characteristics finding

hints to situate it into a domain. Within an analysis mechanism that takes into accountproblems

features and their related domains. This mechanism must be situated before of choosing a multi-

agent method. After this step we can situate our problem in their domain beforestart, but it remains

to know which of the methodologies provides us with the right one domain of solution. To solve this

adjacent issue it is necessary to characterize each component or modelutilized in the construction of

Multi-Agent Systems. At this level this work proposes to use a Model-Driven Engineering approach

based in the Multi-Agent System vowels fragmentation. Characterizing meta-models to match with

the problem characterization instead of utilize directly an existing methodology.

Motivations of our approach

Often we have a problem to solve and many parts to build the solution. Choosingthe right parts to

build the solution to a given problem requires knowledge experience about the utilization of such

parts within certain domain and circumstances related to the problem to solve. The acquisition

of this experience has a cost determined by the information theory. This experience allows us to

distinguish between all the possible parts. Thus we can discriminate which parts are useful and

which not. Such experience is similar to one of the solutions proposed to the Maxwell’s demon

paradox (Kelvin, 1879) (ordering the hot and cold molecules). So, in such context the experience

information is a valuable resource for building a solution. We propose an approach to manage such

experience employing the multi-agent system (MAS) paradigm to combine individual knowledge

experiences (obtained by independent specialized entities) to solve new problems partially unknown

(uncertain). Our approach must be seen from two point of views: (1) General case, where we

consider it as a general problem that rises from several different domain situations considering
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Figure 2: Diagram of a Variant Product KMAT from SAP

a problem to be solved and solution entities to build or compose a solution for such a problem

and (2) Particular case, that belongs for our specific case using a software engineering application

specification as problem to be solved and MAS meta-models as solution entities.

General cases

Considering a general case of the proposed approach it can be also employed to solve complex

problems related to the sensor networks, fleets of robots, drones and virtual agents to build entities

composed solutions or solution process with a focus on collective work andcooperation.

From other point of view the approach can be considered as a generalcase of configuration of

material where several components within a catalog could be employed together (considering their

inter-compatibilities) to build several different products within a production industry. Similar as it

is performed in the KMAT (see fig. 2) within the configuration process of thelogistic and variant

configuration module of SAP (Blumohr et al., 2011). Such a configuration process allows to make

efficient the enterprises production performances because it makes able to automate and test the

possible configurations of materials and reduces the complexity and cost ofthese tasks. In our case

we propose a similar path but we have an application specification instead of aKMAT, a Software

Components instead of items and we provide with the meta-models something similar as the task

list that helps to describe how to assemble or produce the KMAT in order to deliver a product to

sell.

Nowadays the complex systems development is a rising trend in the software engineering field.

This is directly linked with the growing demand of mobile systems, sensor networks, home automa-

tion systems, extended reality and virtual simulators etc. The foundation of a new generation of

paradigms is considered as an important tendency. These paradigms will beresponsible to facilitate

the complex system design and development in the next years considering the 21st century system

requirements (Joann Roskoski, 2003).

The multi-agent paradigm is based on the social interactions from the human and nature real life.



Introduction 10

Figure 3: NASA In-situ resource utilization logo

It rises as a pertinent archetype to analyze complex problems and conceive solutions for complex

systems (Michael, 2002). Nevertheless the development of MAS-based solutions has various issues

that make the industry perceive the MAS solutions as expensive and fail prone (Dastani et al., 2004).

We state that the main issues are related to the decision-making field, thus in this thesis we propose

an approach to support such decisions. Such an approach comprisesa multi-agent system (MAS)

whose agents use a Bayesian cognition algorithm in order to perform meta-analysis of data to make

decisions.

Currently for process performed by a group of individuals, such as afleet of robots, is common

to employ individual behaviors of ants, bees and fireflies that allows the emergence of organizational

behaviors (Beekman et al., 2008). These approaches are accepted and reproduced today to solve

optimization problems and create communication routes. However such solutionsare second when

it requires coordination of several independent entities such as the useof intelligent sensor networks

in automatic car driving, fleet of robots and unmanned spacecraft. In thehandle of dangerous

situations such as emergency nuclear plants or underwater exploration and space in situ resource

utilization.

The last one represents one of the main trends towards the deep space exploration:

• Energy Space Race. Considering the perspective of energy generation based on nuclear fusion

employing Helium-31 (Troyan, 2009). In such a space race there is involved several countries:

Russia (Roscosmos), India, China and United States of America (NASA).

• In-situ Resources Utilization. NASA has an special research group NASA ISRU (NASA, 2011)

(See fig. 3) that aims at developing new robotic technology in order to collect and transform

1A radioactive isotope of Helium that is rare on earth but common in space,specifically on the earth’s Moon and
Jupiter
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resources in the deep space to use them has energy sources, materials for rockets or for life

keeping systems.

• Deep Space Exploration. Roscosmos is re-taking the new Russian space automated labs and

probes development as the Phobos-Grunt (Roscosmos, 2011) probehas been created in or-

der to explore the Mars’ moon Phobos returning around 50 grams of material from their

soil (See fig. 4). Nevertheless the Phobos-grunt probe has been doomed in the near earth

orbit and failed to reach the route to the Mar’s moon. The first failure investigation shows

that the software system has failed because a heavy charged particle from outer space has

provoked a system failure and the operative systems has been pushed into a low consump-

tion mode (ITAR-TASS, 2012). It displayed that the main computer has been overloaded

and thus blocked all the possible earth communications and remote reprogramming of the

probe. In conclusion the failure seems to be part of a poor quality electronics and a central-

ized paradigm. Maybe an agent-based and decentralized schema could beable to help in self

recovering of the failure and save the probe instead of lose it.

• Long term Space Exploration missions. The ExoMars (Agency, 2012) is aESA - NASA

joint Mars robotic exploration project of several years that originally was designed to be

multi cooperative rover capable. It means that at least two rovers wouldbe involved in the

exploration of the same place. The rovers must be cooperating between them in order to

perform experiments and make measurements. And also they will be able to gather materials

and elements in order to await for a future robotic mission that will take back thegathered

elements to earth. In conclusion the project proposed the make cooperate several robots with

different skills to achieve different complex tasks. Such a project is a plan that is not yet

achieved however it states a complex cooperation between robots in a deepspace exploration

mission.

Therefore the development of the required technology to gather such space resources is increas-

ing their activity and cooperation approaches to automate process as the proposed in this thesis that

are well-related to provide automatic cooperation capabilities to the existing space rovers and robots

(specialized entities) in order to exploit on space in situ resources (complexproblem to solve).

Today’s systems have evolved in a way that demand a capacity for interaction between them as

individual intelligent systems that collaborate between them. Among the proposed linking solutions

are the middleware based, web-service composition, cloud computing or gridcomputing. However,

the organization of entities and their interactions allows us to build systems inspired in the human

nature to solve problems collectively, using individual specialist skills (possessed by every human).

The paradigm of multi-agent systems stems from the interactions within a society or community

which allow several agents with different expertises to perform different tasks but with a common

collective process.

This approach proposes to exploit the experience acquired by a single specialized entity (sen-
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Figure 4: Phobos-Grunt unmanned mission to mars simulation, the images show how the automated probe
characterizes the Phobos soil in order to land and take some soil samples, there is also a system to analyze
the soil samples that needs an automated cooperation between a robotic harm, a sample analyzer within the
probe and the sample return capsule to earth.

sor, robot, agent, meta-model components, OSGi bundled packages, etc.) performing a given task

(participation in a solution or successful settlement process to resolve a problem or a fraction of a

given problem) within a group of entities that interact and self-organize to construct new solutions

(choose appropriate entities) for new problems identified.

Where a relationship "performed task"(solution) - "problem characteristic"(problem) can be

built. And so each entity is considered as a piece of the solution and in turn creates an efficiency

ratio of such entity with one or more characteristics of the problem to solve.

Finally, it results in a set of entities that represent the solution group proposed for a given

problem.

Fundamentals

Identification

A collective task requires the participation and consensus of all participants, including the decision-

making. For example, individually a robot can make decisions based on readings from its sensors.

This way a robot can learn from its environment and adapt to it developingtheir individual special-

ized task (exploration, excavation, collection, moving objects, etc.)..But when we have a fleet of

robots. Each robot learns and adapts to its environment on an individualbasis according to their

special abilities to do their specific job. When we want that the fleet of robotsperform a collective

process that requires the combination of their individual abilities and organization requires consen-

sus to achieve the collective goal. It is here that an approach based on behavior of ants or bees may

be insufficient for the organization of more complex tasks. Especially if the problem to be solved is
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unknown is therefore to solve something in a high uncertainty about how to proceed.

An example of this type of situation is shown in Figure 5. Showing a fleet of robots with

individual capacities where:

• The first case involved the extraction of minerals on asteroids in space.Robots must analyze an

asteroid at time to explode it determining the order of performance of each ofthem and adapt

to unplanned situations. The major uncertainty of the mission are asteroids with varying

chemical compositions and diverse geological forms making it difficult to create a general

organization and interaction process.

• The second case involved the repair of a disaster at a nuclear power plant. The robots must

deal with a hazardous environment with high uncertainty about how to proceed with repairs.

The robots must detect faults, leaks of radioactive water and cracks in reactor. Then, create

plans to repair such damages. It should be noted that such tasks (including the proper order

to make repairs) are performed as a human being do.

In software engineering existing approaches propose the reuse of components used to create

solutions for different types of problems, and therefore are efficientindividually to solve certain

characteristics of a given problem within a solution domain:

• Meta-models describing fragments descriptions of solution to build systems thatsolve prob-

lems that can be solved with software.

• OSGi type components that are dynamically loaded and can work together to create software

solutions to certain specific problems.

• Building blocks that are defined as parts to create software solutions, similaras meta-models.

For this component approach are required expert designers who know about the efficiency of

each component to specific problems and their compatibility with each other to buildsolutions. This

thinking leads to an automated approach using each component as an entity withspecific skills to

solve certain parts or features of a problem. Which would implement a scheme of self-organization

of software components that automatically build solutions based on given problems. This uses

the existing experience about the efficiency of each software component to solve a certain type of

problem under a given domain and the compatibility of other software components interaction (or

restrictions).

Problem identified

This exposes the lack of a collective intelligence approach that allows individual entities to exploit

capabilities dynamically combined and organized. In other words, the obvious problem is the lack

of an approach to designing a capacity similar to human society to self-organize and create solutions
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Figure 5: Situations that motivate the proposed approach isillustrated where a fleet of robots with indi-
vidual specialties that (1) must collect minerals from the asteroid belt and (2) should perform repairs in an
environment of high radioactivity and dangerous to humans.

to new problems using the characteristic of the existing expertise of each individual within a group

organized.

Make an approach with the features described can lead to complexity problems and some solu-

tions for decision-making capacity of artificial intelligence are considered AI-Complete (NP prob-

lems like) in addition distributed and independent nature of the entities in questionmakes a cen-

tralized approach a not viable option. However, in the next sections we willdiscuss the proposed

strategies to make this approach viable in despite of the AI complexity problems.

The Society of Decisions

Today there are approaches that conceive of teamwork or group such as the swarm of robots or

proposing a form of collective intelligence as swarm intelligence is (Trianniet al., 2008). On the
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other side the field of artificial intelligence, there are approaches as artificial evolution, logic, prob-

ability and statistics (Russel and Norvig, 2003) that work in an individual or specialized manner,

such approaches are found in agents, robots and sensor systems individually (Bessière et al., 2008).

Usually there are approaches that demonstrate success within the field of swarm intelligence.

Usually inspired by the collective behavior emerging from interactions of individual behavior in

nature and finding the shortest path using the behavior of the ants followingthe path of pheromones,

the order of formation of the flock of birds, communication light of fireflies, and so on.

There are approaches that combine the groups based on these naturalapproaches to artificial

intelligence individual for example (Trianni et al., 2008) proposes the use of swarms of robots based

on the individual behavior of each individual in the group but uses artificial evolution to learning

and individual behavior . Thus it does that through simple behaviors of each robot to perform more

complex collective tasks.

In (Minsky, 1986) a natural approach is proposed based on human brain function like a society

of agents. Similarly we propose to use agents as a society that receives information from its envi-

ronment and makes individual decisions using individual experience and then through interactions

take a collective decision. Thus functioning as collective intelligence. Minsky’s society of mind

work also proposes two types of agents, some specialists in solving problemsand others in the

choice of these specialists, management and planning for troubleshooting.In contrast we propose

to use agents that perform two functions: (1) represent an individualSpecialist (robot, component

meta-model, test software, etc.). And (2) planning the efficient use of each them together and in a

certain order.

Particular Case

Our approach proposes the creation of a distributed agent society (at least in abstract form) that

allows solving a given problem in emerging way. Such problem solution arisecombining the entities

that are specialized in certain task (like building blocks) that together and in acertain order are

capable of solving complex tasks. To achieve our proposal we have two important starting points:

(1) the problem or complex task to solve (2) the specialized entities or building blocks. To then use

a SMA-based architecture that allows to model the interactions necessary for the development of

collective artificial intelligence.

Complex problem or task to solve

Considering the first part we have a problem coming and for which a solution must be built. Con-

sidering the approach "divide and conquer" we propose to divide the problem characteristics or

patterns of problem. Where each characteristic is situated in one or more domains. For this, the

features must be identified and therefore need to be stored in a knowledgebase with values that

determine the effectiveness of each feature within each domain. Then when we find a new prob-

lem to solve we should take as analysis basis the existing characteristics stored in the knowledge
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base. The following is a process of identifying features to further assess the global domain trend

of the features found. In other words, find the domain or domains where the performance values

are higher. This process get important clues that later help to reduce the number of candidatures of

specialized entities.

The acquisition of problem characteristics can be done through a learningclassifier system

that allows the identification and dynamic update features. The learning process then involves the

regulation of efficiency values within each domain. To start it can be done from data gathered from

a query answered by human specialists (software experts for instance). Or also gathered through

an automatic process (using artificial evolution, genetic algorithms, etc.). Finally it can be gathered

on-line from the feedback results.

Thus we propose to use a scheme based on probability and statistics that canregulate the system

settings as experience is gained. It also allows a dynamic update of knowledge bases and values of

efficiency.

Specialized Entities

Similarly as a problem is characterized, it is necessary to identify the features of each specialized

entity. At the same time placing each entity property within one or more domains with values that

determine their effectiveness within each domain. Unlike obtaining the characteristics of problem

in the case of the specialized entities they can be defined based on features, that is, they can start

with a predefined set of features and defining a new specialized entity thatuses a subset of them.

Therefore there is a knowledge base of specialized entity’s features. Moreover a knowledge base of

available or known specialized entities features.

The acquisition of features lends itself to be direct, for instance, written by adesigner of special-

ized entities. For instance an expert software designer that defines reusable meta-models. However,

it is possible to take an automated approach, as in the case of existing specialized entities, for exam-

ple existing software components characterized automatically as specialized entities. The learning

process as in the case of the characteristics of problem must be on-line. We can employ initial values

based on a survey-based gathered data from expert human entities designers.

Thesis Organization

The present thesis is organized in three main chapters, the first is related tothe state of the art and

general context of relevant topics, the second relates the principal contribution of this thesis that is

the basis for the project, and the final chapter shows the final evaluation of this work.

Each part is divided in several sections:

In the first part:

• This introduction is located as initial chapter.
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Figure 6: The proposed approach main process overview.

In the second part part:

• Chapter 1 is composed by brief reviews, state of the art, introduction and general context of

different related topics as complex systems multi-agent systems, emergence,collective intel-
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ligence, self-organization and discussions about the MAS based solutions and the emergent

collective behavior within MAS.

• Chapter 2 talks about software engineering covering the MAS Decomposition, the model

driven engineering (MDE), the MAS methodologies context and finally discusses the diffi-

culties of a designer when he make a choice of MAS methodology.

• Chapter 3 introduces the term Meta-analysis and presents briefly the path that it follows,

the biases and source of troubles, the cases and common methods employed within it and

finalizes discussing the relation of it with the present thesis approach. It also discusses the

decision making artificial intelligence related issues. It introduces the terms decision-making,

Bayesian cognition and how does it work as artificial intelligence employing probabilistic

reasoning. It makes a brief introduction about statistics, probabilities and Bayesian cognition

context employed in this thesis document.

In the third part part:

• Chapter 4 discloses the approach main overview covering the contributions, activities and

phases.

• Chapter 5 introduces the preliminary ideas and fundamentals of this thesis approach, first in

a general manner and then it discusses the particular problem of our thesis and their goals. It

also introduces the satellite phases of the approach

• Chapter 6 proposes the solution architecture and describes the main contribution of this thesis:

the matching phase. Along this chapter is described how the matching engine is built, the

internal MAS architecture, the artificial intelligence employed by the agents and how does it

performs the collective task. Finally it discusses the overall contribution.

In the fourth part:

• Chapter 7 shows the tool specifications disclosing the diagrams and use cases of the prototype

developed to test the approach and how does it work to help the designer tomake decisions.

It also displays the GUI of the prototype.

• Chapter 8 shows a case study and shows the results obtained following each phase using

the present approach and finally compares the outcome with other obtained through com-

mon MAS human development. It also discloses the application time and resources profiling

measurements of the prototype.

• Chapter 9 it remarks the overall conclusions and describes the future work and possible ex-

tensions for this approach.
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The fifth part comprises:

• Appendix A introduces fragments of the XML Knowledge bases file examplesemployed in

the prototype tool. It also shows a fragment of the Ontology OWL file.
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State of the art and Context
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Chapter 1

Multi-agent systems

1.1 Complex systems

In order to define a complex system we need to know first what is a system. The term system

comes from latin "systema", and also from Greek "systemat", from the term "synistanai" combined

from "syn-" + "histanai" that means "to cause to stand". According to Merriam-Webster dictionary

(Merriam-Webster, 1981) a system is defined as:

... a complex unity formed of many often diverse parts subject to a common plan or

serving a common purpose.

Therefore a system is considered a set of interacting or interdependent components forming an

integrated whole. In computer science, a system commonly is related to a software systems built

upon a structure of components that has a communication process between such components.

The term complex comes from Latin "complexus" that means totality and embrace.As stated in

(Corning, 1998) a system is complex when it has the following attributes:

1. Composition. When a complex phenomenon is composed by many parts, items, units, or

individuals.

2. Interactivity. When there are many relationships or are performed manyinteractions among

such parts.

3. Emergence. When these parts produce combined effects or synergies that are not easily pre-

dicted and may often be novel, unexpected, even surprising.

In (Joslyn and Rocha, 2000) a complex system is also considered as a system composed of parts

that are interconnected. Such system at large displays one or more properties not obvious from

the properties of the individual parts. Commonly an entire system behavior among the possible

properties not evident at individual level.

There are also several kinds of complex systems:

22
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Figure 1.1: Complex Behavior emerging from a complex system.

• Chaotic. According to (Hasselblatt and Katok, 2003) such systems are sensitive to initial

conditions. It means that each perturbations at beginning will make different the future system

behavior.

• Adaptive. It is commonly considered as a special complex systems case theyare composed

by interconnected elements and with skills of gathering experience and change in order to

adapt to the environment. For instance of adaptive complex systems we can list, the human

brain, the ecosystem, social systems, etc.

• Nonlinear. This kind of systems usually owns a behavior that is not subjectof superposition.

In other words its behaviors

A system is complex by the diversity and the multitude of interactions that it uses.Usually such

systems are distinguished from others by the impossibility to identify all elements and understand

the dynamically updated interactions (See fig. 1.1). This usually entails the absence of a total

control and the irreversibility (any action cannot be reversed to changethe dynamic to return with

certainty to one of the preceding equilibrium states). Complex systems can be divided into different

levels of interaction that enable to the simple elements to be added in more advanced components.

These same components enable the emergence of well organized and hierarchical structures that

interact strongly among themselves and with their environment. The structuresthat emerge then

there cannot be understood simply from the entities utilized. Complex systems often are natural and

shape the subject of active studies within domains such as physics, biology, human sciences and

social and cognitive sciences. In computing systems, the systems of information, supervisory and

problem solving are becoming more and more distributed, open, large scaledand heterogeneous.

Their interconnections becomes so complex and crossed in such way that they exceed the overall

understanding that a real human being can have doing complex artificial systems.
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Therefore in this thesis we consider that a system become complex according to the quantity of

entities and interactions need within it. Also considering the emerging collective behavior linked

with such entities.

1.2 Introduction to MAS

In (Russel and Norvig, 2003) an agent is defined as an intelligent and autonomous entity that can

perform a determined task. Therefore an agent could work in a single-agent environment, solving

an individual task, like solving a puzzle; or in a multi-agent environment where there two or more

agents performing individual task and group task through interactions.

According to (Weiss, 1999) there is no universally accepted agent definition. However, the

autonomy skill is a features that is the most accepted into agent’s definition.

In (Selten, 1975) an agent is defined as a computer system situated in some environment where

it can perform autonomous actions (and also perceive changes) in order to meet its design objectives.

Wooldridge makes a difference between an agent and an intelligent agent(Michael, 2002):

• An agent: is a computer system that is situated in some environment, and that is capable of

autonomous action in this environment in order to meet its design objectives

• Intelligent Agent: requires to be reactive, proactive and social.

However other definition for an intelligent agent employed in (Lind Padgham,2004) declares

an Intelligent Agent as a piece of software that is composed by the next features:

• Situated: existing within an environment (See fig.1.2).

• Autonomous: it is independent, therefore not controlled externally.

• Reactive: it responds to changes perceived in its environment.

• Proactive: consistently seeks achieve new objectives.

• Flexible: has many ways to accomplish their objectives.

• Robust: recovers from failures and unexpected situations.

• Social: interacting with other agents and the environment.

According to (Wooldridge, 2009) a multi-agent system is defined as a system that is composed

by numerous intelligent agents that interact together to perform a task together. Also it states that

we must consider different point of views to define the multi-agent paradigm:
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Figure 1.2: Agent interacting autonomously with their environment.

• Software Engineering. The multi-agent paradigm is considered as an approach that enables

to design autonomous software that can interact with different parts within adistributed sys-

tem (See fig. 1.3). Usually the interaction capability it is considered as the mostimportant

feature provided by this approach. Moreover the multi-agent paradigm enables to design

architectures to create software solutions to complex artificial systems.

• Distributed and Ubiquity. Considering the distributed systems approach the multi-agent paradigm

provides an approach from which one can conceive distributed solutions employing agents.

The ubiquitous point of view considers that the multi-agent paradigm

• Human societies tool. From the perspective of human societies, the multi-agentparadigm

abstracts their individual specialization, organization and interactions features. It enables

also to design a human based society simulation.

The term "multi-agent" appears as an innovative and effective paradigmto artificial complex

systems modeling. The multi-agent approach inherited from various biological, social and decision

theories. Multi-agent entities can be formed in many kinds of capabilities from the most reactive

to the most cognitive. Such entities are integrated into different models operationalizing agents ar-

chitectures, interaction and perception capabilities, and processing overthe environment. From a

social point of view multi-agent devices are composed of various models ofinteraction and organi-

zational structures linked to the nature of the agents. The design of a system over the multi-agent

concept is a recent approach in the software engineering field, however, for its realization numerous

methods has been conceived (Gómez et al., 2007). They have been developed with the aim of being

a basis for the software engineering development that enables a simplest way designing a multi-

agent system. Existing methods generally are based on problem to be solvedinto a domain driven

engineering, in other words, a given problem to be solved within a specificdomain in which the

methods are oriented. The fact is that we don’t know if the domain method whichis intended to

solve the problem is right. This is an issue that must be carefully taken.



1.2. Introduction to MAS 26

Figure 1.3: A general idea of a multi-agent system

1.2.1 MAS application areas

In order to identify the MAS Components features we have analyzed the literature and we have

listed the following features that are employed for describe each MAS component:

Multi-agent systems are usually related as an appropriate approach to the following topics:

• On-line trading, (Rogers et al., 2007) Where the agents can learn and apply several bidding

strategies to minimize cost and maximize gain. So, employing agents as traders could improve

the income.

• Disaster response,(Schurr et al., 2005) In this case is commonly proposed that the agents are

led by a human. They show important information about the place where the disaster oc-

curred. However it is possible to employ agent organizational capabilities within robots to

perform risks tasks.

• Modeling social structures (Sun and Naveh, 2004). It profits the humanindividual specializa-

tion and thus society structures abstracting such existing structures like institutions, human

working groups, teams, etc. to create systems inspired in those structures.Also to simulate

such social structures and evaluate situations within them.

However we list some of the main applicable areas of agents: (Lind Padgham,2004)

• Remote control. The most significant example of remote controlling is describedin the work

of (Muscettola et al., 1998), where an agent based system performs thespace exploration
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million of kilometers far away in space. It is performed through remote controlfrom earth,

however, considering the very long distance, there is a MAS-based system that must take

crucial decisions when there are no communication.

• Substitution of humans. Some dangerous tasks like space or deep water exploration, anti-

bomb or nuclear plants

• Human-like behavior. Human emotional simulations are performed using agents. For exam-

ple as described in the work of (Ramos et al., 2005).

• Simulations, virtual drama, film-making. Several films like the trilogy of "The Lordof

the rings" (New-Line-Cinema, 2001) or "The day after tomorrow" (20th Century-Fox, 2004)

have employed MAS-based technology to recreate scenes performing massive battles in fan-

tasy worlds. This is a believable virtual drama employed in commercial films.

• Intelligent assistants. There is a tendency to create MAS that work as assistants, for example

for web-services composition (Abrougui et al., 2009) where a human user can request a set of

agents to create a composite service based on such request. In (Maes, 1994) there is an agent

that learns from the user interaction with an application and then imitates him to reduce the

quantity of work and information overload. The actual state and the future of such intelligent

assistants is addressed in (MIT, 2009).

• Electronic commerce. According to (Luck et al., 2005), the electronic commerce is one of the

key fields of MAS. In (Rogers et al., 2007) is performed a study about the bidding strategies

within E-bay auction system. Such strategies are considered to be employed within agents to

perform such bids automatically and optimize the cost-benefit relationship.

• Manufacturing. The surveys about manufacturing systems in (Shen andNorrie, 1999) and

(Qiao and Zhu, 2011) shows that the MAS-based solutions in manufacturing are increasing

each time providing new ways to solve manufacturing efficacy problems.

• Business process management. In (Jennings et al., 1998) is proposed an agent based approach

that shows how agent technology can improve efficiency by ensuring that business activities

are better scheduled, executed, monitored, and coordinated.

1.2.2 MAS Components features

Depending on the type of agent, it comprises different features that arerelevant to the actions per-

formed by the agent, therefore, in the next lines we enlist the main agents properties according to

(Michael, 2002):

• Being situated. An agent knows where is situated within an environment.

• Proactive. It must look to achieve goals.
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Figure 1.4: Agent interacting with environments using sensors and actuators to choose the next action to
perform

• Reactive. It must react to external stimuli, coming from external agents orthe environment.

• Social abilities. Skills like create group, perform a role within an organization, etc.

• Cognitive abilities. Analyze the current status and make decisions to perform a task depending

on such status.

• Deductive reasoning. Such reasoning is commonly related with logic rules and properties to

deduce something based in logic facts.

• Inductive reasoning In contrast with deductive reasoning the inductive one focus on mathe-

matical induction moreover on probability and statistical facts.

There are also different kinds of environments, usually the agents are situated within an envi-

ronment and perceive the changes through sensors and perform actions using actuators (See fig.

1.4). The environment is different according to their nature and it must be defined for every

MAS as a task environment. We enlist the following list of properties based onthe proposed by

(Russel and Norvig, 2003) (See also fig. 1.5):

• Observable level. Its about the observability level within an environment. From the fully

observable, when the agent sensors perceive all aspects relevantto the choice of action to

perform, to partially observable, when only some aspects are gathered for example using only

a type of sensor makes to perceive only a part of the environment.

• Deterministic-Stochastic-Strategic. The environment is deterministic when the current state

has been determined by the previous state and the previous actions executed by the agents,

for example when is a closed virtual environment and only the agent’s actions modifies it.

Is considered stochastic when its unpredictable, for example when the agents are sensing a

physic environment: an explorer rover in a far away planet that must navigate in a unknown

environment. An environment is strategic when it is deterministic except for theagent’s

actions.
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• Episodic-Sequential. An episodic task environment is divided in episodes.Each episode con-

sist of an atomic single action and usually each episode is independent fromthe last one. An

episodic environment example is when an agent is arranging elements by a certain order, it

evaluates each one at time independently from the others elements. In the sequential envi-

ronments the current decisions affects the future decisions. For examplewhen an agent is

playing a board game its current movements will determine its future movements.

• Static-Dynamic. The environment is static if there are no changes when the agent is delib-

erating. For example playing a board game each player has a turn, so thereare no changes

while one agent is deliberating about a movement. On the other side a dynamic environment

change while the agent is considering which action to perform, for example the rover explor-

ing an alien planet driving to explore an area while the alien planet weather ischanging. A

semi-dynamic environment is in the middle of the static and dynamic, an example of such

environment is a chess game where each movement is limited in time.

• Discrete-Continuous. This property describes the state of the environment, how the time is

handled, the actions and perceptions of the agent. A discrete state is for example in a board

game that has a finite number of different states, also a discrete way to perceive and act. A

continuous state is like a rover camera that is continuously perceiving the environment state,

and continuously acting according to that.

There are different Interaction properties described by (Occello, 2000). These main properties

are described in the following list (See also fig. 1.6):

• Perception interaction. This is a form of perception that involves a directionfrom the environ-

ment to the agents, for example, a net of distributed sensors, where eachsensor is owned by an

agent (Jamont et al., 2010), the environment is measured continuously from the environment

to the agents.

• Action interaction. This interaction occurs when the interaction comes from theagents to the

environment, for example, an agent arranging objects modifies the status ofthe environment

in such a way.

• Cognition interaction. This interaction is performed from agents to agents usually through

messaging, for example, in a net of distributed sensors (Jamont et al., 2010) owned by agents

where they communicate between them to pass messages.

• Dialog based. This interaction is derived from cognition interaction but employing human

like dialogs, similar as proposed in (Reilly et al., 1996) where the agents interact between

them using text-based messages to create dialogs. Also its possible to interactwith a human

user, in such case, the interaction becomes a mix of perception and action interactions.
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Figure 1.5: Some examples of environment features: (1) A rover exploring an alien planet (2) A closed virtual
3D environment, (3) A chess game with clock (4) A board game (5) An agent arranging elements

Figure 1.6: Some examples of interaction features: (1) Fromenvironment to agent (an agent considering a
signal found in the environment) (2) from agent to environment (an agent arranging items of the environment),
(3) Between agents (agents communicating)
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According to (Baeijs and Demazeau, 1996) there are various organizational structures for MAS.

In the study of (Mintzberg, 1979) there are three process of coordination that permit to identify three

main families: groups, hierarchies and markets.

• Cooperative work. Two or more agents make accords to work together sharing a resource in

order to achieve a common goal.

• Supervision-based. This is a hierarchical case when an agent supervise others in order to

regulate their tasks. In other words when an agent leads a group of agents, for example, to de-

velop a task the agent leader divide such task in subtasks to be performedfor the subordinated

agents.

• Standardization. When there is an agent that acts like an authority and placerules to be

followed by the other agents. Such rules are applied to specific cases.

About the organization properties scope defined by (Baeijs, 1998) we have enlisted also the follow-

ing (See fig. 1.7):

• Knowledge (an agent knows another). It is when each agent knows other agent both works

independently for a collective goal.

• Client-server, communication (an agent communicates with another). When anagent asks

another for a service not necessarily for the same goal.

1.3 Discussion: MAS based solution

As we understand a MAS based solution requires at least two agents, such agents will develop a

role within an environment, such agents can develop interactions between them and thus organize

them to work together. Considering the vowels approach (Demazeau, 1995) we can arrange differ-

ent types of agents, environments, interactions and organizations. Nevertheless we must consider

that not all of such types of components can work together. Thereforewe must list a set of rules to

make evident such compatibilities.

In order to match the vowels approach with the traditional software engineering approaches we have

found in the model driven engineering (MDE) the best companion to apply such MAS decompo-

sition approach. As we discuss in section 2.4 the MDE defines the basis for create meta-models.

However we consider that a MAS based solution can be constructed fromvowel components, in our

case MAS vowel-based meta-models.

1.4 Collective Behavior and Emergence

The complex systems are usually considered solution archetypes for problems that cannot be solved

using a centralized approach. Therefore such archetypes are based on distributed approaches that
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Figure 1.7: Some examples of organization features: (1) Knowledge of other agents (2) An agent communi-
cates with other, (3) Hierarchical

require rules to interact between all the distributed components. Such interactions create networks

that share important information, enable performing collective work and making collective deci-

sions. Thus, the system performance has a collective behavior that emerges from the interaction

performance between each individual component. The complex systems are frequently adaptations

of existing animal and human society working structures. In the context of this thesis we consider

the MAS approach as a way to create solutions under the complex systems philosophy.

1.4.1 Emergence general context

In the nature the emergence is a natural way to find solutions to problems (Holland, 1995). For

instance the bees have found the best way to store honey using hexagonal shaped cells, as long as

we know the bees are not engineers and they have not an advanced brain capable to make such

complex decisions. To understand this we can analyze briefly they behavior: each bee takes a drop

of honey at a time. Thus they put such drop one next to each other to fill thepanel of cells. We

realize that the shape of a drop is circular but when several drops aregathered around one all are

compressed to form a hexagon. Such shape is considered the most efficient shape to store such

nectar (See fig. 1.8).

However for (Holland, 1998) the emergence approach is defined through the employment of

algorithms based on rules (similar as game rules) and arrays that stores experience values. These
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Figure 1.8: Bee’s emergent behavior reflected in the hexagonshaped cells.

rules act similarly as the physic rules in the nature and the learning and experience are more like

the evolution and adaptation of living organisms. When the algorithm executesand interacts with

the user or environment such arrays are updated. Therefore each timethe algorithm has a better

performance, thus, emergently it evolves and becomes more and more intelligent or adapted.

The emergence from a popular culture point of view given by (Johnson, 2002) is a collective

behavior that arises from communities of all levels in all the living beings in nature. However

it pushes to enterprises, institutions, communities, neighborhoods, etc to identify such emergence

collective behavior to make decisions and profit such situations.

Along the time have existed a lot of kind of bees and only the species that haveadopted such

behavior are the only ones that have survived to this day. That means that by evolution the most

suitable solution has been found and it emerges from a simple behavior. Therefore the emergence

concept for us means a simple set of behaviors that combined are helpfulto solve a complex prob-

lem.

1.4.2 Collective intelligence

The concept of intelligence drives to discuss about the Internet and theuse of it as a media to share

and find different kinds of knowledge. Using search engines like Google, Bing or Yahoo every one

can find a lot of information. Thus we consider that the Internet is the biggest media to find such

collective intelligence.

Furthermore we can locate different methods that require a knowledge base updated by people

around the world to work. For instance, the meta-analysis in medical research requires a knowledge

base of results from trials. Such knowledge base is updated by medical related personnel around

the world. Such updates comprise results of trials about treatments studies ofdifferent illness and

symptoms. Therefore these concentrate of results are commonly employed assource of knowledge.

Hence, when a doctor looks for studies related to the employment of a medicament or the treatment

of any illness he can look for such related trials at Medline and the literature,thus, extract the

relevant results and perform the meta-analysis method to make decisions. Insuch case the collective

intelligence is ordered in a manner that everybody can use them to make decisions, nevertheless, we
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can find several and different situation using such kind of intelligence.

1.4.3 Self-organization

An organization from a static point of view acts like a structure that describes the interactions and

relationships between its individuals (Fox, 1988). It can also be considered as a structure of com-

munication, cooperation and coordination. Nevertheless from a dynamic point of view it represents

the elaboration process of such a structure and the same process result(Malone, 1987). There-

fore the self organization is the system ability to organize itself through their entities interactions.

Commonly the self organization concerns to a spontaneous, dynamically created organization. Ac-

cording to (Di Marzo Serugendo et al., 2006) there are many self organization definitions that cor-

responds to the different self-organization behaviors :

• Swarm Intelligence. Within the mechanisms related to the swarms behaviors are (Bonabeau et al., 1999):

– Multiple interactions among the individuals.

– Retroactive positive feedback that increases the pheromone level when reward is re-

ceived.

– Retroactive negative feedback that decreases the pheromone level.

– Increase of behavior modification that increases the pheromone level when a new route

has been detected.

• Decrease of entropy In (Glansdorff and Prigogine, 1971) are shown a set of four prerequisites

for systems owning a self-organizing behavior with external pressure.

– Mutual Causality: Where at least two of the system components have a circular rela-

tionship that influences one to one in both senses.

– Auto catalysis: It rises when at least one of the system components is resulting in its

own increase causally influenced by another component.

– Far-from equilibrium condition: It appears when a large amount of energy is imported

from outside of the system. Therefore the system uses such an energy renewing its

own structures (similar as autopoiesis) dissipating instead of accumulating, theaccruing

disorder (entropy) return within the environment.

– Morphogenetic changes: It occurs when at least one of the system components is open

to system external random variations and they change themselves.

• Autopoiesis. A system within this category is an organised unity that is composed by a net-

work of transformation and destruction processes of components production. The produced

components commonly:

– 1. Regenerate and realize continously the network of processes or relations that pro-

duced them through their interactions and transformations.
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– 2. Specifies the topological domain of its realization as a network building the machine

as a concrete unity in the space which the components exist.

• Artificial Systems. In (Serugendo et al., 2004) two definitions of self-organizing systems have

been established:

– 1. Strong self-organizing systems are considered as systems that modify their organiza-

tion without any central control: explicit, internal or external.

– 2. Weak self-organizing systems are considered as systems where reorganization emerges

from an internal central planning or control.

In this context, self-organization relies on ordered structures and component behaviors. More-

over, the self-organization process modifies the structures and behaviors in order to build a

new distinct self-remade organization.

• Self-organization vs emergence. Emergence is considered as the situationwhen a structure,

that is not explicitly represented at a lower level, appears or emerges at ahigher level. The

notion of emergent properties comes from the case of dynamic self-organizing systems, with

decentralized control and local interactions. As instance the case of the ants that establish the

shortest path between the nest and the source of food. Nevertheless from the perspective of

self-organization it can be seen without emergence and vice-versa.

Self-organization has been studied within different domains (Bonabeau et al., 1999):

• Biology. Using the insects and animals behaviors like a path to create self-organized solu-

tions.

• Thermodynamic. Employment of the physic properties to create chemical components.

• Cybernetic. For instance the Neural Networks, and Genetic Programing.

Linked to the MAS area we can find several works related to the self-organization. Such works

commonly seek to solve a problem in a distributed manner and their main build task is toask

questions about the organization. For instance considering an open MASit needs to have the means

to adapt its organization to reach its objectives in the best manner.

Indeed, if an agent had a specific role within an organization at the moment when it leaves such

an organization, the system must find someone to replace it or assign to otheragents the tasks that

occupied by the leaving agent. Thus the system adapts dynamically to the agents organizational

structure to reorganize work.

There are some approaches like (Drogoul and Collinot, 1998a) proposing to use a group orga-

nized as a teamwork or proposing a form of collective intelligence (Trianniet al., 2008). Swarm

of Robots, group of agents, etc. are employed to perform collective tasks. Individually they usu-

ally implements behaviors inspired in the natural behaviors of ants, bees, dragon flies and birds.
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Therefore the collective behavior emerges from interactions of such individual behaviors. Com-

monly these collective behaviors are capable to find shortest paths, create group formations, visual

communication and so on.

There are also works inspired in human nature like (Minsky, 1986) that proposes a human learn-

ing organization based on a society of agents. Where such mind agents actstogether to learn, re-

member, think, perform complex tasks and achieve collective objectives.

Commonly the self-organizations focus on three main points (Marcenac et al.,1998):

• The detection of the best conditions for the appearance of the self-organization phenomenon.

It is related to the finding task of the different parameters that influence it appearance. This

task is distributed over the different components of self-organization. This is therefore at the

level of the organization, to find agents who are in a state called unstable, in other words,

agents whose aspirations are defined by the owned roles in the organization are not yet

achieved. Thus the agents that share characteristics are grouped together and they share mes-

sages with other ungrouped agents, under the organization reconstruction objective, in order

to invite them to participate in the organization emerging phenomenon.

• The emergence of the phenomenon: this mechanism is responsible for aggregating the agents

and to ensure to keep the adaptation of the organizational structure. The messaging shar-

ing between agents leads to the conformation of society organization, the establishment of

relationships between agents and groups creation.

• Stopping the development of the phenomenon requires to identify agents thatare stable and

is therefore necessary to make observations. The observations are commonly recognized

between three types: (1) External MAS level, when we consider the MAS as a black box and

we can only observe inputs and outcomes. (2) MAS Internal level, when we observe directly

at the MAS agent’s interactions level. (3) Agent Internal level, when we consider the agents

interactions and their internal architecture.

1.4.3.1 Mechanisms

A brief list including some of the main self-organizations techniques is described in the next para-

graphs:

• Self-organization skills with reflexes. Commonly in this self-organization mechanism, the

agents are reactive and them adapt the performance of actions based on their environment

perception. In this way each organization agent specializes increasingly. Such a specializa-

tion phenomenon is discussed in (Marcelpoil et al., 1994) that illustrates the specialization of

agents acting like "cells" based on available resources. Another interesting approach is in-

troduced in (Ray, 2011) considering a self-organization algorithm based on the the fruit flies

nervous system cells dynamic self-organization.
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• Self-organization by monitoring interactions. This type of self-organizationmechanism is

commonly applied using agents reactives and it works adjusting the mechanismsof inter-

action patterns. For instance, the PACO cases (patterns of coordination (Demazeau, 1993))

where the interactions include the perception of the environment and the interactions with

other agents.

• The W-learning and Q-learning. The W-learning mechanism created by (Humphrys, 1995) al-

lows agents (or autonomous robots) to learn which are the actions to be triggered considering

what are they perceiving from their environments. Therefore the agents always chose the ac-

tion to perform considering which could be the most relevant result. A state feedback allows

the agent to adjust the importance associated with the action and quality. Such proposition is

introduced by the Q-learning algorithm (Watkins, 1989; Humphrys, 1995)).

• Self-organization with preferential links. It consists in multi-agent systems where the agents

know each-other. It enables to choose the specific agent with whom to interact according to

their offer of services. The historic performance of previous interactions can help to make

these choices. For instance, the preferences on such relations could be based on a varied cri-

teria as response time to a query or data accuracy. In (Francis and Heylighen, 1996) a mech-

anism is employed to improve the efficiency of the Internet employing learning functions.

Such functions consider the links most commonly used by the Internet usersby creating an

associative arc using a weight. Therefore the hyper links with heavier arc weights are the

most often offered to users.

• Relaxation. This mechanism belongs to the self-organizations mechanisms based on collec-

tive learning acts. The basic mechanism, paradigm of relaxation, was proposed by Les Gasser

(Beck, 1994). Such mechanism proposes that the employed knowledge passes through the in-

teractions that will be stored and reused (Camps and Gleizes, 1995). Commonly an agent

that is interested or not in a message could store it or not depending on the relevance of the

message. Thereafter, the agent will choose to retransmit the message to agents that can be

interested in the contents of this message or satisfy the message request. During this oper-

ation the agent lets the id of the agent that originated the message. However ifit finds the

information he received unnecessary or false, it can destroy it.

• Self-organization and reflexivity. This mechanism organization relies on the fact that an agent

could need to organize a group of other individuals in order to accomplish atask. In this case,

it plays a dual role as it should: (1) Choose an organization to impose lowerhierarchy agents.

(2) Make an organization emerge through messaging contact and negotiation with agents that

belong to the same organizational level in order to share their task or work toperform. The

agents are organized to get organized as stated in (MARCIA-(Group),1996), therefore the

cooperation between agents are replaced by cooperation between collective organizations.
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• Self-organization by changing roles. In this mechanism the roles of agentsare the key fea-

ture. Commonly there is a hierarchy that is built from the messages exchanged by the agents.

This is similar to contract network proposed by (FIPA, 2002) where an agent acts as the con-

tractor and other as the contracted over different contracts. It is considered as a protocol that

allows the agents to organize themselves into small groups through the relationscontractor/-

contracted.

• Self-organization by instantiation of organizational structures. Such a mechanism is directed

by the choice of a priori known organizations. In (Dignum et al., 2004) isdiscussed the de-

velopment of reorganization issues within multi-agent systems, specifically where agents de-

termine which of several models of known organizations seem best suited tothe situation

they face and then apply it. The work of (So and Durfee, 1993) also point towards this di-

rection. Indeed, the system examines the properties of several organizational structures and

determines that it should be applied according to the situation encountered criteria.

• Self-organization with introspection. The introspection mechanisms are held within an action

considered as centralized where an entity can be seen itself. It works recording traces of inter-

action actions while the agents are solving a problem and drawing conclusions to improve the

organization. This implies the existence of a level base and a meta-level. Theiroperations are

(1) the reification, which enables going from level base to meta-level, and (2) the denotation

that is its dual (inverse) operation. However an agent can use two typesof introspection: (1)

The physical introspection allows to verify the functional integrity of a multi-agent system in

terms of distribution of the workload, reducing communications costs etc. (2) The cognitive

introspection quantifies the use of certain services that the agent offersthe workload task, etc.

This information, combined, allow the agent to know or not whether to reorganize their skills

in order to improve their performance.

• Self-organization by sharing knowledge. Such self-organization is based on the reconstruc-

tion of the agents knowledge: the agents are decomposed when their workload becomes

too big. It conducts towards a tasks parallelization and thus it improves the system per-

formance even more to cooperate with other agents to free the resources used equipment. In

(Ishida et al., 1992) the application of self-organization in a system composed of several prob-

lem solvers is addressed. These solvers can be considered as production systems and some

rules are dependent on and interfere. It may therefore be needed for the agents to synchronize

in order to maintain the consistency of their data.

• Self-organization based on cooperation. According to (Di Marzo Serugendo et al., 2006) the

self-organization mechanisms based on cooperation behavior, permit to treat with applications

using continuous or discontinuous global behavior. This kind of self-organization commonly

has a bottom-up design that simplifies the development and the resulting systems are robust
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and adaptive. The AMAS theory states that the system only adapts its behavior to be coop-

erative with its environment and to satisfy it. Therefore the main difficulty is located in the

long list composed by all the non cooperative situations that an agent couldfind. However, in

theory it is viable because the total amount of non cooperative situations related to the agent

skills is enumerable.

• Some hybrid mechanisms work up with several of these mechanisms making possible to

mix different self-organization mechanisms in order to achieve an objective. For instance in

(Frederic, 1996) mix mechanisms for sharing knowledge and introspectionwhere the decom-

position phenomenon appears when the mechanism of introspection assumes that an agent

needs help (in reason of an overload of work, time constraints, etc) considering the result of

the application.

1.5 Discussion: Emergent collective behavior on MAS

In order to perform an emergent collective behavior within a multi-agent systems we must consider

the outcome and how it could be linked to each agent individual performance. In our approach we

have identified several issues related to the problem that we are trying to solve that has make us

think in a MAS with emerging collective behavior. Using a group of agents, wehave recreated an

artificial group of meta-analysis specialists to build possible solutions making individual decisions.

Also we have proposed to employ a meta-model perspective to take such decisions, in other words,

the meta-model group solution is built depending on the meta-model owned by anindividual agent.



Chapter 2

MAS Related Software Engineering

There are several methodologies managing the analysis and development of MAS. These method-

ologies are considered part of the Agent Oriented Software Engineering AOSE. Furthermore in

section 2.5 we state a survey about the relation between existing MAS methodologies and our con-

tribution.

We have found few related approaches with some similar objectives; such approaches consider

some issues that are similar to ours. We can cite them as a starting point from thecontext of MAS

Decomposition, model-driven engineering (MDE) and reuse of existing methodologies:

2.1 Background

The multi-agent concept appears to be an innovating and efficient paradigm for modeling of com-

plex artificial systems. The multi-agent approach descends from diverse biologic and social theories

or from the decision. The multi-agent entities may consist of numerous types of capacities, from the

most reactive to the most cognitive ones. These entities are grouped within certain models making

functional the agent architectures, the interaction and perception capacities, the treatment of envi-

ronment. From the social point of view the multi-agent devices are integratedby diverse interaction

models and organization structures linked with the agents’ nature.

Numerous multi-agent methods which exist nowadays propose the use of theproblem engineer-

ing within specific domains. The software development cycle traditionally consists of at least two

phases: analysis and design. If we plan to base our work on the multi-agent engineering, we will dis-

tinguish two corresponding development phases, which can be called Multi-Agent Oriented Analy-

sis and Design.

2.2 The use of Meta-models or Components within the methodologies

Among all the MAS methodologies we have found some approaches that propose to employ a

component or meta-model based process. The next table shows these approaches an their relevance:

40
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Meta-models in Methods

Method Meta-

models

Relevance Comments

ADELFE Yes It is explained considering

the features that a coopera-

tive agent possesses. The life

cycle consists in having per-

ceptions, making decisions

and then acting. It considers

also the Non-cooperative sit-

uations

It is relevant because

it proposes directly a

reusable meta-model that

can be characterized.

Extended

Gaia

Yes It focuses on social aspects

and organizational structure.

It proposes to accurately

specify the relationships

between different entities

within a specific organization

context. It employs the

classic Gaia building blocks:

agents, roles, activities,

services and protocols

This is an extended ver-

sion of Gaia that in-

troduces a meta-model

based on the organiza-

tional structure.

INGENIAS

- Message

Yes It employs five meta-models:

Agent, Interaction, Tasks,

Environment and Organiza-

tion. Each meta-model

describes the corresponding

types of diagrams where an

instance of a meta-entity

could be situated in different

diagrams. Each diagram can

describe a system from the

point of view.

It also is near of our ap-

proach employing differ-

ent kind of meta-models

nevertheless it describe

the system from the meta-

model kind point of view.
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Figure 2.1: MAS Method Fragments approach concept, the figure show the main idea of method fragments
where different method parts are taken from different methodologies to build a new design process.

PASSI Yes It is splitted into three do-

mains: Problem, Agency and

Solution. It proposes to iden-

tify resources, requirements

and scenario from the prob-

lem and thus connect them

with Agent Role and Tasks.

Specifically it proposes go

from the requirements to the

code (implementation)

PASSI is the approach

that is nearest to this the-

sis contributions because

it proposes to identify the

requirements domain thus

connect it with the agents

and then with the imple-

mentation.

Table 2.1: Comparative summary of methodologies Meta-Models

2.3 MAS Decomposition

There are some approaches that proposes to divide a MAS into parts. In(Mariachiara et al., 2010)

is proposed to divide the MAS methodologies process and then compose a development process

employing such parts. Also in (Seidita et al., 2006) is proposed to use a scheme based on frag-

ments that are obtained from different software engineering design processes from existing MAS

methodologies. This enables combining stages of different design process in an appropriate way to

conceive MAS-based solutions that would otherwise not be obtained. The resulting deliverable is

based on UML, diagrams and MAS global meta-model1.

There are also approaches that focus over some key parts of a MAS asa central aspect to design

a MAS. Some of such approaches are Agent Centered MAS (ACMAS) and Organization Centered

MAS (OCMAS) (Ferber et al., 2003) (See fig. 2.1). Where each one centralizes the development

1A meta-model is a model description or model of models (Z.Guessoum and Jarraya, 2005)
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Figure 2.2: AEIO Vowels MAS approach concept, we can see the four types of components that builds Multi-
agent systems: Agent, Environment, Interaction and Organization. All linked by gray wrappers and unified
by a blue globe that represents the Unification implicit component.

using as key design part the agent or the organizational aspects.

There are also fragments approaches with the perspective of building every MAS from different

parts.

The AEIO vowels approach (Demazeau, 1995) is based in the decomposition of every MAS into

four main type parts where each parts begins with a vowel letter: Agent, Environment, Interaction

and Organization (See fig. 2.2).

The AEIO decomposition objective is to create components with characteristicsthat enable

reutilization and easy refactoring of them into the MAS creation process.

Our approach instead aspires to use meta-models as fractions of a solution,such as proposed

in (Rougemaille et al., 2008), but using a format based on vowels (Demazeau, 1995). Furthermore

(Rougemaille et al., 2008) proposes to use meta-models based on several existing methodologies

(Gómez et al., 2007) but this makes it dependent on a format it does not take into account a com-

bined use of meta-models derived from different methodologies to build onesolution. As we state,

in (Seidita et al., 2006), is considered a combination of software engineering phases, however, our

approach proposes the use of meta-models from different methodologiesto be used in combination

into a solution.
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Figure 2.3: Four Layer Model-Driven Architecture overview

2.4 Model-Driven Engineering

The model-driven engineering approach has a high significance in the context of software engineer-

ing. It has evolved from the object oriented paradigm, so for the MDE everything is considered has

a model instead as an object. MDE usually manages two types of relations: representations and

conformances. The representations are model of the real world has software artifacts for example,

The conformances are models created conform a meta-model. Thereby theMDE is considered the

disciplined and rationalized production of models. For the present thesis theconformance relation

has a relevant importance because we propose the meta-models employment. The models under

the MDE philosophy usually are constructed under the next characteristics structure (Selic, 2003):

Abstraction, understandability, accuracy, predictiveness and inexpensiveness. The model-driven

engineering theory specifies the rules and baselines to work with different kinds of models. In

(Gasevic et al., 2009a) is described the use of a mega-model which definesphysical, abstract and

digital systems. For our purposes we focus on the digital systems, specifically on software systems.

Finally we must mention that the present work uses only a characterization that comes from

meta-models of the M2 Layer. Such meta-models are adapted from the Agent Oriented Software

Engineering, this concept will be described further.

2.5 MAS Methodologies Context

Approaches as the following: Gaia (Wooldridge et al., 2000), DIAMOND (Jamont and Occello, 2007),

PASSI (Cossentino, 2005) and Tropos(P. Giorgini, 2004; Castro et al., 2005) cover different aspects
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to solve a variety of problems centered in delimited domains. Gaia is a general methodology that sets

the goal of understanding the system and its structure, this, without any reference to the implemen-

tation. In addition, it is oriented only to closed domains where the features of MAS are static. How-

ever, with the use of extensions (Garcia-Ojeda et al., 2004; Wei Huang,2007) Gaia can be applied in

dynamic domains. In contrast ADELFE (Bernon et al., 2002b) focuses on problems that can only be

resolved through AMAS (Adaptive Multi-Agent Systems). DIAMOND(Jamont and Occello, 2007)

is a method that enables to generate embedded MAS. Also ADELFE bases its guideline on the RUP

(I. Jacobson, 1999) adding a design work flow, agent model and NCSmodel (Bernon et al., 2002a)

to guide the developer in the creation of a MAS. So DIAMOND uses various linked stages to de-

velop embedded MAS considering the software and hardware at the same time. In addition it offers

a way to create reusable components by identifying and delimiting the domain of theproblem within

one of these stages. Also DIAMOND defines a life cycle for hybrid software and hardware MAS.

The process PASSI (Cossentino, 2005) guides the development of multi-agent software step by step

from the requirements to the code. All these methods integrate design models based on UML

(OMG, 2003) notation and different philosophies regarding object-oriented software engineering

for MAS (J. Odell, 2000; O. Gutknecht, 1999; Shoham, 1993; Thomas, 1993; Caire et al., 2001b).

The methodologies frequently base the software engineering application ondifferent models

and diagrams derived from UML. Their objective is to develop differentand specific MAS. The

use of models derived from UML (OMG, 2003) is located in the M1 layer of the four-layer Model-

Driven Engineering (MDE) (Kleppe et al., 2003). It means that these models belong to a specific

meta-model (Zhang and David, 2005)(Ferber and Gutknecht, 1998a).Each model is designed to

solve problems for a specific aspect, such as agent creation or communication.

Therefore there are several methods that we have considered in order to analyze the current

state of development in relation with the pre-initial phases in the MAS life cycle ofsoftware de-

velopment. Considering such issues as the key features to analyze we have considered ADELFE

(Bernon et al., 2005) as an adaptive MAS domain-oriented methodology that focalizes its initial

steps giving standard software engineering options based on RUP and UML it also recently added

a initial phase where the designer can check if their problem is able to be solved using the AMAS

approach.Aalaadin described in (Ferber and Gutknecht, 1997) is an Organization Centered MAS

(OCMAS) methodology that assumes that the designers problem could be solved using such de-

velopment view. Cassiopeia (Drogoul and Collinot, 1998b) at the initial phase identifies the roles

to be performed within the MAS, it states that such approach is employed for team work, there-

fore, the designer must know that their problem domain belongs to such kindof solution. DE-

SIRE (Brazier et al., 1997) propose to decompose the problem in agent tasks and assumes that the

designer know that it works well for their problem. DIAMOND (Jamont, 2005) belongs to the

embedded MAS domain but the designer must choose if their problem needs such method. Gaia

(Wooldridge et al., 2000) is in a closed domain with statistic features thereforethe designer must

situate their problem within this domain before choosing Gaia. MAMOSACO (Adam, 2005) fo-

cuses on management complex systems, therefore before choosing this method the designer must
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identify their problem as resoluble within it. MaSE (Deloach, 2001) centers itattention in the goals,

then the designer must analyze their problem to locate it on this method. MASSIVE (Jürgen, 2001)

proposes to develop from different views enabling to see the problem solution from different per-

spectives, however it is aspect oriented and the designer must choosethe method considering that

their problem is compatible with it. INGENIAS-MESSAGE (Pavón and Gómez-Sanz, 2002) em-

ploys meta-models and views to solve the problem but it does not propose how to match the designer

problem with the method domain. PASSI (Cossentino, 2005) proposes to identify the requirements

domain in order to the design a MAS using such a method, however, it does not propose how to

identify such domain. Prometheus (Padgham and Winikoff, 2004)proposes the reusability proto-

typing agents, moreover, it focuses on the industry, scheduling and debugging agents. Therefore it

does not define how a designer can situate their problem within its domain. Tropos (Giorgini, 2004)

proposes to analyze the early requirements in order to identify a domain, (such a situation that we

have also considerd for our approach), nevertheless it focalizes only in the Tropos method and does

not propose reusability. The Vowells (Demazeau, 2001) methodology proposes MAS decomposi-

tion and reusability, nevertheless it does not solve how to identify the best components to create a

MAS based solution. The table 2.2 lists some of the main MAS methodologies and summarizes

their relationship with a pre-initial phase.

Life Cycle

Method Type Goal Pre Initial Phase Comments

ADELFE Cyclic Adaptive

MAS

No it only helps giv-

ing a UML and RUP

based initial phase, it

recently added a pre-

alable phase where the

designer can verify if

their problem can be

solved using AMAS

approach

Uses a work flow

based on RUP, It

proposes to identify

interaction as key

feature for Adaptive

MAS development

Aalaadin Waterfall Organization

and Roles

Centered

MAS

No, it assumes that the

designer knows that

their problem can be

solved using and OC-

MAS

Centralized in Agent,

Group and Role de-

velopment it proposes

a general MAS meta-

model
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Cassiopeia Iterative Dynamic

Organi-

zations

and Role

like robots

soccer

No at all, but it pro-

poses as a key ini-

tial feature identify the

agent roles in order to

apply the method,

Centralized in Agent

with three kind

of roles: domain-

dependent, relational

and organizational. It

also proposes two kind

of organization: static

and dynamic.

DESIRE Waterfall Agent

Task Com-

position

Centered

No, only task decom-

position the designer

must know that their

problem is ad-hoc with

the method

Proposes build a

MAS employing a

task (de)composition,

information ex-

change, sequencing

of (sub)tasks, sub-

task delegation, and

knowledge structures.

DIAMOND Spiral Embedded

MAS

No, but it consider

that the designer

must develop an soft-

ware/hardware mixed

MAS

It proposes to consider

both developments

software and hardware

in the same develop-

ment cycle in order

to build an embedded

MAS. However to

build a MAS it con-

siders individual and

society levels.

Gaia Iterative General

MAS, role

centered

No, because its a gen-

eral MAS it assumes

that every problem

could be developed

using Gaia. However

it is oriented to a

closed domain with

static characteristics.

It has two main

phases: analysis and

design. We have a set

of models as result of

applying this method-

ology that enables a

designer to begin the

implementation.
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MAMOSACO Iterative Complex

man-

agement

systems

No, but it focus on

complex management

systems

This method considers

the complex manage-

ments systems and

comprises the phases

of analysis, modeliza-

tion, specification and

conception of such

systems.

MaSE Iterative Goals cen-

tered

No, however it guides

the designer through

the software life cy-

cle at the beginning

its supposed to be

compatible with the

designer problem to

solve. Its development

process is based on

RUP. Also it has auto-

matic code generation

using AGENTTOOL.

It is independent of

MAS and agent archi-

tecture, programming

language or program-

ming language

MASSIVE Iterative Aspect

oriented,

View

system

No, it has only differ-

ent development views

in order to develop a

MAS using different

views. Also it pro-

posed to link model

features with imple-

mentation features

It is composed of the

following views: Task,

Environment, Role,

Interaction, Society,

Architectural, System
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INGENIAS

- MESSAGE

Iterative Model-

Driven

Oriented

with

several de-

velopment

views

No, but it employs

meta-models to build

solutions.

INGENIAS is based

on MESSAGE, cur-

rently it presents a

set of meta-models

aspiring to analyze

all the system us-

ing the language

GOPRR (Graph, Ob-

ject, Property, Role

and Relationship).

It has the follow-

ing development

views: Organization,

Agent, Tasks/Goals,

Interactions and

Environment.

PASSI Incremental No at all, it only

states that it need to

know the domain re-

quirements description

at the beginning

It is a step-by-step

requirement-to-code

methodology for

designing and de-

veloping multi-agent

societies, it comprises

five model phases:

System requirements,

agent society, agent

implementation, code

and deployment,
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Prometheus Waterfall Goals

centered,

Covers

mainly

domains of

industry,

scheduling

or debug-

ging agent

systems

No, but it enables to

reuse and share dif-

ferent MAS models

and create prototypical

core agents

It is a methodology

that guides from the

start to the end and en-

ables to the developers

to analyze, design

and implement MAS

prototypes. Basically,

it consists of three

phases: System speci-

fication, Architectural

and Detailed design,

It generate automati-

cally code under the

JACK programming

language.

Tropos Incremental General

MAS

No at all, but it

propose to analyze

the early require-

ments to gather early

concepts based on

i*(Siu-Kwong, 1996)

in order to identify a

domain

It is based on two main

ideas: (1) the notion

of agent and all related

mentalistic notions:

goals and plans for

example. These ideas

are employed in all

phases of software de-

velopment: from early

analysis toward the ac-

tual implementation.

(2) It also covers the

very early phases of

requirements analysis,

therefore it enables

a deeper software

environment under-

standing, and identify

the kind of interac-

tions between human

agents and software
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Vowels Waterfall Component

centered

No, but we consider

it as the best way to

decompose a MAS

trough the AEIO

axes, similarly as

other methodologies

perform using views

This approach pro-

poses to identify a

MAS from four axes:

Agent, Environment,

Interaction and Orga-

nization. Considering

each one of the axes

independently in order

to reuse each different

kind of component

but it also proposes to

unify all the compo-

nents to make them

able to work together

using wrappers and

compatibility rules.

Table 2.2: Comparative summary of methods life cycle coverage

2.6 Discussion: The difficult methodology choice and the impossible

unique approach

The models defined in each platform are different, for instance, an agent model defined in PASSI

(Burrafato and Cossentino, 2002) could not be used in ADELFE (Bernon et al., 2002a). But how

could we solve a problem that requires a PASSI (Cossentino, 2005) agent model type, which is

running embedded according to DIAMOND (Jamont and Occello, 2007) specifications? In the next

lines we explain how our approach contributes to the solution of this kind of problems using a

meta-model definition that belongs to the M2 layer of the four-layer MDE (Kleppe et al., 2003).

It has been observed that all the afore-mentioned methodologies providesolutions focused on

a specific kind of problems and domains. On the other hand, it is difficult to decide in advance

which methodology would be appropriate to solve a specific problem. In otherwords, the domain

covered by each method is limited, for example, ADELFE is geared only to the domain of adaptive

multi-agent systems and Gaia is directed to a closed domain with multi-agent static characteristics.

The truth is that we can’t solve all the possible problems using a single method,because

each method covers a limited domain, in which only problems suitable for this domain can be

solved. Therefore, a problem that can be solved with one method efficiently probably cannot

be solved with another.For this reason our approach proposes to establish a preliminary stage, in

which the problem is analyzed to determine its domain. This verdict guides the developer stat-
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ing which would be the best way to solve this problem under the predefined selection criteria.

Besides our approach defines the use of meta-models based on the AEIO vowel Decomposition

(Demazeau, 2001; Occello et al., 2004; Ricordel and Demazeau, 2002)for MAS approach. The

main objective of these meta-models is the reutilization and adaptation of the different models that

already exist, providing an option to make MAS. This aspect is similar to building blocks or design

patterns(Holland, 1995), but our approach will neither change the existing models in other method-

ologies, nor propose a new model standard.

It is difficult to propose a unified global approach to multi-agent systems engineering, because the

problems and domains addressed by this approach are highly heterogeneous. The nature of the

problems for which multi-agent systems are effective, such as simulation, problem solving, inte-

gration of applications and system or management systems, provokes that the use of simple models

impossible.

The domains in which these problems are solved impose the use of specialized embodied ap-

proaches. How can we unify the design of remote applications such as Internet Web services or

production systems? The diversity of methods makes the choice of approach difficult for the non-

specialist designer. A comprehensive preliminary analysis phase lacks,which is capable to unify

the model specification choices, depending on the domain and problem of thetarget software.

We have a lot of methodologies that provides a wide range of options to develop a MAS-based

solutions also each methodology provides process, components and tools todevelop the desired

MAS. Nevertheless, if the designer is not experienced with these methodologies and he does not

know at all the components provided, it is difficult for him to choose the mostsuitable methodol-

ogy. Also an inherent problem of the MAS methodologies is the different-methodology-components

usability because we can’t take components from different methodologiesto create MAS-based so-

lutions easily; and finally the reusability of already created solutions. Consequently, we propose to

abstract the MAS components using the AEIO vowel approach (Demazeau, 2001) from the MAS

methodologies to create MAS Meta-models for each component. The aspirationof this is to have

different kind of Agents, Environments, Interactions, Organization andrules of compatibility and

unifications between all these kinds of components. Going further we propose to characterize them

and evaluate each characteristic of them dynamically considering a link between each characteristic

and a domain of solution. That means that each AEIO vowel meta-model will have a set of charac-

teristics with domain efficacy values that will be used for meta-analysis.

This proposal should not be reduced to only use the MDA approach (Model-Driven Architec-

ture) (Kleppe et al., 2003) modified for the MAS engineering. We are not focused on the use of

meta-models to transform them into models of implementation in the sense adopted by MetaDIMA

(Z.Guessoum and Jarraya, 2005), ADELFE (Bernon et al., 2005) and PASSI. This technique can be

used for detailed analysis, but as already mentioned, we want to work on an preliminary conceptual

analysis.

Our goal is not to unify the different meta-models into one as proposed in thework proposed by

(Bernon et al., 2004). We cannot adopt a single meta-model as in (Knublauch and Rose, 2002). It
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is impossible taking into account all in only one meta-model because of the difficulties at the im-

plementation and at the deployment in a different way in terms of domains. Instead, to describe

our meta-model (analysis model) we could use a Meta-Meta-model2 as proposed by the method

MESSAGE / AUML (Caire et al., 2001a) (it uses the MOF UML).

2A meta-meta-model is a model that enables to model or describe meta-models, moreover, a meta-model is a model
of model.



Chapter 3

Meta-analysis and Decision Making

In this chapter we expose two main fundamentals of this thesis: Meta analysis and Decision Making.

Each one has a different contribution but both share the fact that helpsin the complicated task of

predict a result. The meta-analysis provides a successful methodology that uses statistical data in

order to show a tendency and thus make decisions. The decision making is addressed within a

MAS state of art, however, its contribution lies in providing the algorithms to automate the decision

making. The algorithms that are presented belongs to the Bayesian Cognition (See section 3.2.1)

and Decision Making context (See section 3.2.2).

Both contributes directly in the backbone of the prototype: The agent individual decision mak-

ing. It contribution within the statistical data gathering and induction methods is also related with

the future work that is addressed in the section 9.2.

3.1 Meta-analysis

Commonly, the meta-analysis is performed for one or more researches and they must look for related

studies in the on-line electronic databases or the paper literature. The researchers must have enough

experience to select related trials, it means, to select trials with studies using similar trial protocols

and compatible outcome: for example selecting the studies that evaluate the efficacy of a new sub-

stance or new medicament against cancer versus a placebo or an old medicament. Once they have

found an adequate number of studies the next step is to group all the studiestrial results using the

meta-analysis common methods - Odds-Ratio and Mantel-Haenszel - using a model - Fixed Effect

Models or Random Effects Models - depending on the statistical heterogeneity (Leandro, 2005).

Consequently the gathered data is employed to obtain several statistical information, for example,

the 95% confidence interval that enables seeing the general studies results tendency and further

make decisions using such statistical information (Leandro, 2005). By the way, the meta-analysis

needs an enough amount of studies results to reach an effective statistical information and thus a

reliable tendency. In addition, each trial is composed by their study results,which ones are created

using a trial protocol. Usually a study shows comparative results between medicaments, substances

54
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Figure 3.1: Classic meta-analysis process overview

and placebos that show evidence about their efficacy using them against some illness (See also fig.

3.1).

3.1.1 Meta-analysis Introduction

The meta-analysis is defined by the National Council (USA) Library of Medicine as

"a quantitative method for combining results of independent studies (usuallydrawn

from published literature) and synthesizing summaries and conclusions thatcan be used

to evaluate therapeutic effectiveness, plan new studies, etc. Its application is performed

mainly in research and medicine."

In this proposal, we understand the concept of meta-analysis in the sensethat this is employed in

medicine to evaluate the efficacy of a treatment or medication (Sutton et al., 2000).

This thesis attempts to equate "clinical studies" to "studies of problem areas." Reasoning about

meta-knowledge from analysis to find appropriate solutions in terms of meta-models for MAS. Ap-

plying meta-analysis in this proposal is at all times an original approach in an engineering analysis

phase multi-agent.

Therefore this approach proposes using meta-analysis to identify components (meta-models)

that proved to have worked well with previous multi-agent systems solutions for some kinds of

problems, and thus design or develop new multi-agent systems solutions for similar problems. We

consider that this is an interesting alternative as this approach has been used in the field of medicine

with success.

However to adapt a meta-analysis process into a multi-agent systems we needto reuse and split

into components that can be evaluated within the process proposed by the meta-analysis. Such

approach that enable to abstract from MAS methodologies is introduced in section 2.3.

Moreover our approach is based on an individual making-decision thatneeds such a meta-

analysis like a process to analyze MAS meta-models. For this reason in this section we discuss
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the meta-analysis process in order to understand how the meta-analysis work within a clinical set-

ting ant thus equate "clinical studies" to "studies of problem areas."

3.1.2 First steps

In the literature (Leandro, 2005)(LaPorte, 2011)(Armitage et al., 2002) the first step defines which

trials results could be candidates to be considered by meta-analysis. Therefore performing a meta-

analysis needs:

• A primary outcome that will be determined and should be considered in all studies selected

for analysis. (Eg. efficiency of some MAS components into a solution, a MAScomponent

estimated compatibility with others, etc). Then one or more secondary outcomes can be

useful, especially under specific questions that are not necessarily considered in all eligible

studies.

• A key issue is choosing the characteristics of the tests (trials) that you wantto select. Similarly

it is necessary to consider the largest possible number of studies in a second phase to choose

studies that are based on different discriminating factors. For example: number of issues

considered, output measurement, criteria for randomization, and so on.

• It is important to define where and how to conduct the search. In medicine the meta-analysis

focuses on a couple of on-line search engines, usually Medline and Embase (NIH, 2010).

3.1.3 Gray Literature

It is called gray literature to those published in electronic or paper, produced by the government,

universities, businesses and industries because they goal to publish is not to profit. This literature

should be considered mainly because their results are not manipulated or concealed, which some-

times such practices turns out to be a common situation in private medicine publications. This is

caused by the trade tendency to show that a new drug is more efficient, thenmore marketable, so

only are published studies that have beneficial results for the clinical laboratory that makes the drug

and sponsor such studies. This may cause deviations from a meta-analysiscan hardly be corrected.

Therefore is recommended to take care in this regard.

Although within the framework of multi-agent systems is somewhat inconsistent we can argue

that there is no database of studies of all the methodologies and solutions created from these, thus,

it causes a similar problem. That is why the basis of meta-analysis strongly suggest the use of all or

most of the literature.

3.1.4 Source of troubles

Another source of trouble for conducting a meta-analysis includes:
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• The language barrier that prevents all publications are considered even if they are in sev-

eral languages. Usually only the English works are considered, however, there are a lot of

publications in other languages with relevant results that are ignored.

• Duplication of works. It occurs due to the publication of the same work results in multiple

articles.

• Conflicting results. Similar works that have different or contrary outcome.

• Poorly prepared summaries. They are summaries with not enough or clear information about

the work and outcome.

• Publications with little clarity. Some works show partially the outcome or in a manner that

we can get clear enough the meaning of them.

• Latency of publishing work. It refers at the situation when the time needed toget published

an article.

• Works with negative outcome unpublished. It refers to a tendency in commercial funded

research to only publish the results that show a positive outcome and otherwise are not pub-

lished.

• Unpublished work. When there are works with relevant results that are not published. Some-

times the publishing task becomes very subjective and some works are not accepted.

It is recommended that each form of publication includes:

• Generic information. It commonly includes the names of authors, belonging institutions,

addresses, e-mails.

• Design of the test. It must describe how the test has been conceived. Commonly it describes

which protocol has been employed to perform such tests.

• Treatment of the study group and control group. It must define the treatments employed for

each group. For instance, a placebo an a new medicament treatments.

• Number of events, number of cases within the two groups mentioned above. They are the real

quantities of cases and events within the study and control group.

• Results of the calculation basis used in the meta-analysis. Such results are defined by a meta-

analysis method that commonly is choose depending on the data heterogeneity.

• Quality of the score if possible. It defines the score quality, commonly it depends on the

protocol employed, the quantity of cases within the groups and the period ofapplication of

the treatment.
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Also need to be made:

• Statistical procedures. The statistical procedures enable to calculate the study estimation in

relation with the meta-analysis.

• Interpretation of results. This is commonly done employing a graphic chart type high and

low that shows the OR outcome and the CI of each study. Within such chart graphic category

there are a lot of options to show the results. However commonly is considered that the chart

graphic shows the tendency of the meta-analysis and such data is useful tomake decisions.

This last one crucial aspect of the meta-analysis.

3.1.5 Case control studies

It consists of estimates of risk and probabilities of the case studies that can be applied with some

variations in the two following aspects:

• Risk difference (RD), which calculates the difference in the proportion of events observed in

both groups of study subjects where you applied the same test. In epidemiological terms, the

RD is known as absolute risk reduction (ARR).

• Risk Ratio (RR) refers to the degree to which the frequency of an event may vary in the

presence of factor under study compared with the absence of such factor latter.

• Odds ratio (OR) is a measure that is similar to RR because it refers to the estimationof the

latter when the event is not frequent (≤ 10%).

If the difference of risk or odds ratio is calculated from a meta-analysis, and therefore from

many studies, it is called RD pooled or OR pooled. The following formula:

D = ∑widi
∑wi

is the general form of meta-analysis whereD is the outcome. WhereWi is the weight of each

study which translates into:

Wi =
1
Vi

whereVi is the variance or difference of thei study outcome. The general formula of the meta-

analysis the overall results expressed in terms of D weighted average sumof n studies.

3.1.6 Statistical Procedures

It is very important to known the statistical procedures employing meta-analysis when making the

choice of test is needed and justify why. The procedures used in the calculation is divided into two

categories:

1. Fixed effects models. These are based assuming that the studies taken as a group gave an

estimation of the same treatment effect to that intended effects can be considered as part of

the same distribution. We have to main methods:
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• Mantel Haenszel Method. It defines the result of the comparison in eachstudy. Because

of the advantages of precision and multi-method of Mantel-Haenszel it is regularly used

and it is usually found in commercial programs that perform meta-analysis in clinical

trials.

• Peto’s Method. Based on a modification of the Mantel-Haenszel. In the firststage is

obtained calculating the expected value of events in each of the groups is done according

to the standard formula of total marginal product divided by N. Where N is the total

number of cases of comparative studies. Using the calculation of Peto, the presence of

values of 0 in a cell does not affect the calculation, and therefore, the approach is not

mandatory.

2. Random effects models. These analysis models do not require the assumption that each study

is derived from the same population of individuals and, therefore, all studies can be considered

as part of separate populations, each with its own mean value. It is thus thatthe variability of

the estimate may have two sources: in one study and between studies.

• Quantifying heterogeneity. Consists of evaluating the data to know their degree of het-

erogeneity and variation.

• Quantifying publication bias. It calculates the bias according to the issues described in

section 3.1.3.

3.1.7 Discussion: Our approach and Meta-analysis relationship

Considering the work proposed in this thesis, their relationship to the meta-analysis is given in the

analysis of specialized entities (analogous to drug treatment, etc.) considering the problem origin

(analogous to symptoms). On the other hand the main difficulty of matching the two approaches

is that there is a knowledge base as similar PubMed in the field of software engineering. That’s

why this approach, as shown below, uses a different method of inference that could apply to have a

greater knowledge base.

Despite this, the process of meta-analysis has inspired the creation of this work and therefore

seeks to establish a base in the future that supports a closer approximation tothe meta-analysis done

in the field of medicine. We will discuss it deeply in the section 5.4.5

3.2 Decision-making

There are two main branches of decision-making MAS (Luck et al., 2005): decision systems and

simulation systems. Commonly the MAS simulation systems are built upon some real world area

and perform a simulation recreating a situation. Such situation can be evaluated into a controlled vir-

tual environment that allows analyze the situation abstracting data directly from the simulation. Fur-

thermore a simulation requires to define rules to govern its operation (Siebers and Aickelin, 2008).
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In contrast in the decision systems the agents make decisions together and applying decision-making

collective mechanisms.

Thus there are two options: (1) Decision support systems (DSS), they act like a support tool

helping users to make decisions employing the results information obtained (Re and Pius, 2003).

(2) Decision making systems (DMS), they automatically make decisions as occurred in home au-

tomation or robotics (Bessière et al., 2008).

Our entire approach is located near to the decision systems because we propose to only sup-

port the initial engineer’s choices. Therefore it is classified as DSS typebut can be upgraded to a

DMS type. On the other side within the MAS environment the agents act togetherto reach a col-

lective decision, such decision is proposed as a possible solution outside the MAS, thus the MAS is

considered as an internal DMS.

3.2.1 Bayesian Cognition Context

In the Artificial Intelligence field we could find several approaches (Stuart Russell, 2009), Some of

them works using some kind of logic through Prolog, others use neural networks to recognize pat-

terns or genetic algorithms to learn, etc. Thus, each approach has been conceived to work with some

kind of data or situations, for instance some of them are good for informed search and exploration

as genetic algorithms, others, for making inferences using well known rules and evidence as first

order logic inference algorithms.

In order to meet the decision-making needs of our approach within a dynamicenvironment charac-

terized by uncertainty we have analyzed among a set of options of AI. We cannot use logic based

approaches because we have to work with a characterized data coming from uncertainty sources,

therefore the values are often real numbers representing probabilities.Moreover, from a probabilis-

tic point of view the logic sentences and inference is a closed environment extracted from the reality,

considered as fully certain. The neural networks could be employed, nevertheless, when we modify

or add a new domain, we have to reset the weight values each time. Doing so,we will lose a lot

of time retraining the neural network . Genetic algorithms are an option that could be implemented

because it performs well the search of solutions that we are looking for.It uses a gen based ap-

proach to look for the best suitable combinations; however, the statistic and probabilistic nature of

a meta-analysis make us to select an approach related to such fields instead the genetic one.

Furthermore we have selected the Bayesian Cognition approach becauseit allows to treat with the

uncertainty throughout the decision-making using statistical data. The Bayesian cognition algo-

rithms enables to being modified dynamically, we can add or remove variables and the result varies

only being more or less exact. Then, the more information you have is more accurate the inference.

In the other hand, we can modify the knowledge base independently of the algorithm. So, we could

employ different inference methods without changing the rest; for instance, we could employ the

Laplace’s succession rule as inference method and after use odds ratiowith Mantel-Hanzel method

from meta-analysis using the same statistical data. Nevertheless the inference methods efficacy
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varies, for example, depending on the quantity of data. Finally that’s why westate that the Bayesian

Cognition approach matches well with our approach.

3.2.2 Bayesian Cognition in Decision-making

The Bayesian cognition approach is commonly employed to implement solutions fordecision-

making problems within the computer vision and robotic fields. Therefore it hasproved to work

well into uncertainty environments and to use statistic data gathered through sensors from such en-

vironments to make-decisions. For instance, a self-driven car using cameras as sensors, and image

analysis that helps to avoid obstacles, take care of imprudent pedestriansand animals crossing the

road. Furthermore the gathered data act as experience data that is useful to decision-making.

3.2.3 Bayesian representation and probabilistic reasoning

As explained in (Bessière et al., 2008) commonly a Bayesian program is defined using the next

structure:

1. Description. It is a probabilistic model about some phenomenon that is obtained from the

next two branches:

• Specification. Such specification expresses the modeled phenomenon knowledge in the

following probabilistic terms:

a Variables. All the important and known variables related to the phenomenon.

b Decomposition. It is the joint distribution of the variables. Usually is done usinga de-

composition that keeps the joint distribution as a product composition of simplified

distributions.

c Forms. To compute the joint distribution we must specify all the distributions appear-

ing in the decomposition with all the possible values for each variable.

• Identification. It is the learning phase of the probabilistic experience acquisition where

the initial data is refined and becomes more accurate at each step.

2. Questions. The questions are defined by branching a variables’ setin three subsets: the

searched variables (on the left side of the conditioning bar), the known variables (on the right

side of the conditioning bar) and the free variables. Such questions must be answered using

the decomposition and forms definitions.

3.2.4 Statistical Models and probabilistic reasoning

A statistical model determines, within a Bayesian Cognition Algorithm, which is the classification

of the statistical values of the knowledge base (experience) inside a bell curve. At the bell in the top

is where we find values with greater uncertainty in the slopes the values with lowor high certainty.
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Figure 3.2: Probabilities from 0 to 1 adjusted to a Gauss bell

As we can see in the figure 3.2 a statistical model can be obtained through a Gauss bell adjustment

of the values. In such a case the interval of values[0,1] shows that the values around 0.5 represents

the highest entropy or uncertainty. The values nearest that descend tothe left from 0,5 to 0 owns

the lowest likelihood and the values from 0,5 to 1 the highest likelihood.

3.2.5 Discussion: Probabilistic reasoning and Meta-analysis in MAS

The Bayesian cognition approach is composed by a Bayesian algorithm thatmust be implemented

according to the related problem. Such implementation is described in section 6.5.Furthermore, we

propose the use of such approach within a MAS. Such integration could work into the agent archi-

tecture, as we describe in section 6.4.1, as part of the agent cognition skills. Commonly a Bayesian

cognition algorithm is employed inside robots that analyze the physical environment and thus make

decisions. Therefore, instead a robot we employ an agent that analyzean abstract environment.

Such environment also comprises other agents, moreover, the agents interact between them using

the decision-making skill provided by the BCA. Analogically, the agents act like a group of persons

discussing a problem and trying to built the best solution using their individual point of view. In

other words the agents could act, for instance, as specialist with different perspectives and each one

provides an individual part of the full solution, consequently, throughthe interaction or discussion

process each member of the specialist group builds a full solution employing the data gathered from

the other members. Finally each one of them exposes their full solution proposal and makes in

group the final choice about the most suitable solution. Abstracting for the human social behavior,

such collective behavior emerges from simple interactions using as cognitive skill a Bayesian cog-

nition approach and organizing the different perspectives using the inference probabilistic results as
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benchmark.
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Chapter 4

Proposed approach overview

We have presented the basis and motivations about the main thesis contribution: the matching en-

gine. We have presented it first in a general way to clearly present ourstarting point. We make

evident that there are similar AI approaches but with different goals. Also we funded our approach

considering the two main roles needed for an intelligent system: (1) manager agents (2) special-

ized agents. In our case we propose to employ manager agents as representative of the specialized

agents. Also we call them specialized entities instead of agents.

We also consider the specific needs for our approach: using as problem to be solved with soft-

ware an application specification and to build the solution using MAS meta-models (vowel’s ap-

proach) as specialized entities (blocks to build the solution).

The present thesis mainly proposes a matching engine to implement the above described ap-

proach. However to reach such a goal is needed to solve some satellite situations around it. It means

that we need to characterize the application specification data and the meta-models features in order

to make it readable to the matching engine. In the next chapter we present narrowly the proposed

phases to solve such satellite problems and deeply we explain how is built the matching engine.

4.1 Overview

To our opinion the analysis of multi-agent systems is impossible as unified approach that is using

the unified models. We argue that a classification of models and approachescan be made seeking to

establish a mechanism of meta-analysis defining a meta-process and meta-knowledge that can guide

the designer in choosing the best models tailored that will lead to a precise integration method of

architecture (by the identification of appropriate methods).

We understand the notion of meta-analysis in the sense in which this is used in themedicine field

(Sutton et al., 2000) as we have stated in section 3.1.1.Therefore for us, the matter is to assimi-

late "clinical studies" with "problem-domain studies", reasoning over meta-knowledge derived from

meta-analysis of our experience and literature to find appropriate solutionsin terms of meta-models.

We consider that this approach is original in every point in the phase of analysis.
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Figure 4.1: AEIO Nomenclature of multi-agent systems

We propose to study the exploring analysis techniques used in the meta-analysis process as occurs

in medicine (Sutton et al., 2000) combined with uncertainty treatment (Bessière et al., 2008) and ap-

proximate text analysis techniques (Mercier and Beigbeder, 2005), statistical methods (Koehn, 2009),

fuzzy, and so on. The use of the concept of micro-arrays (Zhang etal., 2009) associated with the

emergent activity seems to be a promising track to operationalize the meta-analysis.

4.1.1 Contributions

We propose two main contributions in the overall project (METALISM introduced in section I):

• The employ of meta-analysis to characterize the meta-meta-knowledge1 and a conceptual

analysis phase process of the multi-agent application life cycle. It will help tobetter identify

applications (Domains + Issues) for which the MAS is also well suited and to provide the

characterization tools (perhaps using an ontology) for domains and problems as well as a tie

or the comparison (matching). This work is situated within the frame of the Model-Driven

Engineering to make it a Model-Driven Engineering for domain and problem.

• Production of a support tool for multi-agent conceptual analysis phase. Based on previous

characterization, system modeling for this phase appears to be a good support to build an

intelligent system capable of supporting the analysis phase of the design ofmulti-agent sys-

tems.

The present thesis contributes to the project primarily on the production of aglobal base and path

to follow for the entire project. Nevertheless the main contribution consists in thecreation of the

matching central component (See fig. 4.2) and therefore creating a firstprototype for the support

tool.

Decentralizing knowledge and experience of the designer in a system composed by multi-agent

models and the agentified processes themselves can lead to partial automatization of the analysis

phase by using the emergence to produce the best decomposition and make the choice of models.

Finally, the capitalization of experimental knowledge (the mental process thatthe human designer

uses to enrich his analysis of the approaches to the problems) will be introduced in this multi-agent

tool to assist the designer. In the sequel the mechanisms of meta-learning can be used to enrich the

automatic multi-agent analysis tool.

1Individual meta-meta-knowledge for an intelligent entity, as a person, organization, society, agent, etc., is represented
by the knowledge of knowledge management.
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Figure 4.2: Conceptual analysis phases

4.1.2 Activities

It focuses on the conceptual analysis phase of the multi-agent design lifecycle, and splits up this

phase into two activities (fig. 4.2):

• Activity of description: we must locate here the requirements relative to the specification

of knowledge we can collect about the domains and the problems. The result of the stage of

description consists in indicating if a multi-agent approach is relevant and if yes to prepare the

second stage by enumerating the characteristics of the field and the problemof the application.

• Activity of characterization: the work consists in establishing relations between meta-models

(AEIO) and fields and problems characteristics. This stage aims at choosing the properties

of the best meta-models which can be suggested for the target application. It is necessary

to lay down rules of correlation between descriptions and correspondences of meta-models

(meta-knowledge) as well as mechanisms to put in correspondence the descriptions and the

meta models (mechanisms of meta-analysis)

4.1.3 Phases

We decomposed the conceptual analysis phase into two main phases which respectively concern

the definition knowledge and properties about domain problems and multi-agent models, the study

and the tool realization for the matching between application requirements and multi-agent models

characteristics:

• Phase A: definition of knowledge and properties about domain/problems and multi-agent

models characteristics: The census of the types of application and their distribution on the

"field" and "problem" axes will be then approached. One will base oneself on the literature.

Usually multi-agent systems are built by integrating agent, interaction, organization, and en-

vironment models and by making them operational through the instantiation of these models.
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Figure 4.3: Characterization and accommodation AEIO Meta-models within the ontologies

Figure 4.4: Analysis of the problem specification and domain

We will draw up a list of the types of existing models (Agent, Interaction, Organization, and

Environment ). Classically, existing classification objectives are to compareor to evaluate

some models. One will be able to consider classifications of models of the literature, to es-

tablish criteria and then to propose a classification. Our classification will lay on the intrinsic

characteristics of the models. We will establish relations of operational compatibilities be-

tween models, taking into account that the types of models are not all compatible(See fig.

4.3).

• Phase B : Study of the Meta-Analysis process and specification and realization of the tool

for the matching between application requirements and multi-agent models characteristics

Starting from a census of applications we will establish relations between AEIO and fields and

problems. One will study the definition or the adoption of a language to describe the domain
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and the problem using meta-knowledge. We will seek to build an ontology of domain/problem

and an ontology of goal for the SMA to realize. The relations will then be expressed by

sizes and criteria to be characterized. According to these values, field and problem of the

application to be conceived, it will be necessary to find the good models to be used. One will

apply that within the framework of Model-Driven Engineering to make it evolve toward an

engineering directed by the models and by domain and problem.

Having a monolithic approach for such a problem is too complex, because ofthe nature of

knowledge and of the properties involved in the process. The proposedsystem will be able to reason

about the established rules of matching about semantic descriptions of the application requirements

and of the available models but will be too able to base its process about its previous experience

through a reasoning about previous encountered cases. A meta-learning process will be developed.

In order to lay the groundwork for the METALISM project this thesis proposes a development

process composed by three different stages in the preliminary analysis phase (See the figures 4.4,

4.5, 4.6 where the nomenclature of such figures is defined in the fig. 4.1). The three stages are:

• Analysis of the statistical specification of the text. The result is a set of likely problem domain

characteristics of a micro-coded arrangement such as that used in (Zhang and David, 2005)

(see fig. 4.4)

• Matching Engine. Within this stage occurs comparing micro arrays of the problem domain

and meta-models AEIO. It is assumed that meta-models AEIO are obtained fromthe different

distinctive features of multi-agent systems (see fig. 4.5) [Occello02]

• Meta-analysis. This stage is constituted by the analysis of previous test results. Among the

combinations AEIO meta-models, results of the comparison algorithm, we will seekthe most

suitable for the given problem. (See fig. 4.6)

The overall result of the analysis phase is an application agentified described in a meta-description

of multi-agent system composed of the meta-model AEIO. This meta-descriptiondescribes how to

build each meta-model in the design stage. We propose to make the approach (fig. 4) operational

into a multi-agent system which will become a tool of assistance to the analysis. We will propose a

specification and a demonstrator to show the feasibility (Task 4.).

4.2 Proposal: MAS Software Engineering previous phase

As we stated previously in the section I this thesis treats the problem of choice the best entities to

build a MAS-based solution choosing between many methodologies, many components and many

MAS possible solutions. Considering it, our approach proposes a process based on the process

described above and visually described in the figure 6. However the process details require to link

some context previously defined in 2.4 and 3 with the new concepts about thesociety of agents

described in the previous sections.
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Figure 4.5: Comparison algorithm based on a multi-agent collaborative and emergent behavior

Therefore to our particular case we propose to employ intelligent agents acting as managers of

specialized entities and solution builders. In order to achieve such tasks each agent must employ

an approach to evaluate the efficacy of their specialized entity in two cases:(1) match the features
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Figure 4.6: Meta-analysis of combinations of sets of meta-models AEIO

Figure 4.7: Intelligent Agents Solution Group representation with the individual evaluations according in (1)
the compatibility of each pair of specialized entities and each entity with the problem description and in (2)
with the compatibility from the point of view of one entity with all the other members in a solution group

of their specialized entity with the characteristics of the problem to solve (2) match the features of

their specialized entity with the features of other (external and different type) compatible specialized

entity. Therefore each agent builds a solution group from the point of view of their specialized

entity. Therefore such solution group, partially of fully created, has a set of efficacy results obtained

through the match operation between each pair of specialized entities and individually with the

characteristics of the problem to solve (fig. 4.7).



4.2. Proposal: MAS Software Engineering previous phase 73

Those matching operations require an approach to evaluate compatibilities. Anapproach per-

mitting to find relations between features and characteristics, and compatibilities between special-

ized entities. It must be done analogous to the way a doctor recognizes thata patient has disease

through the symptoms and then proposes a treatment consisting of several drugs and rules to follow

to recover health, where the doctor knows which combination of drugs canbe taken at once and

certain frequency.

Actually in the field of medicine there is a method that uses the analysis of several studies on the

use of one or more drugs on the same disease for clues for finding what isthe best treatment for a

patient that experiences the symptoms. This method is the meta-analysis. In this thesis we propose

to use it in decision-making tasks performed by each agent whereas in ourspecific case each agent

will act as a doctor does when performing a meta-analysis in medicine.

The next step is to apply a meta-analysis method in our context employing specialized entities

(MAS Meta-models) and problem to solve: (application specification). It is therefore necessary to

create a link between what is meta-analysis and MAS software engineering.Such link is described

in the following sections.



Chapter 5

Preliminary Considerations

Before going into deep details of the thesis is necessary to understand someconcepts that are not

the main objective but are necessary to understand the central part of the thesis. These details are

preliminary concepts and definitions and a couple of phases satellites that provide the necessary data

inputs for the operation of the main proposal. When it comes to concepts you need to know how

they are structured knowledge bases and their relationship to the conceptof ontology. Note that this

thesis aspires to focus on ontology but simply use a basic form of the concept. Besides introducing

the definitions of micro-array, problem domain characteristics and features of Meta-models, the

latter including a theoretical way. The satellite phases are composed of process that provides the

characterized data inputs using micro-arrays as machine readable standard. Such processes are

described below.

5.1 Preliminary concepts

Considering that the present thesis approach requires two sources ofinformation1 that will be em-

ployed in a AI context we have considered to define an ontology way to store such data including a

relationship with different domains.

5.1.1 Ontology and Knowledge base

The situation where we need to employ ontology knowledge bases are:

1. Problem characterization.

• Problem characteristics.

• Domains.

2. Specialized entities.

1defined generally as problem characteristics, domain and specialized entities features.

74
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Figure 5.1: Domains Ontology

Figure 5.2: Problem Characteristics Ontology

• Meta-models.

• Meta-models’ features.

• Domains.

5.1.2 Ontologies

As word "‘Ontology"’ comes from the Greek termontos, it means "‘being"’, andlogos, that means

"‘word"’. Philosophically ontology refers to the subject of existence. We can say that an ontology

studies the categories that exist or could exist within a domain. A domain ontology defines the types

of elements that exist within it.

According to (Hendler, 2001) the ontologies in computer science are defined as a set of ele-

ments, which have a vocabulary and have connections between elements and rules of inference and

logic for a particular purpose. Such definition among others is important forus.

In (Chandrasekaran et al., 1999) from the point of view of AI an ontology means one of two

related definitions :

• It’s a representation vocabulary, that usually is specialized within domain orsubject matter.
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Figure 5.3: Characterized Meta-models ontology includingtheir relationship with vowel’s MAS approach

• It’s a body of knowledge that describes a particular domain and uses a representation vocab-

ulary.

However both needs an associated underlying data structure to represent the ontology.

Also the most accepted term in AI introduced by (Gruber, 1993) says:

Ontology is a specification of a conceptualization.

In other words an ontology specifies an abstraction or simplified view of the world.

5.1.3 Meta-models and ontologies

Meta means one level higher of description, thus meta-model is model about model, in other words

a model that describes another model. Therefore a meta-model is considered as a characterization

to describe other models as an explicit model of the constructions and regulations required to build

specific models in a domain of interest.

Considering that such constructions and regulations represent entities ina domain and their

relationships, then we consider that this characterizes a meta-model into an ontology. We can take

into account, for example, a set of building blocks used to build domain models.Stated another

way, a meta-model is like an ontology employed by modelers to build models. For instance, when

software developers employs UML to build models of software systems, they actually employs an

ontology implemented in such a domain. Therefore this ontology declares concepts such as objects,

classes, and relations. However, not all the existing ontologies are created directly as meta-models.
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Figure 5.4: Meta-model abstraction with the characterization and configuration profile

5.1.4 Problem Characterization Ontologies

In order to characterize a problem description into a set of characteristics an intelligent system needs

to identify them using a set of pre-known characteristics. Therefore such set of pre-known charac-

teristics must be stored into an ontology knowledge base (KB).

For our purposes we need to characterize a particular problem description, this description specifies

an application in the abstract is composed of a set of characteristics of problem. To identify these

characteristics is necessary to build an ontology containing a semantically structured to accommo-

date a feature of problem abstractions. Also put in one or more specific domains each feature. Not

forgetting that the relationship domain - a feature is defined to pass through avalue of efficiency.

We understand a domain as is defined in (Evans, 2003):

"‘A sphere of knowledge, influence, or activity"’

So, as we mentioned this is the first step and the result is given into a micro-array that contains the

information provided by the AS-Characterization process (see section 5.3) and the domain specifi-

cation (see fig. 5.1). To obtain the micro-array content information we search in a similar manner

as is done in (Vijayan Sugumaran, 2002). The difference with our work isthat we look into the

text from different levels, words, sentences and paragraphs and then we map them into the domain

ontology text representation structure to know which the most promising domainis.

Figure 5.9 shows the process of identifying the text-based features. Theidentification was done

by analyzing the text using a technique similar to that defined in (Sánchez andMoreno, 2008) and

to create domains using the Web as an information source to create them. In ourcase we use every

description of problem for analysis.

In the section 5.3 we will introduce the context where such characterizationwill be employed.
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Figure 5.5: Agent Meta-models Features Ontology

Figure 5.6: Environment Meta-models Features Ontology
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Figure 5.7: Interaction Meta-models Features Ontology

Figure 5.8: Organization Meta-models Features Ontology
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Figure 5.9: Ontology Text-based analysis process graphical overview example

Figure 5.10: Meta-model candidate selection using the AS-Characterization

5.1.5 Meta-models Knowledge base

In our case we propose to employ meta-models created from existing methodologies using the

AEIO vowel’s approach. Such meta-models are defined using an abstraction method2, manual or

automatic. Nevertheless in our prototype we have employed meta-model features defined by textual

sentences to simplify the constructions. Therefore we have defined a meta-model concept as is

shown in the fig. 5.3. Such meta-models are built using a set of features, therefore, they are selected

as candidates making a efficacy value link between MM-features and AS-characteristics (see fig.

5.10).

It is performed considering that each feature is related to a domain using a efficacy value. In

2Such a method is out of the scope of this thesis.



5.2. Preliminary phases 81

Figure 5.11: Meta-model Unification Memory Abstraction

other words there are several links considering a domain, however, such domain must be selected

previously in the AS-Characterization process (see fig. 5.2) Therefore the knowledge base has been

declared using a XML standard showed in 6.4.3. In the future work sectionwe discuss improve-

ments to this method.

In order to build solutions employing many meta-models we need to create a unification memory

as showed in fig. 5.11. So, we can link each pair of meta-models consideringan efficacy value that

relates the features of both different meta-models.

5.2 Preliminary phases

Before starting the operational details of the comparison engine is necessary to define several con-

cepts that provide to the engine with the necessary information to make decisions. This section

defines concepts as application specification, problem characteristics, domain, application speci-

fication characterization, micro-array, meta-model, meta-model type, meta-models characteristics,

meta-model characterization.

5.2.1 Micro-array

The micro-array concept comes from the field of bio-informatics especiallyfrom the analysis re-

search of deoxyribonucleic acid (DNA)(Zhang and David, 2005) thatcharacterizes and find genetic

patterns. Such a micro-array is composed by compressed genetic information that stores a complete

profile in a small amount of data. In our case we employ micro-arrays that represent an application

specification characterization within a solution domain and also MAS meta-models characteriza-

tions.

5.2.2 Application specification characterization

Commonly the system designer passes first through the requirements gathering step to obtain the

application specification (AS). To see if the desired application is possible to solve using a MAS-
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based solution is required to identify the AS problem characteristics and domain. To do this it is

required to have a good background in MAS also to be related with the domain and problem. How-

ever generally the engineers have problems to get connected with the domainof the application that

they must create (Evans, 2003). Therefore to choose the most accurate MAS methodology and use it

to develop a MAS-based solution requires having a good MAS methodologiesknowledge and MAS

paradigm background. These issues are some of the main lacks related to the decision-making area

(Dastani et al., 2004). For these reasons we propose to characterizethe application specification as

the user input. This must be done through a process that recognizes the characteristics and found

the most suitable domain for the entire set of characteristics. Even so such process is not a goal of

this thesis.

5.2.2.1 Domains and AS-characteristics Knowledge Base (KB)

First we define the known abstract domains and AS-characteristics sets that are available in the

knowledge base (KB). For us a domain abstraction is represented asδk. Moreover we have a number

d of domains abstractions stored on the KB setDKB:

DKB ≡ [δ1, . . . ,δd] : ∀k ∈ [1,d]

As well, we symbolize an AS-characteristic abstraction asκk. In addition we have a numberc

of known AS-characteristics abstractions stored in a KB setCKB:

CKB ≡ [κ1, . . . ,κc] : ∀k ∈ [1,c]

Therefore the AS-characteristics abstraction KB is built using the next matrix structure:

ASKB ≡









θ1,1 . . . θ1,c
...

. ..
...

θd,1 . . . θd,c









Such matrix structure is assembled with real values from the interval[0,1]. These values relate

the domainsδi with the AS-characteristicsκ j . Therefore such values are represented asθi, j and

stands for an efficacy percentage of the AS-characteristicκ j in the domainδi .

5.2.2.2 AS-characterization

Each AS passes through an AS-characteristics recognition process that matches the AS-characteristics

of the KB. Such a process determines the known AS-characteristics that best define the AS ana-

lyzed. The result of this process is stored in a micro-array3 that stores a codified representation of

3The micro-array is a codified data representation - usually genetic - similarto the one employed in
(Zhang and David, 2005)
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the AS-characterization. In view of the characterization process an individual AS-characterization

micro-array uses only a subset of the existing characteristics and domainsstored in the KB. Thus,

we defineC′ andD′ as a subset ofCKB andDKB respectively:C′ ⊆CKB andD′ ⊆DKB. Therefore we

define the cardinality of each set|C′|= c′ and|D′|= d′, in other words, the number of characteristics

and domains selected arec′ andd′ respectively. Considering that we have characterized anyASk -

through the AS-characterization process - we define the single AS-characterization micro-array in

the next manner:

AS′k ≡









θ1,1 . . . θ1,c′

...
. ..

...

θd′
,1 . . . θd′

,c′









Where the number of columns - represented asc′ - is the total number of AS-characteristics matched

in the AS-characterization process. Moreover the number of rows - represented asd′ - is the total

number of domains related with the found AS-characteristics. ThusAS′ ⊆ ASKB whereAS′ denotes

the resulting AS-characterization micro-array.

5.2.3 Meta-models Characterization

Considering the meta-analysis nature we propose to characterize these meta-models and evaluate

each meta-model’s features considering a link of each feature with a domain of solution. That

means that each characterized meta-model has a set of features, each feature is related with differ-

ent domains of solution using efficacy values as relation. These values denote the feature efficacy

within each different domain. This characterization allows fully assessing the meta-model efficacy

within a domain. Therefore you can also evaluate the effectiveness of a set of meta-models. How-

ever, to obtain these efficacy values, we need skilled engineers to enter these values manually or

automatically create a knowledge acquisition process, but, these problems are outside the focus of

this thesis.

5.2.3.1 Meta-models types and features

To define the meta-models abstractions KB we state first that there are four different types of meta-

model (MM) in the following KB sets:

AKB ≡ {α1, . . . ,αa}∀k ∈ [1,a] EKB ≡ {ε1, . . . ,εe} ∀k ∈ [1,e]

IKB ≡ {ι1, . . . , ιi} ∀k ∈ [1, i] OKB ≡ {o1, . . . ,oo} ∀k ∈ [1,o]

Where each KB set stores a different MM-type: Agent, Environment, Interaction and Organization

respectively. Each any MMαk, εk, ιk andok are different MM-types between them. Also in each

type there are different kinds of MMs, for example, we can have two different MMs of type agent

asα1 representing a "cognitive agent", andα2 representing a "reactive agent" andε0 as "observable
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environment" andε1 as "3D virtual environment".

Generalizing the four MMs abstractions KB sets we define the KB super setTKB as a KB super

set containing all the known MM-types in the next manner:

TKB ≡ {τ1, . . . ,τt}∀k ∈ [1, t] TKB ≡ {AKB∧EKB∧ IKB∧OKB}

Where eachτk is a MM-abstraction of any MM-type. This KB super set generalization is useful for

the following definition of MM-characterization.We define the setFKB as the KB set of MM known

features abstraction in the next form:

FKB ≡ [ϕ1, . . . ,ϕ f ] : ∀k ∈ [1, f ]

Thus we consider eachϕk as a MM-feature abstraction of any MM-type.

5.2.3.2 MM-Characterization

In order to create a MM-characterization KB each MM must pass through aMM-features recogni-

tion process - similar to the AS-Characterization process described in 5.2.2.2but applied to MM-

features against a domain - that determines which known MM-features best describes each MM.

However the MM-Characterization process is out of the present thesis goals but a minimal approach

is addressed in the Appendix B. Considering that we already have characterized anyMMτk we state

the MM-characterization result as the next matrix structure:

MM′
τk
≡









µ1,1 . . . µ1, f ′

...
. ..

...

µd′
,1 . . . µd′

, f ′









Such matrix structure is built with real values represented asµi, j . Such real values are from the

interval[0,1]. The number of columnsf ′ is the number of matched features and the number of rows

d′ is the number of domains related to the MM-features found. Moreover, each µi, j is an efficacy

value that relates each MM-featureϕ j found with each related domainδi .

Consequently the KB set composed by all the MM-Characterizations and features has the next

structure:

MM′
KB ≡

[

MM′
τ1

. . . MM′
τn

]

5.2.3.3 Discriminating factor

The previous KB structures of MM show that they are organized by MM-types nevertheless the

domains is the major discriminating factor. Each MM-type contains a matrix where the rows are the
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domains and the columns are the features. Therefore choosing a small number of domains allows

to select only the rows related with such domains, therefore, use only the efficacy valuesµi, j related

with each features within these domains. Finally, each MM uses the same definition of domains

employed in the section 5.2.2.1 of this thesis.

5.2.3.4 Unification rules knowledge base

The unification rules are built as an hyper-matrix of featuresϕk relations. Where each feature is

related with each other for each different MM-types. For an individualtwo MM-types is as follows:

uτi ,τ j =



















τi

ϕk . . . ϕl

τ j

ϕn
...

ϕp









υ1,1 . . . υ1,m
...

. . .
...

υm,1 . . . υm,m



























Moreover, this structure works as a memory that relates each MM-type’s features with each

other adding a compatibility value. Such values are obtained through an automated solution to learn

it or if needed is possible to write them manually - based on the experience of the developer -.

However this thesis does not focus on this but uses it for the main thesis purpose. We fulfilled these

values and the MM-KB using a survey answered by the experienced laboratories members in the

area (also stated in the subsection 5.2 and 6.5.4.2).

5.3 Satellite phases

The process to characterize an AS is out of the main scope of this thesis, nevertheless, in order to

feed the matching engine (the main phase) we need to define a minimal approachto characterize

a text-based AS. Therefore in this chapter we present a basis of preliminary definitions needed for

such characterization approach and for the matching engine and we introduce the implementation

of a sub-prototype to perform such characterization. Moreover the characterization approach is

described in the next section, however, we state that it is only a shallow approach that help us to

build up the path to arrive to the matching engine.

5.3.1 Application Specification Text-based Characterization

In the software engineering context finding the features that best describe a problem regularly leads

us to realize which the problem’s domain is. The recognition of problem’s features and domains

gives us enough clues to plan the construction of the problem’s solutions. However, finding these

features and problem domains requires the developer to have experience, a close relationship with
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the domain and knowledge of it. Usually these facts make difficult to perform acorrect characteri-

zation of a given problem for the not linked to domain and inexperienced engineers. This appendix

presents a minimal approach that proposes the use of a Multi-agent system(MAS) based engine

for analyze the textual application description and obtains their problem’s features and domain

characterization for a possible MAS-based solution. This engine comprises MAS architecture and

pattern-based text recognition. It also proposes the use of a semanticallystructured knowledge base

of problem’s features and domain’s specifications linked to the text pattern results. Furthermore our

approach main goal is to act as an dynamic and upgradeable assisting approach for the engineers in

the characterization of a problem using a description of the desired application.

A great variety of multi-agent methodologies can be found today allowing the software devel-

opment conduction by means of multi-agent models (for a MAS survey (Federico Bergenti, 2004)).

On the other hand, software designers are indecisive to use them since choosing one method that

could carry out to attach the type of models involved. In consequence when the designers are choos-

ing a method they must master the multi-agent model properties and also their must know how to

match them to the application’s specifications and domain. In circumstances of software production

a common problem for the engineers is the application’s domain misunderstanding (Evans, 2003)

because the engineers are not familiar with all the domains where they have towork for a solution;

usually they must identify the domain and consequently learn the domain’s background to manage

with the development process. Thus, the learning curve for acquire the required skills is steep. We

think this is one of the reasons restricting the dissemination of multi-agent methods. The objec-

tive of this satellite phase is to propose a minimal process approach to identify characteristics from

a textual description of an application specification. The resulting data of such analaysis will be

employed to feed the matching engine described deeply in this thesis.

5.3.1.1 Related work

There are many approaches that aspire to define a path to abstract information from raw data. In the

approach defined by (Sánchez and Moreno, 2008) there is a process that allows to create domains

from web-based raw information and using wordnet (Miller, 1995). Wordnet is considered the most

reliable and employed on-line lexical and semantic repository for the English language. It declares a

lexicon, a thesaurus and semantic links with the English terms. It classifies words into categories and

relates their meanings. Therefore We propose to organizes such text structures in order to connect

them with a problem characteristic that could be identified within a application specification as a

textual problem description.

We also consider that our approach is like a translator that takes an textualdescription to trans-

late it into a format machine readable. Therefore we have found statistical machine translation

techniques (Koehn, 2009) that are relevant to our proposed approach. Such a kind of techniques

are employed also by Google Translator (Google, 2011) gathering statistical information globally

to improve the translation software process. Therefore we propose to create a complementary MAS
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architecture to make possible to distribute the AS-characterization phase in order to gather statistical

data easily similar as Google does.

We take into account such domain generation process and statistical translation in order to create

a domain to be employed as basis to identify such word structures related to problem features within

a text that contains an application specification.

5.3.1.2 Complementary MAS Overview

The present satellite phase proposes to create a complementary MAS-based phase to analyze a tex-

tual application description with the objective of scrutinize the text and foundinformation to identify

their problem’s characteristics and solution domain. Such data is useful to locate the Meta-models

candidates that are related (known as good to solve) to each of the problems characteristics. So, this

satellite phase is composed by an artificial intelligent analysis process by means of a MAS approach.

This process typifies each application description into a characterization assay that we call applica-

tion description micro-array characterization assay (ADMACA). Each ADMACA is composed by

the statistical data outcome about the identification of problem’s features and domain’s specifica-

tion. This satellite phase also defines a XML-based standard to manage, share, reuse and process

the ADMACA results of each analysis. Basically our goal is to provide an approach to support the

engineers through the problem characterization process in order to simplify the identification of the

application description problem’s characteristics and specific domain. Similar as occurs in every

meta-analysis this enables to create a kind of protocol of data acquisition, in our case text-based

analysis, employing a standard to make the gathered data reusable.

Finally the present characterization process complements the matching enginedefined at Section

6.3 feeding it with the micro-array characterization, as a machine readable input, that allows such

an engine to perform is matching process. Remembering that the matching process considers also

the use of MAS meta-models4 characterizations.

5.3.1.3 Complementary MAS Architecture

The MAS architecture proposed comprises a set of agents with differenttask and behaviors. The

architecture is divided in two main fields: the MAS and the web-services; as we can see in the exam-

ple of the fig. 5.13. The MAS field is composed by four agents, where eachagent performs different

task that are combined to make emerge as result the application description (AD) characterization.

Each characterization is considered as an assay that corresponds to aspecific application. The

characterization is composed by patterns references to design elements ofcharacterization as prob-

lem features and domain specifications and quantification parameters as belonging values. These

4 A meta-model is a model description or model of models in our case we consider the use of meta-models inspired in
the MAS approach AEIO (Demazeau, 2001) that decompose a MAS in four components Agent, Environment, Interaction
and Organization that will allow to match these components with a characterization assay. Nevertheless this appendix
approach only considers the characterization of an application description process.
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Figure 5.12: MAS for characterization architecture overall.

data must be recovered through the characterization process using the information provided by the

agent’s tasks. So we describe briefly each agent tasks in the following lines:

• GUI Agent. Their main task is to get in touch with the user and it receives the user input and

manage it with the system responses to the user. In our case we have defined as user input

the application description text. This agent manages the input content and retrieves questions

or results to the user if the input contains insufficient information it ask for more data. So,

it means that this agent can contact to the user to ask for more information if it isrequired.

Thus the constitution of the GUI Agent comprises a Graphic User Interface, A semi-dialog-

based human user interface with user Input-output management, and finallya message based

behavior that allow receive messages from the rest of the agents and translate them into human

understandable information.

• Characterization Agent. Its main task is to manage the characterization process, so we must

define a process to characterize the user input. Therefore this agent owns a cognitive behavior

that manages and plans the characterization process.

• Service agent The main task is to manage a web service connection. Thus, this agent receives

request from the characterization agent asking to perform some tasks related to the charac-

terization activity. It works as an agent that manages a web-service in a transparent way to

provide the service as an agent. So, it allows improving or changing the web-service and only

modifying the agent that provides this service.

• Mapping agent This agent performs the identification and mapping of data (for example text

patterns) received from the characterization agent. It is done througha cognitive decision

making that matches the data with the existing data in the knowledge base, that could be

defined as we propose in a problem features ontology. In our case we propose that the perti-

nent information about the problem features and domain specification ontologies is recovered

through the Ontology Connection Agent and stored temporally in the knowledge base of the

Problem Features Detector Agent and the Domain Locator Agent, both are considered similar

to this kind of agent.

• Using our MAS-based characterization approach with text pattern recognition
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Using these kind of agents in a characterization process allows us to createa MAS-based

solution to characterize an application description and other kind of similar characterization

task. In this appendix approach we propose as example the use of text in the application

description and we propose to use text pattern recognition to characterizethe data. Thus

particularly we propose the implementation of the next agents:

• Features Detector Agent. This agent performs the identification of problemfeatures using

the text patterns received from the text analysis agent. It is done through a cognitive deci-

sion making that matches the text patterns with the existing features defined in theproblem

features ontology. The information about problem features ontology is recovered through the

Ontology Connection Agent.

• Domain Locator Agent. This agent locates the possible domain of the applicationdescription

using the text structure patterns, the problem features related with the patterns and the existing

domains through the Ontology Connection Agent. So this agent performs a maincognitive

task to induce the possible domain or domains for the text structure patterns received from

the Text Analysis Agent.

• Perl Agent. The main task is to manage the Perl scripting web service connection. Thus, this

agent receives request from the Text Analysis Agent asking to parse a complete or partially a

text. Also this agent manages the regular expression (regex) rules employed in the process. It

works as an agent that manages a web-service in a transparent way to provide the service as

an agent. So, it allows improving or changing the web-service and only modifying the agent

that provides this service.

• Ontology Connection Agent. The main task is to manage the ontology connection web ser-

vice. So this agent receives request from the Features Detector and Domain Locator agents to

query the ontologies (see fig. 5.13). So it works similarly as the Perl Agentgiving an agent

interface to a web-service.

5.3.1.4 Application Description Text Patterning

With the objective of showing a minimal working example we have defined a basictext recognizing

process that we will explain in this section, nevertheless our goal is not to propose a new approach

about text recognizing, so we only explain it as complementary approach that works within the

AS-characterization process. So we have defined the text recognizingprocess using a multi-layered

analysis to extract the relevant data from the text. In order to characterize the data we propose to

divide the complete text document into 3 main-layers or steps of analysis: paragraphs, sentences and

words. The goal of this division is to create a text pattern composition similar to aBayesian network

(Stuart Russell, 2009). We have chosen this topology because this divides the data and keeps the

nature of the text analysis comprising two ways top-down and bottom-up usingPerl scripts inspired
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Figure 5.13: Example of a text pattern recognition based characterization.

in the text mining process utilized in (Bilisoly, 2008). Also the Bayesian inference nature is related

to the decision making using the evaluation of probabilities values with the statisticaland historical

information to face uncertainty; this feature is ad hoc for our artificial intelligence approach since

we manage with an application description provided by a human user. So, the first step of the text

analysis algorithm is go down the text structure starting from the top documentlevel splitting it

in paragraphs; then each paragraph branch is separated into sentences; consequently each sentence

is divided into words. At this step we have descended into the text structurein a way similar as

exposed in fig. 5.14. Formally we define each set of words, sentences and paragraphs as follows:

W ≡ {ω1, . . . ,ωw}∀k ∈ [1,w]

Where eachωk is a valid word found in the application description. We use subsets of these words

to create sentences. Thus the sentence set is composed as follows:

S≡ {σ1, . . . ,σs}∀k ∈ [1,s] : σk ⊂W

Using the subsets of sentences we build paragraphs that are formally defined into a paragraph set in

this manner:

G≡ {ρ1, . . . ,ρg}∀k ∈ [1,g] : ρk ⊂ S

Also we use a set of real values where each one represents a result of the application description

text analysis as a ratio value for each related text structure:

V ≡ {ν1, . . . ,νv}∀k ∈ [1,v]νk ∈ ℜ, [0,1]

Therefore, the second step is to filter the word level leaving only the keywords; including proper

names, adjectives and verbs (all variations: conjugated, infinitive, etc)but dismissing pronouns and

connectors. Then we give a value to each keyword performing a ratio operation from the resulting
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Figure 5.14: The top-down sense in the text pattern recognition process proposed.

keyword subset of the last step and counting each subset’s word occurrences5 in the subset dividing

it by the total number of words in the subset. So, this operation is performed by the following

formula:

νωk =
occurrences(ωk)

|W|

Whereνωk is the keywordωk ratio value andoccurrences(ωk) is the occurrences number of the

keywordωk that has been found in the application description and|W| is the set of keywordsW

cardinality, it means the total number of different keywords.

A fragment of the described result is showed in fig. 5.15 where we can see a XML-based

standard that defines an example of the keyword patterns found. Each keyword tag contains tags

with occurrences, where each occurrence has the paragraph and sentence id where it was found.

The next step ascends through the keywords patterns from the keyword level to the sentence

level, using the keywords significance value we assign a new significancevalue for each sentence.

We take each one related to sentence words values to sum all of them and obtain the words-related-

to-sentence average; then we take the average as the significance valueof the sentence. We repeat

this step with each sentence related to a paragraph. The formula to obtain the value of a sentences

σk is:

νσk =
∑n

i=1 νωi

n

Whereνσk is the significance value of the sentencesσk, andn is the total words related to the

5We mean occurrences as a word or a variation related with this word, as example words that are in plural or singular
are considered as the same word.
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Figure 5.15: Word patterns middle-result of the text analysis.

sentenceσk and eachνωi ∈ ℜ [0,1]. And the formula for a paragraphρk is:

νρk =
∑m

i=1 νσi

m

Whereνρk is the significance value of the paragraphρk, andm is the total sentences related to the

paragraphρk and eachνσi ∈ ℜ [0,1].

Finally the result is a text-based multi-layered pattern structure weighted. Thisstructure allows

us to explore it starting from any layer. That means we can match similar text structures to see if

there are similar sentences or paragraphs using the keywords but evaluating the overall at sentences

or paragraph level (See fig. 5.16). This text pattern recognition approach is useful in two main sides:

• First, for automated learning using knowledge engineering it allows storing the text patterns

structures with their values linking them to a problem’s feature or a domain’s specification.

• Second, for automated characterization we can evaluate the incoming application descriptions

using the historical results stored using the first part. This will provide us an automated

process to characterize problem’s features and domain’s specifications.

Nevertheless in this appendix approach we only focus on the second side, where the text patterns

are found and characterized using the MAS engine. Our objective is to show how we can provide

a possible solution by means of MAS to characterize an application description. However it is

possible to use a different method that the pattern recognition to text.
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Figure 5.16: A graphical representation of the text patterns with the relations at sentence level.

So, this task is performed by the Perl agent and the result is the text patterns. These patterns are

mapped with the problem features and domain ontologies similar patterns. So, thismapping process

is graphically showed in the fig 5.17.

5.3.1.5 Application Description Micro-array Characterization (ADMAC A) Standard

The use of a standard to register the results provides us a way to store, manage and reuse the assays

produced with the described approach. One of the main reasons for creating this standard is to make

available the results as a repository of independent but related assays inthe characterization context

with the objective of leaving the road ready for the arrival of a supplementary process of meta-

analysis or mining data. So, we have defined a XML-based standard that comprises the following

data sections:

• User profile data. It contains the user personal and contact information, also the institutional

information if required. See the example file fragment code below:

User profile data

<profile>

<developer>

<fullname>

<firstname>Michel</firstname>

<lastname>Occello</lastname>

</fullname>

<organization>

<id>1</id>

<name>University of Grenoble - Laboratoire LCIS</name>

<description>Complex Systems Group Development</description>

</organization>

<email>

<username>Michel.Occello</username>
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<server>iut-valence.fr</server>

</email>

<webpage href="http://lcis.grenoble-inp.fr" />

</developer>

</profile>

(Fragment from a example file wrote with the ADMACA standard)

• Acquisition protocol employed data. This section has the title and description ofthe protocol

used in the characterization; in our case we use the text-pattern analysis. Nevertheless the

acquisition protocol could be different that the text-pattern analysis. Thissection is accom-

panied by the labeling protocol composition; this is the elements evaluated and theresulting

quantification parameters. In our case, the protocol stores the problem features and domain

specification as mapped elements with their belonging probabilistic values as quantification

parameters. See the next file fragment as example:

Protocol data and labeling data

<protocol>

<id>1</id>

<name>Text Pattern Analysis</name>

</protocol>

<labeling id="1" name="Problem-Domain Characterization">

<designElements>

<element type="Problem feature">

<design-id>1</design-id>

<title>Maximum gain feature</title>

<description>Optimize the gain finding the lowest

cost or price

</description>

</element>

<element type="Problem feature">

<design-id>2</design-id>

<title>Auction roles feature</title>

<description>The auction actors are the customers

with roles of buyers and sellers.

</description>

</element>

<element type="Domain Specification">

<design-id>3</design-id>
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<title>Automated auction</title>

<description>The automated auction is composed by actors,

where each actor could take the role of auctioneer or customer;

also a customer can act as buyer or seller.

</description>

</element>

</designElements>

<quantitationTypes>

<type>

<quantitation-id>1</quantitation-id>

<title>Relevance</title>

<description>Belonging probability value</description>

</type>

</quantitationTypes>

</labeling>

(Fragment from a example file wrote with the ADMACA standard)

• Resulting characterization data. The results of the assay are stored usingthe id references

to the defined elements and acquisition parameters in the labeling protocol. See the next

fragment code example:

Characterization data

<characterization id="1">

<value design-id="1" quantization-id="1">0.7845</value>

<value design-id="2" quantization-id="1">0.9312</value>

<value design-id="3" quantization-id="1">0.8923</value>

</characterization>

(Fragment from a example file wrote with the ADMACA standard)

5.3.1.6 Results

The present approach has been tested using some application descriptiontext and modifying several

times the regular expressions to improve the text pattern recognition method; this task belongs to

the Perl Agent working process. We have performed it without modify theentire system. Also we

have added and retired manually entries to the problem features and ontology specifications ontolo-

gies. Thus these facts show us that the MAS approach implemented in this process is adaptable and
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Figure 5.17: Mapping application description text patterns with ontology text patterns.

tolerate the dynamic updates. The characterization assays has been performed as expected. Never-

theless we have obtained different results since we have modified the regular expressions and the

ontologies entries. However this is not a real difficult for our approachbecause the characterization

process mission is to manage with the incertitude finding the most important hints using the current

method and knowledge to do that. Also the results of this characterization process must have a sup-

plementary process, for example a meta-analysis process where an analysis of analysis is performed

(Leandro, 2005). Thus, the final impact of these variations is minimal.

5.3.1.7 Discussion: Conclusions and future work of this approach

The present MAS approach has proved to be a good alternative to manage with dynamic changes

of information acquisition and upgrades in the knowledge systems. It allows us to create an auto-

adaptable modular system which can be modified or upgraded without alteringthe entire system.

We have the prospect of improve this work using dynamic web-services composition similar as is

proposed in (Abrougui et al., 2009). This will permit to upgrade dynamically the system at agent

level adding new agents to work with different methods or services than thetext pattern recognition.

As final remark in this appendix approach we have showed a MAS-basedapproach to characterize

an application description by means of a text pattern recognition process and an XML-based stan-

dard called ADMACA. The emergent goal of this approach is to be usefulto the engineers as a

process that assists a MAS-based software engineering process.

5.3.2 Meta-model Features Manual Characterization

The second input required by the matching engine are the building blocks that are essential to build

a solution. In our particular problem we have several MAS-based meta-models. Such meta-models

act like pieces of solution, nevertheless, we can not employ them directly asmeta-models within

the matching engine. We also need to characterize them in order to make them machine readable.

Such characterization process is less difficult than the AS-characterization process because in this

case we have existing definitions created in the overall methodologies works. Therefore we must

abstract them from the methodologies.
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5.3.2.1 Manual Meta-model acquisition method definition

In our case we have defined textual features of several meta-models in order to consider such tex-

tual features as meta-model descriptions. Each feature is related within a domain using a value.

Moreover the overall values, domains and feautres are stored within a knowledge base.

The meta-models candidates set is selected using the micro-array data, gathered throughout the

AS-characterization process, as a filter. Therefore the resulting candidates subset is composed by

several meta-model characterization micro-arrays. In this way the meta-models micro-array char-

acterized representation becomes machine readable. It makes easy to matcha AS-characterization

micro-array with several MAS Meta-model micro-arrays, it also makes easy to evaluate the com-

patibility between Meta-model micro-arrays in order to combine them into meta-model groups that

could work together.

For this thesis we have defined a manual way to characterize the MAS meta-models into micro-

arrays (See the section 7.2.1.2). First, we have chosen a small set of MASmeta-models from

existing solutions, for our test case from GeDA-3D (Ramos et al., 2005) and an auction framework

(Milidiu et al., 2003), considering the vowels approach. Then for each meta-model we have identi-

fied a small set of features that best describe each feature. We have defined 3 domains considering

the focus of our test cases. Then we have defined each feature employing a text sentence for each.

Finally we have made a survey like an experience acquisition process to gather some statistical

information about the performance of each meta-model within each domain.

5.3.2.2 Motivations and satellite phase future

We have chosen to do that in such minimal way because the matching engine requires a charac-

terized input about the building blocks nevertheless this is not the thesis main goal. Then in such

a manner we can gather a minimal amount of experience data directly from the experienced hu-

mans (from the MAS group team members). This allows to create a starting experience from which

the matching engine can make decisions about reliability according to the problem to solve and

compatibility between meta-models.

Nevertheless we know that there is a long way to follow to improve such area.We know that one

possibility is to create an automated meta-model and features recognition from the existing method-

ologies. There is also the option to build an automated approach to experiencedata acquisition

from existing MAS solutions. However this thesis do not seeks to follow suchtopics, moreover, we

propose a matching engine that employs inputs from this. That is why we haveto define a minimal

way to do that.

5.4 Linking Meta-analysis with MAS Software Engineering

Arriving at this point the question is how to link the meta-analysis to the MAS software engineering

process to improve the decision-making into the software engineering methodologies for MAS?
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To give a response to this question we explain through the following lines, asclearly as possible,

how we made the analogy of the classic medical meta-analysis to a meta-analysis that assists in

decision-making within the context of software engineering for MAS.

5.4.1 Meta-models and Treatments

The treatment of meta-models in our approach is similar to the evaluations of the substances or

medicaments and their efficacy, when they are present in a valid MAS-based solution. As it occurs

in a medical meta-analysis when a treatment shows its efficacy for an illness. It means that we can

evaluate two different meta-models of the same kind (for example Agent) to check which one is the

best for the requested solution, it is analogous to the valuation of two different medicaments against

the same illness.

5.4.2 Domain and Illness

We propose to identify the domain of solution. In other words, each meta-model has a value of

efficacy within a domain of solution, therefore, it means that a meta-model could be efficient within

some domain of solution, as well, could be inefficient in a different domain of solution. Such

domain is comparable with a specific illness where a medicament could be efficient or not. On the

other hand to identify the domain of solution from a meta-model we propose to characterize each

meta-model using a set of abstracted characteristics that describes the meta-model and links each

characteristic to a domain with an efficacy value. After that, store all these data into a knowledge

base.

5.4.3 Application Specification and Disease Description

For our meta-analysis the application specifications (AS) is like a disease description. Thus, we

propose to characterize the AS identifying the problem characteristics anddomain. Such charac-

terization can be performed, for example, through the text pattern recognition. So, it acts like the

data gathering protocol. Therefore, such characterization process permits to know the AS problem

characteristics and consequently their domain of solution. Such data is something like the illness

identification and its information guide us to find which the most adequate meta-models are. By

the way, locating the domain of the problem acts as a discrimination factor reducing the number of

possible domains of solution. It permits to select the meta-models that have high efficacy values in

the selected domain, therefore, the most promising ones.

5.4.4 AS-Characterization and single trial

Therefore the equivalent of a single trial is: the AS characterization, thecharacterization protocol,

the AEIO meta-models - that match with the AS - and the efficacy values - that link the meta-

models characteristics with the AS characterization. However an individualor single trial in the
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Figure 5.18: Classic Meta-analysis trial composition

Figure 5.19: Meta-analysis for MAS software engineering trial proposed composition

medical meta-analysis context is similar as the showed in the fig. 5.18, consequently we propose

the meta-analysis for MAS software engineering trial in the fig. 5.19.

5.4.5 Meta-analysis for MAS Software Engineering

The meta-analysis process applied to the MAS software engineering seeksto assist the automated

making decisions providing the statistical functions and data required. Suchautomated making de-

cisions issue is closely tied with the Artificial Intelligence (AI) field. Thus the solution architecture,

as follows in the next section, is built over the meta-analysis, AI and software engineering. Those ar-

eas play key positions in the solution architecture. Nevertheless in this article we focus particularly

in the AI and how it works using meta-analysis.



Chapter 6

Matching Engine

6.1 MAS Overview

The proposed approach is MAS-based therefore we can describe it using the vowels approach:

• Agent: The agent’s kind is cognitive because they make decisions individually and represent-

ing a MM-characterization.

• Environment: Semi-observable at MAS level because we can observe thegroups organized

by each agent.

• Interaction: Is based on negotiation through messages like dialogs to reachgroups member-

ships and to choose winning groups.

• Organization: The organization is based on the making decision process, we can locate it as

a self-organization based on patterns because there are rules to follow but they depend on

the chosen meta-models (represented by agents) in order to follow these rules and build the

organization (As we described in section 1.4.3.1).

The comparison engine is built using a MAS-based solution to perform the data meta-analysis

and matching MMs and infer solutions sets. The agents employed are cognitive; they have the skill

of making decisions individually. Moreover each agent acts representing a MM-characterization.

The environment is semi-observable (see fig. 6.1) thus it enables to observe the group formation

through the MAS performance. The interaction is based on message passing between agents similar

as the contract net protocol (FIPA, 2002) but searching for suitablegroup memberships. Finally the

organization is based on dynamic group creation, where each group of agents represents a proposed

solution. The fig. 6.1 part C shows the MAS architecture overall.

100
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Figure 6.1: MAS Architecture Overview

6.2 Proposed Solution Architecture

To achieve the automated making decisions we propose an architecture composed by an AS char-

acterization engine - that translates the AS into an abstract problem characteristics and chooses a

domain (see fig. 6.1 part A) - and a comparison engine - that matches the AS characterization data

(see fig. 6.1 part C) with the meta-models (MM) characterization (see fig. 6.1part B) and propose

sets of possible meta-model-based solutions (see fig. 6.1 part D) -. However in this thesis we focus

mainly in the matching process performed in the comparison engine, nevertheless, we address the

AS and MM characterization process to clarify the complete trial process creation. Analogically

we propose the meta-analysis for MAS software engineering process - showed in the fig. 6.2 at the

highlighted box - using probabilistic Artificial Intelligence as the present thesis main contribution.

6.3 Comparison engine

Through the proposed solution process, the first step - the AS-characterization process (see fig.

6.1 part A) - provides the AS-micro-array as result. Such micro-array information is required in

the second stage - in the comparison engine (see fig. 6.1 part C) - in combination with the MM-

characterization KB data. Both information sources feed the matching process inside the com-

parison engine. We have an important remark to justify the use of a comparison engine in this

approach: At present we have no database of existing studies with trials about the efficacy us-
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ing MAS components with quantitative results as occurs in a meta-analysis. In other hand we

have a lot of MAS methodologies composed by models, components, development process, etc.

(Jorge Gómez-Sanz, 2004) that have proved to be useful in certain domains. So, we consider that

we can extract from the existing solutions their representing meta-models, similar as is proposed

in (Z.Guessoum and Jarraya, 2005), and evaluate the efficacy of each one of them in each solution

domain. Also is possible to automate the refinement of the efficacy values accuracy and make them

more precise each time considering the user feedback as part of a automated learning process. In this

way we can create an equivalence process of what is Pubmed for the medical related meta-analysis

but in the context of MAS software engineering. So, that’s why we propose to create a comparison

engine capable to combine meta-models using the experience lodged in his MM-characterizations

KB to infer which of these meta-models could work together. Therefore the matching process is a

benchmarking method that compares both characterization sources - AS-characterization and KB

of MM-characterizations - with the aim at selecting the most adequate meta-models and proposing

a combination of them as a candidate solution for the application specification. Thus, the matching

process is conceived within a comparison engine. Such a comparison engine is built using a MAS

approach that we will describe briefly in the section 6.4. However, in this article we focus in the

probabilistic artificial intelligence employed behind the automated making decisions described in

the section 6.5.

6.4 MAS Architecture

The comparison engine is built using a MAS-based solution to perform the data meta-analysis and

matching MMs and infer solutions sets. The agents employed are cognitive; they have the skill

of making decisions individually. Moreover each agent acts representing a MM-characterization.

The environment is semi-observable (see fig. 6.1) thus it enables to observe the group formation

through the MAS performance. The interaction is based on message passing between agents similar

as the contract net protocol (FIPA, 2002) but searching for suitablegroup memberships. Finally the

organization is based on dynamic group creation, where each group of agents represents a proposed

solution. The fig. 6.1 part C shows the MAS architecture overall.

6.4.1 Agent Architecture

The agent architecture comprises the next components (see also fig. 6.3):

• Self Representation. It stores the agent self-representation composedby the AS-characterization

and the represented MM-characterization.

• External Representation. It comprises the third agents representation; itis the known agents

MM-characterization data. They are stored in this module; a known agent isan agent that has

contacted the host agent, regardless of whether that agent has been included to the host agent

group or not.
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Figure 6.2: Meta-analysis for MAS software engineering process overview

• Organizational control. This control belongs to the organizational component of the entire

MAS; it allows to the environment observe the groups created by means of agent interac-

tions. It comprises the agent group registry sub-module that stores the group membership

information of each agent. As we explain further in the section 6.4.2 each agent performs

a negotiation with the rest of the agents to evaluate the group membership, therefore, this

module stores the structures of the groups created by each agent as results of these agents

interactions.

• Agent interaction control. This control allows the agent to interact with otheragents commu-

nicating them. It is composed by a messaging module that acts as sender and receiver. The

protocol employed to communicate is similar to the contract net interaction protocol because

the agent negotiates the group membership with other agents.

• Cognition Control. The main task of this control is to make decisions. It comprises the

Induction-based making-decisions module together with the negotiation module.The ne-

gotiation module creates and interprets the required messages to negotiate the group mem-

berships. On the other hand the induction-based module owns the induction algorithm that

evaluates the next actions (See also the fig. 6.4):

– Assess the host agent MM-characterization compatibility with the AS-characterization.

– Evaluate an external agent MM-characterization to reject it or accept itinto the local

group considering the compatibility with the host agent and the current members of the
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Figure 6.3: Agent Architecture Overview

group.

In the section 6.5 we deeply explain how the probabilistic AI works to make suchdecisions.

• Planning Module. Such module performs the host agent behavior using allthe agent resources

that have been described. Consequently this module controls the agent actions to perform in

the time line. It keeps the control of the agent using all the modules and controls to create the

agent’s behavior.

6.4.2 MAS Operation

In the MAS working process each agent represents a MM-characterization from a subset selected

from the KB of MM-characterization. The agents perform together the MM-groups formation task.

The agents pass messages between them; thus, compare their MM-characterization and individually

making decisions about the memberships. The groups emerge from the pointof view of each agent

self-representation. Each agent compares their MM-characterization micro-array -self representa-

tion - with others of different type to select the most appropriates. Such groups are created using the

vowels approach (Demazeau, 2001), therefore, each agent searches for a type other than their own.

At the end each agent has created a group; therefore, the one that is most likely to be a solution is

chosen. The criterion is: First rejecting the groups that do not contain thetype agent. Moreover, for

each group, estimate the probability of the entire group evaluating the probability of all the members

together. Finally choose the group with the most likely probability value. This is astraightforward

way to apply the meta-analysis of characterized data. Nevertheless and aswe will discuss later in

the conclusions section is possible to store the successful groups resultsinto a knowledge data base

as historic or experience data.
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Figure 6.4: Agent Behavior State Transition Diagram

6.4.2.1 Agent Behavior

The individual agent’s behavior has three main branches (See fig. 6.4):

• Initialization. This is the first step in the agent instantiation. It receives the ASand MM micro-

array data and makes a compatibility self evaluation. Such an initial phase also recovers the

existing agent list in order to contact them further.

• Negotiation. This is the second phase in the agent behavior. Such a step performs the nego-

tiation with the others agents in order to build a solution group in conformity to the owned

meta-model compatibility. The negotiation comprises:

– Send own representation. It sends the owned Meta-model micro-array toevery compat-

ible1 agent in the MAS.

1A compatible agent is an agent of different vowel Meta-model type.
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– Receiving responses. After sending the own representation the agentpushes up the

receiving responses thread in order to catch all the micro-array representations sent by

other agents.

– Evaluate Compatibility. When a micro-array representation is received the first action

is evaluate the compatibility with the own representation.

– Send Rejection. If it is not compatible then a rejection response is triggered.

– Send Membership proposal. If it is compatible then a membership proposal is sent to

the evaluated agent.

– Register rejection. When a rejection is received (as response to the own representation)

then the meta-model that originated such a rejection is registered.

– Register Membership rejection. This state is achieved when a membership rejection is

received (as response to a Membership proposal) then the meta-model that originated it

is registered.

– Update Own Meta-models group. This state arrives when a membership confirmation is

received (as response to a Membership proposal) then the meta-model group owned is

updated adding the new compatible meta-model member.

– Send Acknowledgment. When the meta-model group has joined the new member a

acknowledgment message is sent to the new meta-model member agent.

– Send Notification of replaced meta-model. This state is reached if the meta-modeladded

to group has replaced an existing (same type) meta-model. If so, then a rejection mes-

sage is sent to the old meta-model group member notifying the change.

– Report Group Update to Framework. This state is achieved once the membership has

been processed and it notifies to the framework the current state of the owned group. It

works especially to made this information available to external observations.

– End Negotiation. This is the negotiation final state achieved when there are not more

messages to process or when the timeout has run out.

• Winner Group Selection. This is the third and last phase where the group results of the

previous sections are shared and thus a winner is voted to being selected.

– Sending own Group Compatibility Value. This is the initial state of the group selection

where the resulting group compatibility value2.

– Receiving Responses. After sending the own group compatibility value the agent rises

a state that keeps awaiting for a message reception.

2The resulting group is evaluated collectively with the AS-micro-array in order to find the compatibility value with
the entire group
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– Compare received result. When a message is received this state is activated in order to

compare the received compatibility result with the current best one found.If it is initial

then it is compared with the own group compatibility result.

– Store result. This state is reached when the received result is compared and then such a

result is stored.

– Sending Best Group Selection. When all the group compatibility values has been re-

ceived then this states is achieved. This state sends a vote of winning selection group.

– Receiving Best Group Selections. This state follows the sending group selection in order

the receive the selection votes of the other agents.

– Store selection result. This state stores the selection votes results received.

– Send selection result to framework. It shares the results received to theframework in

order to make it observable.

– Evaluate selection results. It count all the results voted when all the votes has been

received and then publish the results. If there is a tie between two or more groups then

is unable to provide a solution.

– Most Accurate Solution Found. If there is a winner by majority then this final state is

achieved. The winner group is published by all the agents and by the framework.

The interaction diagram 6.5 shows the message passing between agents when they are collabo-

rating together and forming groups. The last step starts when each agenthas already evaluated all

the membership options to create a group (or when the time has run out) finally thegroup 6.6

6.4.3 Knowledge bases

There are fifth different knowledge bases; three of them are explicit and already stated, they are

the next: AS-characteristics, domains abstractions and MM-characterizations. There are two more

that are implicit and stores memory or experience values: The MM-instantiationmemory and the

MM-unification memory. We explain how they are composed in the section 6.5.

6.5 Probabilistic AI for making-decisions

When the comparison engine MAS is running the agents create groups interacting between them

and thus performing the meta-analysis of data to make decisions about the group membership. Con-

sequently each agent has a group that is being evolving through the execution. We can observe such

group evolution in a certain point of the execution time line; we consider each one of the groups

created as possible solution from the point of view of each agent’s represented meta-model. Con-

sidering that each member of the group is a meta-model that has been characterized the making de-

cision process within each agent uses the efficacy information values of each MM-characterization
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Figure 6.5: Agent Initial Phase and Group Negotiation Collaboration Diagram

to perform the meta-analysis. This step substitutes the lack of full solution trialsthat are employed

in a classical meta-analysis because each agent creates a candidate solution trial when they build its

group. The agents final step is to decide the best group among all.

6.5.1 Experience KB

The MM-instantiation memory stores values about the matching results of AS-characterization and

MM-characterizations micro-arrays. It means that it stores - for each AS-characteristic and each

MM-feature and under each domain - the following data:

• Total times when the matching was enable; as well the total times when was disable.For each
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Figure 6.6: Agent Final Step Winning Group Collaboration Diagram

matching possible value and considering one selected domain:

– Total times when some AS-characteristic was not efficient and some MM-feature too in

the domain.

– Total times when some AS-characteristic was not efficient and some MM-feature was

efficient in the domain.

– Total times when some AS-characteristic was efficient and some MM-featurewas not
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efficient in the domain.

– Total times when some AS-characteristic was efficient and some MM-featuretoo in the

domain.

Moreover the MM-unification memory stores values about the solution resultsof MM-characterization

micro-arrays. In other words it stores - for each pair of different MM-features under each domain -

the following data:

• Total times when both MM-features were part of a solution and as well total times when were

not. Therefore for each situation count:

– Total times when both MM-features were not efficient in the domain.

– Total times when one of the MM-features was efficient and the other not in the domain.

– Total times when one of the MM-feature was not efficient and the other wasefficient in

the domain.

– Total times when both MM-features were efficient in the domain.

Both information KBs are stored as two different hyper-matrices3. The unification rules are related

to the construction constraints between the different MM-features. Suchrules are defined or updated

for each MM-feature at the moment of adding a new meta-model. Furthermorethese benchmark-

ing values could be acquired or updated through learning processes and depending on the solutions

provided by the approach proposed. It means that at each time that the approach is employed to

provide a solution the making-decision has more "experience". Consequently, the approach will

provide most suitable solutions. However in our example we have employed hand-written values

according to the laboratory member’s experience. Both experience KB are improved in the identifi-

cation process that are part of the Bayesian program employed and explained in more detail in the

next section.

6.5.2 Bayesian program definition

As explained in (Bessière et al., 2008) commonly a Bayesian program is defined using the next

structure:

• Description. It is a probabilistic model about some phenomenon that is obtained from the

next two branches:

– Specification. Such specification expresses the modeled phenomenon knowledge in the

following probabilistic terms:

∗ Variables. All the important and known variables related to the phenomenon.

3A matrix of many matrices levels



6.5. Probabilistic AI for making-decisions 111

∗ Decomposition. Is the joint distribution of the variables. Usually is done using ade-

composition that keeps the joint distribution as a product composition of simplified

distributions.

∗ Forms. To compute the joint distribution we must specify all the distributions ap-

pearing in the decomposition with all the possible values for each variable.

– Identification. Is the learning phase of the probabilistic where the initial data isrefined

and becomes more accurate.

• Questions. The questions are defined by branching a set of variables inthree subsets: the

searched variables (on the left side of the conditioning bar), the known variables (on the right

side of the conditioning bar) and the free variables. Such questions must be answered using

the decomposition and forms definitions.

6.5.3 Choosing MM-Characterizations

To choose the most promising the MM-Characterizations for the AS we propose using a Bayesian-

based inference algorithm because it allows to evaluate the probability of solution using certainty

values. The certainty values are similar to the efficacy values employed in the MM-Characterizations

and AS-Characterization micro-array. Thus is possible to evaluate any MM-Characterization as par-

tial solution using itself and the AS-Characterization data. This process allows choosing a subset

of MM-Characterizations as candidates to create representative agentsinto the MAS that executes

into the matching engine. Moreover to achieve such selection we have defined a Bayesian program

as follows:

6.5.3.1 Specification

Our phenomenon is about to match an AS-characterization with a MM-Characterization. Consider-

ing the explained context in the last sections the variables identified are the next:

• Match. A boolean variable that specifies if someASk and someMMτk match or not.

• Considering only one domainδ j each time we define both characterizations:

AS′i =
{

θ j,1, . . . ,θ j,c′
}

for simplicity AS′i = {θ1, . . . ,θc′}.

MM′
τk
=
{

µj,1, . . . ,µj, f ′
}

for simplicity MM′
k =

{

µ1, . . . ,µf ′
}

.

• Therefore we define the set of matching pairs asLi,k = AS′i ×MM′
k, moreover we have the

AS-characteristics and MM-features values:

Li,k =
[

(θ1,µ1) , . . . ,
(

θ1,µf ′
)

, . . . ,(θc′ ,µ1) , . . . ,
(

θc′ ,µf ′
)]

.

• Considering that eachλ j = (θi ,µk) for simplicity:

Li,k = [λ1, . . . ,λl ] where the size of the set isl = c′× f ′

We define the decomposition in the next manner:
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• First we define the top level joint distribution:P(Match∧Li,k)

• Such distribution is equivalent to:P(Match∧λ1∧ . . .∧λl )

• Decomposing it we obtain:

P( Match)×P( λ1 | Match)×P( λ2 | Match∧λ1)

× . . .×P( λl | Match∧λ1∧ . . .∧λl−1 )

• We assume that each match between each pair composed byλi is independent of the rest,

therefore, we can simplify the joint distribution:

P( Match∧λ1∧ . . .∧λl ) = P( Match)×
l

∏
i=1

P( λi | Match)

However we must state that eachλ j is related to a pair(θi ,µk).

Consequently, to calculate the probability values of the joint distribution we mustdefine the

parametric forms using all the possible values of each variable. First, we exchange all the real val-

ues of the characterization variables(θi ,µk), contained in eachλ j , using a statistical model. Such

model is defined the values from 0 to 0.7 as f alseandtrue the rest, 0.7 to 1. Therefore such values

are employed to define the following forms:

First we define for the variableMatch:

P( Match) : P( [Match= f alse] ) = 0,3 P( [Match= true] ) = 0,7

Therefore for each of thel forms of P( λ j | Match) and considering thatλ j = (θi ,µk) we have

P( (θi ,µk) | Match).

[λ j ] [Match] value

f alse f alse 1−
1+n j

f

2+nf

f alse true 1− 1+n j
t

2+nt

true f alse
1+n j

f

2+nf

true true 1+n j
t

2+nt

Where eachn j
Match counts the number of true or false matches for the pairλ j , such pair has a AS-

characteristicθi and a MM-featureµk. Moreover eachnMatch value counts the total times of true or

false matches cases has been found.

The last parametric forms are based in the succession rule defined by Pierre-Simon Laplace

(Laplace, 1812). Such rule allows us to infer the probability of finding again a proposed combination

of values using only a few values. Normally the meta-analysis needs a high amount of data to work,

however, we have not all the enough data at the moment. That is why we usesuch rule instead of a

form based into a more related meta-analysis method.

In order to reach accurate results at this stage the proposed identificationprocess has been devel-

oped using a survey that has been answered by some MAS experiencedmembers of our laboratories.
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The corresponding values of the experience KB (explained in the section6.5.1) are updated using

the user feedback.

6.5.3.2 Questions

This Bayesian program seeks to infer if some AS-characterization can bematched with some MM-

characterization. Therefore the related questions are:

P( Match| λ1∧ . . .∧λl )

that is equivalent to:

P
(

Match| (θ1,µ1)∧ . . .∧
(

θ1,µf ′
)

∧ . . .∧ (θc′ ,µ1)∧ . . .∧
(

θc′ ,µf ′
))

also such question could be solved in the next manner:

P( Match| λ1∧ . . .∧λl ) =
P( Match)×∏l

i=1P( λi | Match)

∑MatchP( Match)×∏l
i=1P( λi | Match)

6.5.4 Building Solution Groups: Evaluating MM-Characterizations

Then to know the successful probability of using two different meta-modelsMi andM j as part of

the solution we use the following formula (representation and group membershipevaluations, both

of external agents) to evaluate the meta-models compatibility and consequently decide to add or not

to the solutions group:

6.5.4.1 Specification

In this case our phenomenon is the MM-characterization group conformingas partial solution for

AS-characterization. Therefore we have identified the following variables:

• Solution

• A selected domainδ j . Same as 6.5.3.1.

• Two sets of MM-characterization from different MMs types:

MM′
τi
=
{

µτi
j,1, . . . ,µ

τi
j, f ′

}

for simplicity MM′
i =

{

µi
1, . . . ,µ

i
f ′

}

.

MM′
τl
=
{

µτl
j,1, . . . ,µ

τl
j, f ′

}

for simplicity MM′
l =

{

µl
1, . . . ,µ

l
f ′

}

.

• Thus we define the set of solution pairs asSi,l = MM′
i ×MM′

l , consequently we have both set

of MM-features values:

Si,l =
[

(

µi
1,µ

l
1

)

, . . . ,

(

µi
1,µ

l
f ′

)

, . . . ,

(

µi
f ′ ,µ

l
1

)

, . . . ,

(

µi
c′ ,µ

l
f ′

)]

.
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• Considering that eachσ j = (µp,µk) andµp 6= µk then:

Si,l = [σ1, . . . ,σs] where the size of the set iss= f ′i × f ′l

Therefore the decomposition is defined as follows:

• First we define the top level joint distribution:P(Solution∧Si,l )

• Such distribution is equivalent to:P(Solution∧σ1∧ . . .∧σs)

• Decomposing it we obtain:

P( Solution)×P( σ1 | Solution)×P( σ2 | Solution∧σ1)

× . . .×P( σs | Solution∧σ1∧ . . .∧σs−1 )

• Assuming that each match between each pair composed byσ j is independent of the rest,

therefore, we can simplify the joint distribution:

P( Solution∧σ1∧ . . .∧σs) = P( Solution)×
s

∏
i=1

P( σi | Solution)

To define the parametric forms we consider a statistical model where the values from 0 to 0.7 as

f alseandtrue the rest, 0.7 to 1. Thus we define for the variableSolution:

P( Solution) : P( [Solution= f alse] ) = 0,3 P( [Solution= true] ) = 0,7

Also we define the same for each of thes forms of P( σ j | Solution) and considering thatσ j =

(µp,µk) we haveP( (µp,µk) | Solution).

[σ j ] [Solution] value

f alse f alse 1−
1+n j

f

2+nf

f alse true 1− 1+n j
t

2+nt

true f alse
1+n j

f

2+nf

true true 1+n j
t

2+nt

Eachn j
Solution counts the number of true or false solutions found for the pairσ j that comprises the

MM-featuresµp and µk. And eachnSolution value counts the total true or false solutions found.

Similar as is described in section 6.5.3.1.

6.5.4.2 Identification

In this case the identification process has been developed using a surveyjust after the matching

engine selects the candidates. Such survey has been answered by ourlaboratories members too. So,

the experience values has been collected from the survey gathered data. Thus the corresponding

values of the unification memory KB (explained in the section 6.5.1) are updatedusing the user

feedback.
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6.5.4.3 Questions

This Bayesian program aims at inferring if two different types meta-models represented by two

MM-characterizations could be considered to be joint into a solution . Therefore the related ques-

tions are:

P( Solution| σ1∧ . . .∧σl )

also such question could be solved in the next manner:

P( Solution| σ1∧ . . .∧σs) =
P( Solution)×∏s

i=1P( σi | Solution)

∑SolutionP( Solution)×∏s
i=1P( σi | Solution)

6.6 Discussion: Present approach contributions

The present work proposes to employ many existing technologies to create anew approach that rises

as a preliminary phase before the analysis and design phases for everyMAS-based project. Similarly

as PASSI (Cossentino, 2005) our approach analysis the problem requirements in order to identify

the domain. Nevertheless we identify the problems characteristics from a textdescription in order to

find the domain. Therefore we employ such domain and problem characteristics to map them with

the knowledge base of meta-models features to identify meta-model candidates. This is done in a

contrary way in relation to the MASSIVE approach (Jürgen, 2001) that proposes to map from the

model features to the implementation. We finally create intelligent agents as manager agents that

owns a meta-model independently. This is done similar as the software development views proposed

in approaches like INGENIAS (Pavón and Gómez-Sanz, 2002) and MASSIVE (Jürgen, 2001) be-

cause each agent make decisions according to the view of the type of the owned meta-model. In

this case such views are based on the evaluation of the features characterization values of the owned

agent with the values of the rest of the compatible agents. The meta-model types have been defined

inspired in the approach vowels (Demazeau, 1995).
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Evaluation
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Chapter 7

Tool Implementation

7.1 Tool Specifications

Considering the architecture of our approach we have implemented a prototype using Java, XML

and JADE(TILab, 2011) to test it. We have chosen JADE among other options because it is the most

well documented and is one of the most mature, active and updated frameworks. Also JADE is a

fully functional Java-based extensible framework that give us the enough freedom to adapt it with

the text-based recognition and Web services in order to make our tool extensible. Finally JADE

is one of the most contributed and active open source MAS frameworks that make it a reliable

framework. There are some commercial books about it and several tutorials on the Internet that

make it easy to use and quick to learn among others.

So we have created a Graphic User Interface (GUI) where we can loadthe Knowledge Database

of domains, problem characteristics, meta-models features and meta-models.Therefore we can

perform or select manually an AS-characterized micro-array. Thus considering the AS-micro-array

to select the most promising meta-model candidates. Finally we can launch the MAS where each

meta-model candidate is taken by an agent that manages him to create a groupof solutions and after

of an interaction period to find the most promising group of meta-models as solution. The tool is

composed of several modules as seen in the UML diagram fig. 7.1.

The UML diagram displayed in fig. 7.1 represents the different modules of the system. As

we can see the Tool module is the start point from which we have two main paths: Create a KB

using the KB Creator module or start the tool process using the Matching Engine Tool. KB Creator

Module allows us to edit and create data about the problems characteristics,meta-models features

and domains and the values that relates each characteristic/feature with a domain. The KB Loader

Module allows to load within the Matching Engine Tool such KBs created. The Matching Engine

Tool comprises the sub-modules:

• Meta-model Candidate Chooser. It allows to select Meta-model candidatesfrom the KB in

order to employ them within the matching Engine.

118
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Figure 7.1: Prototype tool UML diagram.

• Matching Engine Viewer It allows to see the Matching Engine performance at each negotia-

tion step and until the end of the process showing the final group selection.

• Domain Selector. It selects the problem domain and generates the AS-micro-array.

7.1.1 Activity Diagrams

We defined the prototype main activity diagram displayed in the fig. 7.2. Such amain diagram fol-

lows a path that requires an Application Specification characterization stagethat comprises identifi-

cation of domain and problem characteristics, therefore a selection phasewhere the AS-micro-array

is taken to find a solution domain and to match the problem characteristics with the entire set of

meta-model features.

In the activity diagram presented in the fig. 7.3 we represent the behaviorpath that is performed

for each agent within the MAS. The behavior diagram displays step by stephow the agent built the

best compatible group considering the meta-model that the agent represents.
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Figure 7.2: Main Activity Diagram

7.1.2 Use cases

The uses cases of the prototype are detailed in the next sections:

7.1.2.1 MAS Meta-analysis

The meta-analysis is performed receiving first the Application Specificationdata from the user. In

this case its a file provided by the AS Editor.

• AS-Characterization. The Application Specification is analyzed and then characterized in or-

der to find the Problem Characteristics and domain. This is done consideringthe information

provided within the file. The result of such an analysis is the AS-Micro-array.

– Find Characteristics. The Application specification is analyzed consideringa Knowl-

edge base of Problem characteristics and the Word Net structures. Theresult is a list of

problem characteristics with a relation value.
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Figure 7.3: Agent Cognitive Behavior Activity Diagram

– Find Domain. Using the list of problem characteristics found the Knowledge base of

Problem characteristics is employed in order to calculate statistical values anddetermine

the Problem characteristic set domain.

– Build AS-Micro-Array. The AS-Micro-array is created considering thedomain found

and the list of problem characteristics. It represents the application specification.

• MM Selection. The MM selection is performed employing the AS-Micro-Array as selection

criteria. The selection is accomplished using a knowledge base of MM characterizations.

– Select MM Micro-Arrays. The matching process is performed evaluating the AS-Micro-

Array with each MM-Micro-Array of the Knowledge Base. At the end the set of best

MM-Micro-Arrays are selected as candidates.

– Create MM Agents. The agents are built using each MM-Micro-Array candidate and a

copy of the AS-Micro-Array. Each agent owns two main behavior tasks:Negotiation

and Selection.
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Figure 7.4: System use cases

– Group Negotiation. Each agent must build a solution group negotiating the membership

with the other agents. It is done considering only the different than the owned MM types

and evaluating the compatibility between MM-Micro-Arrays. This process finish when

all the agents have been contacted between all or when the execution time runs out.

– Group Selection. When each agent has a solution group the results of each solution

group are shared between all the agents. Each agent compares the compatibility of all

the solutions group with the AS-Micro-array in order to select the best one. Finally each

agent votes for the winning group sending his vote to the observer.

• Show Results. The results are shown in a window considering the agent votes. Thus the

winning solution group is revealed. If there is a tie between two or more groups the system

cannot provide a winning group.

7.1.3 MM-Characterization

Abstract from an existing meta-model the required information to characterize it into a MM-Micro-

Array.

• Found Features. Describe the Meta-model through features within a class.

• Evaluate Domains. Add the success statistical values of each feature within adomain of

solution in order to locate the meta-model as a successful component for a given domain.
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Figure 7.5: System Navigation Diagram

7.1.4 Navigation Diagram

The prototype is structured as follows in the navigation diagram displayed intothe figure 7.5. It

is composed of three parts where the main part is the Prototype Main window theother two parts

are the knowledge bases editors for characterizations. The Prototype Main Window allows to go

through the AS-Characterization, MM-Candidate Selector and MAS-Observer windows in order to

follow and perform the approach proposed process.

7.1.5 Class diagrams

The class diagrams defined for the agent classes are shown in the fig. 7.6

In the following sections we will present each part of the tool.
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Figure 7.6: Agent Class diagram
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Figure 7.7: Agent Cognition Class diagram
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7.2 Graphic User Interface (GUI)

The GUI is composed by 2 different modules:

• Knowledge base creator. This module has two submodules:

– Domain-Problem Editor. That permits to create KB’s of domains and problem charac-

teristics (See fig. 7.8).

– Meta-model Manager. It allows to define meta-model features and therefore create

meta-model using such features (See fig. 7.9)

• Matching Engine. Is the tool that allows to perform the matching process (See fig. 7.10),

however, it is composed by the next submodules:

– KB Loaders. There are two buttons that allows to load a Domain-Problem KB and

Meta-model KB in order to perform the matching process.

– Domain Selector. It allows to select a domain according to the data contained in the

micro-array (See fig.7.11). This can be selected manually or obtained usingthe approach

defined in Appendix B.

– Meta-model candidate chooser. Using the Meta-models KB data, the selecteddomain

and the micro-array as selection criteria this module allows to choose the candidates

subset of meta-models from the KB (See figs. 7.127.13).

– Matching viewer. When the meta-model candidates have been selected and the start

engine button is pressed the matching engine starts and then the matching viewermodule

displays the current state of the agents that own the MAS meta-models (See. fig. 7.14).

It shows the agent data about the meta-model owned and the currently solution group

built. At the end of the process is possible to display a chart showing the results of the

groups to make evident the best group considering the probability of success (See fig.

7.15).

In the next sections we briefly show screens of each part of the software prototype explaining

their work.

7.2.1 Knowledge bases

The Knowledge bases can be created from scratch or employing an automated approach similar as

(Sánchez and Moreno, 2008) to create Domains, AS-characteristics and MM-features KB through

the web or document analysis. As we stated in section 5.3 we consider it an issue that is not the

main focus of this thesis. So, we have implemented these software modules to create manually such

KB.
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Figure 7.8: Domain - AS Characteristics GUI.

7.2.1.1 Domain-AS Characteristics

Therefore in the fig. 7.8 we can add characteristics and domains, for each relation "‘as-characteristic

- domain"’ we must define a value. However when we add a new domain or a new as-characteristic

the default value is 0.5 that means the maximal uncertainty or entropy.
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Figure 7.9: Meta-model Features GUI

7.2.1.2 Meta-model features

We can also edit and create meta-models and their features as we can see in the fig. 7.9.
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Figure 7.10: Matching Engine Overview

7.2.2 Matching Engine

Moreover to perform the match task we have created the Matching Engine module, the GUI is

showed in fig. 7.10, where we load the KB created using the Editor showed above.

The matching engine GUI is divided in three parts:

• AS-Characterization

• MM-Features Characterization

• Meta-model selection process
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Figure 7.11: AS-Characteristics GUI from Matching Engine Prototype.

7.2.2.1 AS-Characterization

In this part we visualize the AS-Characteristics KB and we can manually perform the character-

ization selecting a set of available characteristics thus considering such a set automatically select

the AS belonging domain (See fig. 7.11). However we can load automatically characterized values

from a previously characterized micro-array file.
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Figure 7.12: MM-Features GUI

7.2.2.2 Candidate Selector

Having found the domain through the characterization the next step is to find the candidate meta-

models to be used in the construction of the solution (See fig. 7.12). For that uses the knowledge

base that contains the meta-models and micro-array and domain obtained in the previous phase.
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Figure 7.13: MM-Features GUI

The selection process is detailed in the section 6.5.3 and exemplified in the section8.3.0.3. The

figure 7.13 discloses the prototype results of such a selection process.
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Figure 7.14: MAS Observers that shows the inner state of eachagent.

7.2.3 MAS Observation

7.2.3.1 MAS Decision society

As we stated in the section I we propose to employ a society of agents that make decisions individ-

ually and collectively. Therefore we can see in the fig. 7.14 the MAS Observers showing the inner

state of each agent while they interact between them to build the solution groups. Such agent’s inner

process is detailed in 6.5.4 moreover an example is showed in 8.4.
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Figure 7.15: Group solutions chart

7.2.3.2 Chart

Finally we can observe the groups chart considering the results of the agent’s performance. We

can see the optimal or expected group values against the resulting groups. We consider two axis:

Certainty about the "‘Application Specification (or Description)"’ and group compatibility certainty.

The highest likelihood in both axes is nearest to 1.0, the lowest is nearest to0.0 (See fig. 7.15).



Chapter 8

Case Study and Validation

To evaluate our approach we have created the following case study to testit. We present, along each

stage of the proposed approach, an example that demonstrates the operation of our approach stage

by stage. So we start with the AS-Characterization stage example in the next lines.

8.1 Application Specification

The present case study analyzes a system that requires to create a virtual auction room that is textu-

ally described as follows:

A system that represents a virtual auction salon. There two main kinds of actors:

• Customers with two roles: sellers and bidders.

• And the auctioneer who performs the auction following the rules specified.

Both customers actors, buyers and bidders, can create their representative customizing a

behavior as they want, a virtual entity that represents the customer in the virtual auction

salon. These virtual entity has a customizable behavior it means that the realcustomer

can add the following features:

• A maximum budget for a list or category of articles.

• Also they could accept rules to make or not bids.

In the other side the virtual salon will be managed by an automated virtual entity that

will create auctions taking proposed goods to sell from the customers that want to sell

in the auction. So we will accept goods with an initial value and a desired sellingvalue

so we will add a 20% of management costs to the final selling value. Every auction

could be customizable in the way that the selling customer could chose between four

main types of auction rules:

135
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Figure 8.1: Automated Auction AS characterization chart

• English auction.

• Dutch auction.

• Sealed first-price auction.

• Vickrey auction.

Therefore the process is described in the following sections.

8.2 AS-Characterization Example

Usually the both KB -CKB andDKB - employed in the AS-Characterization process have a large

number of AS-characteristics and domains respectively. However, forreasons of space the number

of AS-characteristics and domains employed in the following example stages have been reduced

and they are not exhaustive.

The AS characterized in the example is about an application that desires an automated auction

system - we will refer to it asASAA -. The AS-characterization process approach employed is

based on textual AS-characteristics. It employs text-based pattern recognition - similar to the one

employed in a statistical machine translation(Koehn, 2009) - and uses regular expressions - similar

as described in (Bilisoly, 2008) -. However, the AS characterization process could be implemented

differently using other approaches, nevertheless, such characterizations processes are not the goal

of this paper. Thus the AS-characterization stage example is illustrated in the following pages:

The KB of domains and characteristics employed are as follows:
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DKB

Domain Description

δ1 Simulation domain.

δ2 Negotiation based domain.

δ3 Public sales context domain.

CKB

Characteristic Description

κ1 an environment with 3d virtual actors .

κ2 analyze the opponent and predict his movements or decisions.

κ3 auction actors are customers with buyer and seller roles.

κ4 auctioneer actor controls the auction process.

κ5 English auction protocol.

κ6 find the best hints to reduce the taxes payment.

κ7 if the debtor fails to pay the debt according to the contract shall

be entitled to a lien.

κ8 maximize the income or gain.

κ9 minimize the cost or price.

κ10 movements should be considered as similar to the real physical.

κ11 number of bids limited.

κ12 on-line virtual room.

κ13 price negotiation process.

κ14 propose to pay costs and sharing equally.

κ15 the actors express their emotions with facial expressions and body

postures.

κ16 the actors must follow the defined rules.

κ17 the actors will learn to manage their postures using their experi-

ence.

κ18 the investment considers the foreign exchange rates.

These domains and characteristics were defined inspired in the work described in (Milidiu et al., 2003)

and (Zúñiga et al., 2005) but simplified to be showed here. Moreover the AS-characterization KB

has the following values:
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ASKB

Characteristics

Domain κ1 κ2 κ3 κ4 κ5 κ6 κ7 κ8 κ9

δ1 0,985 0,69 0,532 0,572 0,41 0,59 0,189 0,454 0,433

δ2 0,561 0,715 0,611 0,702 0,712 0,699 0,908 0,785 0,782

δ3 0,655 0,598 0,971 0,656 0,795 0,68 0,759 0,875 0,915

Domain κ10 κ11 κ12 κ13 κ14 κ15 κ16 κ17 κ18

δ1 0,805 0,29 0,893 0,119 0,201 0,944 0,891 0,864 0,39

δ2 0,302 0,89 0,48 0,691 0,854 0,302 0,595 0,523 0,823

δ3 0,194 0,692 0,695 0,898 0,876 0,389 0,689 0,37 0,705

The characterization process only chooses the features that are detected within the analyzed AS,

then when the characterization process has finished we have the next result:

AS′AAS

Characteristics found

Domain κ3 κ4 κ5 κ8 κ9 κ11 κ12 κ13 κ16

δ1 0,532 0,572 0,410 0,454 0,433 0,290 0,893 0,119 0,891

δ2 0,611 0,702 0,712 0,785 0,782 0,890 0,480 0,691 0,595

δ3 0,971 0,656 0,795 0,875 0,915 0,692 0,695 0,898 0,689

Average Std. Dev. Variance Median

δ1 0,510 0,254 0,065 0,454

δ2 0,694 0,121 0,015 0,702

δ3 0,798 0,119 0,014 0,795

The chart - see fig. 8.1 - shows the AS-characteristics with their belongingdomains values

adjusted to a gauss bell. The characteristics tendency shows that the domainwith highest likelihood

is theδ3 because all their characteristics values are in the highest likelihood area. Also theδ3 has

the lowest variance and standard deviation, however, theδ3median is the highest between the other

domains. So, this mean that the AS-characterization reduces the uncertaintyabout the AS belonging

domain through the characteristics localization. Thus the final result is as follows:
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AS′AAS(Micro-array)

Characteristics found

Domain κ3 κ4 κ5 κ8 κ9 κ11 κ12 κ13 κ16

δ3 0,971 0,656 0,795 0,875 0,915 0,692 0,695 0,898 0,689

In this basic case where only three domains are used we choose only one -the most adapted -,

however, it is noted that is possible to choose more than one domain.

8.3 MM-Characterization Example

In the context of theASAAScharacterization example - started in the section 8.2 and considering the

same domainsδ1, δ2 andδ3 - we employ the following MM-types:

Agents: α1:Cognitive Agent α2:Emotional Agent

Environments: ε1:Competence Env. ε2:Virtual 3D Env.

Interactions: ι1:Rule-based Int. ι2:Dialog-based Int.

Organizations: o1:Hierarchical Org. o2:Group Org.

In order to obtain all the Meta-models characterization values - consequently add them to the KB

- the MM were first analyzed from the literature, therefore, the MM-features were abstracted from

each MM and defined using text sentences (see table 8.1). The percentage efficacy values were

obtained by considering the information provided through oral discussionwith our laboratories ex-

perienced members (see table 8.2). However, this process can be automated using a knowledge

engineering and pattern recognition approach, but this process is beyond of the scope of this thesis.

For the cognitive agent and the distributed semi-observable environment the features are defined

using the notation of (Stuart Russell, 2009), and for the emotional agent and virtual 3D environ-

ment the features described in (Ramos et al., 2005). The rule based interactions are similar to the

one discussed in (Uckelman, 2010) and dialog-based interactions features were abstracted from

(Parsons et al., 2002).

The hierarchical organization features were inspired in (Brahmi and Gammoudi, 2009) and the group

organization in the contract-net protocol (FIPA, 2002). The meta-modelfeatures are as the follow-

ing extract shows:

Therefore we employ a MM-Features efficacy values KB as the extract of table 8.2 shows.

Thus, defining together both KB: MM-Features and efficacy values; wehave the basic data needed

as "fuel" for the comparison engine that we will explain in detail in the followingsection.
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Table 8.1: MM-features extract

ϕ1 deliberative cognition
ϕ2 knowledge representation about it-

self and others
ϕ3 strategic competence
ϕ4 independent performance
ϕ5 cooperative behavior
ϕ6 uses knowledge about organization
ϕ7 social listening to others
ϕ8 tactic actions and decisions
ϕ9 third agents representation

ϕ10 emotional cognition
ϕ11 goal based behavior
ϕ12 agent interaction through sensors

and effectors
ϕ13 agent environment interaction sen-

sibility
ϕ14 drama simulation skill
ϕ15 dialog-based skill
ϕ16 dynamic goal generation skill
ϕ17 partially observable
ϕ18 deterministic
ϕ19 sequential actions
ϕ20 dynamic changes
ϕ21 continuous time line
ϕ22 multi-agent support
ϕ23 competitive rules
ϕ24 multi-location
ϕ25 stochastic
ϕ26 episodic
ϕ27 semi-dynamic
ϕ28 distributed visual port
ϕ29 physical interaction simulation
ϕ30 pre-conditions and post-conditions
ϕ31 normative

ϕ32 fully-observable
ϕ33 basic rule language
ϕ34 communication timeouts
ϕ35 delimited messages
ϕ36 broadcast communication
ϕ37 meeting messages
ϕ38 non response penalization
ϕ39 answer-response sequences
ϕ40 knowledge rule transmission
ϕ41 minimal set of words
ϕ42 dialog timeout
ϕ43 multiple listeners dialog
ϕ44 idea storm kind dialog
ϕ45 emotional context features dia-

log
ϕ46 observable dialog feature
ϕ47 secret dialog feature
ϕ48 dialogical knowledge share
ϕ49 hierarchy defined rules
ϕ50 hierarchy levels
ϕ51 hierarchy allowed actions
ϕ52 hierarchy roles
ϕ53 hierarchy same level groups
ϕ54 hierarchy upgrade level rules
ϕ55 communication permissions
ϕ56 service provider reference
ϕ57 membership rules
ϕ58 group registry
ϕ59 group evaluation
ϕ60 group knowledge
ϕ61 group constraints
ϕ62 membership protocol
ϕ63 group members roles
ϕ64 group goals
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Table 8.2: MM-features efficacy values KB extract

Domains Features
τ1 : α1 ϕ1 ϕ2 ϕ3 ϕ4 ϕ5 ϕ6 ϕ7 ϕ8

δ1 0,875 0,725 0,8 0,55 0,675 0,8 0,7 0,825
δ2 0,905 0,85 0,775 0,6 0,875 0,85 0,8 0,85
δ3 0,855 0,9 0,95 0,875 0,9 0,775 0,75 0,9

τ2 : α2 ϕ9 ϕ10 ϕ11 ϕ12 ϕ13 ϕ14 ϕ15 ϕ16

δ1 0,725 0,9 0,855 0,9 0,95 0,975 0,85 0,85
δ2 0,875 0,525 0,895 0,475 0,725 0,325 0,7 0,8
δ3 0,695 0,4 0,7 0,525 0,625 0,375 0,725 0,825

τ3 : ε1 ϕ17 ϕ18 ϕ19 ϕ20 ϕ21 ϕ22 ϕ23 ϕ24

δ1 0,9 0,625 0,875 0,9 0,35 0,95 0,9 0,725
δ2 0,6 0,7 0,8 0,925 0,8 0,975 0,875 0,6
δ3 0,725 0,75 0,875 0,975 0,9 0,975 0,9 0,75

τ4 : ε2 ϕ25 ϕ26 ϕ27 ϕ28 ϕ29 ϕ30 ϕ31 ϕ32

δ1 0,785 0,725 0,92 0,935 0,965 0,94 0,745 0,891
δ2 0,685 0,725 0,824 0,451 0,395 0,855 0,815 0,785
δ3 0,888 0,795 0,745 0,325 0,47 0,835 0,758 0,698

τ5 : ι1 ϕ33 ϕ34 ϕ35 ϕ36 ϕ37 ϕ38 ϕ39 ϕ40

δ1 0,95 0,745 0,565 0,855 0,69 0,905 0,72 0,9
δ2 0,885 0,955 0,435 0,745 0,895 0,645 0,91 0,89
δ3 0,89 0,905 0,395 0,745 0,784 0,705 0,89 0,74

τ6 : ι2 ϕ41 ϕ42 ϕ43 ϕ44 ϕ45 ϕ46 ϕ47 ϕ48

δ1 0,72 0,812 0,86 0,88 0,86 0,91 0,78 0,61
δ2 0,92 0,95 0,901 0,25 0,56 0,89 0,77 0,7
δ3 0,75 0,925 0,68 0,45 0,61 0,78 0,79 0,65

τ7 : o1 ϕ49 ϕ50 ϕ51 ϕ52 ϕ53 ϕ54 ϕ55 ϕ56

δ1 0,905 0,75 0,895 0,9 0,901 0,934 0,889 0,65
δ2 0,815 0,89 0,91 0,92 0,8 0,812 0,875 0,7
δ3 0,885 0,405 0,7 0,651 0,59 0,671 0,7 0,9

τ8 : o2 ϕ57 ϕ58 ϕ59 ϕ60 ϕ61 ϕ62 ϕ63 ϕ64

δ1 0,815 0,79 0,49 0,855 0,789 0,72 0,9 0,888
δ2 0,545 0,651 0,75 0,6 0,645 0,89 0,815 0,955
δ3 0,628 0,455 0,65 0,595 0,785 0,5 0,566 0,85
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8.3.0.3 Matching Example

We retake the context of the sections 8.2 and 8.3 to continue the example. Now we can ask which

is the probability to successful match a MM-characterization as part of the solution of the AS-

characterization in the next way:

AS′AAS(Micro-array)

Characteristics found

Domain θ3 θ4 θ5 θ8 θ9 θ11 θ12 θ13 θ16

δ3 0,971 0,656 0,795 0,875 0,915 0,692 0,695 0,898 0,689

Domain Equivalent boolean values

δ3 true f alse true true true f alse f alse true f alse

MM′
1

Domain Features

τ1 : α1 µ1 µ2 µ3 µ4 µ5 µ6 µ7 µ8

δ3 0,855 0,9 0,95 0,875 0,9 0,775 0,75 0,9

Domain Equivalent boolean values

δ3 true true true true true true true true

Therefore we have:

AS′AAS= {[θ3 = true] , [θ4 = f alse] , [θ5 = true] , [θ8 = true] , [θ9 = true] ,

[θ11 = f alse] , [θ12 = f alse] , [θ13 = true] , [θ16 = f alse]}

MM′
1 = {[µ1 = true] , [µ2 = true] , [µ3 = true] , [µ4 = true] , [µ5 = true] ,

[µ6 = true] , [µ7 = true] , [µ8 = true]}

LAAS,1 = AS′AAS×MM′
1

LAAS,1(fragment)

(θi ,µk) θ3 = t θ4 = f θ5 = t θ8 = t θ9 = t θ11 = f θ12 = f θ13 = t θ16 = f

µ1 = t (t) ( f ) (t) (t) (t) ( f ) ( f ) (t) ( f )

µ2 = t (t) ( f ) (t) (t) (t) ( f ) ( f ) (t) ( f )
...

...

µ8 = t (t) ( f ) (t) (t) (t) ( f ) ( f ) (t) ( f )
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Considering the outcome derived from 20 surveys where the matched were 15, and the un-

matched were 5 we have the following histogram fragment:

Histogram (δ3)

j λ j = (θi ,µk) n j
f n j

t

129 (θ3,µ1) 0 9

193 (θ4,µ1) 5 14

257 (θ5,µ1) 4 15

449 (θ8,µ1) 5 14

513 (θ9,µ1) 5 0

641 (θ11,µ1) 0 12

705 (θ12,µ1) 0 12

833 (θ13,µ1) 5 14

961 (θ16,µ1) 5 13
...

...

Therefore we obtain the next evaluation results (fragment):

P([ Match = true ] | (θi ,µk) )

(θi ,µk) θ3 = t θ4 = f θ5 = t θ8 = t θ9 = t θ11 = f θ12 = f θ13 = t θ16 = f

µ1 = t 0.588 0.882 0.941 0.882 0.059 0.765 0.765 0.882 0.824
...

...

Therefore answering the question (using the expressions from the section 6.5.3.2):

P( [Match= true] | λ129∧ . . .∧λ968) = 0.9902

The result indicates that, based on experience lodged in the histogram, the probability of com-

patibility of the meta-modelα1 with the AS-description is high. Thus this meta-model is chosen as

a candidate and create an agent to represent the meta-model.

8.4 Solution Example

To follow the example, consider a couple of agents carrying the Meta-modelsof cognitive agent and

competitive environment,α1 andε1 respectively, from the table 8.1.

Therefore following a similar path as showed in 8.3.0.3 we answer the questionfrom the section

6.5.4.3:

P( [Solution= true] | σ1∧ . . .∧σ8) = 0.9099
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Figure 8.2: Agent interaction recreation

Thus the result indicates that the compatibility likelihood of the meta-modelsα1 andε1 is high

(near to 1), then, the agent that representsα1 adds to his solution group the represented meta-model

ε1.

8.5 Matching Example

Furthermore for space reasons in the example shown previously we demonstrate some fragments of

the Bayesian algorithm that are employed within the decision-making process.However our main

objective is to show the core inner process of making decision. Such process is performed at each

decision within the cognition module within each agent in the system. So, taking into account such

performance we could explain the entire process at agent behavior andinteraction high level.

As we have shown in section 8.2 for the auction problem we establish simply 9 problem charac-

teristics - connected to such case - and the problem domain was predominantlythe defined as"‘ δ3:

Public sales context"’.

At once 6 MM-characterizations were chosen as candidates from the MM-characterization KB.

For each MM-characterization is created an agent, thus they made up 6 different groups.

Thus the agents interact between them to find the best group partners evaluating the probability

of compatibility of each possible option (See fig. 8.2). At the final step the agents chosen between

them the best group created by considering the highest values from the group’s members compati-

bility and the group’s compatibility with the problem.

Lastly the most compatible group found in our example was the formed by the meta-models:
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Figure 8.3: Best compatible meta-models group found in the case study test.

cognitive agent, competence environment, dialog-based interaction and hierarchical organization

(See fig. 8.3).

8.6 Profiling Results

Analyzing the performance of the tool we have employed the Netbeans profiler to find out which are

the most significative operations and the time required to perform them. The term profile within the

developing context means a way to analyze the performance of a programor gain a comprehensive

understanding of the overall performance of an application. In our case we are interested in analyz-

ing the execution time of the agents interactions in order to evaluate the tool overall performance.

In the figure 8.4 we show the results of the overall project execution where each method is eval-

uated considering the number of calls and the time required to perform such calls. As we can see in

the figure the most called methods are the related with the read/write of the unification registry. It

means that the agents where constantly employing such registry, that storesthe unification knowl-

edge base, in order to evaluate the inter meta-models compatibilities. The next toplist methods

‘”value” and “compare” are related to such compatibilities evaluations.
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Figure 8.4: Profiling Overall Project

Figure 8.5: Profiling Agents Performance

The agents performance is presented in the figure 8.5 where is registeredthe overall execution

time of each agent. We can observe that each agent needs an approximatetime of 23000 ms to

perform their task. The Observer process requires almost 14000 ms.

Moreover the behavior of the agents is composed by several actions thatwe can observe within

each agent in the figure 8.6. The two most required methods are the setup that is executed only one

time but initializes each agent and the Negotiation actions that are peformed 22 times.

The setup method that is displayed in the figure 8.7 initializes the overall agent behavior. It takes

the micro-arrays of the characterized meta-model and the AS-characterization. It also creates the

local agent group and launches the communication services. Such a method instantiates the agent

itself in order to make it operational. It also recovers the addresses of theother agents in order to

communicate with them.

Analyzing the Negotiation actions we can observe in the figure 8.8 that the mostemployed

methods are related to the decision making about the group creation. The setting the agent owner

values and performing the certainty (probability of success) of adding a new member in the group.
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Figure 8.6: Profiling Agent Behavior performance within thetool execution

Figure 8.7: Profiling Making Decision Agent Actions

There is also the Probability of being solution for a pair of meta-models.

In conclusion the general time required to perform the tool is less than 1 minute. Nevertheless

considering that the operations that require most of the execution time are theread/write operations

(usually considered as basic operation) the complexity of the tool is efficient. Also we must consider

that the induction algorithm (Probability method), as one of the most executed methods, has a

polynomial complexity. Then the overall time required for the tool execution independently of the

hardware is considered as efficient.
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Figure 8.8: Profiling Agent Interaction Actions

8.7 Discussion

Comparing our results with a similar study described in (Barthés et al., 2002) where a comparison

between seven different platforms is achieved using a similar auction situation, we can see that

the type of agent used in each platform has features of a BDI agent (Wooldridge, 2000). This

type of agent is linked to the type of cognitive agent has been chosen in our approach. However,

our case study uses a limited set of features and not all of them are on all the platforms used in

(Barthés et al., 2002) and vice versa, but we can see that our solutionshave proved to be nearest to

the most appropriate. So, this shows that the present approach based ina self-organized MAS is

promising and we will continue working to improve and increase this approach.

A MAS study described in (Barthés et al., 2002) compares the solutions foran auction problem

deployed in seven different MAS platforms. The agent type employed in each platform is a BDI

agent (Wooldridge, 2000). Such agent type is linked to a cognitive agent type. In the work of

(Guttman and Maes, 1998) is discussed a study about the environment andinteraction protocols in

agent auction situations, where competitive and group negotiation interactionis performed for some

kind of auctions. About the organization in (Zhang et al., 2009) we find a study about the virtual

organizations management where there are different categories of agent roles in an auction kind

virtual organization. Thus our platform has chosen the group selected from the cognitive agent

perspective. It means that the first decision making step has been to choose the most suitable meta-

model agent type, immediately, select the rest of meta-model types considering the compatibility

with the auction problem and with the meta-model agent type.

We can see that the optimal group showed in the figure 8.9 is based on (Barthés et al., 2002) and

the group found in the test case is the winning group A. The rest are some of the groups created but

with less probability of success.
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Figure 8.9: Quantitative Results obtained with the tool execution

Nevertheless we employ in our prototype a reduced meta-model features set and not all of them

are on the components used in (Barthés et al., 2002; Guttman and Maes, 1998; Zhang et al., 2009).

But we can perceive that the meta-model group found as most suitable solution is close to the right

components.



Chapter 9

Conclusion and Future Work

9.1 Conclusions

The present thesis is the first step within a full path to develop a functional preliminary phase before

to start a MAS-based software solution. Such a full path is in the fig. 6.2. Then we can see that

the user input is the application specification, therefore it is characterizedin order to be employed

by the MAS-based comparison engine. Such a matching engine is the main contribution of this

thesis work. We have also consider the second input of such an engine isthe solution components

ontology that is composed by MAS meta-models characterization under the vowels approach.

Therefore, we have proposed to create a matching engine that needs twocharacterized data

sources. The process to characterize such data sources is different according to the data nature.

Therefore our approach proposes to characterize the following data sources in the next manner:

• The problem description. This characterization consists in identifying a problem at least par-

tially using a minimal knowledge base of known problem characteristics. Therefore identify

the domain of the problem considering the ensemble of characteristics found. Such a char-

acterization problem is considered as a satellite problem that is not the main focus of this

thesis, however, we have solved such problem employing a minimal approach described in

the section 5.3.1. However such approach could be improved and extended as described in

the section 9.2 or changed completely. The key feature is that we need to treat with a high

grade of uncertainty when we identify at least partially a problem. Therefore t in order to

identify their domain and thus known which specialized entities could be employedas part of

a solution. Finally we have

• The specialized entities. In contrast with the problem description the specialized entities has

not a high uncertainty grade. They are entities that are usually well-knownand stored, in our

case using OWL for meta-models or UML, therefore the characterization could be performed

employing a semantic based analysis. In our specific case we have definedthe meta-models as

a set of features, where each feature has relations with many domains represented by efficacy

150
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values.

The experience values are the most sensible feature of our approach because is very important

to have at least a minimum of experience acquired within such an experiencedata. There are many

possible ways to acquire such experience, between them:

• On-line learning. It is to acquire the experience from the outcome obtained each time that the

system evaluates a problem and proposes a solution with success or not. This is performed

updating the experience values for each problem characteristic and meta-model feature se-

lected.

• Surveys. Employing the surveys we can gather the experience from human experts in different

matter. Such surveys can be generated automatically considering the data within the existing

experience knowledge bases. Therefore the human experts must answer boolean questions on

a match cross board about the problem characteristics and meta-model features relationship

and about two sets of meta-model features of different type compatibility withina domain.

Such data will be stored and employed as experience for the meta-model candidate selection

and for the making decision to build groups within the agents.

• Automated analysis. This analysis must be done using the current solutions and methodolo-

gies as data to be analyzed in order to abstract from them the required experience about the

relationships of problem characteristics - meta-models features efficacy and the meta-models

features compatibility.

We have worked in the central part of such project (See fig. 6.2. Such part is the matching

engine where the matching process is performed.

Therefore resuming in this thesis work we have created a process to match problems character-

istics with solutions features in order to build solutions. Nevertheless to arrive a such process we

have reached a diverse background in many areas:

• Thermodynamics. We have taken the conceptual ideas from the second lawof thermody-

namics and the Maxwell’s demon paradox(Kelvin, 1879; Kelvin, 1892) in order to achieve an

abstract concept about our problem and locate it within the information technology domain.

• Society. The MAS organization has been inspired in the society ideas from (Minsky, 1986)

about a society of specialized and managers agents that work ensemble in order to create an

intelligent system.

• Uncertainty. We have found that our approach need to treat with a considerable amount

of uncertainty when it receives the problem. Therefore in order to treatwith such uncer-

tainty we have found several interesting ways to do that with robots and automatic systems in

(Bessière et al., 2008).
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• Statistics. We have taken the agent inference algorithm from the succession’s law of Pierre

Laplace (Laplace, 1812) in order to make decisions considering a small amount of historic

data. This is our specific case because we have no a big experience databut we have also

defined a way to do that employing meta-analysis methods (Leandro, 2005),but in such case

we need a biggest amount of experience data.

• Artificial Intelligence. We have employed Bayesian cognition (Bessière et al., 2008) in order

to treat with uncertainty and considering the statistical nature of meta-analysis.

• Software Engineering. Considering the MAS decomposition and componentre usability is-

sues we have analyzed some of the existing options of process fragments,covered by the work

of (Mariachiara et al., 2010) and (Massimo et al., 2006) and MAS meta-modelization covered

into (Ferber and Gutknecht, 1998b), (Z.Guessoum and Jarraya, 2005), (Bernon et al., 2004),

(Giret and Botti, 2004) and (Ferber and Gutknecht, 1998c) to reach a solution. Therefore we

have considered the vowels approach (Demazeau, 1995) and the Model-Driven Engineering

(MDE) approach (Gasevic et al., 2009b) to conceive the idea of a repository of MAS meta-

models created using such approaches. However in our work (matching engine context) we

have employed only a characterization of such MAS meta-models.

• MAS. We have employed a MAS within the matching engine with the perspective ofrecreate

the human expert designer and meta-analysis roles. Usually is a human designer expert that

must design a MAS from the development view of a type of MAS component, also there is a

human meta-analysis expert that performs the meta-analysis and interpret the results to make

decisions. Also usually there is a group of human experts that works together to build such

solutions. Thus, we have employed all the previous items of this list to build the MAS within

the matching engine.

However the present approach is composed by many contributions that has been created through

the research that we list in the following list:

• We propose a manager agent society that employs meta-models of specializedcomponents.

It has been inspired in the work proposed by Marvin Minsky but we propose a unique kind of

manager agents that work together to build individual solution groups considering the devel-

opment views. Each development view considers the perspective of each kind of specialized

component to build the solution similar as proposed in (Jürgen, 2001). In other words each

agent represents a specialized component and it acts to build a solution thatis the more con-

venient for such a specialized component.

• We propose a meta-analysis performed within each agent making decision process. The meta-

analysis nature allows to create agents that could infer the success probability of their actions

using statistical data and then make decisions. It also permits to accept uncertainty in the

agents perception in order to make decisions in despite of the unclear conditions.
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• We have proposed a knowledge model to manage the problem characteristics, meta-model

features and domain in order to be employed within the matching engine.

• We propose an approach as basis of a future work about a global knowledge base enriched by

many designers and MAS experts around the world seeking to improve the approach results.

This is something similar as pubmed is for the medical domain.

• The whole matching engine can be generalized to be applied in many other kindsof related

problems, for example choosing test cases for software testing, choosing robots with different

skills to solve a group task, OSGi package composition to create dynamically new solutions,

etc.

• We have also contributed with the prototype tool that implements the matching engine. 1.

9.2 Future Work

Our approach is a new alternative for the developers to encourage themin the use of MAS based

solutions. This approach is positioned as a preliminary phase of software engineering where the sys-

tem designer can evaluate the MAS as a possible way to follow. The approach described here is the

first part of a complex solution that is still under development; neverthelessit considers important

aspects, such as re usability of existing MAS models and update capability of the domain-problem

ontology and meta-model ontology. The micro-array profits these upgradeable aspects. The solution

emerges from matching performed in self-organized MAS, where the meta-models characterization

acts as an agent with certain behavior oriented to looking for another type of meta-model agents.

Once such agents are found, the matching is performed and relations between them are created. The

last part consists in meta-analysis of the set of possible solutions, where the certitude criterion is

applied to find the most accurate solution. The final result is an MAS meta-model set.

Future work for this approach is rough because it includes an entire project. The future work

includes the complete meta-analysis already done in this thesis with a low level thatwill be based

on proposals existing solutions. This will provide feedback to the entire system and allow the future

creation of a knowledge base that will contain the link orderly from problem(problem features) to

solution (solution components). Which will make for a meta-analysis process at a high level for

trends of hosted solutions in that knowledge base and identify components and possible solution.

On the other hand it is necessary to address the satellite phases more deeplyto be made in this

thesis. The characterizations of the problem and meta-models must be done as two separate ap-

proaches. For the characteristics of problem we need to create a method toautomatically acquire

these characteristics and be able to stay within a knowledge base linking them tothe domains of

1Currently in closed alpha release and available soon at the website https://sourceforge.net/projects/metalism/



9.2. Future Work 154

solution, however we have created a minimal approach described in the Appendix B. For the meta-

models we can create an automatic method to abstract meta-model solutions created with existing

methodologies, however, it could be by hand.

The advantages of this thesis approach is that it can deal with uncertainty,adapting dynamically and

can be distributed. Also it can be generalized and applied to solve other kinds of problems beyond

the MAS software engineering.

The disadvantage is that its effectiveness depends heavily on experience to the decision-making.

With a low level of experience is difficult to reach a reliable proposed solution. That’s why the

acquisition of experience is connected with the feedback system, which hasbeen proposed as future

work to automatically feed the system with positive or negative results obtained. Thereby increasing

the efficiency and trust ability on the outcome.

Finally this work, as mentioned, can be generalized and employed in many othertypes of problem

related to the comparison and distributed decision making. By their nature based on the compar-

ison engine agents can be distributed. This would allow its implementation in different physical

or virtual entities. The construction of solutions could be from physical components or software,

or static nature of actors follow a script dynamically created to act and solveproblems. The latter

opens up endless possibilities to be used and improved in many areas is thus a useful and innovative

approach.
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Appendix A

XML Knowledge base Files

Problem - Meta-metamodels Match compatibility

The following listing displays an extract from the XML-based knowledge base that enables to match

problem characteristics with meta-models features.

Listing 9.1: Problem Characteristics and Meta-Models Features Compatibiliy Knowledge base

<?xml version="1.0" encoding="utf -8"?>

<match -registry application -specification="Auction Problem" meta -

models -KB="&#xA;&#x9;Meta -models repository&#xA;&#x9;&#xA;&#x9

;&#xA;" application -specification -number="18" meta -models -KB-

number="64" domains -number="3">

<domains>

<domain id="1" name="World Simulation">This domain covers the

simulation area. Generally virtual worlds , virtual drama ,

physical simulations ,etc</domain>

<domain id="2" name="General Bussiness">This domain comprises the

bussiness field with the sell -buy and transaction details and

features.</domain>

<domain id="3" name="Sales context">The Sales Context domain

covers the sell and buy features , including auctions , offer

and demand laws , special offers , etc.</domain>

</domains>

<matrix -registry>

...

<registry domain -id="3" name="Sales context" true="35" false="29"

>

<match -value id="1" as-characteristic -id="1" mm-characteristic -id

="1" pos -as-characteristic="0" pos -mm-feature="0">

<record n="false" value="0">

157
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<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />

<match theta="true" mu="false" value="0" />

<match theta="true" mu="true" value="0" />

</record>

<record n="true" value="0">

<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />

<match theta="true" mu="false" value="0" />

<match theta="true" mu="true" value="0" />

</record>

</match -value>

...

<match -value id="129" as-characteristic -id="3" mm-characteristic -

id="1" pos -as-characteristic="2" pos -mm-feature="0">

<record n="false" value="11">

<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />

<match theta="true" mu="false" value="0" />

<match theta="true" mu="true" value="11" />

</record>

<record n="true" value="15">

<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />

<match theta="true" mu="false" value="0" />

<match theta="true" mu="true" value="15" />

</record>

</match -value>

<match -value id="130" as-characteristic -id="3" mm-characteristic -

id="2" pos -as-characteristic="2" pos -mm-feature="1">

<record n="false" value="11">

<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />

<match theta="true" mu="false" value="0" />

<match theta="true" mu="true" value="11" />

</record>

<record n="true" value="15">

<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />
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<match theta="true" mu="false" value="0" />

<match theta="true" mu="true" value="15" />

</record>

</match -value>

<match -value id="131" as-characteristic -id="3" mm-characteristic -

id="3" pos -as-characteristic="2" pos -mm-feature="2">

<record n="false" value="11">

<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />

<match theta="true" mu="false" value="0" />

<match theta="true" mu="true" value="11" />

</record>

<record n="true" value="15">

<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />

<match theta="true" mu="false" value="0" />

<match theta="true" mu="true" value="15" />

</record>

</match -value>

<match -value id="132" as-characteristic -id="3" mm-characteristic -

id="4" pos -as-characteristic="2" pos -mm-feature="3">

<record n="false" value="11">

<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />

<match theta="true" mu="false" value="0" />

<match theta="true" mu="true" value="11" />

</record>

<record n="true" value="15">

<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />

<match theta="true" mu="false" value="0" />

<match theta="true" mu="true" value="15" />

</record>

</match -value>

<match -value id="133" as-characteristic -id="3" mm-characteristic -

id="5" pos -as-characteristic="2" pos -mm-feature="4">

<record n="false" value="11">

<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />
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<match theta="true" mu="false" value="0" />

<match theta="true" mu="true" value="11" />

</record>

<record n="true" value="15">

<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />

<match theta="true" mu="false" value="0" />

<match theta="true" mu="true" value="15" />

</record>

</match -value>

<match -value id="134" as-characteristic -id="3" mm-characteristic -

id="6" pos -as-characteristic="2" pos -mm-feature="5">

<record n="false" value="11">

<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />

<match theta="true" mu="false" value="0" />

<match theta="true" mu="true" value="11" />

</record>

<record n="true" value="15">

<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />

<match theta="true" mu="false" value="0" />

<match theta="true" mu="true" value="15" />

</record>

</match -value>

<match -value id="135" as-characteristic -id="3" mm-characteristic -

id="7" pos -as-characteristic="2" pos -mm-feature="6">

<record n="false" value="11">

<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />

<match theta="true" mu="false" value="0" />

<match theta="true" mu="true" value="11" />

</record>

<record n="true" value="15">

<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />

<match theta="true" mu="false" value="0" />

<match theta="true" mu="true" value="15" />

</record>
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</match -value>

<match -value id="136" as-characteristic -id="3" mm-characteristic -

id="8" pos -as-characteristic="2" pos -mm-feature="7">

<record n="false" value="11">

<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />

<match theta="true" mu="false" value="0" />

<match theta="true" mu="true" value="11" />

</record>

<record n="true" value="15">

<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />

<match theta="true" mu="false" value="0" />

<match theta="true" mu="true" value="15" />

</record>

</match -value>

<match -value id="137" as-characteristic -id="3" mm-characteristic -

id="9" pos -as-characteristic="2" pos -mm-feature="8">

<record n="false" value="18">

<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />

<match theta="true" mu="false" value="0" />

<match theta="true" mu="true" value="18" />

</record>

<record n="true" value="20">

<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />

<match theta="true" mu="false" value="0" />

<match theta="true" mu="true" value="20" />

</record>

</match -value>

<match -value id="138" as-characteristic -id="3" mm-characteristic -

id="10" pos -as-characteristic="2" pos -mm-feature="9">

<record n="false" value="18">

<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />

<match theta="true" mu="false" value="18" />

<match theta="true" mu="true" value="0" />

</record>
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<record n="true" value="20">

<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />

<match theta="true" mu="false" value="20" />

<match theta="true" mu="true" value="0" />

</record>

</match -value>

<match -value id="139" as-characteristic -id="3" mm-characteristic -

id="11" pos -as-characteristic="2" pos -mm-feature="10">

<record n="false" value="18">

<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />

<match theta="true" mu="false" value="0" />

<match theta="true" mu="true" value="18" />

</record>

<record n="true" value="20">

<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />

<match theta="true" mu="false" value="0" />

<match theta="true" mu="true" value="20" />

</record>

</match -value>

<match -value id="140" as-characteristic -id="3" mm-characteristic -

id="12" pos -as-characteristic="2" pos -mm-feature="11">

<record n="false" value="18">

<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />

<match theta="true" mu="false" value="18" />

<match theta="true" mu="true" value="0" />

</record>

<record n="true" value="20">

<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />

<match theta="true" mu="false" value="20" />

<match theta="true" mu="true" value="0" />

</record>

</match -value>

<match -value id="141" as-characteristic -id="3" mm-characteristic -

id="13" pos -as-characteristic="2" pos -mm-feature="12">
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<record n="false" value="18">

<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />

<match theta="true" mu="false" value="0" />

<match theta="true" mu="true" value="18" />

</record>

<record n="true" value="20">

<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />

<match theta="true" mu="false" value="0" />

<match theta="true" mu="true" value="20" />

</record>

</match -value>

<match -value id="142" as-characteristic -id="3" mm-characteristic -

id="14" pos -as-characteristic="2" pos -mm-feature="13">

<record n="false" value="18">

<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />

<match theta="true" mu="false" value="18" />

<match theta="true" mu="true" value="0" />

</record>

<record n="true" value="20">

<match theta="false" mu="false" value="0" />

<match theta="false" mu="true" value="0" />

<match theta="true" mu="false" value="20" />

<match theta="true" mu="true" value="0" />

</record>

</match -value>

...

</registry>

</matrix -registry>

</match -registry>

Unification Registry between Meta-models

The next listing discloses a part of the Unification Registry XML-based knowledge base.

Listing 9.2: Meta-Models Compatibility Knowledge Base

<?xml version="1.0" encoding="utf -8"?>
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<unification -registry meta -models -KB="&#xA;&#x9;Meta -models

repository&#xA;&#x9;&#xA;&#x9;&#xA;" meta -models -KB-number="64

" domains -number="3">

<hyper -unification -matrix -registry elements="3">

<unification -matrix -registry domain -id="3" name="Sales context">

<matrix true="10" false="0" tau -i="1" type -i="0" string -type -i="

agent" tau -j="3" type -j="1" string -type -j="environment">

<unification -value id="1" mm-features -i-id="1" mm-features -j-id="

17" pos -mm-features -i="0" pos -mm-features -j="0">

<record n="false" value="8">

<unification mu-i="false" mu-j="false" value="0" />

<unification mu-i="false" mu-j="true" value="0" />

<unification mu-i="true" mu-j="false" value="0" />

<unification mu-i="true" mu-j="true" value="8" />

</record>

<record n="true" value="32">

<unification mu-i="false" mu-j="false" value="0" />

<unification mu-i="false" mu-j="true" value="0" />

<unification mu-i="true" mu-j="false" value="0" />

<unification mu-i="true" mu-j="true" value="32" />

</record>

</unification -value>

...

</matrix>

<matrix true="0" false="0" tau -i="1" type -i="0" string -type -i="

agent" tau -j="4" type -j="1" string -type -j="environment">

<unification -value id="1" mm-features -i-id="1" mm-features -j-id="

25" pos -mm-features -i="0" pos -mm-features -j="0">

<record n="false" value="15">

<unification mu-i="false" mu-j="false" value="0" />

<unification mu-i="false" mu-j="true" value="0" />

<unification mu-i="true" mu-j="false" value="0" />

<unification mu-i="true" mu-j="true" value="15" />

</record>

<record n="true" value="15">

<unification mu-i="false" mu-j="false" value="0" />

<unification mu-i="false" mu-j="true" value="0" />

<unification mu-i="true" mu-j="false" value="0" />

<unification mu-i="true" mu-j="true" value="15" />
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</record>

</unification -value>

...

</matrix>

<matrix true="0" false="0" tau -i="1" type -i="0" string -type -i="

agent" tau -j="5" type -j="2" string -type -j="interaction">

<unification -value id="1" mm-features -i-id="1" mm-features -j-id="

33" pos -mm-features -i="0" pos -mm-features -j="0">

<record n="false" value="18">

<unification mu-i="false" mu-j="false" value="0" />

<unification mu-i="false" mu-j="true" value="0" />

<unification mu-i="true" mu-j="false" value="0" />

<unification mu-i="true" mu-j="true" value="18" />

</record>

<record n="true" value="12">

<unification mu-i="false" mu-j="false" value="0" />

<unification mu-i="false" mu-j="true" value="0" />

<unification mu-i="true" mu-j="false" value="0" />

<unification mu-i="true" mu-j="true" value="12" />

</record>

</unification -value>

...

</matrix>

<matrix true="10" false="0" tau -i="1" type -i="0" string -type -i="

agent" tau -j="6" type -j="2" string -type -j="interaction">

<unification -value id="1" mm-features -i-id="1" mm-features -j-id="

41" pos -mm-features -i="0" pos -mm-features -j="0">

<record n="false" value="5">

<unification mu-i="false" mu-j="false" value="0" />

<unification mu-i="false" mu-j="true" value="0" />

<unification mu-i="true" mu-j="false" value="0" />

<unification mu-i="true" mu-j="true" value="5" />

</record>

<record n="true" value="35">

<unification mu-i="false" mu-j="false" value="0" />

<unification mu-i="false" mu-j="true" value="0" />

<unification mu-i="true" mu-j="false" value="0" />

<unification mu-i="true" mu-j="true" value="35" />

</record>
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</unification -value>

...

<matrix true="0" false="0" tau -i="1" type -i="0" string -type -i="

agent" tau -j="7" type -j="3" string -type -j="organization">

<unification -value id="1" mm-features -i-id="1" mm-features -j-id="

49" pos -mm-features -i="0" pos -mm-features -j="0">

<record n="false" value="18">

<unification mu-i="false" mu-j="false" value="0" />

<unification mu-i="false" mu-j="true" value="0" />

<unification mu-i="true" mu-j="false" value="0" />

<unification mu-i="true" mu-j="true" value="18" />

</record>

<record n="true" value="14">

<unification mu-i="false" mu-j="false" value="0" />

<unification mu-i="false" mu-j="true" value="0" />

<unification mu-i="true" mu-j="false" value="0" />

<unification mu-i="true" mu-j="true" value="14" />

</record>

</unification -value>

...

</matrix>

<matrix true="10" false="0" tau -i="1" type -i="0" string -type -i="

agent" tau -j="8" type -j="3" string -type -j="organization">

<unification -value id="1" mm-features -i-id="1" mm-features -j-id="

57" pos -mm-features -i="0" pos -mm-features -j="0">

<record n="false" value="5">

<unification mu-i="false" mu-j="false" value="0" />

<unification mu-i="false" mu-j="true" value="0" />

<unification mu-i="true" mu-j="false" value="0" />

<unification mu-i="true" mu-j="true" value="5" />

</record>

<record n="true" value="33">

<unification mu-i="false" mu-j="false" value="0" />

<unification mu-i="false" mu-j="true" value="0" />

<unification mu-i="true" mu-j="false" value="0" />

<unification mu-i="true" mu-j="true" value="33" />

</record>

</unification -value>

...
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</matrix>

...

</unification -matrix -registry>

</hyper -unification -matrix -registry>

</unification -registry>

OWL Ontology File

The code showed lines below shows a fragment from the ontology employedin this thesis. We can

see the problem characteristics defined and the meta-models types and features.

Listing 9.3: OWL Ontology file

<?xml version="1.0"?>

<!DOCTYPE Ontology [

<!ENTITY xsd "http://www.w3.org/2001/ XMLSchema#" >

<!ENTITY xml "http://www.w3.org/XML/1998/ namespace" >

<!ENTITY rdfs "http://www.w3.org/2000/01/rdf -schema#" >

<!ENTITY rdf "http://www.w3.org/1999/02/22 -rdf -syntax -ns#" >

]>

<Ontology xmlns="http://www.w3.org/2002/07/owl#"

xml:base="http://www.semanticweb.org/ontologies /2011/6/AS-

problem -domain.owl"

xmlns:rdfs="http://www.w3.org/2000/01/rdf -schema#"

xmlns:xsd="http://www.w3.org/2001/ XMLSchema#"

xmlns:rdf="http://www.w3.org/1999/02/22 -rdf -syntax -ns#"

xmlns:xml="http://www.w3.org/XML/1998/ namespace"

ontologyIRI="http://www.semanticweb.org/ontologies /2011/6/AS

-problem -domain.owl"

versionIRI="http://www.semanticweb.org/ontologies /2011/6/AS-

problem -domain.owl">

<Prefix name="xsd" IRI="http://www.w3.org/2001/ XMLSchema#"/>

<Prefix name="owl" IRI="http://www.w3.org/2002/07/owl#"/>

<Prefix name="" IRI="http://www.w3.org/2002/07/owl#"/>

<Prefix name="rdf" IRI="http://www.w3.org/1999/02/22 -rdf -

syntax -ns#"/>
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<Prefix name="rdfs" IRI="http://www.w3.org/2000/01/rdf -schema

#"/>

<Declaration>

<Class IRI="#

ActorAcquireExperienceManagingPosturesCharacteristic"/

>

</Declaration>

<Declaration>

<Class IRI="#

ActorFacialExpressionBodyPostureEmotionCharacteristic"

/>

</Declaration>

<Declaration>

<Class IRI="#ActorFollowDefinedRulesCharacteristic"/>

</Declaration>

...

<Declaration>

<Class IRI="#MetaModel"/>

</Declaration>

<Declaration>

<Class IRI="#MetaModelFeature"/>

</Declaration>

<Declaration>

<Class IRI="#MetaModelType"/>

</Declaration>

<Declaration>

<Class IRI="#MinimalSetOfWordsMMFeature"/>

</Declaration>

...

<Declaration>

<ObjectProperty IRI="#hasDomain"/>

</Declaration>

<Declaration>

<ObjectProperty IRI="#hasFeature"/>

</Declaration>

<Declaration>

<ObjectProperty IRI="#hasType"/>

</Declaration>

<Declaration>
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<ObjectProperty IRI="#hasValue"/>

</Declaration>

<Declaration>

<ObjectProperty IRI="#isDomainOf"/>

</Declaration>

<Declaration>

<ObjectProperty IRI="#isFeatureOf"/>

</Declaration>

<Declaration>

<ObjectProperty IRI="#isTypeOf"/>

</Declaration>

<SubClassOf>

<Class IRI="#

ActorAcquireExperienceManagingPosturesCharacteristic"/

>

<Class IRI="#ProblemCharacteristic"/>

</SubClassOf>

<SubClassOf>

<Class IRI="#

ActorAcquireExperienceManagingPosturesCharacteristic"/

>

<ObjectIntersectionOf>

<ObjectSomeValuesFrom>

<ObjectProperty IRI="#hasDomain"/>

<Class IRI="#NegotiationBasedDomain"/>

</ObjectSomeValuesFrom>

<ObjectExactCardinality cardinality="5">

<ObjectProperty IRI="#hasValue"/>

</ObjectExactCardinality >

</ObjectIntersectionOf>

</SubClassOf>

<SubClassOf>

<Class IRI="#

ActorFacialExpressionBodyPostureEmotionCharacteristic"

/>

<Class IRI="#ProblemCharacteristic"/>

</SubClassOf>

<SubClassOf>
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<Class IRI="#

ActorFacialExpressionBodyPostureEmotionCharacteristic"

/>

<ObjectIntersectionOf>

<ObjectSomeValuesFrom>

<ObjectProperty IRI="#hasDomain"/>

<Class IRI="#NegotiationBasedDomain"/>

</ObjectSomeValuesFrom>

<ObjectExactCardinality cardinality="5">

<ObjectProperty IRI="#hasValue"/>

</ObjectExactCardinality >

</ObjectIntersectionOf>

</SubClassOf>

<SubClassOf>

<Class IRI="#ActorFollowDefinedRulesCharacteristic"/>

<Class IRI="#ProblemCharacteristic"/>

</SubClassOf>

<SubClassOf>

<Class IRI="#ActorFollowDefinedRulesCharacteristic"/>

<ObjectIntersectionOf>

<ObjectSomeValuesFrom>

<ObjectProperty IRI="#hasDomain"/>

<Class IRI="#NegotiationBasedDomain"/>

</ObjectSomeValuesFrom>

<ObjectExactCardinality cardinality="5">

<ObjectProperty IRI="#hasValue"/>

</ObjectExactCardinality >

</ObjectIntersectionOf>

</SubClassOf>

<SubClassOf>

<Class IRI="#AgentMetaModel"/>

<Class IRI="#MetaModelType"/>

</SubClassOf>

...

<SubClassOf>

<Class IRI="#Virtual3DEnvironmentCMM"/>

<ObjectAllValuesFrom>

<ObjectProperty IRI="#hasType"/>

<Class IRI="#EnvironmentMetaModel"/>
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</ObjectAllValuesFrom>

</SubClassOf>

<DisjointClasses>

<Class IRI="#

ActorAcquireExperienceManagingPosturesCharacteristic"/

>

<Class IRI="#

ActorFacialExpressionBodyPostureEmotionCharacteristic"

/>

<Class IRI="#ActorFollowDefinedRulesCharacteristic"/>

...

<Class IRI="#PriceNegotiationProcessCharacteristic"/>

<Class IRI="#SharingCostsCharacteristic"/>

<Class IRI="#SimilarPhysicalMovementCharacteristic"/>

<Class IRI="#TaxReductionHintsCharacteristic"/>

</DisjointClasses>

<DisjointClasses>

<Class IRI="#AgentMetaModel"/>

<Class IRI="#EnvironmentMetaModel"/>

<Class IRI="#InteractionMetaModel"/>

<Class IRI="#OrganizationMetaModel"/>

</DisjointClasses>

<DisjointClasses>

<Class IRI="#AnswerResponseSequencesMMFeature"/>

<Class IRI="#BasicRuleLanguageMMFeature"/>

<Class IRI="#BroadcastCommunicationMMFeature"/>

<Class IRI="#CommunicationPermissionsMMFeature"/>

...

<Class IRI="#StrategiccompetenceMMFeature"/>

<Class IRI="#TacticActionsAndDecisionsMMFeature"/>

<Class IRI="#ThirdAgentsRepresentationMMFeature"/>

<Class IRI="#UsesKnowledgeAboutOrganizationMMFeature"/>

</DisjointClasses>

<DisjointClasses>

<Class IRI="#CognitiveAgentCMM"/>

<Class IRI="#CompetenceEnvironmentCMM"/>

<Class IRI="#DialogBasedInteractionCMM"/>

<Class IRI="#EmotionalAgentCMM"/>

<Class IRI="#GroupOrganizationCMM"/>
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<Class IRI="#HierarchicalOrganizationCMM"/>

<Class IRI="#RuleBasedInteractionCMM"/>

<Class IRI="#Virtual3DEnvironmentCMM"/>

</DisjointClasses>

<DisjointClasses>

<Class IRI="#NegotiationBasedDomain"/>

<Class IRI="#PublicSalesContextDomain"/>

<Class IRI="#SimulationDomain"/>

</DisjointClasses>

<InverseObjectProperties>

<ObjectProperty IRI="#isDomainOf"/>

<ObjectProperty IRI="#hasDomain"/>

</InverseObjectProperties>

<InverseObjectProperties>

<ObjectProperty IRI="#isFeatureOf"/>

<ObjectProperty IRI="#hasFeature"/>

</InverseObjectProperties>

<InverseObjectProperties>

<ObjectProperty IRI="#hasType"/>

<ObjectProperty IRI="#isTypeOf"/>

</InverseObjectProperties>

<FunctionalObjectProperty>

<ObjectProperty IRI="#hasValue"/>

</FunctionalObjectProperty>

<TransitiveObjectProperty>

<ObjectProperty IRI="#hasDomain"/>

</TransitiveObjectProperty>

<TransitiveObjectProperty>

<ObjectProperty IRI="#hasFeature"/>

</TransitiveObjectProperty>

<TransitiveObjectProperty>

<ObjectProperty IRI="#hasType"/>

</TransitiveObjectProperty>

<TransitiveObjectProperty>

<ObjectProperty IRI="#isDomainOf"/>

</TransitiveObjectProperty>

<TransitiveObjectProperty>

<ObjectProperty IRI="#isFeatureOf"/>

</TransitiveObjectProperty>
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<TransitiveObjectProperty>

<ObjectProperty IRI="#isTypeOf"/>

</TransitiveObjectProperty>

</Ontology>

Application Specification XML File Example

An example of the XML standard employed to store AS-characterization is as follows:

• The header contains the title, author and contact information:

<Application-Specification-File>

<as-characterization id="0" title="Auction Problem">

<owner author="Luis " email="lrazo1@gmail.com" institution="INPG"/>

• Therefore there is a text that describes the application specification

<application-specification>

A system that represents a virtual

auction salon.

There two main kind of actors:

- Customers with two roles: sellers and bidders.

- And the auctioneer who performs the auction

following the rules specified.

Both customers actors, buyers and bidders, can

create their representatives customizing a

behavior as they want, a virtual entity that

represents the customer in the virtual auction

salon. These virtual entity has a customizable

behavior it means that the real customer can add

the following features:

- A maximum budget for a list or category of

articles.

- Also they could accept rules to make or not bids.

In the other side the virtual salon will be managed

by an automated virtual entity that will create

auctions taking proposed goods to sell from

the customers that want to sell in the auction.

So we will accept goods with a initial value and

a desired selling value so we will add a 20% of
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management cost to the final selling value.

Every auction could be customizable in the way

that the selling customer could chose between

four main types of auction rules:

- English auction,

- Dutch auction,

- Sealed first-price auction,

- Vickrey auction.

</application-specification>

• Then the domains descriptions are stored:

<characterization-map>

<domains>

<domain id="1" name="World Simulation">This domain covers the simulation

area.Generally virtual worlds, virtual drama, physical simulations,etc

</domain>

<domain id="2" name="General Business">This domain comprises the business

field with the sell-buy and transaction details and features.</domain>

<domain id="3" name="Sales context">The Sales Context domain covers the sell

and buy features, including auctions, offer and demand laws, special offers,

etc.</domain>

</domains>

• Moreover the list of known problem characteristics are listed:

<characteristics>

<characteristic id="1" name="3D Virtual actors">An environment with 3D

virtual actors</characteristic>

<characteristic id="2" name="Opponent movement predictions">Analyze the

opponent and predict his movements or decisions</characteristic>

<characteristic id="3" name="Auction actor roles">Auction actors are

customers with buyer and seller roles</characteristic>

<characteristic id="4" name="Auction process control">Auctioneer actor

controls the auction process</characteristic>

<characteristic id="5" name="English auction protocol">English auction

protocol</characteristic>

<characteristic id="6" name="Efficient taxes payment">Find the best

hints to reduce the taxes payment</characteristic>

<characteristic id="7" name="Debt contract constraint">if the debtor
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fails to pay the debt according to the contract shall be entitled as

lien</characteristic>

<characteristic id="8" name="Optimize the income">Maximize the income

or gain</characteristic>

<characteristic id="9" name="Cost optimization">Minimize the cost or

price</characteristic>

<characteristic id="10" name="Real Physical movements">Movements should

be considered as similar to real physical</characteristic>

<characteristic id="11" name="Auction bid restriction">Number of bids

limited</characteristic>

<characteristic id="12" name="On-line virtual room">On-line virtual room

</characteristic>

<characteristic id="13" name="Price negotiation process">Price

negotiation process</characteristic>

<characteristic id="14" name="Cost sharing">Propose to pay costs and

sharing equally</characteristic>

<characteristic id="15" name="Virtual drama actor’s emotional features">

The actors express their emotions with facial expressions and body

postures</characteristic>

<characteristic id="16" name="Virtual drama rules feature">the actors

must follow the defined rules</characteristic>

<characteristic id="17" name="Virtual actor position and movement

self-knowledge and learning">The actors will learn to manage their

positions using their experience</characteristic>

<characteristic id="18" name="Investment and foreign exchange">The

investment considers the foreign exchange rates</characteristic>

</characteristics>

• Finally the tag the list of efficacy values that relates problem characteristicswith each domain

are defined:

<characterization>

<characterization id="1" domain="1" characteristic="1" value="0.985"/>

<characterization id="2" domain="2" characteristic="1" value="0.561"/>

<characterization id="3" domain="3" characteristic="1" value="0.655"/>

<characterization id="4" domain="1" characteristic="2" value="0.69"/>

<characterization id="5" domain="2" characteristic="2" value="0.715"/>

<characterization id="6" domain="3" characteristic="2" value="0.598"/>

<characterization id="7" domain="1" characteristic="3" value="0.532"/>
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<characterization id="8" domain="2" characteristic="3" value="0.611"/>

<characterization id="9" domain="3" characteristic="3" value="0.971"/>

<characterization id="10" domain="1" characteristic="4" value="0.572"/>

<characterization id="11" domain="2" characteristic="4" value="0.702"/>

<characterization id="12" domain="3" characteristic="4" value="0.656"/>

<characterization id="13" domain="1" characteristic="5" value="0.41"/>

<characterization id="14" domain="2" characteristic="5" value="0.712"/>

<characterization id="15" domain="3" characteristic="5" value="0.795"/>

<characterization id="16" domain="1" characteristic="6" value="0.59"/>

<characterization id="17" domain="2" characteristic="6" value="0.699"/>

<characterization id="18" domain="3" characteristic="6" value="0.68"/>

<characterization id="19" domain="1" characteristic="7" value="0.189"/>

<characterization id="20" domain="2" characteristic="7" value="0.908"/>

<characterization id="21" domain="3" characteristic="7" value="0.759"/>

<characterization id="22" domain="1" characteristic="8" value="0.454"/>

<characterization id="23" domain="2" characteristic="8" value="0.785"/>

<characterization id="24" domain="3" characteristic="8" value="0.875"/>

<characterization id="25" domain="1" characteristic="9" value="0.433"/>

<characterization id="26" domain="2" characteristic="9" value="0.782"/>

<characterization id="27" domain="3" characteristic="9" value="0.915"/>

<characterization id="28" domain="1" characteristic="10" value="0.29"/>

<characterization id="29" domain="2" characteristic="10" value="0.89"/>

<characterization id="30" domain="3" characteristic="10" value="0.692"/>

<characterization id="31" domain="1" characteristic="11" value="0.5"/>

<characterization id="32" domain="2" characteristic="11" value="0.5"/>

<characterization id="33" domain="3" characteristic="11" value="0.5"/>

<characterization id="34" domain="1" characteristic="12" value="0.893"/>

<characterization id="35" domain="2" characteristic="12" value="0.48"/>

<characterization id="36" domain="3" characteristic="12" value="0.695"/>

<characterization id="37" domain="1" characteristic="13" value="0.119"/>

<characterization id="38" domain="2" characteristic="13" value="0.691"/>

<characterization id="39" domain="3" characteristic="13" value="0.898"/>

<characterization id="40" domain="1" characteristic="14" value="0.201"/>

<characterization id="41" domain="2" characteristic="14" value="0.854"/>

<characterization id="42" domain="3" characteristic="14" value="0.876"/>

<characterization id="43" domain="1" characteristic="15" value="0.944"/>

<characterization id="44" domain="2" characteristic="15" value="0.302"/>

<characterization id="45" domain="3" characteristic="15" value="0.389"/>

<characterization id="46" domain="1" characteristic="16" value="0.891"/>
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<characterization id="47" domain="2" characteristic="16" value="0.595"/>

<characterization id="48" domain="3" characteristic="16" value="0.689"/>

<characterization id="49" domain="1" characteristic="17" value="0.864"/>

<characterization id="50" domain="2" characteristic="17" value="0.523"/>

<characterization id="51" domain="3" characteristic="17" value="0.37"/>

<characterization id="52" domain="1" characteristic="18" value="0.39"/>

<characterization id="53" domain="2" characteristic="18" value="0.823"/>

<characterization id="54" domain="3" characteristic="18" value="0.705"/>

</characterization>

</characterization-map>

</as-characterization>

</Application-Specification-File>

Meta-model characterization XML File Example

Also for the MM-characterization we have the next XML file example:

• The file header contains the name and the defined domains. We have considered to use the

same domains employed in both XML files in order to keep a link. However is possible to

create different domains creating a set of rules to create links between different domains. In

this thesis we do not focus on this, therefore, such improvements are considered future work.

<?xml version="1.0" encoding="UTF-8"?>

<MM-Characterization-KB>

Meta-models repository

<domains>

<domains>

<domain id="1" name="World Simulation">This domain covers the simulation

area.Generally virtual worlds, virtual drama, physical simulations,etc

</domain>

<domain id="2" name="General Business">This domain comprises the business

field with the sell-buy and transaction details and features.</domain>

<domain id="3" name="Sales context">The Sales Context domain covers the sell

and buy features, including auctions, offer and demand laws, special offers,

etc.</domain>

</domains>

• The next tag contains the list of defined meta-models, each meta-model has a name, a type,

a list of domains, a list of their features and finally a list of efficacy values that relates each

feature within each domain:
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<meta-models>

<meta-model id="1" name="cognitive" type="0">

<domains>

<domains>

<domain id="1" name="World Simulation">This domain covers the simulation

area.Generally virtual worlds, virtual drama, physical simulations,etc

</domain>

<domain id="2" name="General Business">This domain comprises the businesses

field with the sell-buy and transaction details and features.</domain>

<domain id="3" name="Sales context">The Sales Context domain covers the sell

and buy features, including auctions, offer and demand laws, special offers,

etc.</domain></domains>

<characteristics>

<characteristic id="1" name="deliberative cognition">deliberative

cognition

</characteristic>

<characteristic id="2"

name="knowledge representation about itself and others">knowledge

representation about itself and others

</characteristic>

<characteristic id="3" name="strategic competence">strategic

competence

</characteristic>

<characteristic id="4" name="independent performance">independent

performance

</characteristic>

<characteristic id="5" name="cooperative behavior">cooperative

behavior

</characteristic>

<characteristic id="6"

name="uses knowledge about organization">uses knowledge about

organization</characteristic>

<characteristic id="7" name="social listening to others">social

listening to others</characteristic>

<characteristic id="8" name="tactic actions and decisions">tactic

actions and decisions</characteristic>

</characteristics>

<characterization-map>

<characterization id="1" domain="1" characteristic="1"
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value="0.875" />

<characterization id="2" domain="2" characteristic="1"

value="0.905" />

<characterization id="3" domain="3" characteristic="1"

value="0.855" />

<characterization id="4" domain="1" characteristic="2"

value="0.725" />

<characterization id="5" domain="2" characteristic="2"

value="0.85" />

<characterization id="6" domain="3" characteristic="2"

value="0.9" />

<characterization id="7" domain="1" characteristic="3"

value="0.8" />

<characterization id="8" domain="2" characteristic="3"

value="0.775" />

<characterization id="9" domain="3" characteristic="3"

value="0.95" />

<characterization id="10" domain="1"

characteristic="4" value="0.55" />

<characterization id="11" domain="2"

characteristic="4" value="0.6" />

<characterization id="12" domain="3"

characteristic="4" value="0.875" />

<characterization id="13" domain="1"

characteristic="5" value="0.675" />

<characterization id="14" domain="2"

characteristic="5" value="0.875" />

<characterization id="15" domain="3"

characteristic="5" value="0.9" />

<characterization id="16" domain="1"

characteristic="6" value="0.8" />

<characterization id="17" domain="2"

characteristic="6" value="0.85" />

<characterization id="18" domain="3"

characteristic="6" value="0.775" />

<characterization id="19" domain="1"

characteristic="7" value="0.7" />

<characterization id="20" domain="2"

characteristic="7" value="0.8" />
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<characterization id="21" domain="3"

characteristic="7" value="0.75" />

<characterization id="22" domain="1"

characteristic="8" value="0.825" />

<characterization id="23" domain="2"

characteristic="8" value="0.85" />

<characterization id="24" domain="3"

characteristic="8" value="0.9" />

</characterization-map>

</meta-model>

<meta-model id="2" name="emotional" type="0">

<domains>

<domains>

<domain id="1" name="World Simulation">This domain covers the simulation

area.Generally virtual worlds, virtual drama, physical simulations,etc

</domain>

<domain id="2" name="General Business">This domain comprises the business

field with the sell-buy and transaction details and features.</domain>

<domain id="3" name="Sales context">The Sales Context domain covers the sell

and buy features, including auctions, offer and demand laws, special offers,

etc.</domain>

</domains>

<characteristics>

<characteristic id="9" name="third agents representation">third agents

representation</characteristic>

<characteristic id="10" name="emotional cognition">emotional

cognition

</characteristic>

<characteristic id="11" name="goal based behavior">goal based behavior

</characteristic>

<characteristic id="12"

name="agent interaction through sensors and effectors">agent interaction

through sensors and effectors

</characteristic>

<characteristic id="13"

name="agent environment interaction sensibility">agent environment

interaction sensibility

</characteristic>

<characteristic id="14" name="drama simulation skill">drama simulation
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skill

</characteristic>

<characteristic id="15" name="dialog-based skill">dialog-based

skill

</characteristic>

<characteristic id="16" name="dynamic goal generation skill">dynamic goal

generation

skill</characteristic>

</characteristics>

<characterization-map>

<characterization id="10" domain="1"

characteristic="9" value="0.725" />

<characterization id="11" domain="2"

characteristic="9" value="0.875" />

<characterization id="12" domain="3"

characteristic="9" value="0.695" />

<characterization id="13" domain="1"

characteristic="10" value="0.9" />

<characterization id="14" domain="2"

characteristic="10" value="0.525" />

<characterization id="15" domain="3"

characteristic="10" value="0.4" />

<characterization id="16" domain="1"

characteristic="11" value="0.855" />

<characterization id="17" domain="2"

characteristic="11" value="0.895" />

<characterization id="18" domain="3"

characteristic="11" value="0.7" />

<characterization id="19" domain="1"

characteristic="12" value="0.9" />

<characterization id="20" domain="2"

characteristic="12" value="0.475" />

<characterization id="21" domain="3"

characteristic="12" value="0.525" />

<characterization id="4" domain="1" characteristic="13"

value="0.95" />

<characterization id="5" domain="2" characteristic="13"

value="0.725" />

<characterization id="6" domain="3" characteristic="13"
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value="0.625" />

<characterization id="7" domain="1" characteristic="14"

value="0.975" />

<characterization id="8" domain="2" characteristic="14"

value="0.325" />

<characterization id="9" domain="3" characteristic="14"

value="0.375" />

<characterization id="1" domain="1" characteristic="15"

value="0.85" />

<characterization id="2" domain="2" characteristic="15"

value="0.7" />

<characterization id="3" domain="3" characteristic="15"

value="0.725" />

<characterization id="22" domain="1"

characteristic="16" value="0.85" />

<characterization id="23" domain="2"

characteristic="16" value="0.8" />

<characterization id="24" domain="3"

characteristic="16" value="0.825" />

</characterization-map>

</meta-model>

<meta-model id="3" name="Competence" type="1">

<domains>

<domains>

<domain id="1" name="World Simulation">This domain covers the simulation

area.Generally virtual worlds, virtual drama, physical simulations,etc

</domain>

<domain id="2" name="General Business">This domain comprises the business

field with the sell-buy and transaction details and features.</domain>

<domain id="3" name="Sales context">The Sales Context domain covers the sell

and buy features, including auctions, offer and demand laws, special offers,

etc.</domain>

</domains>

<characteristics>

<characteristic id="17" name="partially observable">partially

observable

</characteristic>

<characteristic id="18" name="deterministic">deterministic

</characteristic>
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<characteristic id="19" name="sequential actions">sequential

actions

</characteristic>

<characteristic id="20" name="dynamic changes">dynamic changes

</characteristic>

<characteristic id="21" name="continuous time line">continuous time

line

</characteristic>

<characteristic id="22" name="multi-agent support">multi-agent

support

</characteristic>

<characteristic id="23" name="competitive rules">competitive

rules

</characteristic>

<characteristic id="24" name="multi-location">multi-location

</characteristic>

</characteristics>

<characterization-map>

<characterization id="1" domain="1" characteristic="17"

value="0.9" />

<characterization id="2" domain="2" characteristic="17"

value="0.6" />

<characterization id="3" domain="3" characteristic="17"

value="0.725" />

<characterization id="4" domain="1" characteristic="18"

value="0.625" />

<characterization id="5" domain="2" characteristic="18"

value="0.7" />

<characterization id="6" domain="3" characteristic="18"

value="0.75" />

<characterization id="7" domain="1" characteristic="19"

value="0.875" />

<characterization id="8" domain="2" characteristic="19"

value="0.8" />

<characterization id="9" domain="3" characteristic="19"

value="0.875" />

<characterization id="10" domain="1"

characteristic="20" value="0.9" />

<characterization id="11" domain="2"
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characteristic="20" value="0.925" />

<characterization id="12" domain="3"

characteristic="20" value="0.975" />

<characterization id="13" domain="1"

characteristic="21" value="0.35" />

<characterization id="14" domain="2"

characteristic="21" value="0.8" />

<characterization id="15" domain="3"

characteristic="21" value="0.9" />

<characterization id="16" domain="1"

characteristic="22" value="0.95" />

<characterization id="17" domain="2"

characteristic="22" value="0.975" />

<characterization id="18" domain="3"

characteristic="22" value="0.975" />

<characterization id="19" domain="1"

characteristic="23" value="0.9" />

<characterization id="20" domain="2"

characteristic="23" value="0.875" />

<characterization id="21" domain="3"

characteristic="23" value="0.9" />

<characterization id="22" domain="1"

characteristic="24" value="0.725" />

<characterization id="23" domain="2"

characteristic="24" value="0.6" />

<characterization id="24" domain="3"

characteristic="24" value="0.75" />

</characterization-map>

</meta-model>

<meta-model id="4" name="Virtual 3D" type="1">

<domains>

<domain id="1" name="World Simulation">This domain covers the simulation

area.Generally virtual worlds, virtual drama, physical simulations,etc

</domain>

<domain id="2" name="General Business">This domain comprises the business

field with the sell-buy and transaction details and features.</domain>

<domain id="3" name="Sales context">The Sales Context domain covers the sell

and buy features, including auctions, offer and demand laws, special offers,

etc.</domain>
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</domains>

<characteristics>

<characteristic id="25" name="stochastic">stochastic

</characteristic>

<characteristic id="26" name="episodic">episodic

</characteristic>

<characteristic id="27" name="semi-dynamic">semi-dynamic

</characteristic>

<characteristic id="28" name="distributed visual port">distributed

visual port

</characteristic>

<characteristic id="29" name="physical interaction simulation">physical

interaction

simulation</characteristic>

<characteristic id="30"

name="preconditions and post-conditions">preconditions and post-conditions

</characteristic>

<characteristic id="31" name="normative">normative

</characteristic>

<characteristic id="32" name="fully-observable">fully-observable

</characteristic>

</characteristics>

<characterization-map>

<characterization id="1" domain="1" characteristic="25"

value="0.785" />

<characterization id="2" domain="2" characteristic="25"

value="0.685" />

<characterization id="3" domain="3" characteristic="25"

value="0.888" />

<characterization id="4" domain="1" characteristic="26"

value="0.725" />

<characterization id="5" domain="2" characteristic="26"

value="0.725" />

<characterization id="6" domain="3" characteristic="26"

value="0.795" />

<characterization id="7" domain="1" characteristic="27"

value="0.92" />

<characterization id="8" domain="2" characteristic="27"

value="0.824" />
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<characterization id="9" domain="3" characteristic="27"

value="0.745" />

<characterization id="10" domain="1"

characteristic="28" value="0.935" />

<characterization id="11" domain="2"

characteristic="28" value="0.451" />

<characterization id="12" domain="3"

characteristic="28" value="0.325" />

<characterization id="13" domain="1"

characteristic="29" value="0.965" />

<characterization id="14" domain="2"

characteristic="29" value="0.395" />

<characterization id="15" domain="3"

characteristic="29" value="0.47" />

<characterization id="16" domain="1"

characteristic="30" value="0.94" />

<characterization id="17" domain="2"

characteristic="30" value="0.855" />

<characterization id="18" domain="3"

characteristic="30" value="0.835" />

<characterization id="19" domain="1"

characteristic="31" value="0.745" />

<characterization id="20" domain="2"

characteristic="31" value="0.815" />

<characterization id="21" domain="3"

characteristic="31" value="0.758" />

<characterization id="22" domain="1"

characteristic="32" value="0.891" />

<characterization id="23" domain="2"

characteristic="32" value="0.785" />

<characterization id="24" domain="3"

characteristic="32" value="0.698" />

</characterization-map>

</meta-model>

<meta-model id="5" name="Rules based" type="2">

<domains>

<domain id="1" name="World Simulation">This domain covers the simulation

area.Generally virtual worlds, virtual drama, physical simulations,etc

</domain>
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<domain id="2" name="General Business">This domain comprises the business

field with the sell-buy and transaction details and features.</domain>

<domain id="3" name="Sales context">The Sales Context domain covers the sell

and buy features, including auctions, offer and demand laws, special offers,

etc.</domain>

</domains>

<characteristics>

<characteristic id="33" name="basic rule language">basic rule language

</characteristic>

<characteristic id="34" name="communication timeouts">communication

timeouts

</characteristic>

<characteristic id="35" name="delimited messages">delimited

messages

</characteristic>

<characteristic id="36" name="broadcast communication">broadcast

communication

</characteristic>

<characteristic id="37" name="meeting messages">meeting messages

</characteristic>

<characteristic id="38" name="non response penalization">non response

penalization</characteristic>

<characteristic id="39" name="answer-response sequences">answer-response

sequences</characteristic>

<characteristic id="40" name="knowledge rule transmission">knowledge rule

transmission</characteristic>

</characteristics>

<characterization-map>

<characterization id="1" domain="1" characteristic="33"

value="0.95" />

<characterization id="2" domain="2" characteristic="33"

value="0.885" />

<characterization id="3" domain="3" characteristic="33"

value="0.89" />

<characterization id="4" domain="1" characteristic="34"

value="0.745" />

<characterization id="5" domain="2" characteristic="34"

value="0.955" />

<characterization id="6" domain="3" characteristic="34"
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value="0.905" />

<characterization id="7" domain="1" characteristic="35"

value="0.565" />

<characterization id="8" domain="2" characteristic="35"

value="0.435" />

<characterization id="9" domain="3" characteristic="35"

value="0.395" />

<characterization id="10" domain="1"

characteristic="36" value="0.855" />

<characterization id="11" domain="2"

characteristic="36" value="0.745" />

<characterization id="12" domain="3"

characteristic="36" value="0.745" />

<characterization id="13" domain="1"

characteristic="37" value="0.69" />

<characterization id="14" domain="2"

characteristic="37" value="0.895" />

<characterization id="15" domain="3"

characteristic="37" value="0.784" />

<characterization id="16" domain="1"

characteristic="38" value="0.905" />

<characterization id="17" domain="2"

characteristic="38" value="0.645" />

<characterization id="18" domain="3"

characteristic="38" value="0.705" />

<characterization id="19" domain="1"

characteristic="39" value="0.72" />

<characterization id="20" domain="2"

characteristic="39" value="0.91" />

<characterization id="21" domain="3"

characteristic="39" value="0.89" />

<characterization id="22" domain="1"

characteristic="40" value="0.9" />

<characterization id="23" domain="2"

characteristic="40" value="0.89" />

<characterization id="24" domain="3"

characteristic="40" value="0.74" />

</characterization-map>

</meta-model>
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<meta-model id="6" name="Dialog based" type="2">

<domains>

<domain id="1" name="World Simulation">This domain covers the simulation

area.Generally virtual worlds, virtual drama, physical simulations,etc

</domain>

<domain id="2" name="General Business">This domain comprises the business

field with the sell-buy and transaction details and features.</domain>

<domain id="3" name="Sales context">The Sales Context domain covers the sell

and buy features, including auctions, offer and demand laws, special offers,

etc.</domain>

</domains>

<characteristics>

<characteristic id="41" name="minimal set of words ">minimal set of

words

</characteristic>

<characteristic id="42" name="dialog timeout">dialog timeout

</characteristic>

<characteristic id="43" name="multiple listeners dialog">multiple

listeners dialog

</characteristic>

<characteristic id="44" name="idea storm kind dialog">idea storm kind

dialog

</characteristic>

<characteristic id="45"

name="emotional context features dialog">emotional context features dialog</characteristic>

<characteristic id="46" name="observable dialog feature">observable

dialog feature

</characteristic>

<characteristic id="47" name="secret dialog feature">secret dialog

feature

</characteristic>

<characteristic id="48" name="dialog-based knowledge share">dialog-based

knowledge

share</characteristic>

</characteristics>

<characterization-map>

<characterization id="1" domain="1" characteristic="41"

value="0.72" />

<characterization id="2" domain="2" characteristic="41"
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value="0.92" />

<characterization id="3" domain="3" characteristic="41"

value="0.75" />

<characterization id="4" domain="1" characteristic="42"

value="0.812" />

<characterization id="5" domain="2" characteristic="42"

value="0.95" />

<characterization id="6" domain="3" characteristic="42"

value="0.925" />

<characterization id="7" domain="1" characteristic="43"

value="0.86" />

<characterization id="8" domain="2" characteristic="43"

value="0.901" />

<characterization id="9" domain="3" characteristic="43"

value="0.68" />

<characterization id="10" domain="1"

characteristic="44" value="0.88" />

<characterization id="11" domain="2"

characteristic="44" value="0.25" />

<characterization id="12" domain="3"

characteristic="44" value="0.45" />

<characterization id="13" domain="1"

characteristic="45" value="0.86" />

<characterization id="14" domain="2"

characteristic="45" value="0.56" />

<characterization id="15" domain="3"

characteristic="45" value="0.61" />

<characterization id="16" domain="1"

characteristic="46" value="0.91" />

<characterization id="17" domain="2"

characteristic="46" value="0.89" />

<characterization id="18" domain="3"

characteristic="46" value="0.78" />

<characterization id="19" domain="1"

characteristic="47" value="0.78" />

<characterization id="20" domain="2"

characteristic="47" value="0.77" />

<characterization id="21" domain="3"

characteristic="47" value="0.79" />
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<characterization id="22" domain="1"

characteristic="48" value="0.61" />

<characterization id="23" domain="2"

characteristic="48" value="0.7" />

<characterization id="24" domain="3"

characteristic="48" value="0.65" />

</characterization-map>

</meta-model>

<meta-model id="7" name="Hierarchical" type="3">

<domains>

<domain id="1" name="World Simulation">This domain covers the simulation

area.Generally virtual worlds, virtual drama, physical simulations,etc

</domain>

<domain id="2" name="General Business">This domain comprises the business

field with the sell-buy and transaction details and features.</domain>

<domain id="3" name="Sales context">The Sales Context domain covers the sell

and buy features, including auctions, offer and demand laws, special offers,

etc.</domain>

</domains>

<characteristics>

<characteristic id="49" name="hierarchy defined rules">hierarchy

defined rules

</characteristic>

<characteristic id="50" name="hierarchy levels">hierarchy levels

</characteristic>

<characteristic id="51" name="hierarchy allowed actions">hierarchy

allowed actions

</characteristic>

<characteristic id="52" name="hierarchy roles">hierarchy roles

</characteristic>

<characteristic id="53" name="hierarchy same level groups">hierarchy same

level

groups</characteristic>

<characteristic id="54" name="hierarchy upgrade level rules">hierarchy

upgrade level

rules</characteristic>

<characteristic id="55" name="communication permissions ">communication

permissions </characteristic>

<characteristic id="56" name="service provider reference">service provider
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reference</characteristic>

</characteristics>

<characterization-map>

<characterization id="1" domain="1" characteristic="49"

value="0.905" />

<characterization id="2" domain="2" characteristic="49"

value="0.815" />

<characterization id="3" domain="3" characteristic="49"

value="0.885" />

<characterization id="4" domain="1" characteristic="50"

value="0.75" />

<characterization id="5" domain="2" characteristic="50"

value="0.89" />

<characterization id="6" domain="3" characteristic="50"

value="0.405" />

<characterization id="7" domain="1" characteristic="51"

value="0.895" />

<characterization id="8" domain="2" characteristic="51"

value="0.91" />

<characterization id="9" domain="3" characteristic="51"

value="0.7" />

<characterization id="10" domain="1"

characteristic="52" value="0.9" />

<characterization id="11" domain="2"

characteristic="52" value="0.92" />

<characterization id="12" domain="3"

characteristic="52" value="0.651" />

<characterization id="13" domain="1"

characteristic="53" value="0.901" />

<characterization id="14" domain="2"

characteristic="53" value="0.8" />

<characterization id="15" domain="3"

characteristic="53" value="0.59" />

<characterization id="16" domain="1"

characteristic="54" value="0.934" />

<characterization id="17" domain="2"

characteristic="54" value="0.812" />

<characterization id="18" domain="3"

characteristic="54" value="0.671" />
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<characterization id="19" domain="1"

characteristic="55" value="0.889" />

<characterization id="20" domain="2"

characteristic="55" value="0.875" />

<characterization id="21" domain="3"

characteristic="55" value="0.7" />

<characterization id="22" domain="1"

characteristic="56" value="0.65" />

<characterization id="23" domain="2"

characteristic="56" value="0.7" />

<characterization id="24" domain="3"

characteristic="56" value="0.9" />

</characterization-map>

</meta-model>

<meta-model id="8" name="Group organization" type="3">

<domains>

<domain id="1" name="World Simulation">This domain covers the simulation

area.Generally virtual worlds, virtual drama, physical simulations,etc

</domain>

<domain id="2" name="General Business">This domain comprises the business

field with the sell-buy and transaction details and features.</domain>

<domain id="3" name="Sales context">The Sales Context domain covers the sell

and buy features, including auctions, offer and demand laws, special offers,

etc.</domain>

</domains>

<characteristics>

<characteristic id="57" name="membership rules">membership rules

</characteristic>

<characteristic id="58" name="group registry">group registry

</characteristic>

<characteristic id="59" name="group evaluation">group evaluation

</characteristic>

<characteristic id="60" name="group knowledge">group knowledge

</characteristic>

<characteristic id="61" name="group constraints">group constraints

</characteristic>

<characteristic id="62" name="membership protocol">membership protocol

</characteristic>

<characteristic id="63" name="group members roles">group members roles
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</characteristic>

<characteristic id="64" name="group goals">group goals

</characteristic>

</characteristics>

<characterization-map>

<characterization id="1" domain="1" characteristic="57"

value="0.815" />

<characterization id="2" domain="2" characteristic="57"

value="0.545" />

<characterization id="3" domain="3" characteristic="57"

value="0.628" />

<characterization id="4" domain="1" characteristic="58"

value="0.79" />

<characterization id="5" domain="2" characteristic="58"

value="0.651" />

<characterization id="6" domain="3" characteristic="58"

value="0.455" />

<characterization id="7" domain="1" characteristic="59"

value="0.49" />

<characterization id="8" domain="2" characteristic="59"

value="0.75" />

<characterization id="9" domain="3" characteristic="59"

value="0.65" />

<characterization id="10" domain="1"

characteristic="60" value="0.855" />

<characterization id="11" domain="2"

characteristic="60" value="0.6" />

<characterization id="12" domain="3"

characteristic="60" value="0.595" />

<characterization id="13" domain="1"

characteristic="61" value="0.789" />

<characterization id="14" domain="2"

characteristic="61" value="0.645" />

<characterization id="15" domain="3"

characteristic="61" value="0.785" />

<characterization id="16" domain="1"

characteristic="62" value="0.72" />

<characterization id="17" domain="2"

characteristic="62" value="0.89" />
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<characterization id="18" domain="3"

characteristic="62" value="0.5" />

<characterization id="19" domain="1"

characteristic="63" value="0.9" />

<characterization id="20" domain="2"

characteristic="63" value="0.815" />

<characterization id="21" domain="3"

characteristic="63" value="0.566" />

<characterization id="22" domain="1"

characteristic="64" value="0.888" />

<characterization id="23" domain="2"

characteristic="64" value="0.955" />

<characterization id="24" domain="3"

characteristic="64" value="0.85" />

</characterization-map>

</meta-model>

</meta-models>

</MM-Characterization-KB>
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Nomenclature

AC Agent Centered

ACMAS Agent Centered MAS

ADELFE Atelier de Développement de Logiciels à Fonctionnalité Emergente

ADMACA Application Description Micro-array Characterization

AEIO Agent Environnement Interaction Organisation

AI Artificial Intelligence

AMAS Adaptive Multi-Agent Systems

ANUIES Asociación Nacional de Universidades e Instituciones de Educación Superior

AOSE Agent Oriented Software Engineering

AS Application Specification

AS-Characterization Application Specification Characterization

AS-micro-array Application Specification micro-array

AUML Agent Unified Modelling Language

BCA Bayesian Cognition Algorithm

CI Confidence Interval

CINVESTAV Centro de Investigación y Estudios Avanzados

COSY Systèmes Complexes Coopérants

DESIRE DEsign and Specification of Interacting REasoning framework

DIAMOND Decentralized Iterative Approach for Multiagent Open Networks Design

DMS Decision Making Systems

DSS Decision Support Systems

ECOS Evaluation-orientation de la COopération Scientifique

FIPA Foundation for Intelligent Physical Agent
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IPN Instituto Politécnico Nacional

JADE Java Agent DEvelopment Framework

KB Knowledge base

KBs Knowledge bases

LCIS Laboratoire de Conception et Integration de Systèmes

MAMOSACO Méthode Adaptable de Modélisation de Systèmes Administratifs COmplexes

MAS Multi-Agent Systems

MAS Multi-agent systems

MASSIVE MultiAgent SystemS Iterative View Engineering

MDE Model Driven Engineering

MESSAGE Methodology for Engineering Systems of Sotware AGEnts

METALISM METa-Analyse pour L’Ingénierie de software en Systèmes Multi-Agent

MM Meta-Model

MM-Characterization Meta-model Characterization

NCS Non Cooperative Situations

OC Organization Centered

OCMAS Organization Centered MAS

OR Odds Ratio

OSGi Open Services Gateway Initiative

PASSI Process for Agent Societies Specification and Implementation

RR Risk Ratio

RUP Rational Unified Process

UML Unified Modelling Language

XML eXtended Markup Language
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