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Abstract

This dissertation explores the subeventive decomposition and categorization of
predicates in Basque. It provides an analysis where predicates are argued to consist of
three basic components (processes, states and Rhemes). These components are
combined to form the first phase syntax (Ramchand 2008). In this proposal, the verbal
category is divorced from the first phase syntax and from a particular syntactic head
(cf. Marantz 1997). For instance, categorization is understood as a process determined
by both syntactic configuration and the way in which syntactic nodes are grouped in
lexicalization. In particular, it is claimed that the verbal category is a post-syntactic
configurational notion which emerges if the predicate is lexicalized out of the first
phase syntax and in combination with tense. This proposal is supported by the analysis
of Basque “derived” predicates and the analysis of the analytic verbal configuration of
Basque. On the one hand, basing firstly on the study of complex unergative predicates,
it is argued that a non-relational element surfaces as a noun if it is lexicalized
separately from the head which defines aspect. This pattern of categorization is then
applied to the verbal configuration as a whole, and is able to account for the nominal
status of the suffixes (-fu/-tze) heading predicates in the analytic configuration. On the
other hand, the analysis of location predicates (e.g. etxe-ra-tu [home-ALL-TU] ‘to
go/take sb home’) reveals that a silent head v cannot be posited to be present, but
instead, it suggests that the allative ra spells out the process head, a fact which points

out that the verbal category must be separated from syntactic heads like process.
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Laburpena

I. Abiapuntua

Doktore tesi honetan, predikatuen dekonposizioa eta lexikalizazioa arakatu ditut.
Zehatzago, ikerketa honen helburu nagusia da aztertzea euskarazko aditzen —batez ere

aditz eratorrien— barne-osaketa eta predikatu horien aditz konfigurazioa.

Euskaraz, beste hainbat hizkuntzatan bezala, predikatu asko sortzen dira izatez
predikatu horietatik kanpo era beregainean erabiltzen diren elementuen gainean.
Esterako, batzuek izen gisako elementuak hartzen dituzte oinarri (e.g. ama, amatu
predikatuan eta kanta, kantatu predikatuan). Beste batzuk adjektiboen gainean
eraikitzen dira (lehortu eta etxegabetu lehorren eta etxegabe-ren gainean) cta beste
batzuk, aldiz, adlatibozko sintagmen (efxeraturen kasuan) edo sintagma
instrumentalen (urez-ta-turen kasuan) gainean. Tesi honetan, horrelako predikatuen

barne osaketa aztertu dut, baita haien kategorizazio-prozesua ere.

Bestetik, ikerketa honen beste iker ildo bat aditz konfigurazioak dira. Euskaraz,
predikatuak bi aditz konfiguraziotan ager daitezke: sintetikoan (euskal tradizioan
trinkoa deitu izan dena) eta analitikoan (tradizioan perifrastikoa deitzen dena). Forma
sintetikoan azalera daitezkeen predikatuen kopurua nahiko txikia da. Izan ere,
hamabost inguru dira konfigurazio sintetikoa erakusten duten aditzak (Euskaltzaindia
1997[1987]). Analitikoan, ordea, edozein predikatu ager daiteke, eta hizkuntzan
etengabe sortuz doazen predikatu berriekin erabil daitekeen forma bakarra da, gainera.

Hona hemen forma sintetikoaren eta analitikoaren adibide bana:

(1)  a. Amets autobusean dator

b. Amets autobusean etortzen da

Forma sintetikoan, predikatua bera komunztadura eta bestelako inflexio markekin
batera azaltzen da hitz bakarrean (e.g. dator). Forma analitikoan, aldiz, bi hitz
banatutan agertzen dira: alde batetik, predikatuak aspektu marka darama (etor-tzen),
eta bestetik, inflexio markak aditz laguntzailean agertzen dira (da). Aspektu
perfektuan eta perfektiboan predikatua -fu atzizkiaz lagundurik azaltzen da. -Tu
atzizkia predikatuen izendapen forman eta testuinguru jokatugabe batzuetan agertzen
da. Burutugabean, berriz, predikatuak -tzen atzizkiaz agertzen dira (1b). Tesi honetan

proposatu dudanez, -tzen atzizkia izatez bi morfema beregainetan dekonposa daiteke: -
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tze (tradizioan izengiletzat hartzen dena) eta -n inesiboa (ikus baita Mateu & Amadas
1999, Demirdache & Uribe-Etxebarria 2000, Laka 2004 2006). Azkenik, geroaldia
adierazten duten aditz formetan, predikatuak, hizkeren eta predikatuen arabera, -tu-ko
ala -tu-ren atzizkiekin agertzen dira. Kasu honetan, nabarmentzekoa da -ko eta -ren

genitiboaren homofonoak direla.

Tesi honetan proposatuko dudanez, tradizioz datozkigun kategorietatik zenbait
zalantzatakoak dira edo besterik gabe ez dira existitzen. Guztien artean, aditz

kategoria da zalantzagarriena.

II. Gertakari egitura

Tesi honetan proposatu dudanez, predikatuak hiru oinarrizko osagaitan dekonposa
daitezke: prozesuak, egoerak eta Remak (Ramchand 2008a). Prozesuak eta egoerak
azpigertakariak (subevent ingelesez) dira. Remak, aldiz, beren buru diren
azpigertakariak deskribatzen eta neurtzen dituzten objektu sintaktikoak dira.
Prozesuek gertakari argumentu bat (Davidson 1967) txertatzen dute, egoera
azpigertakariek ez bezala. Egoerak, bestalde, beren espezifikatzailean subjektu bat

gaineratzen duten bat-ctortze harremanak dira.

(2) a. Egoera(e): e bat-ctortze harreman bat da.

b. Prozesua(e): e espazio-denborazko entitate bat da.

Ramchandek (2008a) proposatu duen bezala, egoera azpigertakeriek adiera
zehatzagoa lor dezakete prozesu azpigertakariarekiko duten harremanaren bitartez.
Prozesua (proz) egoera batekin batzen denean, egoera emaitza moduan interpretatzen
da. Aldiz, egoera prozesuarekin batzen denean, egoerak abiatze baten interpretazioa

izango du.
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(3)  Lehen Faseko Sintaxia

egoeraS = abiatze
/\
DS egoera

T

egoera prozesuP
proz egoeraP = emaitza

DP egoera
/\

egoera Rema

Prozesuak, egoerak eta Remak sintaxian elkartzen dira Batze (ingelesez, Merge)
operazioaren bitartez. Alabaina, batzearen interpretazio semantikoa desberdina da bi
azpigertakari elkartzen badira, edo azpigertakari bat Rema batekin elkartzen bada. Bi
azpigertakari batzen direnean, bien arteko harremana kausazko inplikazio moduan
ezartzen da (Hale & Keyser 1993, Ramchand 2008a). Bestalde, azpigertakari bat
Rema batekin batzen denean, semantikak identifikaziotzat hartzen du bien arteko
harremana. Lan honetan, identifikazioa maparatze (ingelesez, mapping) harreman bat
dela proposatu dut (ikus Ramchand 2008a baita ere). Harreman horretan, Remarekin
lotzen den neurriaren egiturak azpigertakariaren egiturarekin bat egiten du eta bien
egiturak harreman homomorfiko batean daude. Hona hemen Remaren maparatze
funtzioaren formalizazioa. p Remarekin lotzen den neurria da, p(i) neurriaren puntu

bat eta e gertakari bat:

(4) RHEME(p,e) =45 VeVe'Vp [R(e,p) Nece—
Jilicp NR(e, L)]] (mapping to measure) N YeVpVi|[R(e,p) Ni S p -
de'[e’ S e NR(e',1)]] (mapping to events)

Formalizazioa honela irakurtzen da: e gertakari guztientzat, e’ azpigertakari
guztientzat eta p neurri guztientzat, baldin eta p R harremanean badago e-rekin eta e’
e-ren azpigertakari bat bada, badago i puntu bat zeina p-ren barruan dagoen eta R
harremanean dagoen e’-rekin. Harreman hori neurriaren maparatzea (mapping to
measure) deitzen zaio. Kontrako harremana formalizazioaren bigarren zatiari dagokio:
e gertakari guztientzat, p neurri guztientzat eta i puntu guztientzat, baldin eta p R
harremanean badago e-rekin eta i p-ren barruan badago, badago e’ azpigertakari bat

zeina e-ren azpigertakaria den eta R harremanean dagoen i-rekin. Maparatze horri
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gertakarien maparatzea (mappint to events) deitzen zaio (Krifka 1989, Ramchand
2008a).

Identifikazio harreman honen bitartez ezartzen da Remaren neurriaren ezaugarriek

predikatu osoaren aspektu interpretazioa baldintzatzen eta zehazten dutela.

Ikerketa honetan, neurriak puntu multzoen bitartez irudikatzen dira. Puntu bakoitza
zenbakizko balio bati dagokio eta multzo osoa Remaren ezaugarriarekiko
monotonikoa da, hots, ezaugarriaren neurketaren hurrenkera harremanarekin bat dator.

Aspektu interpretazioari eragiten dioten neurrien ezaugarriak honako hauek dira:

(5)Remari lotzen zaion neurriaren ezaugarriak
a. [emendiozkoa]
b. [+gutxieneko muga]

c. [+gehienezko muga]

[+emendiozkoa], [+gutxieneko muga] eta [—gehienezko muga] ezaugarriak dituen
neurri baten adibide dira kanta edo, handi bezalako Erroak, baita etxerantz hurbiltze
bidea ere. Zwart-en (2005) eta Pantcheva-ren (2011) bideen irudikapen grafikoan

oinarrituta, neurri eskalarrak honela adieraz daitezke:

(6)  kanta(p), handi(p), etxerantz(p)

—++++4 o

0 1

p(0) eta p(1) dira hurrenez hurren p neurriaren hasi eta amaiera puntuak. Minusek

[kanta], [handi] eta [etxerantz] denotazioen barruan ez dauden puntuak
adierazten dituzte, eta plusek, berriz, barruan daudenak. p(0)-tik hurbil dagoen
trantsizioak, alegia, minusetik plusera igarotzen den aldaketak, adierazten du neurri
horiek gutxieneko muga bat dutela, hau da, trantsizio minimo bat behar dutela puntu
bat denotazioaren barruan koka dadin. Bestetik, plusen lodierak neurria emendiozkoa
dela adierazten du: p(i,) puntuak p(i, ;) puntuak baino balio handiagoa dauka. Beste
hitz batzuetan esateko, kanta neurriaren kasuan, p(i,) puntua kantaren zati handiago
bati dagokio p(i,.;) puntua baino; handiren kasuan, handitasun maila handiago bati, eta
etxerantz neurriaren kasuan, etxerako bidean etxetik hurbilago dagoen espazio puntu
bati. Azkenik, [— oo] agertzeak neurriak gehienezko mugarik ez duela adierazten du.

Neurria azkengabea da.

Remaren definizioan (3) dagoeneko adierazi dudan bezala, neurriaren puntu

bakoitza azpigertakariari lotzen zaio era monotoniko batean. Horrela,
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[+emendiozkoa], [+gutxieneko muga] eta [-gehienezko muga] diren neurriek gertakari
dinamiko eta atelikoak sorrarazten dituzte: kantatu bezalako ekintzak eta handitu eta
etxerantz joan bezalako apurkako lorpenak. Beste neurri mota batzuek, esate baterako,
[+temendiozkoa], [—gutxieneko muga] baina [+gehienezko muga] direnek beste
predikatu klase bat sorraraziko dute, hots, predikatu telikoa. Azken neurri mota horren
erakusgarriak dira etxeraino amaieradun bidea, /ehor Erroa eta aurreskua bezalako
DSak.

III. Lexikalizazioa eta kategorizazioa

Goian ikus daitekeen bezala, askotariko objektu sintaktikoak izan daitezke Remak:
PSak, kuantifikatutako DSak eta Erroak (kanta, handi etab.). Tesi honetan aztertzen
dudan beste alderdi bat Erroen kategorizazio prozesua da. Horretarako, hain zuzen ere,
morfologikoki konplexuak diren predikatu inergatiboen analisian oinarritu naiz
lehenik, ondoren proposatzeko Erro bat izen baten moduan azaleratuko dela, baldin

eta bere azpigertakaritik aparte lexikalizatzen bada.

(7)  Erroen Orokorpena
Erroak izen moduan azaleratzen dira eta kasua behar dute zilegiztatzeko baldin

eta beren azpigertakarietatik banaturik lexikalizatzen badira.

Orokorpen horrek azaltzen du zergatik ezin duten inergatibo konplexuek Erroaz
beste barne osagarririk hartu. Bestalde, nahiz eta orokorpen hori inergatibo
konplexuen testuinguruan proposatu dudan, ondoren, erakutsi dut egoera-gertakarien

lexikalizazio prozesuari ere ondo aplikatzen zaiola.

Nire analisiak inplikazio interesgarriak dakartza Erroen kategorizazioren
azterketara eta oro har, kategorizazioaren teoriara. Izan ere, Erroen Orokorpenak
iradokitzen du Erro baten kategoria estatusa ez dagoela sintaxian zehaztua. Izen
moduan azaleratzen diren Erroek ez dute izen kategoria jasotzen i buru funtzional
batetik (Morfologia Banatuan proposatu ohi den bezala, e.g. Marantz 1997 2001 2007)
eta ez dute erreferentzia indizerik (cf. Baker 2003). Hauena ez bezalako bidea urratu
dut nik. Nire ustez, izen kategoria Erroaren azaleratzearen zehar-efektu bat da, Erroa
ahoskatzen den konfigurazioaren ondorioa alegia. I kategoria lexikoak, edota i funtzio
buruak ez dute prozesu hori eragiten (ikus Déchaine 2005 eta Déchaine & Tramblay

prestatzen hipotesi honen ildoko proposamen baterako).

Bestalde, aditz kategoriari dagokionez proposatu dut A eta a ez daudela sintaxian.

Etxeratu bezalako kokapen aditzek erakusten dute ez dagoela adposizioa inkorporatu
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zaion A isilik (Hale & Keyserren 1993 kontra). Ra ale lexikoa (adlatiboa deitu izan
zaiona) zuzenean sartzen da prozesu-azpigertakarian, eta hori gertatzen da, hain zuzen,
ra-k ahoskatzen dituen Helburu Sintagmak (Pantcheva 2011) eta prozesu Sintagmak
(Ramchand 2008a) egitura topologiko eta sintaktiko homomorfikoa dutelako. Beraz,

ra aleak prozesu burua lexikaliza dezake zuzenean, A isil baten beharrik gabe.

Bestetik, euskaraz ez dago a adizgilearen (Marantz 1997) aldeko inolako
ebidentziarik. Euskarazko predikatu gehien-gehienak forma analitikoan azaleratzen
dira beti, -tu edo -tze atzizkiez lagundurik. Ez dira denbora, modua edo
persona/numeroa/kasua komunztadurarekin azaltzen, ez bada aspektu atzizkiekin
bakarrik. -Tze eta -tu atzizkiek izen kategoria dutela proposatu dut. Lehenari
dagokionez, ez da horren hipotesi harrigarria, -tze izengilea delako ustea nahiko
orokortua dagoelako euskal hizkuntzalaritzan. Bigarrenari dagokionez, ordea, bestela
pentsatu daiteke, -fu horrek adizgile baten itxura duelako —ia edozein elementu
predikatu bihurtzeko balio baitu— Dena dela, tesian erakutsi dudanez, -tu predikatuak
izenak agertzen diren testuinguru sintaktikoetan agertzen dira, eta hortaz, izen
kategoriarekin hobeto lotzen da, aditz kategoriarekin baino (ikus baita Haddican 2007,
Haddican & Tsoulas 2012). Gainerakoan, forma sintetikoan azaleratu daitekeen
aditzei dagokienez, proposatu dut haien azaleko “aditz” itxura azaleratze-
konfigurazioaren ondorioa dela. Forma analitikoan ez bezala, sintetikoan predikatuak
lehen faseko sintaxia baino gorago lexikalizatzen dira, goiko eremu funtzionaleko
beste buru batzuekin batera, besteak beste, denborarekin batera (ikus Laka 1993b eta
Arregi & Nevins 2012). Beraz, predikatu horien “aditz tasuna”, nolabait esateko, ez da
sintaxiko buru funtzional batekin edo buru lexiko batekin lotzen, baizik eta predikatu
horien lexikalizazio gunearekin (ikus Embick 2000 latineko forma sintetiko eta
analitikoen antzeko analisi baterako eta Svenonius 2007, non proposatzen den aditzak
eta adposizioak bereizteko ezaugarri bakarra dagoela, hots, aditzek, adposizioek ez

bezala, denbora izatea).

Hortaz, tesi honen ondorio garrantzitsu bat da, tradizioz datorkigunaren kontra eta
gaur egun ere gramatika formalean onetsitakoaren kontra, I eta A kategoria lexikoak
eta i eta a kategoriagile buruak ez direla existitzen sintaxian. Izen eta aditz kategoria
sintaxiaren osteko konstruktuak dira eta, beraz, ezin dira definitu faktore

sintaktikoetan bakarrik oinarrituz.
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VI. Kanpo aspektuarekiko lotura

Azkenik, Lakaren (1993b) eta Arregi & Nevinsen (2012) analisian oinarrituz,
proposatu dut forma analitikoan, predikatuak Asp —kanpo aspektuaren— buruaren
osagarri gunean ahoskatu egiten direla. Hori dela eta, eta Embicken (2000) latineko
forma analitikoaren analisiari segituz, predikatu horiek izen kategoriarekin azaleratu
egiten direla aldarrikatu dut. Embickek (2000) dio Erroa Aspektura baino mugitzen ez
denean, adjektibo baten moduan ahoskatu egiten dela. Aldiz, Erroa Aspektuarekin
batera denborara mugitzen bada, orduan aditz baten moduan azaleratuko da. Haren
arabera, lehenengo kasuan, ez dago adjektibotze prozesurik (i.e. aditza adjektibo
bihurtuko duen Adj bururik). Predikatu horien adjektibo kategoria sintaxi-osteko

ondorio bat izango litzateke.

Euskarara itzuliz, nire hipotesia Embickenaren antzekoa da: forma analitikoan
predikatua lehen faseko sintaxiaren eremuan ahoskatzen da, Asp buruaren osagarri
gunean eta Asp burutik banaturik. Horrek eragiten du predikatua izen kategoriarekin
azaleratzea. Asp burua -n inesiboaren bidez ahoskatuko da testuinguru burutugabean,

edo bestela, fonologikoki hutsa den (-g) item lexiko baten bidez testuinguru burutuan.

®) .- " Aditz kategoria
,-~ DenbS
Denb
T e ~ adposizio, adjektibo edo aditzondo kategoria

-

Denb .~ AspS
ST izen kategoria

proz egoeraS lehen faseko eremua

egoera Rema

Forma sintetikoetan Asp burua ez da islatzen (Laka 1993b) eta horrek ondorioak
ditu bai predikatuen interpretazioan (ikus Demirdache & Uribe-Etxebarria 2014), bai
beren lexikalizazioan eta kategorizazioan ere. Asp ez dagoenean, predikatuak lehen
faseko sintaxia baino gorago azaleratu daitezke, denbora eta beste inflexio buruekin
batera, baldin eta lexikoki zehaztuta badaude horretarako. Bestela behean azaleratuko

dira, izen kategoriarekin.
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Predikatu osoaren kategorizazio eredu hau Erroen kategorizazio prozesuaren oso
antzekoa da (7). Lehen faseko eremua bere burutik, hau da, Asp burutik, banaturik
lexikalizatzen denean, izen kategoria egokitzen zaio. Aldiz, beste buru batekin batera
lexikalizatzen bada, adibidez, Asp-ekin edo Denb-ekin, izenarena ez den beste
kategoria bat egokitzen zaio, ez-izenarena (non-noun ingelesez), hain zuzen:
adjektibo, adposizio edo aditzondo kategoria Asp-ekin azaleratzen denean, eta aditz
kategoria, berriz, Denb-ekin ahoskatzen denean. Erroen kategorizazio eredu bera Asp,
Denb eta lehen faseko sintaxiaren eremuan errepikatzeak zera adieraz dezake:
kategorizazioa sintaxiaren eratorpencan behin eta berriz aplikatzen den, hots,

errekurtsiboa den prozesua dela.



Résumé

1. Point de départ

Cette thése se propose d’analyser la décomposition événementielle des prédicats et les
configurations dans lesquelles ils sont lexicalisés. Plus concrétement, il s’agit dans
cette perspective d’étudier les prédicats verbaux dérivés du basque. En basque comme
dans beaucoup d’autres langues, un nombre important de prédicats sont formés sur la
base de catégories autres que le verbe. Ces catégories peuvent étre des noms (ama-tu
'devenir mére, du nom ama ‘mére’ ; kanta-tu ‘chanter’ du nom kantu ‘chant’), des
adjectifs (lehor-tu ‘essuyer, secher’ de I’adjectif lehor ‘séche’, etxe-gabe-tu ‘expulser
quelqu’un d’une maison’ de 1’adjectif etxe-gabe ‘sans maison’), des adverbes sail-ka-
tu ‘classifier’ de 1’adverbe sail-ka ‘en/par classes’), des syntagmes adpositionels
(directionnels, comme etxe-ra-tu ‘aller a la maison’ de etxe-ra ‘a la maison’, ou des
syntagmes instrumentaux, tels que ur-ez-ta-tu ‘arroser’, composé de ur-ez ‘avec de
I’eau’). L’un des objectifs de cette thése consiste a explorer les processus de

composition syntaxique et de recatégorisation de ce type de prédicats.

Par ailleurs, cette thése inclut également une étude des différents types de
configurations verbales que 1’on peut trouver en basque. Les prédicats verbaux du
basque se présentent sous deux formes: comme prédicats analytiques ou comme
prédicats synthétiques. Cette derniere catégorie est réduite a ce jour a une quinzaine de
verbes (Euskaltzaindia 1997 [1987]), tandis que la forme analytique reste la seule a

étre productive. Voici une illustration de ces deux types de prédicat :

(I) a. Amets autobus-ean dator
Amets.ABS bus-INE venir.3sgABS
‘Amets vient dans le bus’
b. Amets autobus-ean etorr-i da
Amets.ABS bus-INE venir-TU étre.3sgABS
‘Amets est venu dans le bus’

Dans la configuration synthétique (1a), les morphémes d’accord et autres marques
de flexion sont directement attachés a la racine du verbe, avec laquelle ils forment un
seul mot. La configuration analytique, en revanche, est formée de deux mots séparés
(1b): un auxiliaire support, et un prédicat fléchi pour 1’aspect grammatical. A la forme

perfective, ce prédicat est marqué par une téte (-fu). Les formes en -fu sont aussi
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utilisées comme formes de citation des verbes, et dans certaines phrases infinitives. A
la forme imperfective, le suffixe est -tzen/-ten, qui peut étre décomposé en -tze (un
suffix de nominalisation) et -z (le suffixe adpositionnel d’inessif). Dans les formes de
futur ou de référence temporelle prospective, le prédicat verbal est marqué par la téte
-tu-ko ou -tu-ren selon le dialecte. -ko et -ren ont la méme forme que les suffixes de
génitif -ko et -ren. L’analyse des prédicats verbaux que je fais dans cette these
m’ameéne a m’interroger sur le statut des catégories lexicales en général, et sur la

catégorie verbale en particulier.

II. Structure événementielle

Je propose dans la thése que, du point de vue événementiel, les prédicats sont
décomposés en trois composants: un processus, un état et un rhéme (Ramchand
2008a). Les processus et les états sont des entités sous-événementielles, tandis que les
rhémes, dans ce systéme, sont des objets syntaxiques qui décrivent ou mesurent les
sous-événements que constituent la téte dont ils sont les compléments. Je considére
que les sous-événements dénotant un processus introduisent un argument
événementiel e (a la Davidson, 1967), tandis que les états ne le font pas (voir Fabregas
et Marin 2012). Les états sont des relations de coincidence centrale (voir Hale 1986)

qui introduisent un sujet dans leur spécificateur.

(2) a. Etat (e) : (e) est une relation de coincidence centrale

b. Proces (e) : (e) est une entité spatio-temporelle

Comme le propose Ramchand (2008a), j’adopte I'hypothése que les sous-
événements statifs prennent une signification plus spécifique en fonction de leur
relation avec les sous-événements processuels. Quand un processus fusionne (dans le
sens de Chomsky 2000) avec un état, 1’état est interprété comme un résultat.
Inversement, quand un état fusionne avec un processus, 1’état est interprété comme un

sous-événement d’initiation.
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(3) Syntaxe de Premicre Phase

S-Etat = initiation
/\
SD Etat

/\
Etat S-Proc
/\

Proc S-Etat = résultat

/\
SD Etat
/\

Etat Rhéme

Les processus, les états et les themes sont combinés en syntaxe par 1’opération de
fusion (merge). L’interprétation qui résulte de ces combinaisons est différente selon
que deux sous-événements sont fusionnés ou bien un sous-événement et un rhéme.
Quand deux sous-événements sont fusionnés, la relation sémantique établie entre les
membres combinés est interprétée comme une relation d’implication causale (Hale et
Keyser, 1993 ; Ramchand 2008). En contraste, quand un sous-événement fusionne
avec un rhéme, le composant sémantique interprete cette relation comme une relation
d’identification. Le terme identification doit &tre compris comme une relation de
projection (mapping), dans laquelle la structure de la mesure associée au rhéme est
dans une relation homomorphique avec le sous-événement. Je propose la formalisation
suivante pour cette fonction de projection impliquant le rhéme, ou p est la mesure

associée au rhéme, p(i) un point de p et e un événement:

(4) RHEME(p,e) =45 VeVe'Vp[R(e,p)N e Se—
di[i € p NR(e’, i)]](mapping to measure) N VeVpVi [R(e, p)NicSp-
3e’ [¢' S e N R(e',)]] (mapping to events)

(4) doit étre lu comme suit: pour tout événement e, sous-événement e’ et mesure p,
ssi p adopte le role R par rapport a e, et e’ est un sous-¢vénement de e, alors il y a un
point i appartenant a p qui est projeté dans le sous-événement e’. Ceci correspond a la
notion de projection sur des mesures (mapping to measures). La projection sur des
événements (mapping to events) signifie que pout tout événement e, mesure p et points
i, ssi p est dans le role R par rapport a e et i est un point en p, alors il y a un sous-
événement e’ tel que e’ est un sous-événement de e et il est dans le réle R au point .
Cette relation garantit que les propriétés de la mesure associées au rhéme déterminent

I’interprétation aspectuelle du prédicat.
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Les mesures sont représentées ici comme un ensemble de points correspondant a
des valeurs numériques qui sont organisées de maniére monotonique en relation a la
propriété dénotée par le rhéme (Ramchand 2008). Les aspects de la mesure qui

déterminent I’interprétation aspectuelle du prédicat sont les suivantes:

(5) Propriétés de la mesure associée au Rheme
a. [x incrémental]
b. [* borne inférieure]

c. [+ borne supérieure]

Les racines kanta ‘chant’ et handi ‘grand’, ainsi que etxerantz ‘vers la maison’ qui
(sentier d’approchement) peuvent étre considérés comme des exemples de rhémes
associés a des mesures qui possédent les propriétés [+incrémental], [+borne
inférieure] et [-borne supérieure]. Si I’on s’appuie sur la représentation des sentiers
proposée par Zwart (2005) et Pantcheva (2011), la mesure scalaire de ces objets

syntaxiques peut-€tre illustrée comme suit:

(6) kanta(p), handi(p), etxerantz(p)

—++++4 -

0 1

P(0) et p(1) indiquent respectivement les points initial et final de la mesure p. Le
minus indique les points qui ne sont pas dans la dénotation de [kantal, [handi] et
[etxerantz], et les + indiquent les points qui sont dans leur dénotation. La transition
du point négatif au point positif qui succéde p(0) montre que ces deux mesures ont une
borne inférieure (borne inférieure), ¢’est-a-dire qu’elles ont besoin d’une transition
minimale de telle maniére qu’elles contiennent au moins un point dans leur
dénotation. La grosseur des signes + signale I’incrémentalité : un point p(,) est plus
grand qu’un point p(i,.;), c’est-a-dire qu’il correspond a une partie plus large du chant
que le point p(i,;) dans la dénotation du mot kanta, a un degré plus haut dans le
domaine de I’amplitude dans Aandi, et a un point plus proche de la maison dans le cas
d’etxerantz. La présence du signe [— o] montre que la mesure n’a pas de borne

supérieure.

Comme 1’établit la définition de rhéme (4), chaque point de la mesure illustrée en
(6) est projeté de fagcon monotonique sur un sous-événement. De cette maniere, une

measure [+incrémental] et [—borne supérieure] comme (6) produit un événement
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atélique de type dynamique: une activité dans le cas de kantatu 'chanter' et une

réalisation de degré dans le cas de etxerantz joan ‘aller vers la maison’.

II1. Lexicalisation et catégorisation

Comme nous avons pu l’observer, différents types d’objets syntaxiques peuvent
constituer des rhémes: des syntagmes adpositionnels, des syntagmes a déterminant ou
méme des racines. Le processus par lequel une racine qui n’a pas de catégorie
inhérente devient une entité avec une catégorie lexicale est abordé de maniére
spécifique dans cette thése. Je défends I’idée qu’une racine qui a été envoyée en PF
séparément de sa téte sous-événementielle doit paraitre sous la forme d’un substantif.
Une racine réalisée sous la forme d’uns substantif doit en plus recevoir un cas. Cela

donne licu a la généralisation suivante:

(7)  Généralisation sur les racines
Les racines sont réalisées comme des substantifs et doivent recevoir un cas si

elles sont lexicalisées séparément de leur sous-événements respectifs.

La généralisation sur les racines explique pourquoi les prédicats inergatifs
complexes ne peuvent pas avoir un objet autre que celui de leur racine. Cette
généralisation s’applique aussi aux prédicats qui impliquent des sous-événements

statifs.

Cette proposition a des conséquences intéressantes pour la catégorisation des
racines. Elle suggere qu’une racine catégorisée comme substantif n’est pas catégorisée
ainsi dans la composante syntaxique. Elle n’y est pas labélisée par une téte
fonctionnelle de type n (comme il est parfois proposé dans des travaux basés sur la
Morphologie Distributionnelle, Marantz 1997 2001 2007), et elle n’a pas d’index
référentiel (a ’encontre de Baker 2003). Au contraire, dans cette vue, la catégorie
nominale des racines émerge comme une conséquence de la configuration dans
laquelle elle est réalisée en PF. Les catégories correspondent donc a I’interface
syntaxe-morphologie, qui est une partiec du module post-syntaxique. La catégorie
lexicale N, ou le marqueur catégoriel n, ne sont pas du tout impliqué dans la

catégorisation (voir aussi Dechaine 2005 et Déchaine et Tremblay en préparation).

Dans le cas de la catégorie verbale, je défends 1’idée que les catégories v et V ne
sont pas présentes en syntaxe. La formation de prédicats locatifs construits sur des

syntagmes adpositionnels du type etxe-ra-tu ‘aller a la maison’ montre qu’il n’y a pas
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de catégorie V implicite a laquelle DI’adposition et son complément seraient
incorporées (contre Hale et Keyser 1993). L’item lexical -ra- (glosé habituellement
comme une adposition allative) est directement insérée dans la téte Proc (Processus)
précisément parce que la structure topologique et la structure syntaxique du syntagme
Proc (Ramchand 2008) et du syntagme But (Pantcheva 2011) sont isomorphiques. -ra-
peut donc lexicaliser une téte sous-événementielle sans avoir recours a une téte de

type V.

IV. Aspect externe

En m’appuyant sur les analyses de Laka (1993) et d’Arregi et Nevins (2013) sur la
composition des verbes fléchis en basque, je propose que dans la configuration
analytique le prédicat est ‘épelé’ (envoyé en PF) dans sa position de complément de la
téte aspectuelle qui correspond a 1’aspect externe (Smith 1997 [1991]). Par ailleurs, en
m’inspirant sur les travaux d’Embick (2000) sur les verbes déponents du latin,
j’avance I’idée que ce fait a comme conséquence que le prédicat acquiert une catégorie
nominale. Embick défend 1’idée que lorsqu'une racine monte jusqu’a S-Asp mais pas
au-dela, elle est épelée sous la forme d’un adjectif, mais lorsqu'elle monte (avec Asp)
jusqu’a T, elle est épelée sous la forme d’un verbe. Dans le premier cas, il n’y a pas de
processus d’adjectivisation proprement dit. En ce qui concerne le basque, je propose
que sous la forme analytique, le prédicat, généré comme complément syntaxique de la
téte aspectuelle, est catégoris¢é comme nominal. La téte aspectuelle est réalisée par le
morphéme inessif -n a I'imperfectif et par un item lexical phonologiquement nul au

perfectif.

®) .- catégorie verbale

P S - catégorie adpositionnelle, adjectivale
T .77 S-Asp ou adverbiale

Proc S-Etat domaine de phase premiére

T

Etat Rhéme
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Dans le cas des formes synthétiques, S-Asp n’est pas projeté (Laka 1993). Ce faita
des conséquences pour D’interprétation aspectuelle (voir Demirdache et Uribe-
Etxebarria 2014) et pour la lexicalisation/catégorisation des prédicats. Quand Asp
n’est pas présent, les prédicats peuvent étre lexicalisés avec T et le reste des éléments

de la flexion, et étre réalisés en tant que verbes.






1. Introduction
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1.1. EMPIRICAL SCOPE AND MAIN GOALS OF THE
DISSERTATION

This dissertation analyzes the subeventive decomposition of predicates —particularly
Basque predicates— and the configurations in which they are lexicalized. In Basque,
like in many other languages, there are many predicates which are built on elements
that are used independently out of the verbal environment. For instance, from a sample
of 440 most frequent predicates taken from the Contemporary Reference Prose
(Sarasola, Salaburu, Landa & Zabaleta 2011), using the browser Corsintax (Landa
2008), around 70 % is formed in this way.

These predicates usually consist of elements that are used independently as nouns
(like ama-tu ‘to become a mother’ from ama ‘mother’, kanta-tu ‘to sing’ from kanta
‘song’) as adjectives (lehor-tu ‘to dry’ from lehor ‘dry’, etxe-gabe-tu ‘to evict’ from
etxe-gabe ‘homeless’), as adverbs (sail-ka-tu ‘to classify’ from sail-ka ‘by classes’), as
allative adpositional phrases (etxe-ra-tu ‘to go/take sb home’ from etxe-ra ‘to home”)
and as instrumental adpositional phrases (ure-z-ta-tu ‘to water’ from wure-z ‘with

water’).

(1) Internazionala kanta-tu zuten denek [J.K.Igerabide, 2005: 59]
International.the sing-TU  have.3plERG.PST all.ERG
‘They all sang the Internationale’

(2)  Eskuak belaun-etan lehor-tu nituen [R.Saizarbitoria, 2000: 115]
hands knees-ine  dry-TU have.lsgERG.3plABS.PST
‘I dried my hands on my trousers’ (Lit. ‘in my knees’)

(3) nik loreontziak ur-ez-ta-tu-ko ditut [J.Zabaleta (Pio Baroja) 2006: 127]
I-ERG flowerpots water-INSTR-TA-TU-GEN have. 1 sgERG.3plABS
‘I will water the flowerpots’

For notational convenience, I will call this kind of predicate “derived”, although by
using this term I am not making any theoretical assumption about the derivation of
these predicates from NPs, A(dj)Ps etc. As a matter of fact, one of the main objectives

of this dissertation is to explore the relation between predicates and categorization.

As can be seen, these predicates are usually formed adding the suffix -fu to the
element in question. -Tu is a suffix used in the citation form, in certain infinitive
clauses and in the perfect/perfective forms of predicates. It alternates with the variants

-i/-n, which used to be productive in previous stages of the language, but are no longer
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used to form derived predicates nowadays. Apart from adding -fu directly to the
element in question, derived predicates are also formed combining these elements with
the light predicate egin ‘do’ (headed at the same time by -n in the citation form, a

variant of -fu), as in dantza egin ‘to dance’ or txalo egin ‘to clap’.

(4) Neska-rekin estu-estu dantza egi-te-n  saiatu zen
girl-soz tight-tight dance do-TZE-INE tried  be.3sgABS.PST
‘He/she tried to dance stuck to the girl’
(Lopez de Arana (John Dos Passos) 1999: 413]
(5) Joanes-ek ere txaloegin zuen gogotik  [F.Juaristi, 2002: 144.]
Joanes-ERG also clap do-TU have-3sgERG.PST heartily
‘Joanes also clapped heartily’

Egin derived predicates are always unergative, whereas those formed by -fu can be
either transitive, unergative or unaccusative. Unaccusative and unergative/transitive
predicates are overtly differentiated in Basque by the case marking of the subject and
auxiliary selection. The subject of an unaccusative predicate is marked absolutive case
(zero case), the same case assigned to the object of a transitive predicate. In contrast,
ergative case (a marked -k case) is assigned to the subject of a transitive or an
unergative predicate. In transitive and unergative predicates, the auxiliary *edun

‘have’ is selected, whereas in unaccusatives, izan ‘be’ is used.

6) (gu-k) (zuek) etxe-ra  ekarr-i zaituztegu
(we-ERG)  (you.pl.ABS) home-ALL bring-TU have.lplERG.2ABS
‘we have brought you home’

(7)  (zuek) eror-i zarete
(you.pl.ABS) fall-Tu be.2plABS
‘you have fallen’

(8) (gu-k) dantza-tu dugu
(we-ERG) dance-TU have.1plERG
‘we have danced’

Among the -fu and egin derived predicates, we find predicates belonging to
different aspectual classes. Some of them are activities (e.g. kantatu ‘to sing’ and
dantza egin ‘to dance’), semelfactives (e.g. txalo egin ‘to clap’, saltatu ‘to jump’) or
accomplishments (e.g. galdetu ‘to question’, txiza egin ‘to piss’). Finally, and
especially among -fu headed predicates, we find predicates of change of state or
position (e.g. lehortu ‘to dry’, hurbildu ‘to come/bring sth closer’). In this dissertation,

I make a proposal which aims at explaining these different aspectual interpretations.
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On the other hand, this dissertation also comprises the study of the different verbal
configurations found in Basque. Basque predicates can appear in two types of
configurations: in the synthetic configuration and in the analytic one. The synthetic
form is nowadays restricted to about fifteen verbs (Euskaltzaindia 1997[1987]), while
the analytic one can be used with all predicates and is the only form available for new
predicates. Let me illustrate the two basic predicate forms by means of the following

examples:

(9) a. Amets  autobus-ean dator
Amets.ABS bus-INE come.3sgABS
‘Amets comes/is coming in the bus’
b. Amets autobus-ean etorr-i  da
Amets.ABS bus-INE come-tu be.3sgABS
‘Amets has come in the bus’

In the synthetic configuration (9a), agreement morphemes and other inflectional
markers are directly attached to the root, forming a single word. The analytic
configuration, in contrast, consists of two separate words (9b): an auxiliary (which can
be izan ‘be’ or *edun ‘have’ depending on the predicate or on allocutive agreement)
and the predicate inflected for viewpoint aspect. As mentioned above, in the perfect
and perfective, the predicate is headed by -fu. In the imperfective, it is headed by
-t(z)en, which can be decomposed into what is usually considered a nominalizer -tze
and the inessive -n. Finally, in future or prospective sentences, the predicate is headed
by -tu-ko or -tu-(r)en —depending on the dialect and on the predicate. Note that -ko and

-(r)en are homophonous with the genitive.

The analysis of Basque verbal predicates that I make in this dissertation will lead
me to question the status of lexical categories, in particular, the verbal category. For
instance, consider the following facts. In the analytic configuration, predicates seem to
be nominal-like (i.e. #ze) and, sometimes headed by adpositions (-# and -ko). Take
now a denominal predicate like dantzatu ‘to dance’. A categorization process where a
nominal dantza ‘dance’ turns into a verb, and then again becomes a nominal would be
implausible. Why would syntax build a verb from a noun, and then turn it again into a
noun? In this dissertation, I will consider these facts, and make a proposal concerning
the event decomposition of predicates and their lexicalization and categorization. In

the following sections, I will present briefly the main points of my proposal.
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1.2. EVENT STRUCTURE

1.2.1. Subevents, Rhemes and composition rules

Following Ramchand (2008a), I will assume that there are two primitive types over
subevents: processes and states. Departing slightly from Ramchand (2008b), I will
consider that process subevents introduce an event argument (Davidson 1967),
whereas states do not (see Fabregas & Marin 2012). States are central coincidence

relations, which introduce a subject participant in their specifier.

(10) a. State(e): ¢ is a central coincidence relation

b. Process(e): e is a spatiotemporal entity

Processes and states combine in syntax by means of the operation Merge, as
illustrated in (11):

an
el e2

On the other hand, subevents can merge with syntactic objects which are not

subevents by themselves. These objects are Rhemes (Ramchand 2008a):

(12)

e Rheme

The semantic interpretation of the combination is different depending on whether
two subevents are combined or a subevent is combined with a Rheme. When two
subevents are merged together, the relation between the two merged members is
interpreted as implication (Hale & Keyser 1993, Ramchand 2008a):

(13) Event Compositional Rule (Implication) (Ramchand 2008a: 44)
e = el — e2: e consists of two subevents, e/, e2 such that e/ causally

implicates e2.

In contrast, when a subevent merges with a Rheme, semantics interprets that
combination as identification. Identification here must be understood as a mapping
relation, where the structure of the measure associated to the Rheme stands in a
homomorphic relation to the sub-structure of the subevent and vice versa. This way,

the Rheme complement of the subevent does not represent a subevent by itself. It
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rather describes and measures the subevent it is complementing. Building on Kritka
(1989 1998) and Ramchand (2008a), I propose the following formalization of the
mapping function performed by the Rheme, where p is the measure associated to the

Rheme, p(i) a point of p and e is an event:

(14) RHEME(p,e) =q.5 VeVe'Vp [R(e,p) Nece—
3i [i CpnNn R(e', l)]] (mapping to measure) N VeVpVi [R(e, p)NicSp-
Je'[e'S e NR(e i)]] (mapping to events)

In prose, (14) means that for all events e, subevents e’ and measures p, iff p is in
role R to e, and e’ is a subevent of ¢, there is a point i belonging to p which is mapped
to the subevent e’. This corresponds to mapping to measures. On the other hand,
mapping to events means that for all events e, measures p and points 7, iff p is in role R
to e and i is a point in p, there is a subevent ¢’ such that ¢’ is a subevent of e and is in
role R to the point i. In other words, this formulation ensures that the spatial structure

associated to the Rheme is mapped to the sub-structure of the event.

I claim that all subevents have to be combined with either (i) another subevent, or
(i1) a Rheme. Thus, a subevent will never be in the tail of the structure and all the non-

subeventive complements of subevents will be interpreted as Rhemes.

1.2.2. Subjects and the derivation of their theta roles

I propose that subjects are introduced as specifiers of state subevents. State subevents
convey central coincidence relations, and in order for them to be interpreted, they need

to have a subject in their specifier.

States get a more specific meaning by virtue of their position with respect to the
process subevent (Ramchand 2008a). When process (proc) merges with a state, the
state becomes a result (res). In contrast, when a state merges with proc, the state is

interpreted as an initiation subevent (init).
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(15)  stateP = init

DP state
T
state procP
T

proc stateP = res

/\
DP state

N

state Rheme

In this way, the subjects introduced by state subevents can be interpreted as
RESULTEES or as INITIATORS, depending on their location in the hierarchy. The
structure depicted in (15) is the biggest configuration that a predicate can be
decomposed into. Following Ramchand (2004 2008a et seq.), I will call this domain
the First Phase.

The subject of a change of state predicate such as ama-tu ‘to become/turn sb into a
mother’, is projected in the specifier of a state subevent, and thus, it gets originally a
HOLDER theta role. Then, proc merges with the state, and, by implication, the state is
interpreted as a res. The subject in the specifier position becomes, at the same time, a
RESULTEE and an UNDERGOER.

(16) procP
proc stateP = res
/\
DP state
/\
state Root

The derivation of the theta role of subjects of transitive or unergative predicates is
slightly different. This kind of subject is introduced as the specifier of a state, like the
subjects of predicates of change of state. However, this state subevent is not selected
by proc, but instead, it selects for proc. By implication, when a state selects for a
process, the state is interpreted as an initiation subevent, and the subject in its specifier
gets the role of an INITIATOR. Thus, in this system, theta roles are derived from the

whole first-phase configuration.



INTRODUCTION 25

a7 stateP = init

DP state
T
state procP
/\
proc

From this, it follows that the INITIATOR role is contingent on eventivity. If the state
selects for a process subevent —which provides eventivity to the predicate— the state is

interpreted as an initiation subevent. If not, it remains a state.

The dual stative/initiation nature of the head introducing the subject in transitive
and unergative predicates is overtly observed in some Basque predicates, e.g. amets
izan ‘to wish’ and amets egin/amestu ‘to dream’. The subject of a sentence like
askatasuna dute amets ‘they long for liberty’ (lit. ‘they have liberty as a dream’) is an

experiencer, basically characterized as a HOLDER.

(18) stateP
DP state
HOLDER T
state SC
T
Root

In an eventive sentence like amets egin dute ‘they have dreamed’, where the light
predicate egin ‘to do’ is involved and a process head is projected, the state subevent

introducing the subject is interpreted as initiation, and the subject, thus, as an

INITIATOR.
(19) stateP = init
DP state
INITIATOR T
state procP < egin ‘do’
proc Root «> amets ‘dream’

I will claim that the state subevent that is projected below proc —which I call the

lower state— differs from the state projected above proc —the higher state—in two
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important aspects. In the Basque analytic configuration,' the lower state subevent gets
lexicalized in the predicate, whereas the higher state is not.> Secondly, the lower state
may case-license its complement, if its complement is a nominal,’ whereas the higher
state may case-license an argument which is not in its complement position, e.g. the
subject of a lower state. In this respect, the higher state is similar to both the Voice
head (Kratzer 1994 1996) and little v (Chomsky 1995).

1.2.3. Situation aspect

This section deals with the way properties of the measure associated to the Rheme
determine the temporal interpretation of the whole predicate. The homomorphism
relation established between proc and its Rheme is slightly different from the relation
established between a state and its Rheme. The structure of measure of a process
Rheme maps to the temporal progress of the event, whereas the structure of a measure
associated to the Rheme of a state brings consequences for the atomic or non-atomic
interpretation of the central coincidence relation. I will firstly explain the properties of
the measures associated to the Rhemes, and then, I will return to their implications for

process and state subevents.

Measures are represented here as a set of points which correspond to numerical
values and which are monotonic on the property denoted by the Rheme (Ramchand
2008a). The aspects of measure that determine the aspectual interpretation of the

predicate are:

(20) Properties of the measure associated to the Rheme
a. [fincremental]
b. [£lower bound]
c. [Fupper bound]

Examples of Rhemes which are associated to measures having [+incremental],
[+lower bound] and [—upper bound] properties are the Roots kanta ‘song’ and handi

‘big’, and the aproximative path etxerantz ‘towards home’. Building on the graphic

! As I have mentioned in section 1.2, the analytic configuration is predominant in contemporary Basque.
It is the only productive form and the only configuration available for all predicates.

% The higher state may be lexicalized by a phonologically null lexical item, or it may be spelled out in the
auxiliary. The second option could be perhaps be related to the BE/HAVE auxiliary selection found in
Basque. In any case, auxiliary selection is not going to be considered in this dissertation.

3 The complement of a state will be a nominal in the case that it is lexicalized separately from the state
node. See section 1.4.1 for a summary of the proposal about the categorization of Roots.
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representation of paths made in Zwart (2005) and Pantcheva (2011), I illustrate the

scalar measure of these syntactic objects as follows:

(21) kanta(p), handi(p), etxerantz(p)

—++++4 -«

0 1

p(0) and p(1) indicate respectively the initial and final points of the measure p. The
minus indicates points which are not inside the denotation of [kanta], [handi] and
[etxerantz], and the pluses the points that are within the denotation. The transition
from the negative point to the positive one next to p(0) indicates that these two
measures have a lower bound, i.e. they need a minimal transition so that a point is
within the denotation. The thickness of the pluses symbols incrementality: a point p(i,)
is greater than the point p(i, ;), that is to say, it corresponds to a longer part of the song
than p(i, ;) in kanta, to a higher degree in the domain of “bigness” in handi, and,
finally, to a nearer point on the way home than p(i, ;) in etxerantz. The presence of [—

o] shows that the measure has no upper bound. The measure continues to .

As stated in the definition of Rheme (14), each point of the measure illustrated in
(21) is mapped monotonically to a subevent of the event. In this way, a [+incremental]
and [—upper bound] measure like (21) gives rise to an atelic dynamic event: an activity
in the case of kantatu ‘to sing’ and a degree achievement in the case of etxerantz joan

‘to go towards home’.

If the measure is [+incremental], [-lower bound] and [+upper bound], the resulting
predicate is a telic predicate. This is the case of Rhemes represented by DPs like
aurreskua (a Basque folk dance which consists of four subsequent parts), a Root like
lehor ‘dry’ and the terminative path etxeraino ‘up to home’. Their scalar path is

represented this way:

(22) aurreskua(p), lehor(p), etxeraino(p)

_____-+

0 1

The upper bound is represented by the final plus, the only point which fits within

the denotation [aurreskua], [lehor] and [etxeraino].

In other cases, the measure is [-incremental], but nevertheless [+lower bound] and
[+tupper bound]. I claim this is the case of the Roots appearing in semelfactive

predicates like bozkatu ‘to vote’, salto egin ‘to jump’ and txalo egin ‘to clap’.
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(23) bozka(p), salto(p), txalo(p)
4
0 1

These scales are bi-transitional. They involve a transition from a negative phase to
a positive one and a transition from a positive phase to a negative one. Negative and
positive phases are the contiguous set of points in the measure having all negative or
positive value. The negative points preceding the positive ones are defined as the
preparatory steps for voting, jumping and clapping: like putting the ballot inside the
envelop in the case of voting, bending the knees to catch momentum in the case of
jumping, or raising the hands in the case of clapping. These points are not in the
denotation of [bozka] [salto] or [txalo] and do not correspond to smaller parts of
the voting, jumping or clapping either. The points inside the denotation are limited,
e.g. in the case of jumping, they involve the moments where the feet are not touching
the ground. Then, there is a transition to a negative phase again, corresponding to the
points where the measure continues but does not fall within the denotation, e.g. the

moments where the feet touch the ground again in the jumping.

Finally, if the measure is [-incremental], [-lower bound] and [-upper bound], there
is not any progression or transition involved. I claim that this is the case of the Root

distira ‘shine’ and ama ‘mother’.

4) +++++++
0 1

In this type of measures, monotonicity is not a relevant property, given that all
points have exactly the same value and all fall within the denotation of the Rheme.
There is no change involved: no transition from a negative phase to a positive one or

vice versa, and no increase in the value from one point to another.

As can be seen, some measures are multivalued, in the sense that the points that
they consist of are positive and negative or are ordered incrementally. Change is an
inherent part of these measures. In other measures which I will call monovalued, in
contrast, all the points correspond exactly to the same value. There is no transition of
phase, and no incrementality. All points are the same. This is the case of the last
examples mentioned, the measure associated to the Roots distira ‘shine’ and ama

‘mother’.

Multivalued and monovalued measures affect the temporal interpretation of

predicates in a direct way. When a Rheme associated to a multivalued measure is
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selected by proc, all the different points are mapped to the temporal structure of the
process, and this triggers a dynamic interpretation. The time goes along the
development of the measure. When a Rheme having a monovalued measure is
combined with proc, in contrast, an interpretation emerges where the time goes on but
there is not any progression in the event. In this way, the predicate is interpreted as
eventive and non-dynamic. Following Fabregas & Marin (2012), I will call this kind
of predicates D(avidsonian)-states (Maienborn 2005, Rothmayr 2009).

Regarding Rhemes of states, their influence on the aspectual interpretation is
slightly different. States are central coincidence heads, and the Rheme objects are the
Grounds of these central coincidence relations. Thus, when a Rheme associated to
multivalued measure is combined with a state, the result are multiple central
coincidence relations. When proc selects for a state consisting of multiple central
coincidence relations, the change of state meaning arising from this combination is
interpreted as gradual. This would be the case of lehor ‘dry’ in the predicate lehortu
‘to dry’:

(25) Apurka-apurka lehor-tu da

little by little dry-TU  be.3sgABS
‘It has dried little by little’

In contrast, if the Rheme of the state is associated to a monovalued measure, the
change of state is interpreted as instantaneous, so that the predicates formed this way
are necessarily telic, achievements in Vendler’s (1957/1967) terms. This is the case of
the predicate amatu ‘to become/turn sb into a mother’, built on the Root ama ‘mother’.
(26) (*Apurka-apurka) ama-tu  da

little by little mother-TU be.3sgABS
‘She has become a mother (*little by little)’
As can be observed, several types of syntactic objects can be Rhemes: PPs,

quanticized DPs (aurreskua) and even Roots (dantza, txalo etc.).

Roots can be classified in different groups depending on whether they name an
Event, a Property or a Thing, and depending on the type of measure associated to them
(cf. Harley 2005).
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Table 1.1. Ontology of Roots

Event naming Roots

+ incremental — incremental — incremental

+ lower bound + lower bound — lower bound

— upper bound + upper bound — upper bound
mono-transitional bi-transitional non-transitional
kanta ‘dance’ in kantatu  bozka ‘vote’ in bozkatu distira ‘shine’ in

‘to sing’ ‘to vote’ distiratu ‘to shine’
Property naming Roots

+ incremental + incremental — incremental

+ lower bound — lower bound — lower bound

— upper bound + upper bound — upper bound
mono-transitional mono-transitional non-transitional

handi big’ in handitu  lehor ‘dry’ in lehortu ‘to  ama ‘mother’ in amatu

‘to get bigger’ dry’ ‘to become a mother’
Thing naming Roots
+ incremental — incremental
— lower bound — lower bound
+ upper bound — upper bound
mono-transitional non-transitional

bazkal ‘lunch’ in bazkaldu ‘to have
lunch’, txiza/pixa ‘piss’ in txiza/pixa  izerdi ‘sweat’ in izerdi egin ‘to sweat’
egin ‘to piss’

Property naming Roots are combined in syntax with state subevents, whereas Event

and Thing naming Roots are combined with process subevents.

I consider that Roots are basic elements, drawn from the open lexicon. Besides,
following Marantz (1997 et seq.), I assume that Roots are acategorial in syntax. As |
will show in the next section, however, these Roots can be spelled out as nouns,

depending on the configuration in which they are lexicalized.
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1.3. CONNECTION TO LEXICALIZATION AND CATEGORIZATION

1.3.1. Lexicalization and categorization of Roots

From the study of complex unergative predicates, I will conclude that a Root which is
spelled out separately from its respective subeventive head surfaces as a nominal (see
also Coon 2010 which makes a similar claim for Chol). A Root which surfaces as a

nominal has to be case-licensed, so the following generalization can be made:

(27) Generalization on Roots

Roots surface as nominals and need to be case-licensed if they are lexicalized

separately from their respective subevent.

This Generalization on Roots explains why complex unergative predicates cannot
take an internal object other than the Root. When the Root is lexicalized separately
from its subeventive head, it becomes a noun and, as such, it has to be case-licensed.
Since there is only one case-assigner available, the higher state (Voice) head, only one
object can surface. In morphologically simple predicates, in contrast, the same lexical

item (LI) spells out the subeventive head and the Root.

(28) a. dantza-tu b. dantza egin
procP procP
T T
proc Root proc Root=N
- ~ J 3\/ \ )
dantza egin dantza

This analysis has interesting implications for the categorization of Roots. It
suggests that a Root which is categorized as a nominal is not syntactically defined as a
nominal: it is not labeled by a functional »n head (as it is assumed in DM accounts, e.g.
Marantz 1997 2001 2007) and it does not need to have a referential index (cf. Baker
2003). Instead, it points out that the nominal category of Roots emerges as a
consequence of the configuration in which it is spelled out. The category N, or the
category maker 7, is not involved in this process (see Déchaine 2005 and Déchaine &

Tremblay in prep).
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1.3.2. No verbal category

Turning to the verbal category, I claim that V and v are not present in syntax. The
formation of location predicates like etxe-ra-tu ‘to go/to take sb home’ shows that
there is no silent V to which the adposition and its complement incorporate (against
Hale & Keyser 1993). The LI -ra- (usually glossed as the allative adposition) is
directly inserted in proc precisely because the topological and syntactic structure of
procP (Ramchand 2008a) and GoalP (Pantcheva 2011) are isomorphic. Therefore, ra

can lexicalize a subeventive head without the need for a silent V.

Regarding the verbalizer v (Marantz 1997), there is no evidence in Basque that
such a head exists. The great majority of predicates in Basque are aligned in the
analytic configuration, headed by -fu in the infinitive and in the perfect/perfective and
-tzen (consisting of -#ze- and the inessive adposition -#) in the imperfetive. They are
not inflected for tense, mood or person/case/number agreement, but only for viewpoint
aspect. Tense, mood and agreement morphemes are conveyed in a separate auxiliary. -
Tze is standardly assumed in Basque linguistics to be a nominalizer, and the suffix -fu,
which can be considered at first sight “a verbalizer” given that it is used to form
predicates out of almost anything, better fits the nominal category, rather than the
verbal one (Haddican 2007, Haddican & Tsoulas 2012), as we will see. As for the few
predicates that can inflect synthetically, which are, nevertheless, of high frequency, I
propose that their “verbness” follows from the fact that they are lexicalized out of the
first phase domain, in combination with tense and other inflectional morphology,
rather than from the underlying presence of a verbalizer functional head (see, in this
respect, Laka 1993b and Arregi & Nevins 2012 for the analytic/synthetic
configurations in Basque, Embick 2000 for the categorization of Latin predicates in
analytic/synthetic configurations, and Svenonius 2007 who suggests that verbs and

adpositions differ in that verbs have tense).

1.3.3. Decomposing categories

In this dissertation, I will conclude that there are no lexical categories like N or V
in syntax, or labeling functional heads like n or v. The categories N and V are
epiphenomenal, derived from the lexicalizing configuration of syntactic objects, and
relevant only at a post-syntactic level. This approach to categories takes to its radical
conclusion those analytic frameworks which aim at reducing lexical categories to a

bare minimum (Déchaine 2005, Déchaine & Tremblay in prep, Kayne 2008, Boeckx
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2015). Thus, for Kayne (2008) and Boeckx (2015), syntax only provides a two-way
distinction within categories: nouns and non-nouns in Kayne (2008) and intransitive
and transitive complements in Boeckx (2015). In particular, Boeckx (2015) considers
that the two syntactic categories give rise to configurational variants (specializations)
post-syntactically, providing all the range of morpho-syntactic categories, e.g. verbs,
adpositions, adjectives etc. As I will show, the analysis of categorization made in this
dissertation is closely related to the binary approach made in Kayne (2008) and
Boeckx (2015), with the difference that, in the present analysis, categories are not
defined exclusively in syntactic terms. Instead, categorization is understood as a
process determined by both syntactic configuration and the way in which syntactic

nodes are grouped in lexicalization.
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1.4. CONNECTION TO VIEWPOINT ASPECT

1.4.1. Viewpoint aspect and categorization

Building on Laka’s (1993b) and Arregi & Nevins’s (2012) analyses of Basque
inflection, I claim that, in the analytic configuration of predicates in Basque, the
predicate is spelled out in complement position of the Aspectual head corresponding
to viewpoint aspect (Smith 1997[1991]). On the other hand, inspired by Embick’s
(2000) proposal on Latin analytic/synthetic forms, I claim that this fact makes the
predicate surface with nominal category. Embick (2000) argues that when the Root
moves up to Asp and no higher, it is spelled out as an adjective, whereas if it moves
(together with Asp) to T, it is spelled out as a verb. According to him, in the former
case, there is not an adjectivization process involved. Regarding Basque, I claim that
in the analytic form, the predicate, originated in the complement position of Asp, is
spelled out separately from it, as a nominal. The Asp head is spelled out by the

inessive -z in the imperfective and by a phonologically null LI (-¢) in the perfect.

(29) TP

< Nominal category

Regarding synthetic forms, I claim that in those cases, Asp is not projected (Laka
1993b). This fact has consequences for both the aspectual interpretation (see
Demirdache & Uribe-Etxebarria 2014) and for the lexicalization/categorization of the
predicates. When Asp is not present, the predicates can be lexicalized out of the first
phase domain, together with tense and other inflectional morphology, and can be

realized as verbs.

Note, however, that it is not the case that in all configurations where Asp is not
projected the predicate is spelled in the high functional domain. In order for that to be
possible, the lexical items (LIs) corresponding to the predicate must be specified to be
lexicalized above the first phase domain. These predicates are very few in
contemporary Basque, do not have a full productive paradigm, and most of them have

meanings associated to viewpoint aspect, modality, motion etc. I argue that all these
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aspects of synthetic predicates can be taken as symptoms of their “quasi-functional”
nature, using Cardinaletti & Shlonsky’s (2004) term. Thus, I suggest that the LIs used
in synthetic configurations —e.g. oa of joan ‘to go’ and to/tor in etorri ‘to come’— have
a lexical entry with a stored tree containing an additional node X (where X
corresponds to the relevant “high” functional head). On the other hand, the LIs of
other predicates, such as maite ‘love’ of the predicate maite izan ‘to love’ do not

contain such a node.

(30) o0a <> </oa/, X, conceptual content>

procP X
/\
proc resP

T

res Root

(31) maite <> </maite/, stateP, conceptual content>

state Root

This contrast has a clear consequence in the realization of these predicates. The LI
oa will lexicalize X, in combination with tense and inflectional morphology, while
maite will lexicalize only the first phase, in this case, the stateP. Oa will surface as a

verb and maite will be realized as a nominal.

1.4.2. The nature of viewpoint aspect

In this dissertation, I adopt the model of tense and viewpoint aspect developed by
Demirdache & Uribe-Etxebarria (2000 2004 2005 2014) where T and Asp are defined
as spatiotemporal predicates which order two time intervals: T orders the utterance
time (Ut-T) with respect to the assertion time (Ast-T), and Asp orders the assertion
time relative to the event time (Ev-T). The ordering can be of precedence, inclusion or

subsequence, and these differences yield different temporal and aspectual readings.

(32) a.Retrospective b. Progressive c. Prospective
AST-T after EV-T AST-T within EV-T AST-T before EV-T
EV-T AST-T AST-T AST-T  EV-T
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(33) a.Past b. Present c. Future
UT-T after AST-T UT-T within AST-T UT-T before AST-T
AST-T  UT-T UT-T UT-T AST-T
————1— At A1
AST-T

The ordering relations are defined in terms of a basic semantic opposition: +
central coincidence (Hale 1984). Present tense or progressive aspect is characterized
by a predicate of central coincidence (WITHIN). Past tense or perfect aspect is formed
by a predicate of [-central, +centrifugal coincidence], where the Figure is ordered
AFTER the Ground, or where the trajectory of the Figure is FROM the Ground. Finally,
future tense or prospective aspect is defined by means of a predicate of [-central,
+centrifugal coincidence], where the location of the Figure is understood to be BEFORE

or TOWARDS the Ground.

I claim that in the perfect, a phonologically null LI (-@) is the exponent of the Asp
head after, and that, in the imperfective, -n is the exponent of the Asp head within.
There is, nevertheless, an exception to this characterization. When stative (non-
eventive) predicates are inflected in the imperfective form, I claim that the inessive -n
does not spell out the Asp head, but the state subevent itself. Building on Katz (2003),
who suggests that Asp has a stativizing function, I argue that states do not need to be
combined with Asp. This is because states denote properties of times, rather than

properties of events, and as such, they can combine directly with tense.

1.4.3. The nominal category of the predicate

In this dissertation, I assume some principles proposed within the Nanosyntax project
(e.g. Fabregas 2007, Starke 2009 2014, Caha 2010, Pantcheva 2011). One of the most
relevant principles in this analysis is Phrasal Spell Out. According to Phrasal Spell
Out, an LI can lexicalize a non-terminal node. Within this conception of lexicalization,
I formulate the Generalization on Roots depicted in (27), repeated here for

convenience.

(34) Generalization on Roots

Roots surface as nouns and need to be case-licensed if they are lexicalized

separately from their respective subevent.
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This generalization points out that when a Root is spelled out by the same LI which
lexicalizes its subevent, the Root will surface as a non-noun, and that, on the contrary,
when it is lexicalized separately, it surfaces as a noun. This correlates nicely with the
analysis proposed for the predicate and its lexicalization. When the first phase domain
is spelled out separately from Asp, it gets nominal category. On the other hand, if it is
lexicalized together with another head, namely Asp or T, it surfaces as a non-noun
(e.g. adjectival, adverbial or adpositional, or if it is combined with T, as a verb). The
replication of the categorization pattern of Roots in the context of T, Asp and the first
phase domain indicates that categorization may be a process which is recursively

applied in the course of syntactic derivation and lexicalization of syntactic nodes.
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1.5. OVERVIEW OF THE CHAPTERS

Chapter 2: Basic components of events and their arguments

In this chapter, the background and basic machinery of the proposal are presented. In
particular, I identify the components and compositional rules that give rise to the event
configuration. I assume that events can be decomposed into processes, states and
Rhemes, and that these elements are combined in syntax by means of the operation
Merge. On the other hand, I deal also with the introduction of subjects in the

subeventive configuration.

Chapter 3: The syntax and lexicalization of unaccustive & causative (derived)

predicates

In chapter 3, I address the subeventive decomposition and Iexicalization of
unaccusative and causative (derived) predicates in Basque. As I show, unaccusative
and causative derived predicates are usually built on stems which can occur
independently in the language as a noun, an adjective, an adverb or an adpositional
phrase, and their use as eventive predicates involves adding the suffix -fu to these
stems. I propose that, in the case of derived verbs, the stem lexicalizes a state
subevent, which, after being selected by process (spelled out by the suffix -fu),

becomes a result.

Chapter 4: Unergative & non-causative transitive (derived) predicates

The predicates that are analyzed in chapter 4 consist of the process subevent and a
Rheme complement. The process subevent and the Rheme are involved in a
homomorphic relation, where the structure of the measure denoted by the Rheme is
mapped to the temporal structure of the process subevent. I show that, depending on
the properties of the measure associated to the Rheme, the resulting predicate can be a
durative or semelfactive, telic or atelic. On this basis, I propose an ontology of Roots,
where verbal Roots are classified according to the aspects [tincrementality], [+lower
bound] and [fupper bound]. Finally, in this chapter, I also address the categorization
of Roots. In particular, I propose that when a Root is lexicalized separately from its

subevent, it surfaces as a nominal. This analysis of the categorization of Roots



INTRODUCTION 39

accounts for the fact that morphologically complex unergative predicates cannot take

other complements apart from the Root.

Chapter 5: Adpositions, events and the verbal category

In this chapter, I argue that syntactic heads like V and v are not present in Basque
analytic predicates. Focusing on location predicates (e.g. etxe-ra-tu ‘to go/take sb
home’, ohe-ra-tu ‘to go/take sb to bed’), I show that Basque location predicates can
only be built on GoalPs (Pantcheva 2011), and not on PlacePs, SourcePs or ScalePs.
Basing on this restriction, I suggest that location predicates cannot be argued to consist
of a silent V to which an adposition has been incorporated. Instead, I argue that the LI
-ra- (the allative) is directly inserted in the procP node. This fact suggests that the
proc cannot syntactically represent a V head. On the other hand, I show that the suffix
-tu, which could be perhaps considered a verbalizer in the sense of Marantz (1997),
share some distributional properties with nominals —appearing within DPs and PPs—, a
fact which suggests that -fu predicates fit better the nominal category, rather than the

verbal one.

Finally, in this chapter I also consider the implication of the analysis of the
categorization of Roots put forward in chapter 3 for the theory of categorization. I
show that my analysis of the categorization of Roots predicts correctly when a Root

will surface with nominal category also in state subevents.

Chapter 6: The boundary between eventivity and stativity

Chapter 6 deals with the limit between stativity and eventivity. I propose that a central
coincidence relation is necessary in order to build a stative predicate, as claimed by
Hale & Keyser (2002). Eventivity, on the other hand, emerges when the process head
is projected in the structure (Fabregas & Marin 2012). As we will see, these two
elements can be combined in the same configuration, and in some cases they trigger
stative-like but eventive predicates. Following several recent works (Maienborn 2005
2007, Rothmayr 2009, Fabregas & Marin 2012), I classify stative predicates into two
groups: K-states and D-states. Both types of predicates are non-dynamic, and D-states,

in particular, involve the projection of the process subevent.
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Chapter 7: The introduction of the external argument and the interaction

between situation and viewpoint aspect

In this chapter, I continue studying the eventive/stative limit, but, this time, in relation
with the head introducing the external argument and the interaction between viewpoint
and situation aspect. Basing on the characterization of D-states and K-states made in
chapter 5, in this chapter I explain why intransitive K-states are cross-linguistically
unaccusative/unergative variable, whereas intransitive D-states are generally

unergative.

I make an analysis of the head introducing the external argument (labeled Voice),
and more specifically, of its relation with the process subevent. Building on the
conception of the initiation subevent made in First Phase Syntax (Ramchand 2008a), I
will propose —departing from Kratzer (1996)— that Voice is a stative head. Crucially,
its interpretation varies on the basis of the whole first phase configuration. Depending
on the context, it can be interpreted as a state or as an initiating subevent. More
specifically, when it is combined with proc, it will be interpreted as initiation, and the

subject in its specifier as an INITIATOR.

Chapter 8: Decomposing verbal configurations

In this chapter, I make an analysis of the different verbal configurations of Basque and
of their aspectual interpretation. I argue that the synthetic or analytic form of the
predicates is partially related to the aspectual projection responsible for the viewpoint
aspect, in line with Laka (1993b), Arregi (2000) and Arregi & Nevins (2012). On the
other hand, building on Embick (2000), I suggest that the predicates which are
lexicalized in the local environment of T surface like verbs in a synthetic
configuration, whereas if they are spelled out in the complement position of Asp, they
surface with nominal category and in an analytic configuration. An implication of this
proposal is that the majority of what we call “verbs” in Basque is really of nominal
category. Only the predicates in the synthetic configuration and auxiliaries have a true
verbal category. Since the “verbness” of a predicate is defined in terms of it being
lexicalized out of the first phase domain, I ultimately suggest that the verbalizer v

(Marantz 1997) does not exist in Basque.
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2.1. INTRODUCTION

This chapter is divided into two parts. Section 2.2 will introduce the lexico-
semantic background of the analysis that will be presented in the dissertation, and

section 2.3, the basic syntactic machinery that will be used.

Firstly, I will review some of the literature which has proposed that events can be
decomposed into more basic components, and that these pieces are syntactically
represented (e.g. Hale & Keyser 1993). I will mainly focus on the presentation of First
Phase Syntax, the syntactic domain for event decomposition which has been proposed
in Ramchand (2008a). Finally, I will also consider lexicalization, particularly the late
insertion approach of lexical items defended in Distributed Morphology (e.g. Halle &
Marantz 1994) and Nanosyntax (e.g. Stake 2009 2014).

In the second part of the chapter, I will present the basic assumptions and claims on
which the proposal made in this dissertation is built. First, I will identify the
components and compositional rules that give rise to the event configuration. I will
adopt the view that events can be decomposed into processes, states and Rhemes, and
that these elements are combined in syntax by means of the operation Merge. When
two subevents are merged, their combination is interpreted as implication (Hale &
Keyser 1993, Ramchand 2008a). On the other hand, when a subevent merges with a
Rheme, a homomorphic relation is established between them (Ramchand 2008a).
Rhemes are syntactic objects which are associated to a measure. As [ will show, the
temporal properties of events are directly determined by the properties of the
measures. Finally, to end this second part, I will deal with the introduction of subjects
in the subeventive configuration. Departing from Ramchand (2008a), I will claim that

subjects are introduced only in the specifier of state subevents.
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2.2. BACKGROUND

2.2.1. Subeventive decomposition

The idea that predicates can be decomposed into smaller parts is an idea that has been
advocated for in early works (among others, Lakoff 1965, McCawley 1968 [apud
Dowty 1979], Dowty 1979, Jackendoff 1990, Pustejovsky 1991, Levin & Rappaport
Hovav 1995). For example, a predicate like kill can be paraphrased as cause to die, so
that kill can be decomposed, on the one hand, into cause, and on the other, into die.
Die can, in turn, be decomposed into become and into a state (of being not alive or
dead). Levin and Rappaport Hovav (1995) consider that the four Vendlerian aspectual
classes —activities, states, achievements and accomplishments— can be classified into
four predicate templates and that these templates consist of the basic subevents ACT,
STATE, BECOME and CAUSE. As can be seen, some templates are more basic than
others. For instance, Levin & Rappaport Hovav argue that some predicate alternations

take place by means of template augmentation.

(1) Templates

a. [X ACT <MANNER>] activity

b. [X <STATE>] state

C. [BECOME[X<STATE>]] achievement

d. [[X ACT <manngr>] CAUSE [BECOME [X <STATE>]]] accomplishment

One of the most basic assumptions of this dissertation is that the decomposition
of predicates has a precise syntactic correlate. This view, that we owe originally to the
work done by Hale & Keyser (1993 et seq.) has been broadly adopted in many works
within the generative syntax (among others, Harley 1995 2005, Mateu 2002 2012,
Mateu & Rigau 2002, Cuervo 2003, Folli & Harley 2005, Travis 2000 2005 2010,
Ramchand 2004 2008a, Fabregas & Marin 2012).

Hale and Keyser (henceforth H&K) (1993) argued that the argument structure of
predicates is determined at a lexical level governed by syntactic principles, called I-
syntax or Lexical Relational Structure. For instance, derived predicates like shelve,
dance and clear are formed in that level. According to H&K (1993), the vocabulary
items shelve and dance are not listed in the lexicon twice: once with nominal category,

and then with verbal category. In contrast, they argue that the verbal instance
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originates at l-syntax, and is syntactically derived from the noun. The same applies to
the deadjectival verb clear. Clear is listed as an adjective in the lexicon, and the verb

originates at a syntactic level, in a configuration where a silent V selects for the

adjective.
2) VP
/\
A% VP
S
DP PP
/\
P NP
|
shelf
3) VP
/\
A% v
/\
DP v
/\
v AP
|
clear

Building on Larson (1988), they claim that verbs have different structural layers
and that each syntactic head represents a building block of the event configuration. In
the case of shelve (2), H&K (1993) argue that the inner V, which is a silent head,
selects for a silent P, which in turn, selects for an overt complement NP: shelf. The
verb shelve is formed by means of successive head movement of the noun shelf, firstly
incorporating onto P and then onto V. In the case of the verb clear, the adjective has

moved and incorporated onto the silent V which selects for it.

In the model developed by H&K (1993), verb alternations like the
causative/anticausative variation are explained in terms of the lexical category and the
features associated to the elements on which the predicates are built. As can be seen in
the examples below, dance, clear and shelve do not behave alike in the causative
construction. The predicate dance cannot occur in a structure where the subject is the

causer and the internal argument is the undergoing patient the event (4a). Clear, in
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contrast, can appear in such a configuration (4b), a property that it shares with the

denominal shelve.

(4) a. *Bill danced the poppy
b. Bill shelved the book
¢. The sun cleared the sky

According to H&K, the fact that these predicates behave differently in the
causative configuration is the consequence of their different underlying syntax. To be
more precise, they argue that it is due to the lack of an internal subject in the specifier
of the inner VP. Whether this structural layer should or should not be projected is
directly determined by the lexical categories involved. In the case of shelve, H&K
(1993) suggest that shelve a book is structurally parallel to put a book on the shelf.
Thus, in the predicate shelve, a silent P has been projected. According to them, each
lexical category is identified with a particular notional “type” and P denotes an
“interrelation”, in this case, subordinate to V. On the other hand, the notional type of
V is associated with a (dynamic) event. The syntactic combination of these two
notional types gives rise unambiguously to the interpretation where an event
implicates an interrelation: “a subject comes to be involved in an interrelation with an
entity corresponding to the NP object of the P (H&K 1993: 71). Thus, it is necessary
that an internal argument is projected in the specifier of an inner VP, so that the

meaning of P can be interpreted.

A similar situation applies to clear. Clear is an adjective and adjectives are
associated with the notional type of “state”. Combined with V, we get the semantic
expression of an event implicating a state, in other words, a change of state. Since the
adjective needs to be predicated over an entity, the situation is similar to that of the

PP: a subject must be projected in the specifier of an inner VP.

Finally, and contrasting with shelve and clear, we have the predicate dance. This
predicate is denominal, but unlike skelve, it does not involve the project P. Only NP is

projected in the complement position of V.
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) VP
/\
\% I\|IP

dance

NP is not associated with a predicate, but with an entity. In shelve and clear, the
complement of the inner V is a predicate, and by the principle of Full Interpretation, a
subject must appear in the inner VP, so that the predication can be realized locally. In
dance, the complement of V is NP and NP does not force the appearance of an inner
subject, since it is not a predicate. Therefore, the impossibility of dance to occur in the
causative configuration is syntactically motivated by the requirements of the lexical

category NP from which it is derived.

In this dissertation, I follow H&K’s view on the syntactic decomposition of
predicates, although I do not assign to lexical categories the role they perform in
H&K’s system. In my analysis, predicates are decomposed into subevents (and

Rhemes) that are not necessarily related to any particular lexical category.

2.2.2. First Phase Syntax

My analysis adopts some aspects of the First Phase Syntax proposed by Ramchand
(2004 2008a et seq.). In the First Phase model, a constructionist view of the lexicon-
syntax relation is adopted. In this system, it is defended that syntax is built up
autonomously as one dimension of meaning. This view contrasts with projectionist
approaches, which suggest that the LIs themselves are structured syntactic entities
which project their information unambiguously (Chomsky 1995). It also departs from
more radical constructionist views (Marantz 1997, Borer 2005b), which posit that LIs

are devoid of syntax and that they appear at the bottom of the syntactic tree.

In Ramchand’s system, the possible subevents are reduced to three: initiation,
process and result. These three subevents are combined in a configuration called First

Phase Syntax:
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INITIATOR /mlt\
init }({
UNDERGOER }oc\
proc /resP\
RESULTEE res

Initiation, process and result combine in this order systematically. In this
configuration, initiation and result are both states (different from process), and they
obtain their specific interpretation, as initiation or as a result, from their hierarchical

position with respect to process.

In the model defended by Ramchand, a LI is considered a memorized bundle of
phonological, articulatory, syntactic, conceptual and personal/associational
information. Regarding the syntactic information stored, Ramchand argues that the
only syntactic specifications included in Lls are category features. These category
features represent selectional information and are responsible for associating LIs with
the three eventive functional heads. This is the only piece of information necessary to

regulate the use of the predicates.

A particular LI can be specified with more than one categorial feature. LIs that
contain more than one category feature are associated to more than one syntactic head
simultaneously, and this way, a first-phase configuration is built. As an example,
consider the predicate push. According to Ramchand (2008a: 60), push contains the

features init and proc:
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(7)  a. Push [init, proc]

b. initP
/\
DP 1 1nit
T
init procP
<push> T
DP, proc
/\
proc XP
<push>

As can be seen, the LI push is inserted in the heads of both projections: init and
proc. Having simultaneous multiple insertions, Ramchand drops the assumption that
LIs are inserted under a single terminal node (following the principles posited within

Nanosyntax, see section 2.2.4.2), without positing a copy operation.

The regulation of the semantic interpretation of the arguments participating in the
event is also determined by the category features stored in the LIs. In this system, the
specifiers of init, proc and res are interpreted subsequently as INITTATOR, UNDERGOER
and RESULTEE. Since a single LI can be inserted in more than one subeventive head,
an argument can occupy more than one specifier position. An assumption made in
Ramchand, which I do not share in this dissertation, is that all the projections of the
first phase require a specifier. In my proposal, the eventive head proc does not project

one (see section 2.3.4).

Whether a single argument sits in more than one specifier position or, on the
contrary, two arguments are required for each position, is also stipulated in each LL
This is made by means of coindexing category labels, as can be seen in the following

example:

(8) Dance [init;, proc;, N]

The coindexation indicates that the specifier positions of the two projections are
filled by the ‘same’ DP. As illustrated in the tree below, the argument sitting the

specifier position of the init projection and the one in the proc projection are the same.
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) initP
T
DP 1 1nit
T
init procP
<dance> T
DP, proc

T

proc NP
<dance> |

N
<dance>

Dance belongs to the unergative type analyzed by H&K. As I have mentioned in
section 2.1, in the approach adopted in H&K (1993), denominal predicates of this type
are considered to be the result of cyclic incorporation of the head of the complement
of V into V. Later, in their 2002 work, this approach is abandoned for denominal
predicates and a conflation approach is considered, where the phonological content (p-
signature) of the complement is copied into V. Finally, both approaches are dropped
(H&K 2002 2005), in favor of an account where the lexical item is inserted directly in
V-position. H&K (2002 2005) argue that these lexical items are rich enough in order
to license covert complements of V. In Ramchand’s system, in contrast, since LIs can
be inserted in more than one node, the LI dance is lexically associated to init, proc and
an N head, where N stands for the Rhematic material of the process event (see section

2.3.1 for an analysis of Rheme objects).

In this dissertation, I will assume some of the concepts of the model developed by
Ramchand (2004 2008a), like the decomposition of subevents into states, processes
and Rhemes. However, my analysis differs in other aspects from Ramchand’s. On the
one hand, I do not consider that UNDERGOERS are introduced in the specifier of
process, for reasons that will be clarified in section 2.3.4. My view on the insertion of
the UNDERGOER is closer to works like Mateu (2002), Cuervo (2003) and Harley
(2005).

On the other hand, in my analysis of the analytic configuration of Basque, the
lexical items spelling out the predicates are not associated to the init head, in line with
related approaches like Cuervo (2003) and Harley (2013). As I will argue specially in

chapter 6, the head introducing the external argument is a state subevent, which can be
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interpreted as initiation if it selects for process, but is not lexically associated to the
predicate. Therefore, my analysis of this head is in accordance with those works which
suggest that the head introducing the external argument is outside the verbal predicate
proper (e.g. Kratzer 1996, Pylkkdnen 2002/2008, Anagnostopoulou 2003, Collins
2005, Coon et al. 2011, Torrego 2012).

2.2.3. Flavors of v

The syntactic view of the subeventive decomposition of predicates has been
developed by many different authors (e.g. Ritter & Rosen 1998, Travis 2000, Mateu
2002, Oyhargabal 2003, Mateu & Rigau 2002). For instance, several analyses like
Harley (2005), Cuervo (2003) and Folli & Harley (2005) have proposed that v, the
verbalizing syntactic head (Marantz 1997), can come in different flavors and that each
flavor corresponds to a different subeventive head: Vcause, Vbo, VBECOME, VGO, VBE.
Each kind of v is associated with a different meaning and places different restrictions
on its subject and complement. For example, according to Folly & Harley (2005),
there are two types of agentive light verbs: vcause and vpo. Veause does not necessarily
need an animate subject, but its complement has to be a state. vpo, in contrast, requires
an animate subject and its complement can be an incremental theme. This way, they
account for the changes in the clause structure of consumption predicates (e.g. Italian
mangiare ‘to eat’). Consumption predicates usually take an animate subject, like in
(10). However, this restriction disappears when the inchoative reflexive si is

lexicalized as part of the event configuration (11).

(10) a. Gianni ha mangiato la mela
Gianni has eat.PST the apple
‘John ate the apple’
b. *La malattia ha mangiato la mela
The disease has eat.PST the apple
‘The disease has eaten the apple’

(11) Il mare si ¢ mangiato la spiaggia
the sea REFL is eat.PST the beach
‘The sea has eaten the beach’

Folli & Harley (2005) propose that these different uses of the predicate mangiare,

the one with the animate subject and the one with si, involve different verbalizers in
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their syntax. In the examples in (10), where mangiare has an animate subject and an
incremental theme as complement, they argue that the verbalizer is DO. This light verb
requires the subject to be animate. In (11), in contrast, they claim that the verbalizer is
CAUSE, and this way, they explain why mangiare can combine with an inanimate

subject.

I consider that the decomposition of the First Phase and the system of different
flavors of v are, in the end, similar proposals. A DO verbalizer is parallel to a first
phase structure consisting of both init and proc, where both projections share the same
subject, like in dance. On the other hand, a CAUSE verbalizer corresponds to a first
phase configuration having init, proc and res, where the same DP occupies the
specifier position of proc and res, and a different DP is inserted in the specifier of init.
In this way, the different flavours of v are derived from different combinations of

basic subevent types in the First Phase Syntax.

2.2.4. About the lexicalization of predicates

The analysis of the lexicalization of predicates developed in this dissertation is framed
within a model where lexical items are introduced post-syntactically and in more than
one terminal node, in line with Ramchand (2008a). In this section, I will introduce the
late-insertion approach of lexical items adopted in models like Distributed
Morphology (e.g. Halle & Marantz 1993 1994, Harley & Noyer 1999, Embick &
Noyer 2007) and Nanosyntax (e.g. Fabregas 2007, Starke 2009 2014, Caha 2010,
Pantcheva 2011).

As mentioned above, I assume that phonological material associated with Lls is
inserted post-syntactically. Lexical insertion is, thus, independent from syntax. This is
a notion which has been developed in the model of Distributed Morphology and in the
Nanosyntax project. In both of them, the lexicon, as it was traditionally conceived

(Chomsky 1970), is separated in different modules.

On the one hand, morphosyntactic features are considered to be abstract
morphemes which are devoid of phonological information and which trigger syntactic
operations. They are, thus, present in syntax. Then, in a post-syntactic level, these
morphosyntactic features are provided with lexical content, introducing LIs into

terminal nodes or non-terminal nodes (see sections 2.2.4.1 and 2.2.4.2). Therefore,
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abstract morphosyntactic features and phonological information, which were

traditionally located in the lexicon, are separated in the present frameworks.

In both models, the mapping between morphosyntactic features and LIs is expected
to be not necessarily one-to-one. For instance, the lack of a straight correspondence
between actual words and syntactic features is one of their main tenets. As we are
going to see, in each of them, different strategies are proposed in order to account for
the mismatches between syntactic features and morphophonological material. Both
models share the conception of LIs as relations between a phonological string and
morphosyntactic information specifying where that string can be inserted.
Nevertheless, they differ as to how this morphosyntactic information is stored and

how it is matched.

2.2.4.1. DISTRIBUTED MORPHOLOGY

According to Halle & Marantz (1994) and Harley & Noyer (1999), there are three
properties distinguishing Distributed Morphology (DM) from other approaches. The
first is Late Insertion of phonological expression, an aspect that we have introduced in
previous lines (and which it shares with the nanosyntactic approach). The second
involves the underspecification of LIs (Vocabulary Items in their terms). In DM, it is
claimed that a LI does not need to be fully specified to be inserted in a syntactic

terminal. This assumption is conveyed in the Subset Principle:

(12) The Subset Principle (Halle 1997, apud Harley & Noyer 1999: 5)
The phonological exponent of a Vocabulary Item is inserted into a morpheme... if the
item matches all or a subset of the grammatical features specified in the terminal
morpheme. Insertion does not take place if the Vocabulary Item contains features not
present in the morpheme. Where several Vocabulary Items meet the conditions for
insertion, the item matching the greatest number of features specified in the terminal

morpheme must be chosen.

According to the Subset Principle, a LI containing the identifying features [A] and
[B] can be inserted in a terminal containing the morphosyntactic features [A], [B] and

[C]. The LI does not need to supply all the features of the terminal where it is inserted.
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However, insertion may not take place if the LI in question contains the feature [D],

which is not present in the terminal.

The third property is Syntactic Hierarchical Structure All the Way Down. The
terminals where LIs are inserted are hierarchically organized in a structure fully
determined by syntax. Thus, the resulting phonological outcome is closely tied to
syntax. Nevertheless, as pointed out above, syntactic features and phonological
material are not involved in a one-to-one relation. In DM, this is explained positing a
Morphological Component on the way to the Phonological Form. In this component,
the outcome generated by syntax can be further modified by several morphological
operations, such as Fission, Impoverishment, local displacement by Morphological
Merger and post-syntactic insertion of dissociated morphemes. All these operations
respect syntactic hierarchical principles. Let us illustrate morphological operations
with an example of Impoverishment (taken from Halle & Marantz 1994: 278-279).
Impoverishment consists in deleting one or more than one syntactic feature of a
terminal node. Deleting a feature from a terminal has a clear consequence for lexical
insertion. Recall that for a LI to be inserted in a terminal, the LI must contain a subset
of the features present in the terminal. If one of those features is erased, then, an LI
specified with the erased feature —which was in principle appropriate to be inserted in
that terminal- is out of the competition. Consider the LIs of category X in (13), which

compete for insertion in the terminal X (14).

(13) Category X
Vocabulary Item A: [Fy, F5] <> Py
Vocabulary Item B: [F,] < Py

(14) X

[F1,F2,F3]

The competition is won by the Vocabulary Item A because it contains the largest
amount of specified features present in the terminal X. However, after the

Impoverishment rule (15) applies, the scenario is significantly different:



BASIC COMPONENTS OF EVENTS AND THEIR ARGUMENTS 55

X Y
(15 F2-50
[ ]
(16) X Y
[F1,E2,F3]

The Impoverishment rule of (15) triggers the deletion of the feature F2 when X is
followed by a node of category Y. After this rule is applied, the result of the insertion
competition changes. The Vocabulary Item A cannot be inserted, since A is specified
with F2 (the erased feature). As a consequence, the Vocabulary Item B will be inserted
instead. Thus, a more highly specified Vocabulary Item is not used, in favor of a less

specified one.

Halle & Marantz (1994) provide an illustrative example of Impoverishment
involving personal clitics in Spanish. The following table shows the paradigm of

personal clitics in Peninsular Spanish.

Table 2.1. Personal clitics in Spanish (Halle & Marantz 1994: 280)

3PERS 2PERS 1PERS
M F M/F M/F
SG l-o l-a t-e me
ACC
PL l-o0-s l-a-s 0-S n-o-s
SG l-e
DAT same as above same as above
PL l-e-s
REF SG/PL S-€ same as above same as above

Latin American Spanish differs in that the 2™ person plural forms are replaced by
their corresponding 3™ personal forms. Following unpublished work by Harris, they

assume that the constituent structure of Spanish clitics is parallel to the structure of
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nominals, which consists of a stem, followed by a Theme vowel which in turn, is

followed by a number affix.

(17) /\
DET Number

N

DET Theme

According to Halle & Marantz (1994), the Theme node is introduced post-
syntactically, as a consequence of a well-formedness condition. They propose the

following list of Vocabulary Items:

(18) D‘ET

a. /n/ <> [1* Person] / governed by [+P]]
b. /m/ < [1* Person]
c. {@ < [2"™ Person] / governed by [+Pl]
d. /t/ < [2™ Person]

e. Ve[ 1/
Case
f. /sl ]

As I have mentioned, the 2™ person clitic os is not used in Latin American Spanish.
Halle & Marantz (1994) suggest that this language variety does not have VI listed in

(18c) and, additionally, that it is subject to the following Impoverishment rule:
(19) [2™ Person] < @ / governed by [+P1]

As they point out, without the Impoverishment Rule, the clitic used for the 2™
person plural would be /te/, instead of the 3™ person clitics. They argue that the
presence of the Impoverishment Rule explains the fact that Latin American Spanish

lacks 2™ person clitics and that it is replaced by 3" person clitics.*

* The Theme vowels spelled out in each clitic are also explained within the account of Halle & Marantz
(1994) but have not been included in the text because it is not relevant for the current discussion. See
Halle & Marantz (1994) for a detailed analysis of the lexical insertion in Spanish person clitics.
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As can be seen, Impoverishment and other morphological operations mediate the
relation between the syntax and the lexicon. What was initially a terminal containing a
2" person plural feature surfaces with a Vocabulary Item realizing no personal

features.

The proposals made within Nanosyntax have a slightly different view on the
relation between syntax and the lexicon, since they suggest that there is not such a
morphological component mediating between them. The analysis made in this
dissertation assumes that syntax and the lexicon are directly related, and is based on

principles that have been proposed within Nanosyntax.

2.2.4.2. NANOSYNTAX

The Nanosyntax project takes its name from the observation that, in the last decades,
syntactic structures are getting bigger and more complex and that, as a consequence,
terminals have become smaller than words and morphemes, becoming, actually,
submorphemic (Starke 2009). Thus, Nanosyntax shares with DM some considerations
about the syntax/lexicon relation, such as Late Insertion and Syntactic Hierarchical
Structure All the Way Down. Nevertheless, it differs from DM in other respects, such
as in Underspecification and in that morphological operations such as Readjustment

rules apply on terminal nodes before spell out.

Within Nanosyntax, the relation between syntax and the lexicon is argued to be
straight (Fabregas 2007: 166):

(20) The syntax and the lexicon are directly related

In other words, there is not a morphological component manipulating syntactic
features previous to lexical insertion. In contrast, the lexicon is a way to interpret
syntax (Starke 2009a). There are not morphological operations such as
Impoverishment changing the number of feature present in terminal nodes. For
instance, within Nanosyntax, some authors (Fabregas 2007, Pantcheva 2011) have
argued for the existence of a universal principle ruling lexicalization which states that
all features of a syntactic structure must be lexically realized. This is conveyed in the

Exhaustive Lexicalization Principle:
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(21) Exhaustive Lexicalization Principle (Fabregas 2007: 167)

Every syntactic feature must be lexicalized.

According to Exhaustive Lexicalization, a feature cannot be deleted from the
representation and be left without lexicalization —as it is proposed to happen with
Impoverishment. However, note that this does not mean that all features have to be
overtly lexicalized. It could be the case that a given feature is spelled out by a

phonologically null item.

Regarding Underspecification, in Nanosyntax it is also assumed that the matching
between the features in the syntactic tree and those stored in LIs is not one-to-one.
Contrary to what is proposed in DM, in Nanosyntax it is argued that lexicalization
allows LIs having supersets of the features present in the syntactic structure
(Ramchand 2008b, Starke 2009ab 2014, Caha 2009, Pantcheva 2011). Recall that, in
DM, the Subset Principle is postulated (see section 2.2.4.1), a principle which makes it
possible that a LI specified with a subset of the features present in a node can be

inserted in that node.

In Nanosyntax, the opposite relation between the sets of features is considered.

(22) The Superset Principle (Ramchand 2008b: 121)
The phonological exponent of a Vocabulary item is inserted into a node if the item
matches all or a superset of the grammatical features specified in the node. Insertion
does not take place if the Vocabulary item does not contain all features present in the
node. Where several Vocabulary items meet the conditions for insertion, the item

containing fewer features unspecified in the node must be chosen.

According to the Superset Principle, a LI containing the features [A] and [B]
cannot be inserted in a terminal node having [A], [B] and [C]. Note that this scenario
was permitted with the Subset Principle. On the other hand, a LI specified as [A, B, C]
can be inserted in a terminal with only [A] and [B], since the LI in question contains a

superset of the features present in the node.

As a consequence of the Superset Principle, a given LI will be able to be inserted in
more than one terminal. This is an aspect differentiating Nanosyntax from DM, where
LIs are inserted just in one terminal. Recall from the discussion on First Phase Syntax

that Ramchand (2008a) also proposes such a lexicalization pattern. In Nanosyntax, a
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particular LI can lexicalize more than one terminal, and even a non-terminal node,
given Phrasal Spell Out (Starke 2009 2014, Caha 2009, Pantcheva 2011). This and
other properties proposed within Nanosyntax and which are assumed in this

dissertation will be presented in chapter 3, section 3.2.
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2.3. EVENTS AND ARGUMENTS

This section will present the basic machinery on which the analysis of this dissertation
is based, regarding (i) the syntactic decomposition of events, (ii) its semantic

interpretation and (iii) its interrelation with the arguments involved in the events.

2.3.1. Syntactic event decomposition and its interpretation

In this dissertation, it is assumed that the subeventive structure of predicates has a
syntactic basis and that the semantic interpretation is read from the syntactic structure
in a systematic and predictable way. As I have mentioned, I assume that predicates,
whose meaning is compositional, are decomposed into (sub)eventive heads and that
each subevent represents a syntactic head. Regarding the different types of subevents,
I will assume, in accordance with Ramchand (2004 2008a) that there are basically two
types of subevents: processes and states.” In (23) we can see the characterization made
in Ramchand (2008a: 44).

(23) a. State(e): e is a state

b. Process(e): e is an eventuality that contains internal change

I will slightly depart from Ramchand (2008a) and claim that the process subevent
does not necessarily contain change (see Fabregas & Marin 2012). Instead, I assume
that the process subevent introduces an event argument (Davidson 1967), and that the

state subevent introduces a central coincidence relation:®

(24) a. State(e): e is a central coincidence relation

b. Process(e): e is a spatiotemporal entity

In syntax, processes and states are combined by means of the operation Merge.

> This classification of subevent types can be considered similar to Pustejovsky*s (1991). The difference
is that Pustejovsky (1991) differentiates three event types (processes, states and transitions). In my
analysis, the transition event type is derived from the combination of a process and a state subevent.

8 Central coincidence relations are usually expressed by an adpositional category. Nevertheless, in my
analysis, the components which form the event configuration are not directly related to particular lexical
categories.
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(25)
el e2

I propose that Merge is read by semantics in two ways: implication and
identification. If the combination is between two subevents (a process and a state), as
in (25), Merge is interpreted as implication. On the other hand, if a subevent has
merged with an element which is not a subevent, the combination is interpreted as

identification.’

Implication is formulated as follows (H&K 1993, Ramchand 2008):

(26) Event Compositional Rule (Implication) (Ramchand 2008a: 44)
e = el — e2: e consists of two subevents, e/, e2 such that e/ causally

implicates e2.

According to H&K (1993), this asymmetric semantic relation holds in asymmetric

syntactic structures, where a matrix V governs another V, the head of its complement.®
27 v

\4 VP
AN

V...

The initiation (inif) and result (res) eventive heads proposed in Ramchand (2004
2008a) are both states. According to Ramchand, their interpretation as init or res
depends on their hierarchical position with respect to the process subevent (proc) and

on the semantic relation established between them. If the state subevent implicates the

7 By claiming that Merge is interpreted in two different ways depending on the type of elements that are
being combined, I am departing from proposals like the one made in Pietroski (2005) in which it is
argued that Merge (concatenation in his terms) is systematically interpreted as conjunction.

In favor of the analysis of Merge assumed in this dissertation, we can make the following consideration.
Let us assume that the aim of the syntactic operation Merge is to build a more complex object out of a
simpler one. The identification (homomorphism) interpretation cannot be generalized to all Merge
operations, since if two objects belonging to the same sort are identified, the set resulting from that
combination would be exactly the same as one of the objects merged. In this case, Merge would have
been vacuous. In order to avoid this, the combination between objects of the same sort must be
interpreted in a different way, which here is considered to be implication. I am thankful to Antonio
Fébregas for this suggestion.

¥ Note that in my analysis I do not assume the presence of category V in the subeventive structure.
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process, then the state is interpreted as the initiation. In contrast, if the state is

implicated by process, then the state gets the meaning of result.

(28) IF 3 el, e2 [State(el) N Process(e2) N el—¢2], then by definition Initiation(el).

(29) 1IF 3 el, e2 [State(el) N Process(e2) N e2—el], then by definition Result(el).

Subevents can combine in syntax with elements which do not constitute by
themselves a subeventive head: Rheme arguments. In this case, the Merge operation
between the subeventive head and the Rheme argument is interpreted as identification.
As we have seen, the init, proc and res heads combine via implication —actually, init
and res get that interpretation as a consequence of implication (28)-(29). On the other
hand, Ramchand notes (2008a: 46-47) that proc can have several other complements
apart from res, like PPs (30a) DPs (30b) and A(dj)Ps (30c).’

(30) a. John ran towards the park
b. Michael ate the apple
c. The gap widened

According to Ramchand, these kinds of objects are Rhemes of process. They are
not participants of the event and do not constitute a separate subevent. Instead,
Ramchand suggests that they combine with proc through a relation of event
identification. Their role is to further describe and measure the subeventive head they
are complementing. As I will show in this chapter, my analysis of Basque deadjectival
predicates (similar to the English example in (30c)) departs from Ramchand’s (2008a)
in that adjectival Roots' like zabal ‘wide’ are considered Rhemes of a state subevent,

instead of Rhemes of proc.

The fact that some events are measured by their complement arguments has been
noted in several papers (e.g. Dowty 1991, Krifka 1989 1998, Hay et al. 1999, Kennedy
& Levin 2001, Kennedy & McNally 1999 2005, Mateu 2002, Harley 2005, Wechsler
2005, Ramchand 2008a, Beavers 2008, Basilico 2010, Acedo-Matellan 2010). For

instance, motion events like that of (30a), incremental theme verbs like (30b) and

° In the case of (30c), the LI widen is lexicalizing both proc and the Rheme in its complement position, or
more specifically, wide is lexicalizing the Rheme and -(e)n the proc head.

' Note that I am assuming that Roots are a-categorial (Marantz 1997 2001 2007), so that I do not
consider that a Root like wide is adjectival. Its adjectival properties will derive from the specific
configuration in which it is spelled out.
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degree achievements like (30c) have been provided a uniform account in terms of a
homomorphic relation between the temporal progress of the event and the scalar
structure provided by the complement. The scalar structure is associated to the
adjectival base in degree achievements, to the PP complement in motion events and to
the incremental theme in consumption/creation events (Hay et al. 1999, Levin &
Kennedy 2001, Ramchand 2008a, Beavers 2008). In this dissertation, I claim that the
homomorphism holds between the subeventive head and the measure associated to the

Rheme argument.

According to Hay et al. (1999) and Kennedy & McNally (1999), gradable
adjectives are abstract representations of scales, where a scale is a set of points
ordered along some dimension. Adjectives denoting an open scale, like long, usually
give rise to atelic predicates, whereas adjectives denoting a close scale, like dry, yield

telic predicates. I will come back to the telic/atelic distinction in section 2.3.2.

In the case of motion events, the points on the scale are represented by the
positions along the path denoted by the PP. The aspectual properties of the PP are
transferred to the event denotation (Verkuyl 1993, Pifion 1993, Jackendoff 1996,
Krifka 1998). More specifically, Zwart (2005) proposes that the event is mapped to
the path by means of a TRACE function over the set of motion events (Zwart 2005:
756):

(31) [VPP] = {e € [V]:TRACE (e) € [PP]}

The event is in the denotation of the verb and the trace of the event is in the
denotation of the PP. Thus, this compositional rule restricts the denotation of the event
to those events which have their path in the denotation of the PP. If the PP is
unbounded (has a cumulative denotation, according to Zwart 2005), then the whole
event gets an atelic interpretation, whereas if it bounded (non-cumulative in Zwart
2005), the event is telic.

(32) a.John ran towards the park (*in two minutes/for two minutes)

b. John ran to the park (in two minutes/*for two minutes)

In incremental theme predicates (30b), the measure is provided by the theme
argument. This was formulated by Krifka as the Mapping to Objects and Mapping to

Events, defined in terms of thematic relations.
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(33) VR[MAP — 0 (R) & VeVe'Vx [R(e, x)Ne' Ce— AxX[xX' Sx N
R(e',x)]]]

(34) VR [MAP —E (R) & VeVxVx' [R(e, x)Nx'Sx—- Je'[e'Sen
R(e',x)]]]

In prose, Mapping to Objects guarantees that all subevents e’ of an event e with a
participant x in a role R involve a part x” of x. Mapping to Events, on the other hand,
ensures that every part x’ of participant x in a relation R with a given event e is
involved in a relation R with a subevent e’. I propose that a homomorphic relation of
this type defines the identification relation, which I suggest it holds between a

subeventive head and its Rheme complement.

Nevertheless, as noted by Hay et al (1999:15) in a predicate like mow the lawn
(Dowty 1991), the real measure of the event is not the incremental theme itself, but its
area, which is a property of the lawn. Thus, the homomorphism does not hold between
the part structure of the argument and the part structure of the event, but between the
part structure of the event and the scale or the set of measures associated to a property
of the incremental theme. Hay et al. (1999) and Krifka (1989) suggest that the
particular dimension or aspect which is relevant for each event (volume, area, surface
etc.) is determined by the predicate. On the other hand, Ramchand (2008a) notes that
the property may be context-dependent, and that, crucially, it must be monotonic with
respect to the extent of the entity involved. Basing on Schwarzschild (2002),
Ramchand (2008a) proposes that monotonicity ensures that, in two structured
isomorphic domains, the ordering relation is preserved from one dimension to the

other.

Thus, for Rheme complements which do not denote scales directly (as gradable
adjectives do), firstly, we have to determine a property which is relevant in the context
and which is monotonic on the object denoted by the Rheme (Ramchand 2008a: 50).

(35) TJc(x) is the property determined by x and the selectional context C, which is

monotonic on X.

Once the relevant property is determined, a related set of measures, d, have to be

associated to []c(x), by means of the function ¢ (Ramchand 2008a: 50).

(36) Let u be a function which gives a measure of [].
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LetD = {d E U (H(X)): VX € X u(]'[(x')) = d}
Let < be a relation that determines a linear order on D, such that if u([](x1)) =
dl and u(J(x2)) = d2, d1 <d2, iff x1 € x2.

As pointed out by Ramchand (2008a), ¢ and < exist only if the property in question
is monotonic with the part-whole structure of x. I suggest that monotonicity is relevant
in the case of PATHS (Rhemes associated to a multivalued measure), but not necessary
for non-dynamic Rhemes (Rhemes associated to a monovalued measure).'' In both
cases (dynamic and non-dynamic predicates) an event must necessarily be combined
with a Rheme object. Building on Zwart’s (2005) TRACE function, I propose the

following compositional rule:

(37) [[subevent[x]]] = {e € [subevent]:RHEME(e) € [x]}

By means of this formalization, we ensure that all subevents have a rhematic
relation with their non-subeventive complements. Now, we need to define the function
fulfilled by the Rheme object, which will give us the relation termed as identification.
Basing on the concepts that I have presented so far, I suggest that the function
associated to the rhematic object is based on the homomorphism between the subevent
and its non-subeventive complement. Let the Rheme complement be represented as an
abstract measure p, where p(i) is a point in p. Building on Krifka (1989) and
Ramchand’s (2008a: 51) PATH theta role, I suggest the following formal

representation of the Rheme object:

(38) RHEME(p,e) =g VeVe'Vp[R(e, p)Nne Ce—
JI iSp NRe’ imapping to measuresn VeVpVi RepniCp— Je' e'Ce Nke’l
(mapping to events)

In prose, (38) means that for all events e, subevents e’ and measures p, iff p is in
role R to e, and e’ is a subevent of e, there is a point i belonging to p which is mapped
to the subevent e’. This corresponds to mapping to measures. On the other hand,
mapping to events means that for all events e, measures p and points 7, iff p is in role R
to e and i is a point in p, there is a subevent e’ such that e’ is a subevent of ¢ and is in

role R to the point 7.

! Note that PATH and path are differentiated here. PATH in small capital letters corresponds to Rhemes
which are associated to multivalued measures. In other words, PATH corresponds to a dynamic-Rheme.
Path in small letters, in contrast, refers to the spatial path.
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In other words, all subevents of e involve a point p(i) of the measure, and all the
points p(i) of that measure involve a subevent e’ of the event. This guarantees that the
(spatial) structure of the measure denoted by the Rheme is mapped to the temporal
structure of the entire event. This relation holds both in dynamic and non-dynamic
predicates. Building on Ramchand (2008a), I call the Rhemes associated to dynamic
measures PATHs. Now, in order to distinguish between PATHS and non-dynamic
Rhemes, I propose that incrementality, transitionality and monotonicity are relevant
concepts. The Rhemes which are associated with monotonic and incremental or
transitional p-s are PATHS. On the other hand, Rhemes which are associated with non-
monotonic, non-incremental and non-transitional p-s are non-dynamic Rhemes. I will

analyze the different types of Rhemes in section 2.3.2 and 2.3.3.

In the case of state subevents, the measure denoted by the Rheme is mapped to the
state subevent. If the state has a PATH as complement, the mapping will yield multiple
central coincidence relations. On the other hand, if the state takes a non-dynamic
Rheme as complement, the mapping will result in a single central coincidence relation.

This difference in going to be explained in more details in sections 2.3.2 and 2.3.3.

The Rhemes of the process subevent will be analyzed in chapter 3. Note that, in
that case, the identification relation holds between the process subevent and its
Rheme. This means that the structure of the measure denoted by the Rheme of process

is mapped to the temporal structure of the process subevent.

Thus, in this system, both processes and states can be combined with PATHS or
non-dynamic Rhemes.'” The four different combinations yield different types of

aspectual predicates:

Table 2.2. Different types of aspectual predicates

RHEMES
INCREMENTAL / NON-INCREMENTAL /
TRANSITIONAL MEASURE NON-TRANSITIONAL MEASURE
PROC dynamic process (activity, non-dynamic process
accomplishment, semelfactive) (d-states)
RES gradable change of state instantaneous change of state

'2 This is different from Ramchand’s system where processes can only select for PATHS, and states
(results) for non-dynamic Rhemes.
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In section 2.3.2, I will explain in more detail the properties of the measures

associated to Rhemes.

2.3.2. Properties of the measure denoted by Rhemes

As I have mentioned, when two subevents are merged in syntax (a process and state
head (39)), the semantic interpretation is that of causal implication. Automatically, the
state implicated by the process becomes a result subevent and the predicate is

interpreted as a change of state.
(39) Process

Process State = res

States are subevents which introduce a central coincidence relation between their
Figure and their Ground. In this case, the Ground represents the Rheme of the state,
since, according to (37), all the non-subeventive complements of a subevent are

interpreted as the Rhemes of the subevent.

(40) State = res
Figure State
/\
State Ground = Rheme

Rhemes are associated to measures, and by identification, the points of the measure

are mapped to the internal structure of the event they are complementing.

Precisely because the Ground is the Rheme of the state, I argue, against Ramchand
(2008a), that, when proc selects for a state, the “change” reading arising from that
relation is not necessarily interpreted as instantaneous. Ramchand argues that the
transition to the result state is always interpreted as instantaneous, so that all
predicates formed as in (39) are necessarily achievements within the Vendlerian
(1957/1967) classification. In contrast, I claim that if the Rheme of the state is
associated with an incremental scale —in other words, if it is a PATH—, the change can
be interpreted as durative. In any case, the Figure undergoing the transition is still in a
central coincidence relation with respect to the property denoted by the Rheme, and it

is therefore, introduced by the state subevent.
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As mentioned in section 2.3.1, a PATH is a Rheme which denotes or gives rise to a
scalar and monotonic set of measures related to a property. Consider, for example, the
Basque sentence in (41)," built on the predicate joan ‘to go’ and an approximative
allative complement:

(41) Mikel etxe-rantz joa-n-go da

Michael.ABS home-APPROX go-TU-GEN be.3sgABS
‘Michel will go towards home’

Following Swart (2005) and Pantcheva (2011), I represent graphically the path
argument as in (42), where the points 0 and 1 signal the initial and the final points of
the measure respectively. Each minus and plus symbol indicates a point in the measure
(in this case a spatial path): minus indicates the non-location of the point in the
denotation of [towards home] and the pluses the location in the denotation. The
contiguous points having all negative or positive value are going to be termed negative
and positive phases respectively. The transition from the negative to the positive phase
occurring near p(0) points out that this measure has a lower bound, i.e. it needs a
minimal transition so that a point is within the denotation.

(42) towards home(p)

—+++44 -

0 1

The arrow indicates that the scale has no upper bound. The path continues to .
Building on Zwart (2005), I suggest that the denotation of unbounded path

complements can be defined by means of directional comparatives:

(43) [towards home] = {p(i,41) is nearer to home than p(i, )}

'3 This sentence has also a telic interpretation where the subject is understood as leaving a location. The
difference can be observed adding the in and for adverbials.

(1) Mikel etxe-rantz  joa-n-go da bi minutu-tan Telic interpretation
Michael. ABS home-APPROX go-TU-GEN be.3sgABS two minutes-INE
‘Michael will leave in two minutes and will go towards home’
(ii) Mikel etxe-rantz joa-n-go da bi minute-z Atelic interpretation
Michael.ABS home-APPROX go-TU-GEN be.3sgABS two minutes-INSTR
‘Michael will go towards home for two minutes’

Here I am analyzing the atelic interpretation of the predicate.
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The thickness of the symbols show the incremental nature of the path. Each point
in the path is nearer to home: a point p(i,) equals its anterior point p(i,;) plus a
difference value (Hay et al. 1999).

Consider now a similar predicate built on the terminative etxeraino “up to home’.

(44) Mikel etxe-raino joa-n-go da
Michael. ABS home-TERM go-TU-GEN be.3sgABS
‘Michel will go up to home’

The scale provided by the bound path can be represented as follows:

45 T =t
0 1

The plus in the final point p(1) indicates the location of this point in the denotation
of [etxeraino]. Thus, terminative paths denote a transition from not being in the
denotation (represented by the minuses) to a phase of being in the denotation
(represented by the plus). The transition from the negative phase to the positive phase
which takes place just before p(1) indicates that this measure has an upper bound. It
needs a maximal transition, so that a point is within the denotation of the measure. The
presence of an upper bound makes the scale bounded. It is important to note that there
is only one positive point. For instance, Pantcheva (2011) argues that in terminative

paths, once the location is reached the path ends.

Building on Pantcheva (2011), the denotation of the terminative path can be
defined as follows. Let each point p(i) be paired with a numerical value obtained by
the function VAL(p(7)) corresponding to the degree of the relevant property. On the
other hand, let d be a difference value which indicates an indefinite increase in the

amount (degree) of the relevant property (Hay et al. 1999).

p(1)is positive iff
1) =
(46) [terminative p] :i P(1) = Py, f

Pn-1 is negative.
VAL(p;) = VAL(pj-1) + diff p; # p(1).

The first part of this definition states that the penultimate point is negative and that
when there is a transition to a positive phase the path ends. The second part states that

the numerical value of the points preceding the final point p(1) —notated as p— are
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incremental: the degree of the relevant property, in this case the nearness to the ending

location, increases from one point to the next one.

Predicates denoting non-spatial properties can also be analyzed in these terms. For
instance, a deadjectival predicate like widen is interpreted as durative, because its
base, the Rheme, denotes a gradable property, a scale of wideness. Wide is an open-
scale adjective, which means that it is associated with a scale which has no maximal
value (Hay 1998, Hay et al. 1999, Kennedy & McNally 1999 2005). Compare it for
example with the predicate dry, which is based on a closed-scale adjective. If
something is dry, it cannot be any dryer, but if something is wide, it still can be wider.
This opposition can be graphically captured by the scales presented: I propose that the
close-scale associated to dry is similar to that of the terminative (45), where the final

point p(1) indicates dryness (= the minimal and the maximal value of dryness).

(47) dryness(p)

_____-+

0 1

As a consequence of having an upper bound, the predicate dry behaves as a telic
predicate in the test of the progressive entailment, contrary to widen: the perfect of
widen is entailed by the progressive, whereas the perfect of dry is not (Dowty 1979)."

This test is known as the “imperfective paradox”.

(48) a. The gap is widening = The gap has widened
b. The clothes are drying # The clothes have dried

This opposition between widen and dry is due to the fact that the scale of wideness,
contrary to that of dryness, does not have an upper bound. Note, however, that wide
does have a lower bound: a degree in which an object has increased in width is already
within the denotation of [wide]. The presence of a lower bound makes widen behave

as a telic predicate in other contexts (see Hay et al. 1999):

(49) The gap is widening significantly # The gap has widened significantly

' Contrary to what is expected, widen is fine with both in and for adverbials. Hay et al. (1999) suggest
that in those cases the telic reading emerges due to a conversational implicature. When the for adverbial
appears, the implicature is cancelled. My analysis of these facts is presented in section 2.3.3.
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For this reason, the graphical scale of wide can be illustrated as in (50): apart from
p(0), all other points in p are within the denotation of wide. As can be seen, the

measure denoted by wide is similar to that of the approximative.

(50) wideness(p)

—+++44 -

0 1

The scale denoted by wide and the allative approximative can be defined as

follows.
(51) [wideness/approximative] = {VAL(p(in)) = VAL(p(in_l)) + d}

The numerical value of each point in the scale of wideness and the approximative

is equal to the value of the anterior point plus an indefinite difference value.

2.3.3. Syntactic decomposition and aspectual interpretation

Let us discuss now the syntactic composition and aspectual interpretation of
change of state predicates in Basque. I claim that in Basque, Property naming Roots

like handi ‘big’ are merged with a state subevent, and are thus, the Rheme of the state.

(52) State

State Root

As can be seen, the term “deadjectival” in this context does not have a theoretical
status, since I claim that there is no an Adj category projected. Nevertheless, I will use

it as a conventional notation.

As suggested in section 2.3.2, I claim that gradable open-scale adjectives like handi
‘big’ are associated with an incremental scale, where each point corresponds to a value

of bigness greater than that corresponding to the previous point.

(53) handi(p)

—+++44 =

0 1
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This means that each points in the measure denoted by handi is different in
volume: Val(p(i),) # Val(p(i)n+1)- When a Root denoting a measure of this type is
the Ground of a central coincidence relation (a state), which in turn is the complement
of a process subevent, the interpretation is that proc implicates multiple central

coincidence relations. So, a sentence like (54)

(54) Zuloa apurka-apurka handi-tu da
hole.ABSs little by little big-TU  be.3sgABS
“The hole has got bigger little by little’

is interpreted as the hole undergoing all the instantaneous changes of states: from p(i;)

to p(i,), from p(i,) to p(i;) etc.:
(55) Ve Ve,Ve, [iff e, » e;ande; S e, thene, — ey).

The formulation in (55) means that if an event e¢; implicates an event e,, and the
event e, consists of smaller subevents ey, then e; implicates all subevents e;. That e,
consists of smaller subevents, and that each subevent corresponds to a point of the
measure of e, is in turn formulated by the definition of the Rheme, as depicted in (38)

and repeated here —with the corresponding indexes— for convenience.

(56) RHEME(p,e3) =qer VeZVeéVp[R(ez,p) Ne,Ce,-3i[icSpn
R(ej, i)]](mapping to path/locations) N Ye,VpVi |[R(ey,p) NiSp -
e’ [e; S e5 N R(ey,i)]] (mapping to events).

In the predicate handitu ‘to grow, to increase’, the fact that the Ground of the state
is a Rheme associated to a measure denoting multiple points (where, crucially, each
point is different in volume from the rest), the transition to all those points —an
interpretation arising from the implication relation holding between proc and res—
makes the predicate be interpreted as durative. The running time of the entire predicate

is the sum of all the transitions.

The characterization of Property Roots like iandi as denoting scalar measures also
explains the telic/atelic contrast observed in deadjectival predicates. Open-scale
adjectives like handi do not have an upper bound, whereas close-scale adjectives like
lehor ‘dry’ have one (see section 2.3.2). The predicate handitu ‘to grow, to increase’ is

compatible with both telic and atelic frame adverbials whereas lehortu ‘to dry’ is not.
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(57) a.Zuloa  bi minutu-z handi-tu da
hole.ABS two minutes-INSTR  big-TU be.3sgABS
‘The hole has got bigger for two minutes’
b. Zuloa  bi minutu-tan  handi-tu da
hole.ABS two minutes-INE big-TU  be.3sgABS
“The hole has got big in two mintutes’

(58) a.*Arropa  bi minutu-z lehor-tu da
clothes.ABS two minutes-INSTR dry-TU be.3sgABS
“*The clothes have dried for two minutes’
b. Arropa  bi minutu-tan  lehor-tu da
clothes.ABS two minutes-INE  dry-TU be.3sgABS
‘The clothes have dried in two minutes’

According to (55) and (56), the final points (p(1)) of the measures denoted by the
Rhemes are reached in both change of state predicates. The final point in the measure
of handi ‘big’ does not correspond to the upper bound, so that it is compatible with the
atelic temporal adverbial. In the measure of lehor ‘dry’ in contrast, the final point
corresponds to the upper bound of the scale, so that the resulting predicate is

necessarily telic and, as a consequence, incompatible with the atelic adverbial.

Recall that, as mentioned in section 2.3.1, not all Rhemes are PATHS. For instance,
the Rheme complements of some state subevents are not associated to incremental or
transitional scales, but simply denote a contiguous set of points, where all points
correspond to the same value. This type of measure can be called monovalued, in the

sense that all points are the same.

Consider for example the denominal predicate amatu ‘to become a mother’ where
the Rheme is the Property naming ama ‘mother’. The measure denoted by ama can be

graphically represented as follows:

(59) ama(p)
+4++++4++

0 1
All points of ama(p) fall within the denotation of [ama] and all of them
correspond to the same numerical value.

VAL(p(ir)) = VAL(p(in-1)) = VAL(p(in+1))
(60) [ama] = {1ff p(i,) is positive, then p(i,_;) and p(i,,) are also positive.
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In the adpositional domain, a Place measure would be similarly represented (etxean
‘at home’). Since the measure is monovalued, when the Root ama is the Ground of a
state subevent, the transition to that state —again, triggered by the implication relation

holding between proc and the state subevent— is interpreted as instantaneous.

(61) Process
Process StateP (= resP)

State Root <> ama

(62) Ane (*apurka-apurka) ama-tu da
Ane.ABS little by little mother-TU  be.3sgABS
‘Ane has become a mother (*little by little)’

Some deadjectival predicates also give rise to this aspectual interpretation, e.g.
complex deadjectival predicates like etxe-gabe-tu ‘to evict’ (literally to become home-
less). In chapter 6, I will show that Rhemes associated to monovalued measures can
also combine with the process subevent (as is the case of the Event naming Root
distira ‘shine’). The resulting predicate from the combination of proc and a

monovalued Rheme will be eventive and non-dynamic.

2.3.4. Arguments: internal and external subjects

Now, I will concentrate on the relation that arguments hold with the eventive heads
discussed and how their semantic interpretation is achieved. Following H&K (1993 et
seq.), I assume that thematic roles are defined in terms of the structural relations

established between the arguments and the syntactic heads.

In the spirit of H&K (1993), I will claim that the internal argument of the
predicates explored in this chapter originates in the specifier of a central coincidence
head. Recall from the discussion in section 2.2.1, that H&K (1993: 71-77) argue that
the principle of Full Interpretation guarantees that verbs of change of state or change
of location have subjects in the specifier of the inner VP. In both types of predicates,
the presence of an internal argument in the specifier of the inner VP is a necessary
condition to interpret the complement of V, since both PP and AP need to have a

subject to be predicated over.
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Building on this idea, I consider that the introduction of the internal subject takes
place in the specifier of the state subevent. State subevents denote a central
coincidence relation: (i) between an entity and a place, like in spatial predicates; or (ii)
between an entity and a property, as in non-spatial predicates. Places and property
naming Roots need to have a subject to be predicated over, so that their meaning can
be interpreted. Therefore, they have to be put in a central coincidence relation by
means of a state subevent. The claim that subjects are introduced in the specifier
position of central coincidence heads is a generalization I draw in this dissertation, and

as we will see, it can be extended to the external subject.

From this claim, it follows that a subject is not introduced in the specifier of a
process subevent. As I commented before, this is an aspect of the present analysis
which departs from Ramchand’s proposal. In this respect, my analysis is closer to
Mateu’s (2002) relational syntax of argument structure. According to Mateu (2002:
29), argument structure types can be reduced to three (excluding H&K’s 1998 fourth

one):
(63) a. X b. X C. X
/\
X y z X
/\
X y

Mateu argues that each argument structure type is directly associated with its

corresponding relational semantics:

(64) a. The lexical head x in (63a) is to be associated to an eventive relation.
b. The lexical head x in (63b) is to be associated to a non-eventive/spatial
relation.

c. The lexical head x in (63c¢) is to be associated to a non-relational element.

In his terms, the event relation associated to x in (63a) can be of two types,
depending on the presence or absence of a non-derived external argument (EA) in a
higher F(unctional) Projection. If there is an EA in the specifier position of FP, the
eventive relation will be instantiated as a source relation —and the specifier in FP will
be interpreted as the Originator. If there is no such an EA, then x will be instantiated

as a transitional relation. In the latter case, the eventive relation selects for a non-
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eventive relation (like that of (63b)) and its specifier and complement will be
interpreted as the Figure and the Ground. Thus, an unaccusative structure would look
like this:

(65) UNACCUSATIVE STRUCTURE
X1
X1 X2
Z X2

T

X2 Y2

In this structure, x; represents the eventive relation, which, in the absence of FP
introducing the EA, takes the meaning of transitional relation. It seems to me that x; is
similar to the proc head proposed by Ramchand (2008a), with the difference that proc
can just have a transitional meaning and that the source relation is conveyed by init.
The head x; selects for x,, a non-eventive/spatial relation consisting of a Figure (z,)
and a Ground (y,). Process selects for the result subevent, which is basically a state.
Both structures seem to be parallel, apart from the fact that x; does not take a specifier
(that is actually what makes it different from x,, recall (63)) while process does take it.
In this dissertation I will assume with Mateu (2002) that the eventive relation —headed

by process in my analysis— does not take a specifier.

In this respect, this approach is also close to Cuervo’s (2003). Cuervo assumes that
the verbalizer head can come in different flavors (e.g. Harley 1995); vpo, Vo and vge.
In a sense, vpo and Vgo can be considered to be similar to proc: vpo creates activity
predicates, where the Root denotes some manner of acting and Vgo is used in
predicates conveying movement and “happening” (Cuervo 2003: 7). Within my
analysis, in both scenarios the proc head is projected —with the difference that in
predicates involving a source relation, an additional head above process is projected
(like in Mateu 2002). Interestingly, in Cuervo’s proposal neither vpo nor Vgo can
introduce subject arguments in their specifier positions. vpo can have a subject DP but
only by means of Voice, and Vgo simply cannot. That is the position that I am taking

in this dissertation. The process subevent cannot introduce a DP in its specifier. It can
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indirectly have it by means of a higher stative subevent, or otherwise, by means of the

15
lower result subevent.

Basically, the reason for not assuming that there is an argument position in the
specifier of the process subevent is the necessity to make a clear distinction between
internal and external subjects. Consider agentive and unaccusative predicates like

etorri ‘to come’ and heldu ‘to arrive’ and joan ‘to go’.

(66) a. Gasteiz-era etorr-i naiz
Gasteiz-ALL come-TU be.1sgABS
‘I have come to Gasteiz’
b. Gasteizera hel-du naiz
Gasteiz-ALL arrive-TU be.1sgABS
‘I have arrived at Gasteiz’
c. Gorbeia mendi-ra  joa-n naiz
Gorbeia mountain-ALL go-TU be.lsgABS
‘I have gone to the Gorbea’

These predicates are agentive and do not causativize. Both eforri ‘to come’ and
joan ‘to go’ can have a durative interpretation, and, joan, can be atelic in some
contexts, like with the Route adpositional phrase aldapan gora “up the hill’.

(67) a. Apurka-apurka etorr-i/joa-n naiz

little by little come-TU/come-TU be.3sgABS
‘I have come/go little by little’

b. Bi minutuz joan naiz aldapan gora
two minutes-INTS go-TU be.3sgABS slope-INE up-ALL
‘I have gone two minutes up the slope’

Ramchand (2008a: 78-79) notes that unaccusative semelfactive predicates like
arrive and fall consist of all init, proc and res subevents. She does not mention,
however, gradual (and atelic) unaccusative predicates which cannot causativize. It
seems to me that, in her system, the predicates etorri ‘to come’ and joan ‘to go’ would
involve init and proc subevents, but not res, since the events which involve both proc

and res are necessarily instantaneous and telic.'®

'3 Perhaps, proc does not introduce a subject participant because it introduces an event argument, and
maybe, the event argument saturates the position of a potential subject.

!¢ Ramchand (2008) specifically points out that an event consisting of both proc and res is interpreted as
instantaneous if the same LI spells out both heads. In this case, this restriction holds.
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Now, recall that, in Ramchand’s system, unergative predicates like dance are also
considered to involve an initiation and a process subevent. The subject of dance is
both an INITIATOR and an UNDERGOER of the process of dancing. Therefore, dance
and durative (atelic) predicates like etorri and joan would have a similar event
configuration, where a PATH argument is in complement position of proc, and a

subject fills the specifier of the proc and init subevents.

My position is rather different. I claim that unergative predicates and agentive
scalar unaccusative predicates must be syntactically encoded in different ways. As a
matter of fact, in Basque intransitive predicates, whether the subject is introduced in
one way or another has consequences for case assignment and auxiliary selection.'’
Thus, my proposal is that only the subjects which are in a central coincidence relation
with the predicate are introduced below the projection of the process subevent.
Bearing a central coincidence relation does not necessarily imply telicity, as 1 have
explained in section 3.3. Other subjects, like the argument of the intransitive dance or
the subject of consumption predicates like eat, are introduced directly in the specifier
of the higher state subevent. In this way, in my analysis, I make a clear distinction
between the subjects introduced internally (below procP) and the subjects introduced

externally (above procP).

Regarding theta roles, following the original claim put forward in Hale & Keyser
(1993), I suggest that theta roles are derived from the syntactic position occupied by
the arguments with respect to event heads. Subjects (both internal and external)
originate as the subjects of state subevents. Thus, originally, these arguments are
HOLDERS. However, their interpretation may become more specific as long as the
event configuration is built. Thus, a HOLDER argument in a state subevent may become
a RESULTEE and an UNERGOER if the stateP is selected by process. Similarly, a
HOLDER introduced by a high state subevent may become an INITIATOR if the state

selects for a process.

'7 As shown in chapter 1, in unergative predicates, subjects are marked ergative and the auxiliary selected
is *edun ‘have’. In contrast, in unaccusatives, subjects are marked absolutive (zero mark) and the
auxiliary is izan ‘be’.
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2.4. CONCLUSION

I have assumed, following Ramchand (2008a), that there are two event primitives:
processes and states. Processes introduce the event argument (Davidson 1967)
whereas states denote central coincidence relations. Processes and states combine in
syntax by means of Merge, and this operation is interpreted as implication (H&K
1993, Ramchand 2008a). Following Ramchand, I have claimed that depending on the
direction of the implication (process — state or state — process), the state subevent is

interpreted as a result subevent or as an initiation subevent.

Subevents can also merge with components which do not represent a subevent by
themselves. In this case, the non-subeventive complements are identified with the
subevent and are, thus, Rheme complements. Rhemes can be associated to scalar or
transitional measures (in which case, the Rheme would be a PATH), or can, on the
contrary, be associated to non-scalar and non-transitional measures. | have claimed
that both process and state subevents can take PATHS or non-dynamic Rhemes, and
that the different combinations yield different aspectual classes. I have argued that
when the Rheme of a result subevent denotes a multiple-point measure, the entire

predicate is interpreted as durative.

Regarding the introduction of arguments, I have claimed that subjects are
introduced in central coincidence projections. In the case of internal subjects, they are
introduced in the subject position of a state subevent. This implies that only states, and
not processes, enter subjects in their specifier (in the spirit of H&K and Mateu (2002)
and against Ramchand 2008a).
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3.1. INTRODUCTION

In this chapter, I will analyze the subeventive decomposition and lexicalization of
unaccusative and causative (derived) predicates in Basque.
(1) Mahaia apur-tu da

table.ABS break-TU be.3sgABS
‘The table has broken’

(2) Jonek mahaia apur-tu du
John-ERG table.ABS break-TU have.3sgERG.3sgABS
‘John has broken the table’

As can be seen, the predicate has the same form in the unaccusative (1) and in the
causative (2) form. The only overt difference between the two variants involves the
presence of an ergative marked subject in the causative, and the alternation of the
auxiliary: izan ‘be’ selected in the unaccusative and *edun ‘have’ selected in the

causative.

In this chapter, derived and underived predicates will be analyzed. Unaccusative
and causative derived predicates are usually built on stems which can occur
independently in the language as a noun, an adjective, an adverb or an adpositional
phrase (see Oyhargabal 2003). Their use as eventive predicates involves adding the
suffix -fu to these stems in the infinitive (3a) and in the perfect/perfective

configuration (3b) and the suffix -#zen in the imperfective (3c¢).

(3) a. Arropa lehor-tu nahi dut

clothes.ABS dry-TU ~ want have.1sgERG.3sgABS
‘I want to dry the clothes’

b. Arropa lehor-tu dut
clothes.ABS dry-TU have.1sgERG.3sgABS
‘I have dried the clothes’

c. Arropa  eguzki-tan lehor-tzen da
clothes.ABS sun.INE  dry-TZE-INE be.3sgABS
‘The clothes dry in the sun’

This chapter will focus on the [stem-fu] form, used in the infinitive and in the

perfect/perfective.'®

Together with derived predicates, this chapter examines also underived predicates:

those predicates whose stem is not used out of the predication context. As we will see,

'8 The use of -tzen will be discussed in chapter 7 and 8.
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the majority of these predicates are also formed adding the suffix -« to the stem (e.g.
etorr-i ‘to come’, anima-tu ‘to cheer up’). The small group which does not take this
suffix (either in the infinitive or in the perfect/perfective), called -fu-less eventive

predicates, will also be addressed.

The outline of the chapter is the following. Section 3.2 will analyze the syntactic
decomposition of unaccusative and causative predicates. First, I will address derived
predicates (3.2.1), then, underived predicates (3.2.2) and, finally, -fu-less eventive
predicates (3.2.3). In section 3.3, I will briefly deal with the introduction of the

external argument, and finally, in section 3.4, I will present the main conclusions.
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3.2. UNACCUSATIVE & CAUSATIVE EVENTIVE PREDICATES

Let us start with the syntax and lexicalization of unaccusative and causative
derived predicates. Unaccusative eventive predicates are intransitive verbs which
convey a change of state, position or location of the subject. This kind of intransitive
predicate in Basque is usually uniform: the subject takes absolutive case and the

auxiliary selected is izan (BE).

(4) a. Arropa lehor-tu da
clothes.ABS dry-TU be.3sgABS
‘The clothes have dried’
b. Amets  Oierr-engana joa-n da
Amets.ABS Oier-ALL g0-TU be.3sgABS
‘Amets has gone to Oier’
Most of these predicates, especially the derived ones, can also be used in the
causative construction, without triggering any aspectual modification. In that case, the

causer subject has ergative marking and the auxiliary selected is *edun (HAVE).

(5) a.Mikel-ek  aulkia apur-tu du
Michael-ERG chair.ABS break-TU have.3sgERG.3sgABS
‘Michael has broken the chair’
b. Eguzkiak arropa lehor-tu du
sun-ERG  clothes.ABS dry-TU  have.3sgERG.3SgABS
‘(Lit.) The sun has dried the clothes’

In this analysis, I will assume that causative predicates are built on top of the
structure belonging to unaccusative predicates, in line with proposals such as H&K
(1993 2002), Pylkkénen (2002/2008), Mateu (2002), Cuervo (2003), Oyharcabal
(2003) and Ramchand (2008a). Thus, the causative variant of causative alternating
predicates is considered here to be more complex than the unaccusative one: a

consequence of projecting an additional head in syntax.

I will first focus on derived predicates (e.g. amatu ‘to become a mother’, gorritu
‘to redden’, ureztatu ‘to water’): I will argue that the element on which the predicate is
built (Roots like ama ‘mother’ and gorri ‘red’ or an instrumental PP like urez-(ta)
‘water-INSTR+74 ") is lexically associated with a state subevent. In that case, the Root
or the PP is the Rheme of the state. When the state is merged with proc, it becomes a

res.
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(6) Proc
T

proc StateP = resP < ama

/\
DP state

T

state Root

In this section, I will analyze, firstly, derived predicates (3.2.1): predicates that are
built on Property naming Roots (3.2.1.1), built on the -ka suffix (3.2.1.2), and
deadpositional predicates (3.2.1.3). Then, I will address the lexicalization pattern of
non-derived predicates (3.2.2), and finally, I will explore some predicates which are
not headed by -fu, but which behave syntactically and semantically like the rest of the

predicates analyzed in this section.

3.2.1. “Derived” predicates

I call “derived” those predicates whose stem is used in the language independently,
out of the context of the predicate, as a noun, an adjective, an adverb or an
adpositional phrase. As I mentioned in the Introduction, the use of the term “derived”
is only notational, since I am not making any theoretical assumption about the
derivation of these predicates from NPs, A(dj)Ps, AdvPs or PPs (cf. Hale & Keyser
1993). On the contrary, I will claim that, apart from deadpositional predicates, the rest
of so called derived predicates are built on a-categorial Roots (Marantz 1997 2000
2008). In the case of the predicates analyzed in this chapter, the Roots belong to the

class of Property naming."”

It seems that Basque has a considerable number of this kind of predicate. As an
approximation, | have taken two samples from the Corsintax browser (Landa 2008),
which lists the predicates appearing in the corpus Contemporary Reference Prose
(Sarasola, Salaburu, Landa & Zabaleta 2011, from now on Sarasola et al. 2011),
ordered according to frequency rates:*’ the first 220 predicates beginning with a- and
the first 220 predicates ending with -fu. From the 220 predicates beginning with a-,
159 are derived (72,3%). From the -fu ending 220 predicates, 149 (67,7%). As can be

seen, in both lists, the quantity of derived predicates is around 70%.

19 See chapter 4, sec. 4.2.1.5 for the ontology of Roots proposed in this dissertation.

2 The Contemporary Reference Prose corpus comprises 287 Basque written books and the texts of the
newspapers Berria and Herria, all printed from 2000 to 2006. The corpus has a total of 25.1 million
words (http://www.ehu.eus/en/web/eins/ereduzko-prosa-gaur-epg-).
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As I have said, the stems used in derived predicates are used in the language as
nouns (such as the stem in ama-tu ‘to become a mother’), as adjectives (e.g. the stem
of apain-du ‘to get ready, to decore’), as adverbs (e.g. berandu-tu ‘to become
late/make sb be late’) and as adpositional phrases (e.g. ure-z-ta-tu ‘to water’). This
flexibility observed in the Basque verbal domain lead de Rijk (2008: 151) to make the
following statement about the Magic Suffix -tu (as he calls it) and the Basque

language:

The Basque language owes much of the smooth flexibility that ensures its continued
survival as a medium of culture to the remarkable ease with which members of sundry

lexical categories can be turned into verbs.

Let us turn now to the syntactic decomposition and lexicalization of the predicates.

I claim that in the case of unaccusative and causative predicates, the stems which
combine with the -fu suffix lexicalize a state subevent. When -fu occurs attached to
them, a proc head is projected above it in the structure, and, as a consequence, the
state subevent becomes a result. Let us illustrate this operation with an example: the
predicate hurbil-du ‘get/put closer’ (7b) which is built on the Root Aurbil ‘near’. 1
claim that hurbil ‘near’ spells out a stateP. This StateP can occur in isolation in some
contexts, as can be seen in (7a). When -fu is merged (hurbil-du ‘put closer/get closer’)
(7b), proc is projected above StateP and the relation between both subevents is
interpreted as implication.
(7) a.(Gu) hurbil gaude

we.ABS near are

‘We are close’

b. (Gu) hurbil-du gara

we.ABS near-TU  be.1plABS
‘We have got closer’

The internal argument gu ‘we’ originates in the specifier of StateP, as required by
the state subevent. The state subevent conveys a central coincidence relation between
the Figure gu ‘we’ and the location hurbil ‘close’. The subject gu is basically a
HOLDER argument, as can be seen in (7a), but when the state becomes the res of proc
(7b), it also becomes a RESULTEE and an UNDERGOER.

Recall from chapter 1 that Roots are associated to measures and that these
measures can be defined in terms of being [tincremental], [£lower bound] or
[fupper bound]. Depending on these properties, the resulting predicate, in this case, a

change of state, can be durative or instantaneous, and telic or atelic. In this case, hurbil
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is associated to an [+incremental], [+lower bound] and [—upper bound] measure, and
as a consequence, the predicate hurbil-du is durative and atelic. As can be observed in
the examples below, Aurbildu is fine with the gradual modifier apurka-apurka ‘little

by little’ and with the atelic frame adverbial.

(8) a. Apurka-apurka hurbil-du gara
little by little near-tu  be.lplABS
‘We have got closer little by little’
b. Bi minutu-z  hurbil-du gara
two mintute-INTS near-tu  be.l1plABS
‘We have got closer for two minutes’

As noted in chapter 1, in change of state predicates, having a lower bound is
sufficient for the predicate to behave like a telic one in some contexts (Hay et al.
1999).

(9) a. Bi minutu-tan hurbildu gara
two mintute-INE near-tu  be.1plABS
‘We have got closer in two minutes’

b. Apur bat hurbil-tze-n ari gara # Apur bat hurbildu gara
little a near-TZE-INE PROG be.1sgABS little a near-TU  be.lsgABS
‘We are getting a bit closer’ ‘We have got a bit closer’

For instance, Aurbildu can be used with the telic frame adverbial (9a), and behave
as telic in the progressive-perfect entailment test if it is combined with apur bat ‘a
little’ (9b).

3.2.1.1. PREDICATES DERIVED FROM PROPERTY NAMING ROOTS

In this section, I will analyze predicates whose stem is used out of the predicative
context as a noun, an adjective or an adverb. For convenience, I will use the terms
denominal, deadjectival and deadverbial to refer to these classes of predicates, but, as I

mentioned before, with no theoretical meaning intended.

In the tables below, I show some deadjectival predicates appearing in the
Contemporary Reference Prose (Sarasola et al. 2011), browsed using Corsintax
(Landa 2008). As can be seen, there are also several deadjectival predicates which are

built on complex stems (11). In those cases, the Root is headed by another element:
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the relational adposition -ko, the property suffix -dun ‘who has x’, its negative

counterpart -gabe ‘devoid, without x’*' and the comparative -ago.

(10) DEADJECTIVALS

argitu ‘to lighten’ argi ‘light’

apaldu ‘to lower, to humble oneself’ apal ‘modest’

arindu ‘to lighten, to lessen’ arin ‘quick’

agortu ‘to dry, to run out of sth’ agor ‘dry’

aberastu ‘to enrich’ aberats ‘rich’

ahuldu ‘to weaken’ ahul ‘weak’

alaitu ‘to cheer up’ alai ‘happy

azkartu ‘to quicken’ azkar ‘quick’
apaindu ‘to adorn, to decorate’ apain ‘elegant’
argaldu ‘to lose weight’ argal ‘thin’

astundu ‘to become heavy’ astun ‘heavy’

esnatu ‘to wake up’ esna ‘awake’

atzarri ‘to wake up’ atzar ‘awake’
moteldu ‘to slow down, to dim’ motel ‘slow’

gorritu ‘to redden’ gorri ‘red’

zuritu ‘to whiten, to peel’ zuri ‘white’

garbitu ‘to clean’ garbi ‘clean’

zikindu ‘to get dirty’ zikin ‘dirty’

ilundu ‘to darken’ ilun ‘dark’

askatu ‘to undo, to liberate’ aske ‘free’*

(11) COMPLEX DEADJECTIVALS

ahaldundu ‘authorize, empower’ ahal ‘power, authority’, -dun ‘having’
areagotu ‘to increase, to intensify’ are-ago ‘(even) more’
betikotu ‘to make last forever’ beti-ko ‘always-ko’
etxekotu ‘to familiarize, to get used to’ etxe-ko ‘home-ko’
euskaldundu ‘to bring to Basque, to
become Basque speaker, make people
Basque speakers...’ euskal ‘Basque’, -dun ‘having’

2! In chapter 5, sec. 5.4, I will claim that gabe is an adposition, similar to the English without. Here, I
have just noted that X-gabe elements (e.g. etxe-gabe ‘homeless’, itxura-gabe ‘deformed, nonsensical’ are
adjectives. In this sense, I follow Mateu (2002) in claiming that adjectives are decomposed into a
relational element (overtly spelled out by gabe in this case) and a non-relational element (e.g. etxe ‘home’
and itxura ‘form, shape”).

%2 In this analysis, I am not taking into account the phonological change of some final vowels [some e/o/u
— a] occurring from the “adjective”/”noun” to the verbal stem (e.g. aske ‘free’ — askatu ‘to undo, to
liberate’) (see Artiagoitia 2004, who proposes that this fact points out that the adjectivizing suffix -garri
[similar to, but not the same as -able in English] attaches to verbal bases, rather than to nominal/adjectival
bases. In this dissertation, I do not address the analysis of -garri, but it seems to me correct say that the
head spelled out by -garri must select for a subevent rather than to a bare Root. This and other issues
related to -garri and other adjectivizing suffixes like -kor must be studied in further research.
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duntu ‘to appropriate, become rich’
etxegabetu ‘to evict’

gutxiagotu ‘to reduce, diminish’
larriagotu ‘to aggravate, get worse’
lotsagabetu ‘to become insolent/rude’
itxuragabetu ‘to disfigurate, deform’
zordundu ‘to get into debt’

X-dun ‘who has X, having X’

etxe ‘house’, gabe ‘lacking’

gutxi ‘few’, -ago (superlative)

larri ‘serious, grave’, -ago (superlative)
lotsa ‘shame’, gabe ‘lacking’

itxura ‘form, shape’, gabe ‘lacking’
zor ‘debt’, -dun ‘having’ (in debt)

Regarding denominal predicates, I have classified them in two groups: (i) those

built on Roots which name a property of individuals, and (ii) those built on Roots

denoting a property of psychological or physiological states. The examples have been
taken from the Corsintax browser and from de Rijk (2008: 152).

(12) PREDICATES HAVING ROOTS NAMING PROPERTIES OF INDIVIDUALS

atxilotu ‘to arrest’

adiskidetu ‘to (be) reconcile(d)’
alargundu ‘to be widowed’
amorostu ‘to get in love’

apaiztu ‘to ordain, become a priest’
gizondu ‘to become incarnate, mature’
amatu ‘to become a mother’
mutildu ‘to become a lad/boy’
apurtu ‘to break’

arautu ‘to regulate’

ahitu ‘to get tired’

atxilo ‘prisoner’
adiskide ‘friend’
alargun ‘widow/widower’
amoros ‘lover’
apaiz ‘pastor’

gizon ‘man’

ama ‘mother’

mutil ‘boy’

apur ‘piece’

arau ‘rule’

ahi ‘mush, porridge’

(13) PREDICATES HAVING ROOTS NAMING PSYCHOLOGICAL OR PHYSIOLOGICAL

STATES

arduratu ‘to bother, to worry’
atsekabetu ‘to (get) upset’
aspertu ‘to (get) bored’
beldurtu ‘to (get) frighten(ed)’
damutu ‘to regret’

dolutu ‘to regret, to feel sorry’
egarritu ‘to become thirsty’
gosetu ‘to become hungry’
grinatu ‘to become passionate’
haserretu ‘to get angry’

ardura ‘responsibility, concern’
atsekabe ‘annoyance’

asper ‘boredom’

beldur ‘fear’

damu ‘repentance’

dolu ‘mourning’

egarri ‘thirst’

gose ‘hunger’

grina ‘passion’

haserre‘anger’

The majority of these denominal and deadjectival predicates have a similar

syntactic decomposition and lexicalization patterns. As an example, let us analyze the
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sentence in (14) with the predicate amatu ‘to become a mother’. I consider that ama

2324 \where the internal

‘mother’ is a LI lexicalizing a Root and a state node (15a),
subject takes the specifier position of the state subevent. That a LI can spell out more
than one node is possible in a model where syntax is a pre-lexical component and
where the lexicon is a way to interpret syntax, as the Nanosyntax framework. As we
have seen before, within this view, it is considered that syntax operates only with
features and that LIs are inserted post-syntactically (a property defended also in

Distributed Morphology, see section 2.2.4.1).

When -tu selects for the state, a proc head is projected, and the state turns into a
result phrase (15b).

(14) Ane ama-tu da
Ane.ABS mother-TU be.3sgABS
‘Ane has become a mother’

(15) a. stateP
Ane state <> ama
/\
state Root < ama
b. procP
proc stateP= resP
/\
Ane state <> ama

PN

Recall that I assume that there are two types of events: states and processes. The
latter are subevents which introduce an event argument.”> Following Ramchand (2004
2008a), I claim a state subevent is interpreted as a result when it is implicated by a

process subevent:

(16) 1IF 3 el, e2 [State(el) N Process(e2) & e2—el], then by definition Result(el).

% Note that I am not claiming that the LI ama always spells out a state node. Assuming the Superset
Principle, ama can be spelled out in another syntactic context. It can lexicalize a Root headed by a D, for
example, and in this case, there would not be a state node projected.

* 1 am assuming that lexical and functional nodes can be lexicalized together.

5 Note that Ramchand (2008a) claims that process is a subevent conveying internal change. My position
is different, since I claim that process can also occur in non-dynamic predicates (see Fabregas & Marin
2012 in this respect).
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Based on this, I propose that the state lexically associated to ama remains a state
until proc is projected above. When proc selects for the state subevent and their

relation is established in terms of implication, the state becomes a res.

On the other hand, to state the part of the structure which -fu lexicalizes is not an
easy matter. Looking at these types of predicates, it seems that -fu spells out at least
the process subevent. Additionally, as I will discuss in chapter 4 and chapter 7, it is
also related to viewpoint aspect and infinitive morphology. Since -fu has the ability to
turn its complement into a predicate, someone can argue that -fu is a verbalizer, in the
sense of Marantz (1997). Nevertheless, in chapter 5 I will show that -fu fits better the
nominal category, rather than the verbal one. For this reason, for the moment I will
just assume that -fu spells out both a little n node and the proc node.

(17) Ane ama-tu da

Ane.ABS mother-TU be.3sgABS
‘Ane has become a mother’

(18) nP < -tu
n procP
/\
proc resP
T
Ane res <> ama

PN

The configuration where both LIs (-zu and ama) are lexically inserted is specified

in their lexical entries, in the form of a subtree.
(19) -tu < </tu/,nP >

n procP
|

proc

In the Nanosyntax framework, it is assumed that the lexicon contains subtrees,
together with phonological and conceptual information, and that lexicalization is a
post-syntactic process where lexical subtrees match the trees constructed in syntax
(e.g. Starke 2009, Caha 2010). I assume that LIs consist of < phonological

information, syntactic tree, conceptual information >, following Starke (2009).
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As I have mentioned previously, the LI ama ‘mother’ is lexically specified with a
Root and a state node. The Root belongs to the class of Property naming Roots, and

these Roots combine in syntax with states.

(20) ama < </ama/, stateP, (conceptual content) >,

state Root

Another option would be to argue that ama is also lexicalizing proc, and that -fu is
just paired with the node n. Nevertheless, I do not think that that is the case. Imagine
that we make up a new predicate like mahai-tu (‘table-tu’). The process of adding -fu
to form a new predicate is so productive, that any Basque speaker would understand
the meaning of this new predicate: ‘to become a table or turn sb or sth into a table’.
Clearly, nobody would state that the vocabulary item mahai ‘table’ has proc as one of
its lexical features. Instead, it gets the meaning of a proc subevent only when it is
combined with -fu. Any Property naming Root selected by -fu becomes a change of

state, as depicted in (15).

More things have to be clarified in order to account for the lexicalization pattern of
predicates such as amatu ‘to become a mother’. To begin with, the actual order of LIs
has to be explained. As I showed in the tree (15), I assume the Antisymmetry of Syntax
proposed in Kayne (1994), which states that syntax is head-initial and that phrases
which do not show the specifier-head-complement order have undergone movement.

This is also the view adopted in works done within Nanosyntax.

In the syntactic tree that I posited in (15), the linearized order of features is the

following:

(21) [n[proc[res]]]

Nevertheless, according to the lexical pairing between features and LIs proposed so

far, the surface structure corresponds to:

(22) res (proc/n)
ama tu

I consider that in the lexicalization process, several movement operations have
taken place, and that as a consequence we have the surface order portrayed in (22). In

order to explain those movements, I rely on several principles. First, I assume the
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Superset Principle, as presented in chapter 2, sec 2.2.4.2. Here, I show the version of

the principle in Pantcheva (2011).

(23) The Superset Principle (Pantcheva 2011: 122)
A vocabulary item matches a node if its lexical entry is specified for a

constituent containing that node.

Consider the LI a with the following lexical entry:
(24) a o AP

A BP
/\
B C

Lexical entries contain trees and this, together with the Superset Principle, enables
a lexical item to spell out more than one node and even a non-terminal node. The
lexical item a, depicted in (21), spells out the whole AP. This is formulated as Phrasal
Spell Out.

(25) Phrasal Spell Out (Pantcheva 2011: 106)

Lexical insertion can target phrasal nodes.

It is also assumed that lexical insertion proceeds cyclically, after every external

Merge.

(26) Cyclic spell out (Pantcheva 2011: 129)
Each step of External Merge is followed by lexical access. There is no

lexicalization cycle after Internal Merge.

Imagine that we have a syntactic structure like (27). According to the Superset
Principle, the lexical item a can be paired with it, since it contains a part of the lexical

tree of a.

27) BP &
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When A merges with BP, a structure identical to that stored in the lexical entry of a
will be created. In such a case, lexical insertion will proceed again and a will be paired
with AP.

(28) AP © 0

It is assumed that previous spell-outs, like that of BP, are overridden (Caha 2010,
Pantcheva 2011). Since lexicalization proceeds bottom-up, the biggest match will

always win over the smaller one.

Let us come back to the lexicalization of amatu ‘to become a mother’. I assume
that when proc merges with the state, the latter becomes a res. The LI ama is paired

with resP.

(29) procP

proc resP

PN

Then, lexical insertion arrives at proc. Proc is spelled out by the -fu suffix but the
lexical entry of -tu, repeated below, does not match the syntactic tree, since in (29)

procP contains resP.

(30) -tu & </tu/,nP>

n procP
|

proc

Apparently, this problem can be resolved in two ways. One is to state that the head
proc does not get lexicalized. However, this option is excluded according to the
principle of Exhaustive Lexicalization (Fabregas 2007, Ramchand 2008b, Pantcheva
2011).
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(31) Exhaustive Lexicalization (Ramchand 2008b: 122)*

Every node in the syntactic representation must be identified by lexical content.

Exhaustive Lexicalization rules that every syntactic feature has to be lexicalized.
Thus, the head proc has to be somehow spelled out. There is a potential candidate to
lexicalize proc, that is, -tu, but its lexical entry only contains one of the daughters of
the syntactic structure of (29). It contains proc, but not resP. Caha (2010), building on
unpublished work by Starke, proposes that, in a context where the insertion of a LI in
a phrasal node is prevented by the presence of a sub-constituent, that sub-constituent
must be evacuated, in order for phrasal spell out to occur. This operation is formulated
as the Spell out driven movement (Starke 2014, Caha 2010):

(32) Spell out driven movement (Caha 2010: 22)
In case a phrasal node can be spelled out after evacuation of a sub-constituent,

then evacuation takes place.

This type of evacuation movement is the second (and best) option to get proc
lexicalized. Caha (2010) bases this claim in the realization of case endings as
prepositions or suffixes cross-linguistically. He argues that the different realization of
a form as a preposition or a suffix, on the one hand, and synthetic/analytic, on the
other hand, is the consequence of lexical specifications: specifications to spell out just
terminals or, on the contrary, to spell out phrasal nodes. Let us illustrate this claim
with examples. Caha (2010) proposes that there exists a universal hierarchy of case
heads (33) and that the cross-linguistic variation is reduced to the lexical entries

realizing those heads.

(33) The preposition/suffix hierarchy (Caha 2010: 7)
a. If the expression of a particular case in the Case sequence (below) involves a
preposition, then all cases to its right do as well.”’

b. The Case sequence: NOM — ACC — GEN — DAT — INS — COM

% Here I show the version of the principle offered in Ramchand (2008b), but see the version of Fabregas
(2007) in chapter 2, sec. 2.2.4.2.

" The reader must note that the ordering sequence considered is the one in (33b), and not the syntactic
sequence illustrated in (34).



THE SYNTAX AND LEXICALIZATION OF UNACCUSATIVE & CAUSATIVE PREDICATES 97

According to Caha, the case heads in the hierarchy are organized syntactically,

related to each other by a containment relation:

(34) [com F [ins E [dat D [gen C [acc B [nom A DP ] ] ] ] ] ]

The variation attested in the realization of these case heads is the result of various
movements, triggered by the need to lexicalize all the features. Let us analyze this

with examples from various languages (data taken from Caha 2010).

Note that, in the functional sequence depicted in (34), the genitive case contains the
accusative and that the dative case contains both the genitive and the accusative. This
containment relation is attested in several languages. For example, in English (35a),
the expression of the genitive case includes the presence of the DP case marked with
accusative case. In Arabic, nominative, accusative and genitive are suffixal, but dative,
in contrast, involves a preposition which combines with a noun ending with genitive
(35b). Finally, in Ingush —an ergative language— the dative case marking includes the

genitive suffix (35c).

(35) a.of him English. Genitive
b. li muhammad-in Arabic. Dative
DAT Muhammad-GEN
‘to muhammad’
¢. kuotam-a-a Ingush. Dative
hen-GEN-DAT
‘to the hen’

The examples are in accordance with Caha’s (2010) hierarchy. The accusative
seems to be contained within the genitive, and the genitive within the dative. These

trees represent the lexicalization of the English and Arabic examples.

(36) genitive
ce accusative
| PN
of him
(37) dative
D° genitive

| .

li muhammad-in



98 UNACCUSATIVE & CAUSATIVE EVENTIVE PREDICATES

Consider now the Ingush example. Caha proposes that in Ingush, the -a suffix
realizing the genitive is a LI spelling out the genitive phrasal node. This phrasal node
includes the accusative and the nominative, so that it is a synthetic form. This is the

lexical entry of -a.

(38) -a <> </synt. gen. suff./, genitive >
T
C accusative
T

B nominative

|
A

When nominative is merged, the lexicon is accessed, by Cyclic Spell Out. The LI -
a can be inserted in the nominative node, but for that to be possible, the DP has to be
evacuated, since the node DP is not present in the lexical entry of -a. Thus, the DP
moves to the left of the nominative head, and -a is inserted in the nominative node.
The same operation is repeated with the lexical insertion of -a in the accusative and in

the genitive nodes. The DP moves cyclically.

(39) [ DP genitive C [ BR accusative B [ BP nominative A BP ]]]

I~ I~

Then, D is merged and projects the dative node. Lexical insertion proceeds again.
According to Caha (2010), the LI spelling out the dative node looks like this:

(40)  -a <> </anal. dat. suff./, dative >

|
D

In order to spell out the dative node, an evacuation movement has to take place
again. However, this time, the whole genitive node is pied-piped above the dative
node. In this way, the LI -a realizing the dative node imposes its requirements on the
structure, and creates a configuration where the dative node contains only D. This is

illustrated in the following tree:
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@y
genitive dative < -a
N N

kuotam-a  D° genitive
VAN

These evacuation movements render the forms and the order we see in the surface:
kuotam-acen-apar. All these operations were triggered by the insertion of LIs, which
were specified to be matched with phrasal nodes. The presence of some sub-
constituent, like the DP within the nominative, accusative and genitive nodes, and the
whole genitive node within the dative node, were obstacles for the insertion of the LIs
in the nodes, and thus, were necessarily evacuated. The DP has been cyclically moved
throughout all the nodes, and the genitive node has been pied-piped to the left of the

dative node.

Let us come back again to Basque. Proc is merged into the structure. This
constitutes a case of external Merge, so that it follows a round of lexical access (recall
Cyclic Spell Out (26)). Then, lexical insertion of -fu in proc takes place and this
insertion triggers the evacuation movement of resP. ResP is extracted and merges
above procP as an adjunct. Since traces are overridden in lexicalization, -fu can be

paired with the lowest node proc, because it does not have any feature other than proc.

(42) procP,
resP procP; < -tu

proc tres

Then, n is merged to procP, and the lexicon is accessed again.

(43) nP
n procP,
resP procP,
DP proc

proc tres
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Little n has a potential candidate for lexicalization, -fu, but recall that for that to be
possible, n must contain only [procP [proc]]. As can be seen, in the structure (43), n
contains both procP and resP. -Tu is inserted in nP and this triggers the application of

another spell out driven movement. ResP is evacuated, this time, above n.

(44) nP,
ama <> resP nP;, < tu
/\
n procP,
tres procpl
proc tres

In this way, we get the surface order of morphemes (amayes titysproc)-

As can be seen, the motivation for having a different sequence of morphemes in
syntax and in the surface reduces to the lexical entry of -fu, which requires to be
paired with the phrasal node nP containing procP. In order to get such a morphological
structure, resP has to be extracted, first out of the complement position of proc, and

then, out of n.

Simple deadjectival verbs follow the same pattern. That state is selected by proc,
and as a consequence, it becomes a res. As an example, I show the syntactic/lexical
structure of the verb nagusitu ‘to grow up’ in a sentence like (45). The LI nagusi ‘old,
chief’ is lexically associated with state node (=res) which takes Root as complement.
Then, -tu lexically matches n and proc. In order for -fu match the phrase containing
both n and procP, res has been evacuated twice, as suggested previously for the

predicate amatu.

(45) Amets nagusi-tu da
Amets.ABS old-TU be.3sgABS
‘Amets has grown up’ (lit. ‘Amets has become older’)

(46) nagusi < < /nagusi/, state, conceptual content >,

state Root
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47) -tu < </tu/,nP>

n procP
|
proc
(48) nP,
/\
nagusi <> resP nP; < tu
/N T
n procP,
tres procpl

proc tres

The derivation of complex deadjectival predicates is slightly different. Recall that
complex deadjectival predicates are those whose stem consists of more than one
element: the Root plus (i) the comparative suffix -ago, (ii) the relational adposition -
ko, (iii) the property suffix -dun ‘who has x’, or (iv) its negative counterpart, the suffix

-gabe ‘devoid, without x’.

Let us consider firstly the stems consisting on the relational -ko, the property suffix
-dun and its antonym -gabe ‘without’ (e.g. etxe-ko-tu ‘to familiarize’, zor-dun-du ‘to
become indebted’ and etxe-gabe-tu ‘to evict’). I claim that, in these cases, the
suffixes/adpositions lexicalize the stateP node only containing the state head. Its Root
complement, on the other hand, is lexicalized by the other component: etxe ‘house’ in
etxe-ko-tu ‘to familiarize’ and etxe-gabe-tu ‘to evict’ and zor in zor-dun-du ‘to become
indebted’. Here I illustrate the tree previous to each lexicalization for etxe-ko-tu and

etxe-gabe-tu.

(49) stateP <« gabe / ko
/\

state Root <> etxe

In order for gabe and ko to lexicalize the stateP node only containing the state
head, the terminal Root will have to be evacuated to the left of stateP, as argued in

previous lines.
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Thus, simple and complex deadjectivals differ in the number of LIs lexicalizing the
state node. In simple deadjectival predicates, a single LI lexicalizes both the subevent
and the Root, whereas in complex deadjectival predicates, these heads are lexicalized
separately: each one with one LI. This has clear consequences for the categorization of

the Root, as I will argue in chapter 4, sec. 4.3.3 and chapter 5, sec. 5.4.

Regarding complex deadjectival predicates consisting of the comparative suffix -
ago (e.g. gutxi-ago-tu ‘to reduce, to decrease’), I suggest that, in this case, -ago

lexicalizes a Scale node projected above the state subevent.
(50) ScaleP <« ago

Scale stateP < guixi
S

state Root

Thus, this kind of complex deadjectival predicates is similar to simple ones, with
the only difference that an additional head (Scale) has been projected above. Here, too,

the corresponding evacuation movements will have to take place.*®

Finally, let’s turn to deadverbial predicates. Among deadverbial predicates, some
are complex, consisting of the scale suffix -ka and the Root. These complex
deadverbial predicates will be analyzed in section 3.2.1.2. Here, I will focus on simple

ones. These are some of the examples obtained using Corsintax (Landa 2008).

8 The syntactic structure of predicates built on superlatives, like gutxi-ago-tu ‘to decrease’, is similar to
motion predicates combined with the approximative.

(iii) Maider etxe-rantz joan da
Maider.ABS home-approx go-TU be.3sgABS
‘Maider has gone towards home’

According to Pantcheva (2011) approximatives like etxerantz ‘towards home’ project a ScaleP which
embeds GoalP and PlaceP.

(iv)  [Scale [GoalP [Place]
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(51) DERIVED FROM ADVERBS®

belaunikatu ‘to kneel (down) belauniko ‘on one’s kneels’
(belauna ‘kneel")

berandutu ‘to delay, to be late’ berandu ‘late’

urrundu ‘to move away, to distance oneself from | urrun ‘far’

something’

hurbildu ‘to approach sb/sth, to come/bring closer’ | hurbil ‘close, near to’

gelditu ‘to stop’ geldi “still’

prestatu ‘to get ready, to prepare’ prest ‘ready’

adostu ‘to agree, to reach an agreement’ ados ‘in agreement’

zutitu ‘to stand up’ zutik ‘standing’

zintzilikatu ‘to hang, to suspend’ zintzilik ‘hanging’

These predicates can be classified into two groups: (i) those having a change of
state/position interpretation (e.g. gelditu ‘to stop’, zutitu ‘to stand up’ and berandutu
‘to become late’)*’, and (ii) those having a change of location meaning (e.g. urrundu
‘to go further / to put something far’, hurbildu ‘to go closer / put something closer’).
The decomposition of these predicates is similar to that of denominal and simple
deadjectival predicates. For instance, a change of state predicate like zintzilikatu ‘to

hang’ is built on the state predicate zintzilik ‘hanging’.

(52) a. Argazkia zintzilik dago horma-n
picture.ABS hanging is wall-INE
‘The picture is hanging on the wall’
b. Argazkia zintzilika-tu dut
picture.ABS hanging-TU have.lsgERG
‘I have hanged the picture’

The state node is lexicalized by zintzilik ‘hanging’ (52a). When -fu heads the
predicate (zintzilikatu ‘to hang’) (52b), a proc is projected above the state and the
relation between proc and the state is established as implication. As a consequence,

the state becomes a res.

 Note that many Basque adverbs are also adjectives (azkar ‘quick or quickly’, arin ‘quick or quickly’,
motel ‘slow or slowly’) and that the predicates building on this elements have already been listed with
deadjectival predicates.

3% Note that it is not very clear whether wrrundu and hurbildu belong to deadjectival predicates or
deadverbial predicates, since urrun and hurbil can be used as adjectives and as adverbs. This is not
actually relevant for the discussion since both deadjectival and deadverbial predicates are assumed to be
built on a-categorial Roots.
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3.2.1.2. DEADVERBIAL -K4 PREDICATES

The majority of unaccusative/causative -ka derived predicates denote a change of

position where the ending location is interpreted as plural.

(53) DERIVED FROM -K4 ADVERBS

mailakatu ‘to rank’ maila-ka ‘by levels’
sailkatu ‘to classify’ sail-ka ‘by classes’
tartekatu ‘to put at intervals’ tarte-ka ‘by intervals’
lerrokatu ‘to align, to line up’ lerro-ka ‘by lines’
zatikatu ‘to chop, to divide’ zati-ka ‘by pieces’
aldizkatu ‘to alternate, to take turns’ aldiz-ka ‘by turns’
txandakatu ‘to alternate, to take turns’ | txanda-ka ‘by turns’

The predicate mailakatu ‘to rank’, which derives from the Root maila ‘level’ can
be paraphrased as ‘distribute something in levels’. Similarly, sailkatu ‘classify’,
consisting of sail ‘class’ and ka, means ‘distribute something into classes’. In this
sense, these predicates are similar to change of location predicates, with the difference
that, in -ka predicates, the aspectual interpretation is durative, since the ending
location is multiple. I argue that this difference in meaning is due to the presence of -
ka, which spells out a central coincidence state subevent and a Classifier head (Borer
2005a).

(54)  -ka — </ka/, stateP >

/\
state ClassP
|
Class

According to Borer (2005a), all NPs are by default mass nouns and it is a
functional head Classifier that actually portions out the stuff denoted by the noun. She
proposes that, in a language such as English, where classifiers are not traditionally
considered to exist, the plural marker -s is really a “stuff divider” and is the exponent
of the Classifier head.

The object lexicalized as sail-ka has at the same time an adverbial and plural
meaning. The predicates listed above usually occur with internal plural subjects. The
presence -ka yields a distributive change of position, where each subject ends up in a

different class, level etc.
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(55) Fitxategiak sail-ka-tu  ditut
files.ABS class-KA-TU  have.1sgERG.3plABS
‘I have classified the files’

In the case of having a single subject (56), then, a single change of position is
triggered, but the ending location is still interpreted as “one x among other x-s”.
(56) Fitxategia sail-ka-tu dut

file.ABS class-KA-TU have.lsgERG.3sgABS
‘I have classified the file’

The portioning out meaning is also observed when -ka appears attached to an Event
naming Root (see chapter 4, sec. 4.3.2) *'. When it is combined with Roots denoting

semelfactive events, it gives rise to iterative or repetitive events:

(57) Zu-ri  deika ari naiz
You-DAT call-KA PROG be.1sgABS
‘I am calling to you’

(58) a. Amets salto-ka etorr-i  da
Amets.ABS jump-KA come-TU be.3sgABS
‘Amets has come jumping’

b. Jon-ek oihu-ka esan dit [ez zuela etorri nahi]
John-ERG shout-KA say-TU have.3sgERG.3sgABS.1sgDAT [that he didn’t want to come]
‘John has told me shouting that he did not want to come’

The phrase headed by -ka (zuri deika ‘calling to you’) in (57) has an iterative
meaning, as the -ka adverbs salto-ka ‘jump-ka’ (58a) and oihu-ka ‘shout-ka’ (58b).*?

Consider the sentence (59). The internal subject fitxategiak ‘the documents’

originates in the specifier of the state subevent, which after being selected by proc

3! The iterativity is not so clearly seen in other -ka deadverbial causative/unaccusative predicates, for
example, in gainezkatu ‘to overflow’, erdizkatu ‘to share half and a half’, partekatu ‘to share a part’
among others.

32 On the other hand, -ka can also combine with a GoalP. Some central varieties of Basque use the allative
-ra and -ka (ra-ka) to form the allative approximative, instead of the standard -ra-ntz.

v) Etxe-ra-ka  noa
house-ALL-KA go
‘I go towards home’

Pantcheva (2011) argues that approximative paths like -ra-ka and -ra-ntz are syntactically represented by
a ScaleP, where the Scale head selects for a GoalP. At the moment, I do not see how -ka can be the
exponent of both ClassP and ScaleP, but these projections may b