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Abstract

With the explosive growth of digitization, many cultural heritage institutions have been convert-

ing physical objects of cultural heritage into digital representation or descriptive representation

and to make it publicly available for everyone. The main goal is to construct a nation identity

with the use of cultural heritage. However, the conversion resulted in several issues such as:

1) the documents are descriptive in nature, 2) the documents are ambiguity and brevity, 3) the

documents used dedicated vocabulary, and 4) the documents contain a lot of term variations.

Most of the time, the issues are caused by the aggregated fault in annotating the documents

while the short query problem is caused by naive user who has little prior background knowl-

edge and experience in cultural heritage domain. In this research, the main aim is to model

information access system to overcome partially the issues arising from the documentation pro-

cess (conversion from physical to descriptive representation) and the background knowledge

of the users of digital cultural heritage. Therefore, three types of information access tool are

introduced and established namely information retrieval system, context search (contextual in-

formation retrieval system), and mobile game on cultural heritage that allow the user to access,

learn, and explore the information on cultural heritage. Basically, the main idea for information

retrieval system and context search is to incorporate the link relationship between terms into

the Language Model by extending of Dirichlet Smoothing to solve the problems arising from

both the documentation process and background of the users. In addition, a Preference Model

is introduced based on the Theory of Charging a Capacitor to quantify the cognitive context

based on time and integrate into the extended Dirichlet Smoothing. Besides, a mobile game is

introduced and integrated the elements of the games of monopoly and treasure hunt to mitigate

the problems arising from the background of the users especially their casual behaviour. The

first and second approaches were tested on the Cultural Heritage in CLEF (CHiC) collection

that consists of short queries and documents. The results show that the approach is effective

and yields better accuracy. Finally, a survey was carried out to investigate the third approach,

and the result suggests that the game is able to help the participants to explore and learn the in-

formation on cultural heritage. In addition, the participants also felt that an information seeking

tool that is integrated with the game can provide more information to the user in a more conve-

nient manner while playing the game and visiting the heritage sites in the game. In conclusion,

the results show that the proposed solutions are able to solve the problems arising from the

documentation process and the background knowledge of the users of digital cultural heritage.

Keywords. Information retrieval, Language model, Term similarity, Cognitive context, Mo-

bile game
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Chapter 1

Introduction

Over the last 30 years, United Nations Educational, Scientific and Cultural Organization (UN-

ESCO) have been encouraging all the nations around the world to identify, protect and preserve

their own cultural and natural heritage because they are considered to have outstanding value to

humanity and can provide a concrete basis for ideas from the past. In addition, UNESCO also

compiled a World Heritage List which includes 981 properties that are considered as outstand-

ing universal value in the world. Furthermore, several projects have been successfully restored

by UNESCO such as Angkor Watt in Cambodia and the Old City of Dubrovnik in Croatia and

they have successfully removed the sites from the List of World Heritage in Danger1. In gen-

eral, cultural heritage is a significant treasure that holds the nation and the humanity of the past

together. It gives many clues about the history and also clears up the future. Sometimes, this

treasure can be damaged due to natural disasters such as earthquake, fire, flood and sometimes

it can be locked away in the storerooms.

Digitization is a good opportunity to overcome these problems because digitization con-

verts a physical document into machine-readable form and it can help to preserve and store

these information. With the encouragement by UNESCO and the rise of new communication

technologies, institutions and museums around the world have put up a lot of efforts to translate

and describe the cultural heritage objects in order to preserve, store and organize these informa-

tion digitally. Through this process, cultural heritage objects can be made available and be used

easily by certain group of users such as historians and curators.

In recent years, institutions and museums has started to convert all the information on cul-

tural heritage into digital format and push these information to online in order to attract more

users. So, it becomes easier for people around the world such as students, educators, genealo-

gists, and some users who are interested in the local history and heritage to access these types

of information. Several examples of online information access in cultural heritage include the

Louvre from France2, the British Museum from the United Kingdom3, Rijksmuseum from the

Netherlands4, and Museo del Prado from Spain5. In order to ease the job of looking for informa-

1http://whc.unesco.org/en/107/
2http://www.louvre.fr
3http://www.britishmuseum.org
4https://www.rijksmuseum.nl
5http://www.museodelprado.es



1. Introduction 3

tion on cultural heritage from one website to another website, Europeana1 as shown in Figure

1.1 has taken the initiative by collecting the information which is in digital representation to rep-

resent the physical objects across many European Union (EU) member states. Besides, Digital

Public Library of America2 as shown in Figure 1.2 also serves the same objective like Euro-

peana and aims to bring together all the collections from the institutions and museums across

the United States of America into a large-scale public digital library.

Figure 1.1: Example of the Current State-of-the-art system: The Website of Europeana

With mobile devices becoming the new Personal Computer (PC), people are increasingly

using smart phones and tablets instead of desktop computers to access products and services.

In the last quarter of 2010, smart phones sold more than PCs for the first time and the growth

for tablets, such as Apple iPad, Motorola Xoom and Samsung is expected to expand from 17

million in 2010 to 270 million in 2014 3. Furthermore, smart phones are expected to climb from

1,700,000 million in 2012 to 1,900,000 million in 2014 with an increase of 11%. In addition,

International Data Corporation (IDC) forecasted that the number of downloaded mobile appli-

cations is to grow to 76.9 billion in 2014 which represent $35 billion in revenue. The main

reason that mobile devices are getting popular is because the users can use the mobile device

to access any information anywhere and anytime. However, the experience in accessing infor-

mation by using mobile devices is different from the experience in accessing the web from a

PC or laptop and the main factor is the size of the screen. Several institutions and museums

1http://www.europeana.eu
2http://www.dp.la
3http://www.gartner.com/newsroom/id/2525515
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Figure 1.2: Example of the Current State-of-the-art system: The Website of Digital Public

Library of America

also provide “lite” interface for users with mobile devices based on this issue. Moreover, Cui &

Roto [2008] have conducted a case study that concluded that three types of information-seeking

behaviours on mobile devices can be found which are: 1) fact finding (seeking specific infor-

mation, 2) casual browsing (accessing general information, and 3) gathering information from

multiple sources to achieve the goal (making a decision or to collect knowledge around a topic).

There are a variety of studies focusing on information access. However in seeking to cater

for the accessing needs, game-based information access have been popular to engage access-

ing, learning, and exploring while still enjoying the satisfaction as a learner. There are some

game-based mobile accessing that integrates the elements of playing and learning as found in

Savill-Smith [2005], Shiratuddin & Zaibon [2010]. In these mobile games, the problems of

fundamental science is embedded into the game, while the mobile technology makes it possible

to simulate the problem in the natural context without losing the motivation of the games as

proposed by Schwabe [2005]. In addition, game-based mobile accessing can promote the skills

of decision-making and help the young adults in lifelong learning [Carr, 2010], [Song et al.,

2004], [Prayaga, 2005], [Blanco et al., 2010], [Berland et al., 2010], and [Harpstead et al.,

2013]

In a nutshell, there is a need to provide an information access tool to help the user to access

the information on cultural heritage by using mobile devices. Even though the free-text retrieval

has received an enormous success, information access in the domain of cultural heritage is still

very challenging and requires a lot of research efforts in this domain. The scope of this research

intends to provide different types of information access tool to the user which are able to help
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them to access, learn, and explore the information on cultural heritage.

1.1 Motivation

During the last decade, there has been a growing interest in building large digital libraries with

the large projects receiving national (such as Gallica) or international support (The European

Library, or Europeana). The main motivation behind such projects is the preservation of the

cultural heritage and allow a worldwide users to access to this valuable material. With the

growing capabilities and the failing prices of current hardware system, there are ever increasing

possibilities to access the information on cultural heritage. Also with ever increasing broadband

capabilities, it is now possible to view the information on cultural heritage online.

The main motivation of this research comes from a case study involving a mobile game on

cultural heritage. Basically, the intention of the mobile game is to evaluate the effectiveness

of delivering information on cultural heritage to users (uncertain on their information needs)

through mobile game. However, the majority of the respondents highlighted that the informa-

tion and knowledge acquired in the mobile game is just enough for them to learn and use to

explore the heritage sites. Therefore, these is a need for better and effective tool such as Infor-

mation Retrieval System that can be integrated with the mobile game to provide instant access

when the user is playing the game (please bear in mind that the questionnaire for this case study

was brief and it was not intended for empirical study). So, this is the main motivation of this re-

search since the Information Retrieval System would allow the user to access, learn, and explore

the information on cultural heritage especially in mobile game environment.

1.2 Problem Statements

Basically, the problem statements can be split into two parts. The first part is related to the col-

lection of cultural heritage and the second part is related to the information seeking behaviours

by the users in particular in the domain of cultural heritage.

1.2.1 Collection

The cultural heritage collection is a special collection because the physical objects of cultural

heritage can contain different resources such as books, manuscript, pamphlets, paintings, sculp-

tures, clothing, jewellery, and coins. Each of these objects has their own characteristics such as

the books contain the authors and the number of pages, but coin and jewellery do not contain

these type of information. Therefore, there is no universal set of characteristics to capture all

the different aspects of different objects.

In addition, each physical object can be represented by three types of representation namely:

1) physical representation, 2) digital representation and 3) descriptive representation. Each rep-

resentation can be considered as a document because all of the representations fulfil the features

of a document as proposed by Pédauque [2003] and each physical representation can be asso-

ciated with digital representation or descriptive representation. However, these representations
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can become the main obstacle in blocking the users to access the information on cultural her-

itage because the Information Retrieval System indexes the descriptive representation rather

than the physical representation while the user is looking for the physical representation. In

other words, it creates a gap between the physical representation and the descriptive represen-

tation.

Lets use manuscript as an example to describe the physical representation, digital represen-

tation and descriptive representation as shown in Figure 1.3. Physical representation refers to

the objects from cultural heritage such as antiquities, applied arts (sculpture, porcelain, glass,

armour, weapon, ceramic), coins, manuscripts, and painting. So, the physical representation of

a manuscript is itself a manuscript which includes the whole contents inside the manuscript and

Figure 1.4 shows the example of the manuscript from 1641 Depositions 1. In addition, Portier

et al. [2012] considered two main structures on the manuscript that may overlap namely 1) book

structure (a sequence of columns and lines), and 2) syntactic structure (a sequence of phrase and

words) in ubiquitous case.

Figure 1.3: Types of Document in Cultural Heritage Institutions

Digital representation refers to the digital object that can be represented by the physical

object. The digital representation can be scans, photographs, videos, audio recordings or any

types of digital file that represents the physical objects. So, the digital representation of a

manuscript is the digital file created by scanning the manuscript using an Object Recognition

Tool or Optical Character Recognition (OCR) as shown in Figure 1.5. Furthermore, the digital

1http://1641.tcd.ie/deposition.php?depID=809001r001
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Figure 1.4: Physical Representation - Manuscript (Deposition of Henry Jones) from 1641 De-

positions

representation has a deep impact on the preservation and several factors can become a hindrance

in optimizing the management of the resources as discussed in [Ogier, 2006]. The content inside

the digital representation may contain some errors due to spelling, old language [Hampson et al.,

2012] and imperfection of the Object Recognition Tool [Naji & Savoy, 2011].

Figure 1.5: Digital Representation - Manuscript (Deposition of Henry Jones) from 1641 Depo-

sitions

Descriptive representation refers to the descriptive information in the form of digital rep-

resentation or physical representation. So, the descriptive representation of a manuscript is

the description of the manuscript and not the whole content of the manuscript (also known as

meta data). Basically, the description of the manuscript is indexed manually by the annotator.

The main challenge in descriptive representation is that the description contains a lot of term

variations such as name aliases, multiple languages, multiple terms and time dimension (refer

[Accary-Barbier & Calabretto, 2008] for further details) as described below:
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Figure 1.6: Descriptive Representation - Manuscript (Deposition of Henry Jones) from 1641

Depositions

• Name aliases - The terms used to describe the object may not always specify the name

correctly. For example, the name of the artist may have different name aliases such as

”Raffaello” and ”Raphael” which refer to the same artist who was an Italian painter and

architect of the High Renaissance.

• Multiple languages - Objects may have multilingual annotations. The objects may come

from all the parts of the world and it can be annotated in vernacular terms or other lan-

guages such as French, English, German and Dutch. For example, the annotator from

United Kingdom will use English to describe the term ”silesia” while the annotator from

Germany will use German to describe the term ”schlesien” and both terms refer to the

same object.

• Multiple terms - There are many potential terms that can be used to annotate objects. For

example, different terms such ”Islam”, ”Islamic”, ”Moslem” and ”Muslim” can be used

to describe the Islamic collection.

• Time dimension - The terms used to describe the object can contain simple dates and

interval dates. Simple dates refer to exact year such as 1945 while interval dates refers to

an event such as from 1900 until 1905. In addition, it is usual to have dates like beginning

1800 or mid 19th century in the documents of cultural heritage.

In a nutshell, the problem statements in the collection can be summarized as follows:

• The documents are the descriptive representation of cultural heritage.

• The information on the documents are ambiguous and short.

• The vocabulary used in the documents are usually dedicated to cultural heritage.

• Term variation is caused by name aliases, multiple languages, multiple terms and time

dimension.

1.2.2 Users

Several log studies have been investigated in Information Retrieval System and queries [Nicholas

et al., 2013]; [Church et al., 2008]; [Church & Smyth, 2009]; [Yi et al., 2008]; [Kamvar et al.,

2009]. The most relevant findings from the log studies (cultural heritage) is that the mean term

count for the queries is between 2.1 and 2.7, and Koolen & Kamps [2010] found out that non-

experts have more complex information needs. Therefore, the problems from the perspective of

users can be summarized as follows:
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• Short query.

• The information gap between the user and the collection makes it difficult for the users to

form a query as shown in Figure 1.7.

• Casual behaviour

Figure 1.7: Information Gap between the user and the Collection

1.3 Objectives

The main goal of this research is to model information access system to overcome partially the

issues arising from the documentation process (conversion from physical to descriptive repre-

sentation) and the background knowledge of the users of digital cultural heritage. Therefore,

the objectives of this research are as follows:

• To model an information access system or more specifically an Information Retrieval

System to allow the user to access, learn, and explore the information on cultural heritage.

• To model and integrate the user’s cognitive context into the Information Retrieval System.

• To design and model a mobile game that is able to attract users to access, learn, and

explore the information of cultural heritage and investigate the need for an information

access tool in such a game.
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1.4 Scope and Limitation

The scope and limitation of this research are as follows:

• Two types of data collection that have been used in this research. The first type of the

data is from Cultural Heritage in Clef (CHiC) which will be used in the first and second

objectives, and the second is from George Town, Penang, Malaysia which will be used in

the third objective.

• The main reason to use the data from CHiC is because the collection of CHiC overlaps

80% with the current data in Europeana (one of the largest digital library in the domain

of cultural heritage in Europe).

• A mobile game is developed to study and investigate the need for instant access of in-

formation on cultural heritage. The background of the mobile game was customized for

the core heritage zone (green colour) of George Town, Penang in Malaysia as shown in

Figure 1.81.

Figure 1.8: Heritage Zone of George Town, Penang in Malaysia

• The context search uses the analogy from Physics to quantify the level of preference (cog-

nitive context) of a user. However, only the integration between level of preference of a

user with the proposed framework is evaluated since the level of preference is qualitative.

1http://www.visitpenang.gov.my/UnescoHeritageBrochure.pdf
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1.5 Contributions

The contributions of this research can be summarized as follows:

• An Information Retrieval System by using external knowledge to improve the ef-

fectiveness of the system: A framework based on Dirichlet Smoothing to exploit the

non-matching terms during the retrieval time by using external knowledge. Two mod-

els will be introduced based on the previous framework which are Extended Dirichlet

Smoothing with Increase of Document Size (EDS+), and Extended Dirichlet Smoothing

with Decrease of Document Size (EDS-).

• A method to quantify the cognitive context and integrate into the Information Re-

trieval System: A Preference Model based on the Theory of Charging a Capacitor that is

able to quantify the cognitive context and integrate into the model of EDS+.

• An environment that integrates education and entertainment that allows the user

to access, learn, and explore the information on cultural heritage: A Mobile Game

based on the Theory of Social Constructivism that is able to support inquiry learning,

experiential learning, and situated learning.

1.6 Research Questions

The research questions of this research can be summarized as follows:

• How can knowledge or context help to improve the retrieval effectiveness in Information

Retrieval System?

• How can matching adaptation (local change) perform better than query modification

(global change)?

• Is instant access to information in a mobile game able to help the user to access, learn,

and explore the information on cultural heritage?

1.7 Thesis Outline

The remainder of this thesis is structured as follows:

• Chapter 2 analyses the process in the domain of cultural heritage and the overall proce-

dures that involved in this research. In addition, Chapter 2 also presents the basic concepts

of Information Retrieval.

• Chapter 3 surveys the literature review in the fields of Information Retrieval System,

context search, and mobile game.

• Chapter 4 presents the proposed solutions for Information Retrieval System, and context

search, and the design of the mobile game.

• Chapter 5 evaluates the proposed solution for Information Retrieval System and context

search. In addition, a case study have been investigated to show that mobile games is able

to support learning activities on cultural heritage and there is a need for an information

access tool for such a game.
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• Chapter 6 summarizes the outcomes of this research, discusses limitations, and suggests

future directions.



Part II

ANALYSIS, BACKGROUND AND

PROCEDURES



Chapter 2

Analysis, Background and Procedures

This chapter discusses the analysis in the domain of cultural heritage and procedures involved

in this research. Section 2.1 presents the overview of the procedures of this research while

Section 2.2, Section 2.3, Section 2.4, and Section 2.5 describe in more details on the stages of

the procedures involved in this research. Basically, Section 2.4.1 and Section 2.4.2 presents an

overview of analysis of information access in cultural heritage while basic concepts are also

given in Section 2.4.1.1.

2.1 Overview of the Procedures

As shown in Figure 2.1, the overall procedures of this research starts with a study on Cul-

tural Heritage before the other steps. In this stage, a study on the concept of cultural heritage

which include tangible and intangible forms of cultural heritage is carried out. Next, the sec-

ond stage of the overall procedures examines the processes in cultural heritage which covers

the basic guidelines used by the Cultural Heritage Institution (CHI) to document the objects

of cultural heritage. This includes the process of registering before the process of document-

ing (also known as cataloguing) by referring to the process from Museums Australia Victoria1,

Europeana Professional2, and the World Museum Community3. The third stage is the most in-

teresting and important stage. In this stage, a comparative analysis on the tool for information

access especially in the Information Retrieval System is carried out. In addition, several applica-

tions of cultural heritage are also examined because these applications represent another type of

Information Access. Several methods and solutions for Information Access are proposed in this

stage. Finally, the models of evaluation are established in order to determine the effectiveness

and quality of the proposed methods in this research.

1http://www.mavic.asn.au/services/small-museums-cataloguing-manual
2http://www.pro.europeana.eu/web/guest/publications
3http://icom.museum/programmes/art-and-cultural-heritage-mediation/mediation-workshop-in-art-and-

cultural-heritage/



2.2. Cultural Heritage 15

Figure 2.1: Overall Procedures for Research on Information Access in Cultural Heritage

2.2 Cultural Heritage

In general, Cultural Heritage is defined as the legacy of physical artefacts and intangible at-

tributes of a group or society that are inherited from past generations, maintained in the present

and bestowed for the benefit of future generations. So, the concept of Cultural Heritage is not

only manifested through the tangible forms 1 such as artefacts, buildings, historic places, mon-

uments, work of art and natural environment which are considered worthy of preservation for

the future, but also through intangible forms 2 which represent the arts, social practices, festive

events, storytelling, cuisine, knowledge and traditional craftsmanship. Therefore, the concept

of Cultural Heritage can be expressed in two types: 1) tangible or 2) intangible as shown in

Figure 2.2.

Physical objects are important to the study of human history because they provide a concrete

basis for the ideas and the physical objects can only be validated through the process of discov-

ery and analysis. The preservation of the physical objects allows the recognition of the necessity

of the past, because the physical objects are able to tell the story about the past. Although the

concept of Cultural Heritage is a broad area, information access tools that cover certain parts of

tangible and intangible can be provided as long as both forms are properly documented digitally.

Based on the concept of Cultural Heritage, it is clear that Cultural Heritage encompasses a vast

range of different phenomena ranging from fine arts, artefacts, building, natural environment,

traditional event to archival records. In other words, this research focuses more on the digital

content provided by the Cultural Heritage Institution (CHI) which are properly documented.

2.3 Process in Cultural Heritage

This stage is to understand the process of documenting (also known as cataloguing) the collec-

tions by CHIs in order to propose and design a model of information access tool in the domain

of cultural heritage. Although this stage serves to provide the basic guidelines to document the

physical objects of cultural heritage, it covers mostly the important part of the process. The

main reason to document the physical objects is to enrich the value of the physical objects be-

fore the CHIs display the objects to public. The physical objects will be useless if the CHIs do

not document it properly. So, documentation is a vital activity in all the CHIs. In addition, doc-

umenting the physical objects properly will enhance the effectiveness in accessing the cultural

heritage objects by the administrators in CHIs.

Basically, the process of registering physical object occurs before the process of cataloguing

the physical objects. The process of registering an object is naturally linked to the cataloguing

1http://www.unesco.org/new/en/cairo/culture/tangible-cultural-heritage/
2http://www.unesco.org/new/en/cairo/culture/intangible-cultural-heritage/
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Figure 2.2: Overview of Cultural Heritage

process, because an object must be formally registered before it can be documented in the cata-

logue system. During the registration, the object will be assigned with a unique and permanent

identification number in order to distinguish it from other physical objects in the CHIs.

Each object acquired by the CHIs must be entered into the registration book or also known

as the “acquisition book”. It is used to enter it into the permanent collection and a separate

book is used to record the physical objects that are on loan from other CHIs. Basically, an ideal

way to register an object is to include a) registration date, b) registration number, c) object’s

name and description, d) acquisition method, e) acquisition date, f) source and address, and g)

comments. Their details are as follows:

• Registration Date: This refers to the date when the physical object was entered into

the book and the date is often different from the date it was acquired. For example, the

physical object may have been acquired in 2005 but the object has not been registered

for another five years or more. Therefore, the registration date must indicate the date at

which the process of registration is carried so that it is more meaningful.

• Registration Number: This is a unique identifying number that distinguishes one phys-

ical object from other physical objects. The registration number is usually assigned se-

quentially and according to the date that the object was acquired. The simplest method is

to start at number 1, but this method is not imperative. Some CHIs use a compound num-

bering system that start with the year of acquisition followed by a sequential number. The

compound numbering system can quickly indicate when the physical object was received

and may avoid very large numbers.

• Object’s name and description: The name of the physical object is specified in a few

words such as two or three words. The description of the physical object is a brief de-

scription such as ”silver-coloured metal, with two-tone blue enamel inset”. A more com-

prehensive description is given in the catalogue.

• Acquisition method: It is useful to know whether the physical object was acquired by the
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CHI through donation, purchase or by other methods. The method of acquisition should

be specified in this field.

• Acquisition date: This indicates the arrival of the physical objects at the CHI, and not

the date it was registered. Dates should always be written in full and in the same day-

month-year form such as 16-04-1994.

• Source and address: This is to indicate whether the physical object was donated, pur-

chased or collected, and the details of the source such as personal or company must be

recorded.

• Comments: Important additional information is given in this field. It may highlights the

significance of the physical object or relate it to other physical objects in the collection.

Subsequently, the information on the physical object can also be recorded here, such as if

it is missing or stolen, or has been transferred.

After reviewing the process of registering physical objects, then comes the most important

part of the process which is documenting the physical objects in the system of catalogue. A

catalogue is a powerful system to centralize the knowledge about the collection. The catalogue

has been used for a long time in the CHIs. Nowadays, most of the CHIs are using computer-

based catalogue such as Adlib 1, Maxus 2, and Vernon 3, but still a small number of CHIs are

using paper-based catalogues. The catalogue can assist the curators and experts in their daily

activities if the catalogue is created, managed and used properly. Normally, the computer-based

catalogues are equipped with some tools such as authority lists and thesauri.

Authority lists and thesauri are useful tools to help the administrator or expert to document

and retrieve the object of cultural heritage easily. Basically, the authority list is self-generated

by the curators in CHI and it may cause ambiguity and confusion for the other curators because

some curators prefer to use their own terms to document the object. In order to solve the prob-

lem of ambiguity, thesauri are introduced into the system as a means to control the terminology.

Essentially, thesaurus can be viewed as a classification system that is able to control the pre-

ferred terms for the curators or experts to describe the objects. For example, the term “plane”

and “aircraft” can be used to describe an airplane. Although, the term “plane” and “aircraft” are

correct, it will cause difficulty when the curators or experts perform a search in the collection.

So, thesauri can help to avoid such confusion by classifying a term according to a preferred

term, and hierarchically group any related terms. Then, they can select a general or specific

term by scrolling through the given hierarchy. In addition, thesauri are also used to place an

object of cultural heritage within a group of similar objects. For example, the CHIs may wish

to group all the objects that relate to the container of food and drink under the same name. So,

the terms “food and drink containers” can become the terms for all similar objects associated

with the kitchen. On the other hand, CHIs may also want to include narrower or broader terms

such as “ceramic cup” or “domestic technology” to document the objects.

The main objective of cataloguing is to create a useful resource for knowing, accessing and

managing the collection. Some careful consideration is required before building the catalogue.

Basically, the CHIs need to consider the strengths of the collection and how the CHIs can

1http://www.adlibsoft.com
2http://www.maxus.net.au
3http://www.vernonsystems.com
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gain most from having a particular object before the process of cataloguing. When the CHI is

cataloguing a visual material, the CHI needs to be as accurate as possible about the medium

such as photograph, lantern slide, transparency, postcard, lithograph, and water colour.

Fundamentally, the physical objects are not always easy to identify and indirectly it causes

difficulty for the experts to document the physical objects of cultural heritage. Basically, there

are many excellent reference books available to help the experts in identifying the objects, but

the experts still face some challenges in cataloguing the objects. Ideally, most of the CHIs

should build a small reference library to aid the experts in their work. Therefore, a basic and

ideal case of a catalogue system should contain several fields such as a) registration number,

b) object’s name, c) title, d) description, e) keywords, f) inscriptions and markings, g) size, h)

details of the maker, i) where made, j) when made, k) where used, l) when used, m) acquisition

details, n) condition, o) storage location, p) current location, q) supplementary file, r) restric-

tion and s) notes. Only selected fields such as title, description, and keywords or subjects are

described and they are elaborated as follows:

• Title: This field is used for the books, manuscripts, arts, titles of the documents and

photographs. It is to record the title given by the author and not by the creator in the CHI.

Usually, the titles should be recorded exactly. In addition, a series of images can have

a single title (a series title), which makes this field very useful for someone to perform

the search for all images in a series. For example, the word “Caught” might be the title

of a photographing that consists of a series of 15 photographs of local fishing along the

Borneo River in 1964. Therefore, for certain physical representation which are not books,

manuscripts, arts or photographs, this field will be empty.

• Description: The purpose of this field is to provide a description for the physical object

of cultural heritage, but not its history or interpretation. Basically, a lot of people make

the wrong assumption that this field is to show the history of the object, but in reality this

field is the place for a formal statement on its significance. For example, if the physical

object has some obvious significance such as the Bible that belonged to the first settler

of the local community, then this detail should be included in this field. The aim of this

field is to allow the reader to visualize the physical object. Ideally, the opening sentence

should insert the name of the physical object and include some details about the physical

object. The rest of the entry should clearly describe its physical attributes, including any

damage or missing parts and it will be no more than about five sentences. Furthermore, it

is useful to start describing the physical object from one point such as from top to bottom

or vice versa. Besides, it also requires focusing on the most prominent features of the ob-

ject such as shape, colour, materials, texture, ornamentation, method of production, and

relative size. The following example describes a showman’s steam traction engine held

in one of the collections on history and the digital representation is shown in Figure 2.3.

This model of a showman’s steam traction engine was hand-fashioned around 1980.

About half a meter in length, it is made of found materials from bits of metal, cardboard,

tin boxes, screws, and small light globes. It is painted fire engine red, with yellow and

black detailing. A narrow black cylinder is attached to its long, curved roof, with signage

on the roof’s two long edges reading “CHARGES”, “SMITHS-ENTERPRISE SMITHS”,
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“CHARGES”. Its four spoke-wheel rotate, the rear pair being larger than the front pair.1

Figure 2.3: Digital Representation - Steam Traction Engine

• Keywords or Subjects: This is an important search field when performing the search

function because the keywords will become the indexer for all the physical objects. So,

CHIs should consider very carefully the terms to be used as the keywords. Subject areas

as well as names pertinent to the physical object should be listed, including names of

individuals, organizations, buildings, places, and events. The ideal case is four or five

keywords.

In a nutshell, it can be concluded that in most of the CHIs collecting the information about

the physical objects are still done manually, and storing and organizing them in the management

software like library catalogues are also done manually. The information such as description

of the physical object is provided manually by the curators and experts. Even with the help of

strict rules and software tools such as authority lists and thesauri, the problem of inconsistency

in describing the objects is still prevalent in the CHIs. For example, the curators or experts use

“syriac” to describe an object and another curators use “language of ancient syria” to describe

the same physical object, then these two information are inconsistent with regard to the content

of the information. Therefore, there is a need to consider the problems of 1) inconsistency, 2)

documents of the physical representation is the descriptive representation of cultural heritage, 3)

ambiguous and short information (for example the field of “title” as mentioned), 4) vocabulary

used in the documents are dedicated to cultural heritage (the description is based on curators and

experts) and 5) term variations (authority lists and thesauri), when the solutions are proposed.

2.4 Information Access

Over the past 20 years, the research on information access in cultural heritage have been ex-

perimented with different settings and proposed with various solutions. All of these solutions

1http://www.mavic.asn.au/services/small-museums-cataloguing-manual
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were developed during the evolution of Information and Communications Technologies (ICT),

specifically concerning 1) communication networks (from wired to broadband wireless con-

nections), 2) end-user devices (from desktop computers to mobile smart phones) and 3) user

interfaces (from textual to virtual reality). Information access can be represented in two meth-

ods namely 1) push and 2) pull. The push method of information access is to provide the direct

information to the user while the pull method is to let the user decides on the information. In

this research, the focus is purely in the pull method of information access.

The most common pull method is based on free-text query (refer Section 2.4.1) where the

user understands the needs of the information by himself. Such information needs several com-

binations of ideas such as what the target information might look like, where it might be found,

or how can the user tracks the information. In other words, the information needs can be sum-

marized with the words of look, where, and how as proposed by Campbell [2000]. With the

increase in casual search behaviour as mentioned by Villa et al. [2013], and Elsweiler et al.

[2010] and overloading of information in cultural heritage, some users get lost and do not know

how to navigate and explore information on cultural heritage. So, this type of user prefers to

have a tool that is able to help them to navigate the information on cultural heritage rather than

just inserting the query. This type of tools is also called as application-based information access

tool. Therefore, several applications have been proposed to help this type of user to access,

learn and explore the information on cultural heritage and this is discussed further in Section

2.4.2.

2.4.1 Information Access based on Free-text Query

Figure 2.4 shows the evaluation of Exact Match to Best Match in the domain of information

access of cultural heritage. Exact match refers to the database solution which is mainly used

by the curators in the past. For example, if the user searches the term “Mona Lisa”, the system

returns only the results that are directly related to the term. The limited results retrieved by

exact match approach are not sufficient to the users. In addition, other problem such as the data

is fragmented over different databases results in a difficult access and retrieval by the users.

Besides, the external users also cannot search the information due to unfamiliarity with the

schema of the database and the data collections are fragmented and heterogeneous. The term

“Best Match” refers to the information retrieval solution. This solution has unified access to

all the data in the museum that provides score to each document based on the free-text query

by the user. Koolen et al. [2009] and Koolen & Kamps [2010] showed that the approach from

“Best Match” outperformed the “Exact Match” in the domain of information access of cultural

heritage. The main reason to shift from “Exact Match” to “Best Match” is that the external users

would still be able to search the information on cultural heritage although they do not know the

schema of the database by using the free-text query.

2.4.1.1 Basic Concepts in Information Retrieval

In general, Information Retrieval is the underlying science of search engines. As a research

field, it is primarily concerned with developing theories, algorithms, principles, and systems to

help a user to find relevant information from a collection (text documents) to satisfy the needs

of the user (query). However, Information Retrieval is also concerned with many other tasks
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Figure 2.4: Evolution of Information Access in Cultural Heritage

which help to manage and exploit the information such as text categorization, text clustering,

text summarization, and information filtering.

A main goal of any Information Retrieval System is to rank the documents optimally by

given a query where the relevant documents should be ranked above than less relevant and non-

relevant documents. In order to achieve this goal, the Information Retrieval System must be

able to score the documents so that the highly relevant documents will tend to have a higher

score than a non-relevant documents. Therefore, the retrieval accuracy of Information Retrieval

System is directly impacted by the quality of the scoring function (also known as retrieval

model).

Over the decades, the researchers from Information Retrieval have developed several types

of retrieval models namely 1) Vector Space Model (VSM), 2) Probabilistic Models (such as

Okapi, Divergence from Randomness) and 3) Language Model and their details are as follows:

• Vector Space Model: Vector Space Model (proposed by Salton [1971]) is a model where

the terms are represented as vectors in a multi-dimensional (linear) space. The main aim

of this model is to match the documents with the queries which both are represented as

vectors of terms. Documents are retrieved by computing the distance between both vec-

tors (the closer the distance between the vectors, then the more relevant is the document to

the search query). Various techniques have been studied to compute the distance between

vectors as given by Salton [1991].

• Probabilistic Models: Okapi and Divergence from Randomness are the examples which

are based on the probability ranking principle (proposed by Robertson [1997]) to esti-

mate the probability of a document being relevant to a given query. With this model, the

documents in a collection are considered to be either relevant or non-relevant to an infor-

mation needs expressed in the query. Then, the documents should be ranked based on the
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probability of being relevant as follows:

P (
−→
d |r)

P (
−→
d |n)

(2.1)

where P (
−→
d ) is a document, r indicates relevance of the document, n indicated non-

relevant documents of the document and P (
−→
d |r) is the probability of document P (

−→
d )

being relevant. A survey on probabilistic ranking models are given by Robertson [1997].

• Language Model: The Language Model was proposed by Ponte & Croft [1998]. The

basic idea of Language Model is to assume that a query q is generated by using the Prob-

abilistic Model based on a document d. Given a query q = q1, q2, ...qm, and a document

d, the idea is to estimate P (d|q) which is the probability that document d has been used

to generate query q. Therefore, by applying the formula of Bayes, the formula can be

written as follows:

P (d|q) ∝ P (q|d).P (d) (2.2)

Based on Equation (2.2), the P (d) is the prior belief that document d is relevant to any

query. Then, P (q|d) is the query likelihood for the given document d that can match

with the query q. P (d) is often assumed to be uniform and does not affect the document

ranking. So, in this case, it can be ignored. In addition, Ponte & Croft [1998] assumed

that each query word is generated independently, then we can rewrite Equation (2.2) into

the form of log likelihood as follows:

logP (d|q) =
∑

w∈V

c(w; q).logP (w|d) (2.3)

where c(w; q) is the count of words w in query q and V is a set of vocabulary. Based on

multinomial distribution, the simplest way to estimate P (w|d) is through the maximum

likelihood estimator as given below :

Pml(w|d) =
c(w; d)

|d|
(2.4)

where |d| is the length of the document d. Due to the problem of data spareness, the

maximum likelihood estimator directly assigns the value of null to the unseen words in

a document. Therefore, smoothing is a technique to assign extra probability mass to the

unseen words in order to solve this problem.

Basically, Dirichlet Smoothing is one of the smoothing techniques which is based on the

principle of adding an extra pseudo term frequency which is µP (w|C) according to Zhai

& Lafferty [2004]. The Dirichlet Smoothing is obtained by taking into account the extra

pseudo term frequency distribution:

Pµ(w|d) =
c(w; d) + µP (w|C)

|d|+ µ
(2.5)
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Besides the retrieval models, query expansion, stemming and pseudo-relevance feedback

or blind feedback are the basic methods which are often used in the Information Retrieval to

improve the retrieval results as follows:

• Query Expansion: Query expansion is to expand the terms in the original query in order

to match with a large number of the relevant documents. Basically, query expansion relies

on techniques such as the synonyms of the terms through thesaurus [Jing & Croft, 1994]

either through manual or automatic way that is able to fix the spelling error [Xu & Croft,

1996]. Most of the manual thesauri are compiled by linguists and domain experts and a

well known thesauri is WordNet [Miller et al., 1990]. WordNet is a large lexical database

of English which groups the nouns, verbs, adjectives and adverbs into sets of cognitive

synonyms (synsets) and each synsets can express a distinct concept. In addition, WordNet

also resembles a thesaurus that groups all the terms together based on the meaning. In

general, the thesaurus consists of a list of synonyms of the terms and identified by the

human experts. Moreover, the thesaurus is consulted during the process of the query, so

the synonyms of the term from the query can be added to the original query. As a result,

manual thesaurus is costly to build, because it costs a lot of human labour. In order to

overcome this issue, automatic thesaurus was introduced. Most of the automatic thesauri

are based on the association hypothesis which stated that the terms that are related in a

corpus tend to co-occur in the documents of that corpus [Rijsbergen, 1979].

• Stemming: Stemming is routinely used to reduce different form of terms to common

roots. The purpose of stemming is to retrieve documents which contain morphological

variants of the query words. English stemming is traditionally carried out by stripping off

the common suffixes. Two widely used stemmers are the Porter stemmer (proposed by

Porter [1997]) and Lovins stemmer (proposed by Lovins [1968]). The Lovins stemmer

simply removes the longest suffix of a term while the Porter stemmer is more complex

and it removes the endings from a term according to a set of rules iteratively until no more

can be removed.

• Pseudo-relevance feedback: Pseudo-relevance feedback assumed that the top-ranked

documents of an initial retrieval based on the original query are likely to be relevant

[Croft & Harper, 1988]; [Xu & Croft, 1996]; [Mitra et al., 1998]; [Lavrenko & Croft,

2001]. Figure 2.5 shows the overall framework for pseudo relevance feedback and the

retrieval model will return the initial ranking documents before expanding the query.

Basically, pseudo relevance feedback will select the top terms based on initial ranking

documents (select top 20-30 terms from the initial ranking documents using for instance

tf.idf weights) and expand the query accordingly. Then, the retrieval model will match

the new query with the documents and provide the final ranking documents.

After explaining the basic concept in Information Retrieval, the next section will show the

several works which used various types of retrieval models and methods in the corpus of cultural

heritage (CHiC).

2.4.1.2 Information Retrieval in Cultural Heritage

The Cultural Heritage in CLEF (CHiC) is an evaluation challenge and has been around since

2012 [Petras et al., 2012]. It is organized by PROMISE Network of Excellence from the 7th
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Figure 2.5: The Overall Framework for Pseudo Relevance Feedback with Query Expansion

Framework Programme of the European Commission to help the researchers from the domain of

Information Retrieval to evaluate the effectiveness of the information access based on free-text

query to the cultural heritage materials.

The test collection used by CHiC is from Europeana which consists of the complete Euro-

peana metadata index as downloaded from the production system in March 2012. It contains

23,300,932 documents. With the move by Europeana to an open data license in the summer of

2012 and the subsequent changes in the content, the test collection represents a snapshot of the

Europeana data from a particular time. However, the overlapping of the test collection with the

current content is about 80%.

In 2012, six research groups namely 1) Chemnitz University of Technology, Department of

Computer Science [Kürsten et al., 2012], 2) GESIS, Leibniz Institute for the Social Sciences

[Schaer et al., 2012], 3) Unit for Natural Language Processing, Digital Enterprise Research

Institute, National University of Ireland [Aggarwal & Buitelaar, 2012], 4) University of the

Basque Country UPV/EHU and the University of Sheffield [Agirre et al., 2012], 5) School of

Information, University of California, Berkeley [Petras et al., 2012], and 6) Computer Science

Department, University of Neuchatel [Akasereh et al., 2012] participated in the evaluation chal-

lenge in order to evaluate the retrieval models and other retrieval methods.

The research group from Basque Country and the University of Sheffield achieved the best

result in the evaluation challenge of that year [Agirre et al., 2012]. The proposed model used

by this research group is the Language Model. Based on Agirre et al. [2012], the researchers

argued that the query expansion approach together with external knowledge would give a little

improvement which is less than 0.3% or even result in a slightly degrading performance.

The research group from Computer Science Department, University of Neuchatel [Akasereh

et al., 2012] used different models of Information Retrieval namely Vector Space Model (pro-
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posed by Salton [1991]) and Probabilistic Models (proposed by Robertson [1997], Amati &

van Rijsbergen [2002]) to compare and define the most effective model. The best perform-

ing model suggested by this research group is the Probabilistic Models. Besides, the research

group [Akasereh et al., 2012] also used different methods namely pseudo-relevance feedback

(proposed by Rocchio [1971]) and light stemmer (only removes the plural “-s”). In the result,

the pseudo relevance feedback method does not help to improve the retrieval performance while

the light stemmer method manages to enhance the retrieval performance.

The research group from Chemnitz University of Technology, Department of Computer

Science [Kürsten et al., 2012] and GESIS [Schaer et al., 2012] used the Apache Lucene 1 and

Solr 2 which is based on Vector Space Model in the evaluation challenge. Both Apache Lucene

and Solr are the open source Information Retrieval System. In addition, both research groups

also applied the query expansion approach together with external knowledge. Unfortunately,

the retrieval performance reported by Chemnitz is even worse than the one without the external

knowledge while GESIS did not show the result of their method without the query expansion

approach. So, it is not possible to conclude whether the the approach suggested by GESIS will

help to improve the result of the retrieval performance.

Apart from free-text query, Carmel et al. [2012] and Yogev et al. [2012] proposed an entity

oriented search (EoS) which the user can express the initial information need by using a wide

range of queries (from free-text to more structured queries). The output of EoS is a ranked list

of entities that match the query from the user. Figure 2.6 shows the search result by searching

all the persons that are mentioned together with “Phelim O’ Neill” (a person) in one of the

deposition. In addition, Clough et al. [2011] proposed a method that models path or trails in

order to provide a way for the users to access and to utilize the contents of digital libraries by

enriching the experiences of these resources. Figure 2.7 shows the user can arrange the items

into a path structure to support the final sense-making step in the information seeking journey.

The path is an ordered structure of items that supports branching and the paths can be treated as

a personal overview over a topic that can evolve as the user further explores the collection.

2.4.1.3 Information Retrieval with Context

Besides the Cultural Heritage in Clef, several researchers Tamine-Lechani et al. [2010], Kim

& Chan [2003], and Sugiyama et al. [2004] also agreed that the free-text query should be inte-

grated with other contexts, and this may help to improve the retrieval result. Besides, Tamine-

Lechani et al. [2010] defined the context as:

”any knowledge or elementary information characterizing the surrounding application (user,

objects, interactions) and having an important relationship with the application itself”.

Basically, context may refer back to the whole data, metadata, applications, and cogni-

tive structures which are embedded in situation of information seeking. Several studies have

been proposed by Goker & Myrhaug [2008] and Vieira et al. [2007] and the context can be

categorized into 5 types namely: 1) device, 2) spatio-temporal context, 3) user context, 4)

task/problem, and 5) document context. The detail of the categories are as follows:

1http://lucene.apache.org/core/
2http://lucene.apache.org/solr/
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Figure 2.6: Search Result for query (all persons mentioned together with “phelim o’neil”) from

EoS [Carmel et al., 2012]

• Device: Device refers to a physical tool that gives information to the user through com-

puter, ubiquitous wireless computer, mobile phone, smart phone, or tablet. This context

refers to the characteristics of the device. For example, working with small devices im-

plies that high level of interaction is difficult, because the resources of the memory are

limited and the queries are very short [Goker & Myrhaug, 2002]. Therefore, the retrieval

process should avoid sophisticated outputs and be able to deal with ambiguous queries.

• Spatio-temporal context: Spatio-temporal context refers to the geographical location

and time of the location. This context helps to deliver the information that adapt to the

situation of a user where the data or query change and will not be the same all the time if

the user changes the location [Goker & Myrhaug, 2008].

• User context: User context refers to the information about the user context and the user

context can be collected through explicit approach [Hancock-Beaulieu & Walker, 1992];

[Belkin et al., 2001] or implicit approach [Nichols, 1997] [Agichtein et al., 2006]. The

explicit approach requires the user to do explicit information action such as filling in

the survey while the implicit approach requires an agent to collect the information on
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Figure 2.7: Overview over an Example path on the topic of “Railways” and the Ability to

Structure the Information by Creating Multiple Branches [Clough et al., 2011]

the activity of the user. In this dimension, there are two sub-dimensions namely Per-

sonal Context and Social Context under the User Context. In the Personal Context, the

information of a user can be collected through: 1) demographic context, 2) psycholog-

ical context, and 3) cognitive context. The demographic context refers to the personal

attributes such as language and gender of the user [Frias-Martinez et al., 2007] while

psychological context refers to the anxiety and frustration of a user which may influence

the information-seeking behavior [Kim, 2008]. Cognitive context refers to the level of

expertise [Sugiyama et al., 2004]; [Kim & Chan, 2003]; [Takano et al., 2012] and prefer-

ence of a user either in short-term or long-term.

• Task/problem: This context refers to the basic goal or intention behind the search activity

such as explore, navigate, and fact finding [Jansen et al., 2007]. In addition, this context

also refers to the main application that requires information like in location-aware IR in

mobile contexts such as tourism guide.

• Document context: Document context refers to the principle of poly representation and

it was proposed by Ingwersen [1994]. The concept of poly representation is based on the

hypothesis that the documents are classified into a multi-variable space such as document

structure, document genre, document layout, and document hyperlink structure that uses

multiple evidences from these variables to represent the documents.

2.4.1.4 Discussion

In a nutshell, it can be concluded that most of the research groups agreed that by integrat-

ing the external knowledge, the retrieval result can be improved. In addition, Adrian [2013]

showed that explicit semantic analysis (refer [Znaidia et al., 2012] for further information)

clearly outperforms the baseline result. Unfortunately, the improvement is less than 1% or even

worse. Besides, the research group from Computer Science Department, University of Neucha-
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tel [Akasereh et al., 2012] showed that the light stemmer which removes only the plural “-s”

can help to improve the retrieval result in the range of 3.8% to 6.3%. In addition, various types

of context such as user context can be integrated into the information retrieval system in order

to improve the retrieval result based on the user because each user may contribute different

context.

2.4.2 Information Access based on Application

A number of applications have been developed to help the user to access, learn and explore

the information on cultural heritage such as GUIDE (proposed by Cheverst et al. [2000]), Am-

bieSense (proposed by Göker & Myrhaug [2008], and shown in Figure 2.8), LISTEN (men-

tioned by Ardissono et al. [2012]), COMPASS (proposed by Setten et al. [2004]), iCITY (pro-

posed by Carmagnola et al. [2008], and refer to Figure 2.9), AgentSalon (proposed by Sumi &

Mase [2001]) and Smartmuseum (mentioned by Ardissono et al. [2012]). A summary of the

features of this type of approach is given in Table 2.1 based on three types of dimension namely

1) Setting, 2) Device, and 3) Presentation Style. The detail of the dimensions is as follows:

Figure 2.8: AmbieSense: Screenshots of Content in Mobile Device which Ayuntamiento (City

Council, Seville) is the Main Tourist Attraction near Plaza de San Francisco [Göker & Myrhaug,

2008]
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Figure 2.9: iCity: Screenshot of Content in PC which Lists Out the Cultural Events [Carmag-

nola et al., 2008]

• Setting: This dimension represents the situation where the interaction occurs. With this

dimension, three types of setting can be represented such as: 1) Indoor (In), 2) Outdoor

(Out), and 3) Virtual (Vir). Indoor and outdoor indicate the physical presence at the site,

while virtual indicates that the user is using virtual reality to view the gallery or collection.

• Device: This dimension represents the different devices that are able to afford different

interactions. Therefore, three types of device can be distinguished that can be used to

access the information on cultural heritage namely 1) Desktop (PC), 2) Mobile (Mobile),

and 3) Wearable (Wear) devices.

• Presentation Style: This dimension represents the way to deliver the information on

cultural heritage to the user according to the dimensions of Setting and Device. In this

dimension, there are four types of Presentation Style namely 1) Map-based (Map), 2) Web

Page (Web), 3) Character (Char), and 4) Audio-Visual (A-V). Map-based is used to show

the point of interest through a map such as Google Map or Bing Map. Web Page refers

to traditional Web layout, while Character uses a virtual character or agent to deliver the

content. Finally, Audio-Video refers to the animation clips.
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Table 2.1: Summary of Features of Several Applications

Application Setting Device Presentation Style

In Out Vir PC Mobile Wear Map Web Char A-V

GUIDE * * * *

AmbieSense * * * *

LISTEN * * *

COMPASS * * *

iCITY * * * * *

AgentSalon * * *

Smartmuseum * * * * * * *

Some early applications such as AVANTI (proposed by Fink et al. [1999]), and INTRIGUE

(proposed by Oberlander et al. [1998]) stored the information on cultural heritage into struc-

ture knowledge base. Unfortunately, this approach is hard to develop and maintain. In order

to overcome such limitations, some applications employed natural language generation tech-

niques to create the presentation directly from the archival descriptions of items such as Tiddler

(proposed by Paris et al. [2001]). Conversely in other projects, the lightweight representations

and techniques were explored to minimize the amount of information on the items used by the

applications. Basically, an application to explore the objects should ideally include:

• A simple list of objects which can represent the exhibition as a “visit paths” [Clough

et al., 2011] [Hall et al., 2013].

• Display the textual descriptions of the objects.

• Classification of the concept of the object through natural language processing techniques

[Fernando et al., 2012].

• A specific ontology that is able to do multi-classification of artworks, such as location,

culture, and multi-faceted search based on the collection [Yogev et al., 2012] [Carmel

et al., 2012].

2.4.2.1 Discussion

In a nutshell, mobile technologies have become the common sight in the sector of cultural her-

itage while social web technology is also spreading fast in this sector. In addition, the focus

has shifted from individuals engaged in a single visit to: 1) supporting a more realistic scenario

which complies with the fact that most people visit physical museums in small groups such as

families and classes of schoolmates, 2) managing a long lasting interaction between the visitors

and the cultural heritage site by allowing online and on site visits, 3) enabling group collab-

oration in both physical and online cultural heritage sites in order to support the formation of

virtual communities. Therefore, there is a need to consider these information before proposing

an application on mobile platform.
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2.5 Evaluation

Finally, the final stage is to determine the acceptability and the quality of the techniques and

methods derived in this research. The main objective is to gather the results and comments of

the proposed solutions in this research. In general, two types of evaluation methods will be

introduced namely 1) Laboratory-based evaluation, and 2) Questionnaires.

2.5.1 Laboratory-based Evaluation

The laboratory-based evaluation in Information Retrieval dates back to the Cranfield project

that involves experiments in a batch mode as proposed by Cleverdon [1997]. It is the eval-

uation paradigm of system-oriented Information Retrieval research that aims to measure the

performance of Information Retrieval System [Kekäläinen & Järvelin, 2002]. More precisely,

Cleverdon [1997] listed several criteria namely 1) coverage, 2) time lag, 3) recall, 4) preci-

sion, 5) presentation and 6) user effort, that could be used to evaluate the performance of an

Information Retrieval System. Among these criteria, recall and precision are the most popular

measurement used to estimate the effectiveness of the Information Retrieval System by return-

ing the relevant documents. In Figure 2.10, a Venn diagram is given showing a set of relevant

documents denoted as (R) for an information need, and a set of retrieved documents which

denoted as (R’) by Information Retrieval System. Recall is the portion of relevant documents

retrieved, and precision is the portion of the retrieved documents that are relevant. In more

specific, recall is the ratio of the number of relevant documents retrieved among the relevant

documents in the collection as shown in the Equation (2.6) while precision is the ratio of the

number of relevant documents retrieved among all the documents in the collection as shown in

the Equation (2.7).

Figure 2.10: A Venn Diagram to Illustrate Recall and Precision

recall =
|R ∩R′|

|R|
(2.6)

precision =
|R ∩R′|

|R′|
(2.7)
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Unfortunately, the criteria of presentation and user effort have not been studied in depth

and there is no consensus agreement on related formal measures mentioned by Gwizdka &

Chignell [1999] as compared to the criteria of precision and recall. Basically, the laboratory-

based evaluation is based on 1) test collection, and 2) evaluation measures.

The test collection usually contains a set of documents, a set of well defined topics and a set

of relevance assessments to identify those documents that are relevant to each topic. The early

attempts to build the test collections is an exhaustive method which is based on the judgement

of every document based on the topic. Basically, a group of people will review the documents

and identify whether the document is relevant or non-relevant according to the topic as proposed

by Cleverdon [1997]. In order to achieve scalable assessment in the case of large collections,

the most widely method is the pool assessment. Pool assessment uses the top-ranked docu-

ments returned by several Information Retrieval System and re-judge the top-ranked documents

manually as proposed by Voorhees [1998].

An evaluation measure estimates the ability and the effectiveness of a system in order to

return the relevant documents. Basically, the value of relevance is binary where “1” is relevant

while “0” is irrelevant. The measure is mainly based on precision and recall. In addition, Text

Retrieval Conference (TREC) proposed by Harman [1995] also introduced several measure-

ments namely 1) interpolated recall-precision average, 2) non-interpolated average precision

over all relevant documents, 3) precision@X and 4) R-precision as described below:

• The interpolated recall-precision average: Computes precision at recalls of 11 equal

intervals from 0.00 to 1.00. The values are averaged over all the queries for each of the

recall levels.

• The non-interpolated average precision over all relevant documents: Computes pre-

cision after each relevant document is retrieved. All precision values are then averaged to

get a single value of the query performance, called Average Precision (AP). Mean Aver-

age Precision (MAP) is the averaged value across all the queries. In other words, average

precision is the average of the precision value obtained for the set of top k documents

existing after each relevant document is retrieved, and his value is then average over in-

formation needs. If the set of relevant documents for an information need qj ∈ Q is

d1, ...dmj and Rjk is the set of ranked retrieval results form the top result up to document

dk, then:

MAP (Q) =
1

|Q|

|Q|
∑

j=1

1

mj

mj
∑

k=1

Precision(Rjk) (2.8)

• Precision@X (P@X): Computes the precision after X retrieved documents.

• R-precision: Computes the precision after R retrieved documents where R is the number

of relevant documents for the query.

In recent years, Mean Average Precision (MAP) is the most standard measurement among

the TREC community which provides a single-figure measure of quality across recall levels.

Among the measurements, MAP has been shown to have especially good discrimination and

stability.
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The laboratory-based evaluation model has been undertaken in the Information Retrieval

research for several years and contributed to several advances in this area. In a nutshell, it can

be summarized that the merits and limitations of such evaluation design are as follows:

Merits

• The ability to repeat an experiment is a key feature of empirical research according to the

principle of TREC.

• The iterative evaluation identifies the problems of the proposed model and help the re-

searchers to understand the problems and the expected the solutions.

• A critical requirement of a retrieval test collection is the ability to help in comparing with

other models by using the same collection.

Limitations

• The test collection is not realistic because it neither involves real user’s tasks nor situations

during the experiments. In addition, the queries do not always reflect the user’s tasks or

situations.

• The laboratory-based evaluation is based solely on algorithms which ignore the user’s

context (situation and knowledge).

• Binary relevance assumption which may have a negative impact because it lead to identify

all relevant documents rather than medium relevant.

2.5.2 Questionnaires

Bulmer [2004] defined questionnaires as a “structured research instrument which is used to col-

lect social research data in a face-to-face interview, self-completion survey, telephone interview

or Web survey”. It consists of a series of questions set out in a schedule, which may be a form,

on an interview schedule on paper, or on a Web page. Both the interview and self-completion

survey (electronic or via pen-and-paper) questionnaire modes are commonly used to gather user

opinion about the proposed solutions. Various types of questions which are commonly used are

as follows:

• Open questions: Open questions are useful to find out more about the reasons, why users

behave the way they do and provide the chance to give free comments on aspects of the

systems. In the experiment, open questions are used to gather the opinion from the user

about a specific feature of the system. Furthermore, open questions are used to identify

positive and negative features from the user point of view.

• Closed questions: Users can respond to a given set of responses. The closed questions

can be in the form of a statement such as “I was satisfied with the application”. The Likert

Scale technique is used for quantifying the expression of agreement or disagreement of

a user. It presents a set of attitudes. For measuring the level of agreement, a numerical

value from one to seven is used. The value can be measured in calculating the average of

all received responses.
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In general, a combination of both question types is commonly used because each type of

question has the advantages and disadvantages. Kelly et al. [2008] concluded that the pen-and-

paper method is the most efficient mode to gather information. In addition, Kelly et al. [2008]

also showed that the user’s qualitative evaluation was significantly higher using an electronic

questionnaire than face-to-face interview.

2.5.2.1 Discussion

In a nutshell, the laboratory model is a good evaluation model to evaluate the proposed methods

and able to repeat the experiments. In addition, the laboratory model also provides the flexibility

that allows the researchers to evaluate and compare the other models or approaches easily.

Unfortunately, the laboratory model lacks of considering the number of search session, other

contexts and tasks. As a result, laboratory model is more towards to system-centred, while

questionnaire is more towards to user-centred evaluation.

A short discussion and summary which cover information access based on free-text query

and information access based on application will be given in the next section.

2.6 Discussion

In general, most users will turn to the Information Retrieval System as the quickest way to

access, learn and explore the information. So, an information access tool is needed in the

domain of cultural heritage. In the context of Information Retrieval, there are two types of users

namely: 1) the user who understands the needs, and 2) the user who is not sure about the needs.

In order to provide an information access in cultural heritage, two types of solution are proposed

on this research namely: 1) Information Retrieval System for the user who understands the

needs, and 2) an application for the user who is not sure about the needs and helps them to

access the information in cultural heritage.

In the nutshell, it can be summarized that the problems mentioned namely 1) inconsistency,

2) documents of the physical representation is the descriptive representation of cultural heritage,

3) ambiguous and short information, 4) vocabulary used in the documents are dedicated to

cultural heritage and 5) term variations fall into the problem of term mismatch. The term ”term

mismatch” is defined as a mismatch between the term in the query and the term in the document.

For example, if a document is about ”penguin”, a query is about ”animal”, and without any

knowledge, then the retrieval model will not be able to return this document. If we have the

knowledge that ”penguin is an animal”, then the retrieval model is able to retrieve the document.

In addition, several researchers namely Radhouani et al. [2008], Vallet et al. [2010], Radhouani

& Falquet [2006], Chevallet et al. [2007], Adrian [2013], Petras et al. [2013], and Lacoste et al.

[2007] have shown that using domain knowledge would improve the retrieval result.

As a result, this research proposes to integrate knowledge into existing retrieval model to

solve partially the problem of term mismatch in order to improve the precision of the Informa-

tion Retrieval System for the user who understand the needs. In addition, this research provides

and investigates an application on mobile device which integrates image, panoramic view, vir-

tual environment, audio, and text to help the user who are not sure about the needs. Both
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proposed solutions are able to help the user to access, learn and explore the information on

cultural heritage.

The overall flow of this research is shown in Figure 2.11. As mentioned before, the main

aim to model an indirect information access system for the user to access, learn, and explore

the information on cultural heritage. So, the first stage of this research comes from a case study

involving a mobile game on cultural heritage. Then, the second stage of this research is on

Information Retrieval System, and the third stage is on Context Search. In Context Search, the

user profile will be exploited after the initial result from Information Retrieval System and this

is also known as re-ranking. Basically, the first stage is to tackle the users who are uncertain

on their information needs, while second and third stages tackle the users who understand their

needs (seeking information). As stated in Section 1.1, the main motivation of this research

comes from a case study involving a mobile game on cultural heritage and the aim of the mobile

game in this research is to investigate the importance of instant access when the user is playing

the game. Therefore, the first, second, and third stages would allow the user to access, learn,

and explore the information on cultural heritage. Since the first stage of this research is only

a preliminary case study (mobile game), therefore it will be discussed after the chapters on

Information Retrieval System (second stage) and Context Search (third stage).

Figure 2.11: The Flow of this Research

2.7 Summary

Firstly, a study on the concept of cultural heritage is carried out in Section 2.2. Secondly, an

examination on the processes in the cultural heritage which covers the basic guidelines used

by the CHIs to document the object of cultural heritage in Section 2.3. Thirdly, a comparative

analysis on the tool for Information Retrieval System is shown in Section 2.4.1 and several ap-

plication of cultural heritage are also examined in Section 2.4.2. Finally, the model of evaluation

is established in the last section which is Section 2.5 of this chapter.
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Chapter 3

State of the Art

This chapter discusses the state of the art of this research. Section 3.1 presents the state of the

art on solving the problem of term mismatch while Section 3.2 presents the state of the art an

gathering and representing the interest of a user. Finally, section 3.3 presents the state of the art

on mobile game as a learning platform.

3.1 Information Access - Information Retrieval System

Several techniques have been proposed to tackle the problem of term mismatch. Some of these

important techniques include query expansion (proposed by Xu & Croft [1996], Zhao & Callan

[2012]), relevance feedback (proposed by Salton [1971], Lavrenko & Croft [2001]), dimension

reduction (proposed by Porter [1997], Krovetz [1993], Deerwester et al. [1990], Bendersky &

Croft [2008], Jing & Croft [1994]), and statistical translation model (proposed by Berger &

Lafferty [1999], Karimzadehgan & Zhai [2010], Karimzadehgan et al. [2013]).

3.1.1 Relevance Feedback

The idea of relevance feedback is to involve the user into the process of information retrieval

in order to improve the final result. In particular, the user gives feedback on the relevance of

documents in an initial set of results. Basically, the basic procedure is as follows:

• The user submits a query.

• The retrieval model returns an initial set of retrieval results.

• The user marks some returned documents as relevant or non relevant.

• The retrieval model computes a better representation of the information need based on

the feedback from the user.

• The retrieval model displays a revised set of retrieval results.

Usually, relevance feedback consists of three types: 1) Explicit feedback (will be explained

later, refer to Section 3.2.2) 2) Implicit feedback (will be explained later, refer to Section 3.2.3)

and 3) Pseudo or Blind feedback (refer to Section 2.4.1.1 for more information).
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3.1.2 Query Expansion

Query expansion is an approach to provide a more direct way to solve the term mismatch by

including additional terms into the original query (Refer to Section 2.4.1.1 for more information

on query expansion).

A classical query expansion is the combination of the relevance feedback. Lease [2008] has

shown that simple pseudo-relevance feedback can bring a decent gain in the overall retrieval

performance. However, pseudo-relevance feedback is usually applicable to all the cases, but

Akasereh et al. [2012] showed that pseudo-relevance feedback return bad result in the CHiC

collection. In recent years, many query expansion techniques and algorithms were developed

and derived from Rocchio relevance feedback. A popular and successful automatic query ex-

pansion was proposed by Mitra et al. [1998] for the Okapi system, and query expansion in

Divergence from Randomness (DFR) was proposed by Carpineto et al. [2001]. The recent

works by Agirre et al. [2012], Kürsten et al. [2012], Schaer et al. [2012], and Yin et al. [2009]

have shown that by integrating query expansion with external knowledge such as WordNet,

DBpedia, and Wikipedia the retrieval result would be improved.

3.1.3 Query Reformulation

Query expansion aims to solve the particular kind of term mismatch problems caused by syn-

onyms of query terms. More generally, query reformulation techniques provide the framework

to solve different types of mismatch problem. These reformulations include 1) removing terms

from the query [Kumaran & Carvalho, 2009]; [Dang & Croft, 2010], 2) adding new terms, and

3) replacing certain terms with others. Basically, query reformulation consists of two types: 1)

query term reduction for long queries, and 2) query term substitution as described below:

• Query Term Reduction for Long Queries: Query term reduction for long queries is a

particular form of reformulation that improves the result of retrieval. The main assump-

tion for this approach is to assume that the long queries may contain several noise (the

terms inside the query that are unnecessary), and it can help to achieve a better retrieval

performance if those terms are removed according to Kumaran & Carvalho [2009], and

Bendersky & Croft [2008]. The main reason is that these query terms may represent the

unnecessary concept.

• Query Term Substitution: Query term substitution aims to substitute the terms inside

the query which are the terms from the query that are not effective in the process of

matching. Wang & Zhai [2008], Dang & Croft [2010], Cao et al. [2008], and Jones et al.

[2006] performed automatic per term query reformulation and showed that it is able to

improve the retrieval result.

3.1.4 Dimension Reduction

Dimension reduction is the process of reducing the number of random variables in cases where

the query and the document refer to the same concept but using different terms. This can be

achieved by using concept-based approach (proposed by Abdulahhad et al. [2011], Bendersky

& Croft [2008]), stemming (proposed by Porter [1997], Krovetz [1993]), and latent semantic
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indexing (proposed by Deerwester et al. [1990]). All these techniques use different strategies to

reduce the chances that the query and document refer to the same concept but using a different

term.

• Concept-based approach: Yang & Chute [1993] introduced a technique that uses a set

of training queries with relevance judgements to learn a term and mapped the term with

a concept and this is also known as concept mapping. The mapping is applied from

the terms of the query to infer the related concepts. Then, the query concepts are used

to represent the query and to rank the documents according to similarity in the space

of concept. This method can be unsupervised or supervised by utilizing the relevance

judgements in a training set in order to improve the retrieval result.

• Stemming: The major problem with Lovins (proposed by Lovins [1968]) and Porter

(proposed by Porter [1997]) is that both do not pay any attention to the meaning of the

terms. In later development, Peng et al. [2007] performed stemming according to the

context of the query which helps to improve the accuracy and the performance of retrieval

compared to the query independent stemmers such as Porter [Porter, 1997] and Krovetz

[Krovetz, 1993]. Recent works from Akasereh et al. [2012], and Petras et al. [2013] have

shown that a light stemmer is able to improve the retrieval result in the domain of cultural

heritage rather than the standard stemmer. (Refer to Section 2.4.1.1 for more information

on stemming)

• Latent Semantic Indexing: Latent Semantic Indexing (LSI) (proposed by Deerwester

et al. [1990]) is a technique that was motivated by one of the earliest quantitative research

on the term mismatch problem by Furnas et al. [1987]. The main aim is to address the

term mismatch by representing the terms and the documents in a latent semantic space and

compute the similarity between the query and document in the semantic space. Basically,

the terms that are similar in the latent semantic space tend to be the terms that not only

co-occur in the collection, but also appear in a similar contexts. LSI is typically only

applied to a sampled set of documents instead of the whole collection. Schütze et al.

[1995] extended the use of LSI by applying LSI on the top ranked documents from an

initial retrieval. This localizes the semantic space to the context of the current query,

and improved the accuracy. However, this local LSI method still does not show robust

improvements over a keyword based method.

3.1.5 Statistical Translation Model

Statistical Translation Model solves the problem of term mismatch between the queries and

documents through a learning model. In other words, Statistical Translation Model is a model

where all the translations are generated on the basis of statistical models according to Berger

& Lafferty [1999]. The idea is based on information theory where a document is translated

according to the probability distribution P (u|v), which gives the probability that term v can be

semantically translated to term u in order to address the problem of term mismatch. Basically,

training these translation models require a large enough query to cover enough terms in order to

gather enough accurate training data. Gao et al. [2010] obtained large amounts of fairly accurate

training data from user clicks based on query logs, and used the data to train a translation-

based retrieval model to improve retrieval. Recent works from Karimzadehgan et al. [2013],
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and Karimzadehgan & Zhai [2010] have shown that Statistical Translation Model is able to

bridge the vocabulary gap and able to improve the retrieval result. Karimzadehgan & Zhai

[2010] proposed to integrate the similarities (translated into probabilities) for translating the

usual maximum likelihood estimations of terms in documents according to the query terms. In

addition, Karimzadehgan & Zhai [2010] relied on the data from the corpus and not from other

sources like synthetic queries which was proposed by Berger & Lafferty [1999]. Furthermore,

Karimzadehgan & Zhai [2010] mentioned that if the similarities expressed as probabilities will

lead to unwanted behaviour, like the fact that ”it is possible that p(w|u) > p(w|w)” for a term

w. To overcome this problem, Karimzadehgan & Zhai [2010] defined a regularization of the

self-translation probability.

3.1.6 Exploiting the Term Similarity Matrix in Vector Space Model

Crestani [2000] proposed a general framework to exploit the term similarity matrix into the

matching process based on a variation of inner product. At first, Crestani [2000] assumed the

matching process is a variant of a vector inner product as shown below;

RSV (d, q) =
∑

t∈q

wd(t)wq(t) (3.1)

Furthermore, Crestani [2000] noted that q ⊲ d exploits the non-matching terms in the docu-

ments by utilizing the similarity Sim function between all the terms. Sim(t, t′) = 1 iff t = t′,
means that t and t′ refer to the same term. If Sim(t, t′) is close to 1, it means that t and t′ are

semantically closed and t and t′ can be used to express the same concepts and otherwise it is 0.

In general, the proposed idea by Crestani [2000] is an extension of the Retrieval Status

Value (RSV) formula as shown in Equation (3.1). The idea is to extend the matching process

that includes a new intermediate term t∗ into the relation of the term t which appears in the

query. Essentially, this term t∗ does not necessarily appears in the query although the term t∗

appears in the document d. Given a term t from the query1 means to consider all the terms

in the document. The main idea of this approach is to take into account of the term t∗ which

maximizes the term similarity function Sim for a given t in the query as shown below;

t∗ = argmax
t′∈d

(Sim(t, t′)) (3.2)

This means that t∗ is chosen among the terms that belong to d, i.e. among the terms where

wd(t) 6= 0, by maximizing the Sim value. If the term t appears in the document d, then the best

term t∗ is t itself. If t does not appear in document d, then the weight of t is substituted by a

term t∗ in the document with the lower score if there is a similarity value between t and t∗. The

similarity value should be lower than the the value of exact term and it changes the formula in

the following way:

RSVmax(q⊲d)(d, q) =
∑

t∈q

Sim(t, t∗)wd(t
∗)wq(t) (3.3)

1When we say “t from the query” or “from document” it simply means the weight of t is not null in the query,

or in the document i.e. wq(t) > 0 or wd(t) > 0
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In other words, t∗ is the most similar term to t in document d. If t∗ exists in document d,

then the similarity score should be 1 and the formula is the same as Equation (3.1). For this

reason, we can conclude that the formula is an extension of the inner product of the vector d
where the term does not appear in the document, but through the Sim function.

Crestani [2000] proposed another solution that selected the term t∗ with the maximum sim-

ilarity. In addition, Crestani [2000] proposed to add all contributions of non matching terms in

the evaluation of the RSV. This new value RSVtot(q⊲d) is defined by:

RSVtot(q⊲d)(d, q) =
∑

t∈q

(

∑

t∗∈d

Sim(t, t∗)wd(t
∗)

)

wq(t) (3.4)

The difference is that instead of using only the term t∗ that is the most similar, all possible

similar terms are used to compute the new weight wtot
d (t) as follow:

wtot
d (t) =

∑

t∗∈d

Sim(t, t∗)wd(t
∗) (3.5)

From a matrix point of view, this computation is equivalent to a matrix product between

the similarity matrix Sim and the document vector d. This produces a new extended document

vector d1:
d1 = Sim× d (3.6)

From a graph point of view, if we consider the Sim matrix as a weighted graph, then this is

equivalent to move one step into this graph, and sum all the weights for the term. Hence, it is

equivalent to extent the document d by using the similarity graph (matrix) and the formula can

then be rewritten as :

RSVtot(q⊲d)(d, q) =
(

d⊤ × Sim
)

× q = d⊤1 × q (3.7)

3.1.7 Discussion

All the approaches such as Relevance Feedback, Query Expansion, Query Reformulation, Di-

mension Reduction and Statistical Translation Model have been shown to be able to solve the

problem of term mismatch and tend to improve the retrieval result. In a nutshell, it is necessary

to highlight that the Query Expansion with feedback approach requires the initial set of retrieval

result before expanding the terms into the query. In other words, Query Expansion requires two

processes in order to get the final set of retrieval result. Although the recent works by Agirre

et al. [2012] have integrated the Query Expansion with WordNet while Otegi et al. [2011] have

integrated the Query Expansion with knowledge bases, both works still require two processes

in order to get the final ranking. In order to formalize this scenario, Q is used to represent

the query, and Q′ to represent the query after expanding the terms based on the initial set of

retrieval result. Then, Q′ will be matched with the documents again in order to get the final

ranking. This process is considered as global adaptation because Q′ is the final query which

matches with all the documents. The main idea is to transform Q to Q′ after integrating the

knowledge. There are a number of approaches to solve the term mismatch problem by using

Language Model. The recent works from Berger & Lafferty [1999], Karimzadehgan & Zhai



3.2. Information Access - Context Search 42

[2010], and Karimzadehgan et al. [2013] proposed to use Statistical Translation Model to solve

the term mismatch problem. The main difference between these works is that Berger & Laf-

ferty [1999] use synthetic queries while Karimzadehgan & Zhai [2010] use mutual information

to generate the relationship between the two terms. In addition, Karimzadehgan et al. [2013]

use the Conditional Context estimation from Karimzadehgan & Zhai [2012] to generate the re-

lationship between the two terms. In some way, the proposed idea by Karimzadehgan & Zhai

[2010] is related to the second proposition of [Crestani, 2000] where the idea is to consider the

similarities between each query term and all the document terms.

3.2 Information Access - Context Search

It is a necessity to integrate other contexts (besides the query) into the Information Retrieval

System in order to satisfy the needs of the user. So, it is a necessary to interpret the needs of a

user correctly. Spink et al. [1998] indicated that a user is often not sure about the information

needs by themselves and the most fundamental problem is that the user is not familiar with the

data inside the collection. As a result, the user does not know what type of information that they

can retrieve from the collection as shown in Salton & Buckley [1997]. Furthermore, Nicholas

et al. [2013], and Church & Smyth [2009] have shown that search queries in cultural heritage are

rather short, usually consisting of approximately three terms. Considering these observation, it

is hence challenging to satisfy the information needs of a user. Without further knowledge, it is a

demanding task to understand the intention of a user. Contextual Information Retrieval System

(also known as context search) aims to improve the classical information retrieval model such

as Vector Space Model, Probabilistic Model, and Language Model where the classical models

focus more on the topic of the search and ignore the context from the user.

The next section will explain several ways to gather the interest (implicit and explicit), and

representation (weighted keywords and semantic networks) for the user profile.

3.2.1 Gathering and Representing Interest

Most of the approaches for Contextual Information Retrieval System are based on user profile.

In general, user profile is a repository of a user which contains all the information of a user. In

other words, user profile is a process to learn the information of a user such as language, gender,

and preference through a period of time. User profile can be expressed through relevance feed-

back [Salton & Buckley, 1997]. Ruthven & Lalmas [2003] have shown an overview to exploit

the context of a user through relevance feedback. The most fundamental principle to gather the

context of a user is through Rocchio algorithm (proposed by Rocchio [1971]). The formula and

variable definitions for Rocchio algorithm are as follows:

−→
Qm = (a.

−→
Q0) + (b ·

1

|Dr|
·
∑

−→
Dj∈Dr

−→
Dj)− (c ·

1

|Dnr|
·
∑

−→
Dk∈Dnr

−→
Dk) (3.8)

where
−→
Qm is the modified query vector;

−→
Q0 is the original query vector;

−→
Dj is the related docu-

ment vector;
−→
Dk is the non-related document vector; a is the weight for original query; b is the



3.2.2. Gathering User Profile through Explicit Relevance Feedback 43

weight for related documents; c is the weight for non-related documents; Dr is a set of related

documents and Dnr is a set of non-related documents.

Basically, there are three types of relevance feedback in the Contextual Information Re-

trieval System namely: 1) explicit, 2) implicit, and 3) pseudo relevance feedback.

3.2.2 Gathering User Profile through Explicit Relevance Feedback

A simple approach to identify the interest of a user is to explicitly inform the user about their

opinion. In other words, the user can express the opinion by providing explicit relevance feed-

back to the Information Retrieval System. Basically, the user can inform the Information Re-

trieval System on which documents are relevant in the list of the result and the relevance judge-

ment can be given as binary (”0” to indicate non-relevant, ”1” to indicate relevant) or graded

relevance scale. Unfortunately, binary relevance scale is considered as a strong judgement since

it only considers two choices which are relevant or non-relevant. As a result, graded relevance

scale was introduced and allows the user to define the different grades such as ”highly relevant”,

”relevant”, and ”maybe relevant” or ”somewhat relevant”. In a nutshell, explicit relevance feed-

back is very reliable and it also has shown that the explicit relevance feedback can affect the

search process as shown in Belkin et al. [2001].

3.2.3 Gathering User Profile through Implicit Relevance Feedback

Implicit feedback techniques helps to learn the interest of a user unobtrusively rather than asking

or ”to ask” the user to rate the documents. The main advantage of this approach is that the user

is not required to provide any explicit feedback. As a result, a large quantity of implicit data can

be gathered without disturbing the work flow of a user. Therefore, implicit relevance feedback

is an attractive alternative approach. Nichols [1997] in his research concluded that implicit

approach is less accurate than information based on explicit feedback. Then, Agichtein et al.

[2006] evaluated the effect of user feedback based on web retrieval by using 3000 queries and

the data of the user interactions. They concluded that implicit relevance feedback can improve

the retrieval performance as much as 31% compared to the systems that do not incorporate any

feedback. Furthermore, both implicit and explicit measures can be combined to provide an

accurate representation of the interests of a user.

From the psychological point of view, a promising indicator of interest is viewing time. Ba-

sically, people will spend more time to view objects that they like than objects that they are not

interested in. For instance, Faw & Nunnally [1967] showed that a positive correlation between

”pleasant ratings” with the ”viewing time”. In addition, Oostendorp & Berlyne [1978] found

that most people look longer at the images that they prefer, and this action indirectly evokes the

emotions of pleasure by the user. In the context of Information Retrieval, users are expected to

spend more time to view the relevant documents than the non-relevant documents. So, Claypool

et al. [2001] introduced a set of indicators in the web which includes explicit and implicit indi-

cators. As a result, they concluded that three features namely 1) ”the time spend on a page”, 2)

”the amount of scrolling on a page”, and 3) combination of the first and second features are the

valid implicit indicators to show the interest of a user. Furthermore, they found that the action

of ”scrolling measures” and the action of ”number of mouse clicks” are ineffective indicators.

Furthermore, Morita & Shinoda [1994] investigated that the user behaviour such as ”coping”,
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”saving or following up of an entry”, and ”the time spend for reading” could be used as implicit

indicators for interest when reading the articles from the newsgroup. As a result, they revealed

that the action of ”the time spend for reading” is an effective indicator because user tends to

spend more time to read interesting documents than uninteresting documents. Besides, they

highlighted that the relation between interest with ”saving or following-up of an entry”, and the

relation between interest and ”copying” cannot be considered to be an effective indicator. White

et al. [2002] considered the reading time as a technique to re-rank sentence-based summaries,

but the results were inconclusive. Kelly & Teevan [2003] assumed that information-seeking

behaviour is not influenced by contextual factors such as topic, task, and collection. Therefore,

Kelly & Teevan [2003] performed a study to investigate the relationship between information-

seeking task and the display time. Unfortunately, the results cast doubt on the straightforward

interpretation of dwell time as an indicator of interest. Seo & Zhang [2000] introduced a method

to learn the preference of a user from observing the web-browsing behaviour unobtrusively, and

concluded that the approach can improve retrieval performance. However, the adaptation of the

interest of a user over a longer period of time has not been taken into account as their search

sessions were set up for a short period only.

In addition, Sun et al. [2005], Jiang et al. [2013] and Dou et al. [2007] proposed to mine

the query log based on the clickthrough information by the user and integrate this information

into context search. So, the Information Retrieval System is able to return the documents that

were clicked by the user previously. Basically, clickthrough data is limited to the query that

the user has executed into the Information Retrieval System. Then the user opens and clicks the

document returned by the Information Retrieval System. Furthermore, Sun et al. [2005] applied

a dimensional reduction technique which is a pre-processing step on the clickthrough data in

order to find the latent semantic links between users, queries, and documents. Moreover, Dou

et al. [2007], Huang et al. [2013] and Gao et al. [2011] also added these latent relationships with

user-topic and document-topic similarity measures. In addition, Craswell & Szummer [2007]

used a bipartite graph to represent the clickthrough data of an image retrieval system where

queries and documents are the nodes and links are the ones directly captured in clickthrough

data. A random walk is then applied in order to recommend images based on the last query of the

user. Furthermore, Aktolga & Allan [2011] proposed a method to boost rarely-clicked queries

in the Information Retrieval System by using probabilistic approach to carry out the estimation

and then using this result to re-rank the document before Information Retrieval System shows

the final ranking to the user.

3.2.4 User Profile

Considering the large amount of personal data that can be captured, most context search rely on

user profile. User profiling is the process of learning the interest of a user through a period of

time. User profile can be expressed in explicitly or implicitly as mentioned in Sections 3.2.2 and

3.2.3. This section, highlights the basic principles of the user profile, and the state-of-the-art

survey is given by Gauch et al. [2007], who distinguished between two types of user profiles

namely 1) short-term, and 2) long-term profiles. Short-term user profile is used within one

session such as any feedback that the user provides during the current information seeking task.

Long-term user profile aims to keep track of long-term interests of a user. In general, there

are two types of user profile representations namely: 1) weighted keywords, and 2) semantic
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networks.

Weighted Keywords: The most popular representation of user interests is the weighted

keyword approach as shown by Nanas et al. [2010]. The interests are represented as a vector

of weighted terms that have either been extracted from those documents that users have shown

interest in or that have been provided manually by the users. The weighting indicates the im-

portance of the corresponding term in the user profile. Basically, these can be automatically

extracted from Web documents or directly provided by the user. So, the weights which are usu-

ally associated with keywords are numerical representation of the user’s interest. Then, each

keyword can be represented as a topic of interest or keywords can be grouped in categories to

reflect a more standard representation of user’s interest as shown in Figure 3.1 which was taken

from Gauch et al. [2007].

Figure 3.1: A Weighted Keywords User Profile

The main disadvantage of this approach is the problem of polysemy, that is the multiple

meanings that each word can have. In an early example, Moukas & Maes [1998] proposed

Amalthaea which is an agent to extract the keywords from the websites and assigned the weight

for the keywords based on tf · idf . Furthermore, Micarelli et al. [2007] also used the same ap-

proach to generate the weight based on tf ·idf . Sakagami & Kamba [1997] proposed Anatagon-

omy which is a personalized online newspapers, Lieberman [1995] proposed Letizia which is

a browsing assistant, and Pazzani et al. [1996] proposed Syskill & Webert which is a recom-

mender system that exploits weighted keyword profiles.

Semantic Networks: In the semantic network approach, keywords are replaced with con-

cepts. User interests are represented as weighted nodes of a graph where each node is a concept

that is of interest to the user as shown by Parkhomenko et al. [2003]. The main difference be-

tween Semantic Network and Keywords is that Semantic Network considers the abstract of the

topic while Keywords approach considers words to represent the interest of the user. Gentili

et al. [2003] proposed a filtering system which is InfoWeb which user profile is represented as

a semantic network. In general, each semantic network contains a collection of unlinked nodes
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in which each node represents a concept (also known as “planets”). As more information on

the user is gathered, the profile is enriched to include additional weighted keywords associated

with the concepts. These keywords are stored in subsidiary nodes (also known as “satellites”)

which are linked to their associated concept nodes (planets). Figure 3.2 shows an example of

a user profile based on semantic networks. Daoud et al. [2008] analysed the documents based

on the implicit relevance feedback, and then mapped the concepts of these documents with the

Open Directory Project (ODP) ontology and stored them in the user profile at the end of each

search session. Other contextual search techniques based on ODP includes Sieg et al. [2007].

Chirita et al. [2005] have shown that incorporating this taxonomy can significantly outperform

the technique without context search.

Figure 3.2: A User Profile based on Semantic Networks

3.2.5 Discussion

In the past, implicit feedback approach have been successfully applied to retrieval systems.

Furthermore, White et al. [2002], and Joachims et al. [2005] defined and evaluated several

implicit feedback based on text-based retrieval system. Both have shown that implicit feedback

is able to obtain a better performance compared to explicit feedback.

In a nutshell, various state-of-the-art user profiling approaches have been surveyed in this

section. As mentioned, the most recent research approaches exploit the clickthrough data.
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Hence, implicit relevance feedback is employed to determine the user’s interests. Kelly &

Teevan [2003] also agreed that time is an important factor and carried out several experiments

based on implicit feedback. It is agreed that time is the main factor that distinguishes the in-

terest of a user, but most of the approaches are based on the interactions with the system such

as reading time, saving, printing, selecting, and clickthrough without quantifying the level of

preferences based on the time. Most of the approaches are based on the time spent on a page

(longest time), and then the terms are extracted based on the page, and tf.idf is used to calcu-

late the weight of the interest. Although Nichols [1997] also argued that the time spent on a

page cannot purely become an indicator to judge the interest of a user, but it is believed that it

is good to consider other activities rather than the actions of reading time, saving, printing and

clickthrough. Therefore, there is a need to quantify the preference by including other activities

to judge the interest of the user rather than purely based on the actions of reading time, saving,

printing and clickthrough.

3.3 Information Access - Mobile Game

A range of projects have successfully used mobile technologies to link with games such as Can

You See Me Now? 1 proposed by Benford et al. [2006] who demonstrated that the technologies

are able to bridge the real world together with virtual world as shown in Figure 3.3, Figure 3.4

and Figure 3.5. In addition, some researchers also exploited mobile technologies to enhance

the experience of teaching and learning such as MyArtSpace by [Vavoula et al., 2009] who have

shown that even simple mobile technologies can enhance the experience of learning as shown in

Figure 3.6 and Figure 3.7. Furthermore, Wilensky & Stroup [2000] also proposed to use mobile

technologies to support outdoor learning based on the simulations where the user can play an

active role in the simulation of a physical or social system.

In general, mobile technologies are also able to facilitate the inquiry based activities where

the user can be engaged in active inquiry by using realistic tools in an authentic environment.

Recent work has shown enthusiasm in the education sector for the increased use of Information

and Communications Technologies (ICT) to enhance science learning such as McFarlane &

Sakellariou [2002], Hennessy et al., Squire & Jan [2007], and Anastopoulou et al. [2008]. In

addition, Linn [2003] has shown that mobile technologies can help the user to improve the skills

of learning and investigating outside the classroom. Therefore, games have been used to engage

learners with the system and several projects proposed by Squire & Jan [2007], and Huizenga

et al. [2009]) have shown that games have the power to motivate learners to take part in learning

activity and may provide a suitable support for their activities in the field.

3.3.1 Mobile Learning

For several years, mobile learning has been offering modern ways to support learning pro-

cess through mobile devices, such as hand-held and desktop computers, MP3 players, smart

phones and mobile phones. Mobile learning presents unique attributes compared to conven-

tional e-learning such as personal, portable, collaborative, interactive, contextual and situated.

1http://www.blasttheory.co.uk
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Figure 3.3: Screenshot of Can You See Me Now?: Display in Mobile Device [Benford et al.,

2006]

In general, mobile learning emphasizes ”just-in-time-learning” as instruction can be delivered

anywhere and anytime. Moreover, it is an aid to hold enormous potential in transforming the

delivery of education and training.

Mobile technologies allow contents to be provided to the learner in whatever location, and

also allow the location itself to be used as part of interactive learning activities. These new

technological capabilities offer the promise of new forms of educational experience situated

away from the classroom [Roschelle & Pea, 2002]. In addition, the technologies allow more

learners to interact simultaneously with the physical world or digital world through a mobile

device. Several researchers namely Rogers Yvonne [2002], Sharples et al. [2002], and Cole &

Stanton [2003] have shown that the combination of physical activity with digital activity (being

able to simultaneously view digital resources is able to promote reflection and new ways of

assisting children in learning) as shown in Figure 3.8 and Figure 3.9. Using mobile technologies

away from the classroom like this, where the physical environment itself has a meaningful role

to play in the learning activity, has been termed as the “physical context” by Frohberg et al.

[2009] who offered a recent review of state-of-the-art in mobile learning. In addition, Frohberg

et al. [2009] re-used the framework developed by Taylor et al. [2006] and carried a survey

on the project of mobile learning and categorized the finding according to a set of meaningful

dimensions.

In recent years, researchers and educators such as Savill-Smith [2005], Shiratuddin & Zai-

bon [2010], and Carr [2010] have shown that game can create a structured activities to support

mobile learning. In addition, Shaffer et al. [2005] agreed that mobile game has already changed
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Figure 3.4: Screenshot of Can You See Me Now?: The Location of all the Players [Benford

et al., 2006]

the notion of learning from ”untapped educational resource” to ”give a glimpse of how we might

create new and more powerful ways to learn in schools”.

3.3.2 Game as Learning

The growing popularity of games and digital technologies has led to exploitation of technologies

and modern games in providing a better environment for learning. Facer et al. [2004] also

highlighted that the school should facilitate the digital technologies in order to help the students

to learn outside the classroom.

In general terms, the purpose of using games in education is to help the learners who are

in the situation of: 1) disengaged from the learning process, 2) lack of interest or confidence,

and 3) lack of self-esteem. Schwabe [2005] identified that digital games are able to encourage

the player/learner to experience different ways of learning and thinking. Leutner [1993] high-

lighted that games which involve some kind of manipulation of the objects can stimulate the

learning experience of a user, and Wilson et al. [2009] also mentioned that visualization, exper-

imentation, and creative activities also help to enhance the learning experience. Furthermore,

Doolittle [1995] has shown that game is one of the effective way to address a particular problem

especially in the field of Mathematics and Science, because some concepts can be hard to visu-

alize by the students. Therefore, game can help the student to visualize the concept in digital

world. In addition, Barab et al. [2005], Prayaga [2005], Blanco et al. [2010], Berland et al.

[2010], Harpstead et al. [2013] and Shaffer et al. [2005] proposed an innovative strategy game
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Figure 3.5: Screenshot of Can You See Me Now?: Emily (player) inside the Virtual World

[Benford et al., 2006]

Figure 3.6: Screenshots of MyArtSpace: (a) Initial Screen, (b) Main Menu, (c and d) Interfaces

of Collecting an Exhibit [Vavoula et al., 2009]

that requires the learners to think, do, and provide a set of tools to guide the learners to achieve

the goal of the game in order to help the children to improve their brain development as shown

in Figure 3.10 (as proposed by Barab et al. [2005]). In addition, Squire & Jan [2007] mentioned

that games should consist of several core features that are relevant to learning namely 1) the cy-

cles of making choices, 2) the experience of consequences after the choice, and 3) interpreting

the state of the game as shown in specific examples such as the strategy game Civilization as

shown in Figure 3.11 and Figure 3.12.

Recent advances in technologies, especially the smart phones and tablets have led to more
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Figure 3.7: Screenshot of MyArtSpace: An Example of Student Gallery [Vavoula et al., 2009]

Figure 3.8: Children Taking Moisture Measurements around the Wood. The Physical Position

of the Child Taking Measurements Indicates to the Team-mates that the Activity is Taking Place

[Cole & Stanton, 2003]

recent works by using off-the-shelf components with only software required. For example, Mad
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Figure 3.9: Children are Exploring the Physical Environment by Searching for the Objects

through Mobile Device [Cole & Stanton, 2003]

City Mystery proposed by Squire & Jan [2007] who used smart phones to present the place by

requiring the students to investigate through a mystery-based game. The goals of the simulation

are to help students to develop the skills of investigating and observing by relating them to

scientific processes. Students are presented with an open-ended problem (a death) and are able

to gather location-based evidence by exploring a physical area with a Global Positioning System

(GPS) technology from the smart phone. In addition, Huizenga et al. [2009] developed a system

Frequency 1550 which uses standard components to provide an environment to explore local

history by using a mystery based game platform similar to Mad City Mystery as proposed by

Squire & Jan [2007].

3.3.3 Theoretical Foundations

After reviewing the recent works on mobile technologies to support the learning activities, it can

be argued that most of the projects are based on the theory of social constructivism (proposed

by Vygotsky [1978]). The definition of social constructivism according to Vygotsky [1978]) is

as follows:

Every function in the child’s cultural development appears twice: first, on the social level,

and, later on, on the individual level; first, between people (inter psychological) and then inside

the child (intra psychological). This applies equally to voluntary attention, to logical memory,

and to the formation of concepts. All the higher functions originate as actual relationship

between individuals



3.3.4. Inquiry Learning 53

Figure 3.10: Screenshots of Quest Atlantis: Showing a Scene from a Village on the Left, the

Homepage for a Student on the Right, and the Synchronous Chat Space at the Bottom [Barab

et al., 2005]

Actually, this theory was the extension of the theory of constructivism from Lovell [1959]

who provided a solid framework about the nature and development of human intelligence. In

other words, it deals with the nature of knowledge itself and how humans come gradually to

acquire, construct, and use it. In addition, Lovell [1959] described two mechanisms namely

1) accommodation, and 2) assimilation. They form the processes for a learner to build up

new knowledge from the experience. Assimilation is the process which the new knowledge

is incorporated into existing knowledge structures without modifying the structures while ac-

commodation is the process of re-framing the internal representation in order to fit with new

experiences that do not fit into existing knowledge. Several projects proposed by Taylor et al.

[2006], and Anastopoulou et al. [2008] are based on social constructivism. Basically, social

constructivism consists of three specific learning approaches namely:

• Inquiry Learning

• Experiential Learning

• Situated Learning

3.3.4 Inquiry Learning

Inquiry learning is an instructional strategy that is used as the basis to design active learning

where the students are engaged in some kind of investigation that involves questions and require
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Figure 3.11: Screenshot of MadCityMystery: Map Interface, Environmental Detectives [Squire

& Jan, 2007]

the student to find the answers based on the questions. In general, Keselman [2003] described

that inquiry learning as “an educational activity in which students are placed in the position of

scientists gathering knowledge about the world” and several researches such as Rogers et al.

[2002], and Stamatina Anastopoulou [2008] used this theory to develop the learning content.

3.3.5 Experiential Learning

Experiential learning is viewed as a process to create a new knowledge through transforma-

tion of the experience. In other words, learners are able to link with new concepts based on

past experience. In addition, experiential learning also emphasizes the use of tangible learning

concepts that learners encounter and able to engage it directly. As mentioned before, Lovell

[1959] demonstrated that effective learning requires an environment where learners can have

appropriate experience. Experiential learning further emphasizes the role of environments and

experiences in the process of learning such as providing an environment to let the learner en-

counters the problem rather than learns the solution based on others’ experience. This means

that the learner is able to understand and discover the solution based on their previous experi-

ence.

In general, several projects have been developed by using experiential learning in mobile

devices such as Mad City Mystery (proposed by Squire & Jan [2007]) and Frequency 1550 (pro-

posed by Huizenga et al. [2009]). The projects developed a learning activity that allows learners

to experience directly a simulation of a physical system and creates a direct link between the
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Figure 3.12: Screenshots of MadCityMystery: Map and Information [Squire & Jan, 2007]

personal experience in physical space with the underlying rules that govern the underlying sim-

ulation.

3.3.6 Situated Learning

Situated learning can be viewed as a complement to the experiential learning. Situated learn-

ing emphasizes the role of exploratory spaces and practical activities to enhance the learning

process. In other words, situated learning focuses more on the implementation of authentic

activities rather than innovative learning practice.

Mobile devices are seen as highly effective in bridging the real world and learning activities.

They can be used to enhance the learning experience by carrying knowledge from the classroom

into the real word as shown by Falk & Dierking [2000]. In addition, Vavoula et al. [2009]

proposed a system Myartspace to bridge the gap between the classroom and real life learning

situation while Sharples [2006] has shown that several projects such as Mobilearn 1 which is a

European research centre under the European Commission to explore situated learning by using

key advances in mobile technologies.

1http://www.mobilearn.org
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3.3.7 Discussion

In a nutshell, the field of ”mobile learning” and ”game as learning” have been reviewed and

both fields are co-related. In addition, it has also been shown that several projects combine the

elements from mobile technologies and game in order to support and provide a better learning

environment for the learner. In addition, there is a need to transform the way of teaching (ab-

stract knowledge delivered in the classroom) into something that relies more on ”doing” and

”experiencing”, and the best way to achieve this goal is by using the combination of mobile

technologies and games to encourage the learners to gain the new knowledge. This research

uses the theory of social constructivism to model a mobile game which consists of inquiry

learning, experiential learning, and situated learning that will form a powerful learning model.

Therefore, there is a need to investigate whether the mobile game can help the learners to learn

the information on cultural heritage.

3.4 Summary

Several methods have been discussed in Section 3.1 to solve the problem of term mismatch

namely relevance feedback, query expansion, query reformulation, dimension reduction, and

statistical translation model. An important perquisite for context search is to identify the user’s

preference and several methods (how to gather and represent the preference) have been dis-

cussed in Section 3.2. Finally, Section 3.3 discusses the mobile game as a learning platform.
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Chapter 4

Proposed Solutions

This chapter presents the details of the proposed solutions of this research. Section 4.1 describes

the proposed solution for information access in Information Retrieval System which includes

the proposed framework and proposed models which are Extended Dirichlet Smoothing with

Increase of Document Size (EDS+) and Extended Dirichlet Smoothing with Decrease of Doc-

ument Size (EDS-). Section 4.2 describes the proposed method to quantify the preferences of a

user by using the analogy of charging a capacitor, while Section 4.3 describes the overall idea

and the framework of the mobile game (M-Heritage Hunt). As mentioned before, Section 4.2

will use the result generated from Section 4.1 to do the context search while Section 4.3 is to

carry out a case study involving a mobile game on cultural heritage.

4.1 Information Access - Information Retrieval System

In the past, a number of Information Retrieval models such as Vector Space Model (VSM)

[Salton, 1991], [Salton & Buckley, 1988], Probabilistic Model (Okapi, BM25) as mentioned

in [Robertson, 1997], [Amati & van Rijsbergen, 2002] and Language Model [Ponte & Croft,

1998]; [Zhai & Lafferty, 2004] were proposed which are based on term intersection approach.

Term intersection is an approach in which both document and query should share the same

terms. Although this approach provides a good result in terms of speed and accuracy, it may

cause a problem - term mismatch. The term ”term mismatch” is defined as a mismatch between

the term in the query and the term in the document.

For example, a user is searching for the information about a ”schlesien 1 map” and submits

the query:

q = (schlesien,map)

and an Information Retrieval System considers the following documents:

d1 = (map, germany)
d2 = (china,map)
d3 = (germany, silesia)

1Silesia (English) or Schlesien (German) is a region of Central Europe located mostly in Poland, with smaller

parts in the Czech Republic and Germany.
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Table 4.1: Mean Average Precision by different Information Retrieval Models in CHiC Collec-

tion

Types of Retrieval Model Mean Average Precision(MAP)

Vector Space Model 0.2933

Probabilistic Model (Okapi) 0.3902

Language Model based on Dirichlet Smoothing 0.4929

Language Model based on Jelinek-Mercer Smoothing 0.4918

Basically, the Information Retrieval System assigns a very similar Retrieval Status Value (RSV)

to d1 and d2 which is highly dependent on the indexing weights because these documents con-

tain the similar terms as the query which is the “map”. However, we know that d2 is surely not

relevant since d2 contains the information on “china map” and not the information of “schlesien

map”. In addition, we can attest that d3 is more relevant than d2 based on the needs of the user.

Several important techniques have been proposed to tackle this problem such as 1) pseudo

relevance feedback, 2) exploiting the term similarity matrix in Vector Space Model, and 3)

statistical translation models (Refer the techniques in Section 3.1 for further information).

As mentioned earlier, our main goal in this research is to incorporate the term links into the

Language Model based on Dirichlet Smoothing in order to solve the problem of term mismatch.

The main reason to choose the Language Model with Dirichlet Smoothing is because Language

Model outperforms the rest of the retrieval models such as Vector Space Model and Probabilistic

Models with the same setting in the evaluation challenge (Cultural Heritage in CLEF 2012) as

shown by Petras et al. [2012]. In addition, Table 4.1 shows that Language Model with Dirichlet

Smoothing outperforms the rest of the retrieval models in the experiment (default setting) and

this is the main motivation to choose Language Model based on Dirichlet Smoothing in this

research.

After the reviewing Crestani [2000], Karimzadehgan & Zhai [2010], Zhai & Lafferty [2004]

and considering the problems, the following approaches are proposed:

• Use the maximum or highest value instead of the total value from the term similarity

between the terms from query with the terms from document. In addition, only consider

the closest semantic terms from the documents if a term in the document from the query

cannot be found.

• Use statistical approach to generate the knowledge rather than the probability approach in

order to avoid the value of P (w|u) which is higher than P (w|w) for a term w as obtained

by Karimzadehgan & Zhai [2010].

• Use w to represent the term because most of the Language Models use w to represent the

term rather than t as proposed by Crestani [2000].

To do so, an overview of the proposed framework (EDS framework) of this research to solve

the problem of term mismatch is presented in Figure 4.1. The process of pre-processing is a

standard process in Information Retrieval which covers remove all the stopwords, remove all

non-character, convert all upper case to lower case, and apply the Porter stemming. In general,
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the framework from Language Model based on Dirichlet Smoothing is extended (Extended

Dirichlet Smoothing (EDS)) to exploit the non-matching terms during retrieval. The proposed

framework (EDS) is able to accept any terms such as w1 and w2 from the knowledge base during

retrieval. In this research, a matrix is used to represent the knowledge by storing a list of pair

terms from any kind of external resources which is computed by various types of statistical

approach. The main difference between the proposed framework (Figure 2.5, query expansion)

and Figure 4.1 is that in Figure 4.1 the terms from external resources are exploited into the

matching function before the process of ranking while in Figure 2.5 the terms are exploited

from external resources after the process of ranking and another round of matching process is

computed before the final ranking of documents. In other words, pseudo relevance feedback

and query expansion with external evidence (proposed by Yin et al. [2009]) need two retrieval

processes per query. The first is to expand the query, and the second is to retrieve the results for

the expanded version. In addition, the framework as shown in Figure 2.5 is considered as global

adaptation while the proposed framework is considered as local adaptation. The advantages of

the EDS framework are as follows:

• It enhances the classical models where the classical models do not take into account of

non-matching terms.

• The EDS framework exploits the terms during the process of matching.

Figure 4.1: System Architecture to Exploit Non-matching Terms during Retrieval

Based on the EDS framework, two models are derived which are Extended Dirichlet Smooth-

ing with Increase of Document Size (EDS+) and Extended Dirichlet Smoothing with Decrease

of Document Size (EDS-). Before these two models are explained, it is necessary to explain the

ways to find the links between the two terms or in other words to extract the term links in the

next section.
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4.1.1 Extracting Term Links

A similarity measure between pairs of terms is necessary in order to let EDS framework to ex-

ploit the non-matching terms during the retrieval time as shown in Figure 4.1. In general, several

studies have been carried out to measure the similarity such as clustering, thesauri construction,

and hierarchical structuring based on semantic similarity in the domain of cultural heritage as

proposed by Wang et al. [2013]. Semantic similarity is a metric over a set of documents or terms

within the term lists, where the idea of distance between terms is based on the likeness of their

meaning or semantic content. The two main approaches to determine the semantic similarity

between a pair of text are 1) knowledge-based, and 2) corpus-based. Knowledge-based refers

to the use of algorithms to measure similarity on structured knowledge resources such as the-

sauri, dictionaries, and semantic networks. Corpus-based refers to the use of information about

occurrences of terms in collection of documents or corpus. The terms that occur in a document

are used as features to represent it and approaches used to compare pairs of documents.

Knowledge-based approach is a techniques to compute the similarity between pairs of terms.

The aim is to assign high values to pairs of words with similar meaning, such as “graveyard”

and “cemetery”, and low scores to dissimilar pairs such as “wizard” and “coffee”. A wide range

of methods for determining the similarity between terms has been proposed by Aletras et al.

[2013]. Basically, these algorithms have often made use of WordNet [Bentivogli et al., 2004]

and Wikipedia [Fernando et al., 2012].

Corpus-based approach is based on the assumption that the similarity between documents

can be measured by observing the number of terms they have in common. A widely used

approach is to represent each document as a vector consisting of the terms and to estimate

the similarity between documents by computing the cosine of the angle between their vectors.

Thus, if two documents are identical, the cosine value of their vectors is 1. If they share no

common terms the cosine value is 0. This approach can be improved by taking into account of

the frequency of terms, both in each document and in the entire corpus, and using these values

to weight the vector.

Basically, the EDS framework is able to integrate with knowledge-based or corpus-based

approaches. In this research, corpus-based approach is used to generate the term links where

each pair of terms in the term space contains a real value which estimates how semantically

close between the terms. Therefore, the links between all the terms in the collection named as

V which is a set of vocabulary needs to be found, w refers to the term from query, and w′ refers

to the term from document.

w,w′ ∈ V, 0 ≤ Sim(w,w′) ≤ 1 (4.1)

1. Sim(w,w′) = 0, there is no link between the terms w and w′

2. Sim(w,w′) < 1, there is a link between the terms w and w′

3. Sim(w,w′) = 1, there is an equal match between the terms w and w′

Based on Equation (4.1), Sim(w,w′) = 0 means the term w does not contain any semantic

link with the term w′, while Sim(w,w′) < 1 shows that w contains semantic link with the w′.

If the value of Sim(w,w′) = 1 it means that there is an exact match between the term w and

w′.
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In this section, an easier and lightweight (linear fashion) way to generate the knowledge

compared to Expected Mutual Information Measure (EMIM) proposed by Crestani [2000]. Al-

though mutual information is the best to be extracted for semantic similarity information, mutual

information is the most expensive in terms of computation (quadratic complexity, refer to Equa-

tion 4.2) according to Markines et al. [2009]. In other words, mutual information computes all

the possible combinations of attributes pairs. In information theory, EMIM(wi, wj) is often

interpreted as a measure of the statistical information contained in wi about wj (or vice versa).

The EMIM measure is defined as follows:

EMIM(wi, wj) =
∑

wi,wj

P (wi ∈ d, wj ∈ d)log
P (wi ∈ d, wj ∈ d)

P (wi ∈ d)P (wj ∈ d)
(4.2)

where wi and wj are any two terms of the term space T, d represents the document, and P
represents the probability.

In the corpus-based approach, similarity between terms can be computed in a variety of

ways. In the proposed approach, Confidence Coefficient (CC), Tanimoto Similarity (TS), Dice

Coefficient (DC), Cosine Similarity (CS) and Overlap Coefficient (OC) are used to generate the

statistical information as stated by Rijsbergen [1979]. The CC between terms wi and wj are

calculated as follows:

Simconf (wi, wj) =
c(wi∩wj)

c(wi)
(4.3)

where c(wi) is the number of terms (wi) in the corpus, and c(wi∩wj) is the number of terms

that term wi co-occurs together with wj in the corpus.

The TS between terms wi and wj is calculated as follows:

Simtani(wi, wj) =
c(wi ∩ wj)

c(wi) + c(wj)− c(wi ∩ wj)
(4.4)

The DC between terms wi and wj is calculated as follows:

Simdice(wi, wj) =
2c|wi∩wj|

c(wi) + c(wj)
(4.5)

The CS between terms wi and wj is presented using a dot product and magnitude as follows:

Simcosine(wi, wj) =

√

c(wi ∩ wj)

c(wi).n(wj)
(4.6)

The OC between terms wi and wj is calculated as follows:

Simover(wi, wj) =
c(wi∩wj)

min(c(wi), c(wj))
(4.7)

The reason to choose CC, TS, DC, CS and OC is because all of the approaches are a linear

approach through overlapping attributes of the two terms and based on the experiment by Srini-

vas et al. [2010] who showed that Dice Coefficient and Cosine Similarity are the best corpus
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based measurement. In a nutshell, this research decided to use CC, TS, DC, CS, and OC to

generate the matrix (also known as Term Similarity Matrix) instead of EMIM.

Several types of external knowledge based can be used to extract the term links such as 1)

Library of Congress Subject Headings 1 (LCSH), 2) WordNet 2, 3) Wikipedia 3, 4) DBpedia 4,

5) Wikipedia Miner 5, and 6) ConceptNet5 6. In general, DBpedia and Wikipedia Miner are

using the same source from Wikipedia, but with the different purpose. Short description are

given for each knowledge based are shown below;

• LCSH: LCSH provides a controlled vocabulary of keywords (or subject headings) which

are widely used in libraries to document the materials and facilitate the information ac-

cess.

Figure 4.2: The terms “Last Supper” in Library of Congress Subject Headings

• WordNet: WordNet is a large lexical database of English. Nouns, verbs, adjectives and

adverbs are grouped into sets of cognitive synonyms (synsets), each expressing a distinct

concept. In addition, synsets are interlinked by means of conceptual-semantic and lexical

relations.

• Wikipedia: Wikipedia is a collaboratively edited, multilingual, and free Internet ency-

clopaedia which contains 30 million articles in 287 languages. In addition, Wikipedia is

the largest and most popular general reference work on the Internet.

• DBpedia: DBpedia is a crowd-sourced community effort to extract structured infor-

mation from Wikipedia. Furthermore, DBpedia allows the use of sophisticated queries

against Wikipedia, and is able to link the different datasets on the Web to Wikipedia data.

• Wikipedia Miner: Wikipedia Miner is a toolkit for tapping the rich semantics encoded

within Wikipedia. In addition, Wikipedia Miner is a Wikification tool which adds inline

links to Wikipedia articles into free text.

1http://www.loc.gov/aba/cataloging/subject
2http://wordnet.princeton.edu
3http://www.wikipedia.org
4http://wiki.dbpedia.org/
5http://wikipedia-miner.cms.waikato.ac.nz
6http://conceptnet5.media.mit.edu
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Figure 4.3: The terms “Last Supper” in WordNet

Figure 4.4: The terms “Last Supper” in Wikipedia

• ConceptNet5: ConceptNet5 is a semantic network which built from nodes that repre-

sent the concepts in the form of words or short phrases of natural language, and labelled

relationship between them.

After considering the several types of external knowledge bases, it is decided that Wikipedia

is used as the source to extract the term links since DBpedia and Wikipedia Miner are using the

same source from Wikipedia. As mentioned before, the goal is to find the links of the term

and the term can act as widely as the term can. Figure 4.2, Figure 4.3, Figure 4.4 and Figure

4.5 show the terms “Last Supper” in various types of external knowledge-based, and Wikipedia

is one of the choices to provide the most critical idea for the terms “Last Supper”. Therefore,

it is decided that CC, TS, DC, CS, and OC are to be used to generate the matrix (also known

as Term Similarity Matrix) from Wikipedia as the external knowledge-based. Although the

effectiveness of the proposed framework presented in this research depends very much on the

quality of the similarity measure, the proposed framework could make use of any available

similarity information of the term space.
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Figure 4.5: The terms “Last Supper” in ConceptNet5

4.1.2 Extended Dirichlet Smoothing

The main idea of the EDS framework is to integrate the Term Similarity Matrix which represents

the knowledge into the current Dirichlet Smoothing formula in order to solve the problem of

term mismatch. Let’s use a document which contains several terms such as ”A”, ”B”, and ”C”

as an example to describe the overall idea of Extended Dirichlet Smoothing as shown in Figure

4.6(a). Basically, the document is dipping inside a basket with full knowledge which contains

several terms such as ”D”, ”E”, ”F ”, ”G”, ”H”, and ”I”. If the query is ”F ” and ”D”, then

this document will not be returned by the retrieval model by default. If there is a link between

”C” with ”F ” and ”B” with ”D” as shown in Figure 4.6(b), then EDS will change the length

of the document (red-dashed line) by considering that ”F ” and ”D” can be inside as shown

in Figure 4.7(a) or replacing the terms in the document as shown in Figure 4.7(b). With this

notion, two types of behaviour will occur in the size of the document namely 1) Increase and

2) Decrease. Increase indicates that extra terms (”D” and ”F ”) occur inside the document,

while Decrease indicates that the extra terms (”D” and ”F ”) can be replaced by the terms ”B”

and ”C”. Therefore, the length of the document can be increased (Figure 4.7(a)) or decreased

(Figure 4.7(b)).

Figure 4.8(a) shows the normal maximum likelihood estimator while Figure 4.8(b) shows

the Dirichlet Smoothing. Basically, the Dirichlet Smoothing is derived from maximum likeli-

hood estimator by adding an extra pseudo term frequency (refer to (1) in the Figure 4.8) and

normalizing it by µ (refer to (2) in the Figure 4.8). In other words, EDS acts as another smooth-

ing (α as an example, refer to (3) in Figure 4.8) and normalized by α (refer to (4) in the Figure

4.8) in the Dirichlet Smoothing as shown in Figure 4.8(c). The value of α refers to the value

from Term Similarity Matrix. Since it can integrate the term links inside the Document, then it

needs to normalize the length of the Document accordingly.

Basically, query expansion and document expansion are able to solve the problem of term

mismatch in which query expansion requires integration of the knowledge from Query to Query*

before the matching process with other Documents as shown in Figure 4.9. This scenario is the
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Figure 4.6: Graphical Interpretation of Extended Dirichlet Smoothing

Figure 4.7: Graphical Interpretation of the Document Size: (a) Increase and (b) Decrease

same with Document Expansion because it also requires integration of the knowledge from

Documents to Documents* before the matching process with other Query as shown in Figure

4.10. Basically, the proposed framework directly integrates the knowledge during the matching

process as shown in Figure 4.11 while Query Expansion and Document Expansion requires the

integration of knowledge in the second steps before the matching. In addition, Query Expansion

and Document Expansion are considered as global change as shown in Figure 4.12, while the

proposed framework is considered as local change as shown in Figure 4.13. As mentioned in

the example of Section 4.1 (a user is searching for the information about a “schlesien map”), if

there is a knowledge which contains the semantic links between the term “silesia” and “schle-

sien”, then the proposed framework is able to exploit these links during the retrieval and retrieve

d3 based on the needs of the user.

Based on the EDS framework, two models are proposed namely Extended Dirichlet Smooth-
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Figure 4.8: Evolution from Maximum Likelihood Estimator to Extended Dirichlet Smoothing

ing with Increase of Document Size (EDS+) and Extended Dirichlet Smoothing with Decrease

of Document Size (EDS-). Both models are able to exploit the non-matching terms during

retrieval before the process of ranking.

Figure 4.9: Query Expansion
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Figure 4.10: Document Expansion

Figure 4.11: Proposed Framework

4.1.3 Extended Dirichlet Smoothing with Increase of Document Size (EDS+)

Firstly, we need to assume that a term w′ ∈ d can play the role of w where w ∈ q during

the matching process. More specifically, it is considered that if w does not occur in the initial

document d but occurs in the document dincrease, which is the result of increasing d according

to the query and some knowledge 1, then the probability of the term w′ is defined according to

the size of increasing the document dincrese.
Basically, the knowledge can be represented either in symmetrical or non-symmetrical sim-

ilarity function. In the example, the knowledge is assumed to form a symmetrical similarity

function which is Sim : V × V → [0, 1], that denotes the strength of the similarity between

1The knowledge refers to the Term Similarity Matrix
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Figure 4.12: Global Change

Figure 4.13: Local Change

the two terms from the vocabulary (the larger the value, the higher the strength). It is pro-

posed that: ∀w,w′ ∈ V, Sim(w,w′) = 1 if there is exact match between w with w′, and

∀w,w′ ∈ V, Sim(w,w′) = 0 if w does not contain any link with w′.

In order to avoid any complex extensions (see Section 4.1.1), the following constraints are

defined :
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• One query term w, must only impact occurrences in one document term w′.

• Only the maximum value of the term that can be found in the knowledge is to be used to

exploit the non-matching terms during the retrieval.

To achieve this, some simple and sensible heuristics are used:

1. If a query term w, occurs in a document d, then the term will not change the length of the

document.

2. If a query term w, does not occur in a document d, but the term w contains a link with w′

(term from document), then w∗ (please take note that ∗ is a function) is defined as:

w∗ = argmax
w′∈d

(Sim(w,w′)) (4.8)

The term from the document will serve as the basic count of the pseudo occurrences of w
in d as:

c(w∗; d).Sim(w∗, w) (4.9)

This pseudo occurrences of the term w∗ are then included and increase the size of the

document.

Eventually, using the usual set of notations for the terms that occur in the document and the

query, then the new length of the document (|dincrease|) is: |dincrease| =
∑

w∈d∩q c(w; d) +
∑

w∈q c(w
∗; d).Sim(w∗, w) +

∑

w∈d\q c(w; d)

Using the fact above, the expression of |dincrease| can be easily simplified into:

|dincrease| = |d|+
∑

w∈q

c(w∗; d).Sim(w∗, w) (4.10)

Note that the idea is to increase the size of the document according to the query. With all

the elements described above, the Extended Dirichlet Smoothing with Increase of Document

Size (EDS+) model leads to the following probability for the term w, of the vocabulary V in the

document dincrease according to a query q. Note that Pµ(w|dincrease)
1 is defined as:

1. if w ∈ d ∩ q :

Pµ(w|dincrease) =
c(w; d) + µP (w|C)

|dincrease|+ µ
(4.11)

2. w /∈ d ∩ q and if ∃w∗ ∈ d \ q;Sim(w,w∗) 6= 0 :

Pµ(w|dincrease) =
c(w∗; d).Sim(w,w∗) + µP (w∗|C)

|dincrease|+ µ
(4.12)

with w∗ = argmaxw′∈dSim(w,w′) .

1P refers to probability



4.1.4. Extended Dirichlet Smoothing with Decrease of Document Size (EDS-) 71

3. w /∈ d ∩ q and if \∃w∗ ∈ d \ q;Sim(w,w∗) 6= 0

Pµ(w|dincrease) =
c(w; d) + µP (w|C)

|dincrease|+ µ
(4.13)

with w∗ = argmaxw′∈dSim(w,w′) .

In a specific case when all the query terms from q occur in the document d, the first case from

the above is used where |dincrease| = |d| leads to Pµ(w|d) = Pµ(w|dincrease).

4.1.4 Extended Dirichlet Smoothing with Decrease of Document Size (EDS-

)

Firstly, it is assumed that a term, w′ ∈ d can play the role of w where w ∈ q during the process

of matching. More specifically, it is only considered that if w does not occur in the initial

document d, but w have the links with w′ which occurs in the Term Similarity Matrix, then it is

considered as a match with the value lower than 1.

The main difference between EDS+ and EDS- is that EDS+ is assumed to add additional

terms into the original documents in order to have exact match between query with document.

So, the current length of the document will be more than the original length of the document.

EDS- assumes that there is a term from the knowledge that is able to replace the term in the

original document. So, the weight for the replacement term should be lower than “1” since it

is not an exact match. Therefore, the current length of the document will become less than the

original length of the document.

To achieve this goal, some simple and sensible heuristics are used as follows:

1. If a query term w occurs in a document d, then the term will not change the length of the

document. It means that the document will maintain the same length.

2. If a query term w does not occur in a document d but the term w contains a link with w′

(term from document), then w∗ is defined as the same in EDS+ (refer to Equation (4.8)).

The term from the document will serve as the basic count of the pseudo occurrences of w
in d as the same in EDS+ (refer to Equation (4.9)).

This pseudo occurrences of the term w∗ is then included in the length of the document. In

other words, instead of the size of the document increasing, the length of the document is

decreased based on the value of c(w∗; d).Sim(w∗, w).

Then, the new length of the document (|ddecrease|) is defined as:

|ddecrease| = |d| −
∑

w∈q

c(w∗; d).(1− Sim(w∗, w)) (4.14)

Note that the proposed model which is EDS- is to decrease the size of the document accord-

ing to the term of the same query. With all the elements described above, the EDS- leads to the

following probability for the term w of the vocabulary V in the document ddecrease according to

a query q. Therefore, the only difference in term of the equation is to replace the |dincrease| to

|ddecrease| based on Equation 4.11, Equation 4.12, and Equation 4.13 .
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4.1.5 Discussion

In a nutshell, the proposed framework is able to integrate the knowledge into the retrieval model

and exploit the non-matching terms during retrieval. In addition, two models are proposed

namely 1) EDS+, and 2) EDS-. Both proposed models are based on the proposed framework

and the main difference between these two models is summarized as follows:

• EDS+ increases the length of the document as shown in Figure 4.7(a). EDS+ is assumed

to increase the document if the term from the query has a link with the term in Term

Similarity Matrix based on the knowledge.

• EDS- decreases the length of the document as shown in Figure 4.7(b). EDS- is assumed

to decrease the document if the term from the query has a link with the term in Term

Similarity Matrix based on the knowledge. The maximum value of a term is ”1” and if

the term from query can find a link with the term from Term Similary Matrix, then the

value of that term should be lower than ”1” according to the similarity value.

4.2 Information Access - Context Search

Most existing Information Retrieval Systems assume that the query is the sole knowledge of the

information needed by a user and then return the same results regardless of who submitted the

query. This fact entails a crucial problem nowadays as the information is authored and exploited

by millions of different people with different backgrounds, knowledge, and preferences. In

order to tackle this problem, a key challenge in Information Retrieval is: 1) how to capture and

2) how to integrate contextual information in the retrieval process in order to increase the search

performance.

Context search is defined by Tamine-Lechani et al. [2010] as “combine search technologies

and knowledge about query and user context into a single framework in order to provide the

most appropriate answer for information needs of a user”. Thus, context search aims to opti-

mize the retrieval accuracy by including two related steps: 1) define the context (information

needs) of a user (also known as search context), and 2) adapt the context into the Information

Retrieval System. Basically, context can be gathered through 1) device, 2) spatio-temporal con-

text, 3) user context, 4) task/problem, and 5) document context. In this section, a method is

proposed only to quantify the level of preference by a user and this context is integrated into the

Information Retrieval System by utilizing the proposed framework (EDS).

4.2.1 Preference Model

In general, the scope of the preference is defined as how much a user likes the interest from the

range of 0 to 100. The interest can be referred to various types such as sports or hobbies. This

research proposes to use the duration (total duration spent in a particular interest) to quantify

the preference within the time frame because the duration that a user spends can represent the

preference. As an example for the notion of duration can be 1 second, 1 minute, or 1 hour, while

as an example for the time frame may refer to any period such as a day, a week, or a year. In

order to avoid any confusion, we would like to fix the time frame as a day and duration as an
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hour (Please bear in mind that time frame can be any period of time, and duration can be any

unit). Before go to details about Preference Model, we would like to discuss the definition of

the term preference given by Oxford Dictionary is:

Definition of “preference”: A greater liking for one alternative over another

but it is believed that a preference should associate with duration and the definition of prefer-

ence is refined as:

Definition of “preference”: A greater liking for one alternative over another with continu-

ing practice within the duration.

Based on the above definition, it helps us to define two types of preferences namely 1)

long-term-based preference, and 2) short-term preference. So, the hypothesis for long-term

preference is the stable preference of a user where the user keeps to practise the preference and

increase the duration accordingly. Then, the hypothesis for short-term preference is referring to

a kind of state that the user is interested in something for a short period of duration. (Will explain

later how to define long-term-based preference and short-term preference by using Statistical

Box Plot)

After knew the definition, we would like to fix the time frame as a day, and the duration

as hour. Lets use Day as a set to represents the time frame (as mentioned before), Interest

is a set to represent the interests (Interest can be considered as a set of preferred elements)

provided by the user such as basketball, jogging, or football. Basically, the set of Interest

comes from the entry of the ontology. In general, an ontology represents the knowledge as a

set of concepts within a domain by using a shared vocabulary to denote the types, properties,

and interrelationships of those concepts. The ontology that we referred in this section is the

Sport Ontology from BBC1 and the concept that we referred is “Sport:Discipline”. Therefore,

the attributes of “Sport:Discipline” are “basketball”, “jogging”, and “football”. Duration is a

set to represent duration in hour (as mentioned before), and preference is a value to represent

the level of preference from the range of 0 to 100. Day and Duration are independent set.

Day = {1, 2, 3, ..., d}

Interest = {football, basketball, ..., i}

Duration = {0, 1, 2, ..., t}

Basically, the Cartesian Product is used to return a set which is called as DI from Day and

Interest. So, the Cartesian Product Day × Interest is the set of all ordered pairs (d, i) where

d ∈ Day and i ∈ Interest as shown below:

DI = Day × Interest = {d, i} | d ∈ Day ∧ i ∈ Interest (4.15)

For an example, the Cartesian Product for DI is DI = {{1, football}, {1, basketball}, ... di}.

The main reason to use the Cartesian Product is to differentiate the Day and Interest. For an

example, the value of 1, football is to represent the user practise the football in first day. Then,

a function is introduced to gather the total duration spend in one of the interests in a day. The

1http://www.bbc.co.uk/ontologies/sport/2011-02-17.shtmlclassSportsDiscipline
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input is from the Cartesian Product (Day × Interest) and the output is the total duration in

hour.

The Cartesian Product of two sets DI and Duration are the set of all ordered pairs written

in (di, t), where di is an element of DI and t is an element of Duration. The di and the t are

the components of the ordered pair. The Cartesian Product of DI and Duration is denoted by

DI × Duration. A function F from DI to Duration is a subset of the Cartesian Product

(DI × Duration) to the following condition: every element of DI is the first component

of one and only one ordered pair in the subset. In other words, for every di from DI there is

exactly one element t such that the ordered pair (di, t) is contained in the subset of defining the

function F where DI is a set of natural numbers and Duration is a set of real number.

F : DI → Duration (4.16)

Since we fix the time frame as a day and duration in hour. Therefore, all the duration that

spend in all the interest in one day should be less than 24 (the constant value) in this example.

Figure 4.14: A function f with domain denoted as DI and codomain denoted as Duration

Based on Figure 4.14, there is a function F with domain {{1, football}, {1, basketball}, ...,
di}, codomain {0, 1, 2, ..., t}, and there is also a set of ordered pairs which are ({1, football}, 3),
({1, basketball}, 1), and ({2, football}, 1). With the function F , it returns 3 as the duration

spent on football, and 1 as basketball in the first day.

Since we are able to collect the duration spent on the interest, then it is proposed that the

Duration in every day is used to quantify the level of preference for the particular interest.

Therefore, a function Pref is introduced to quantify the level of preference for the interest from

the range 0 to 100 as shown below;

Pref : Duration → Preference (4.17)
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Both functions, F and Pref are composition of functions. Therefore, F : DI → Duration
and Pref : Duration → Preference can rewrite as shown below;

h : DI → Preference, h(x) = Pref(F (x)) (4.18)

is the composition of F and Pref, and is also denoted by Pref ◦ F.

Figure 4.15: A function Pref with domain denoted as Duration and codomain denoted as

Preference

Based on Figure 4.15, a function Pref with domain is {0, 1, 2, .., f}, and codomain is

{0, 1, 2, .., 100}. With the function Pref, it returns the level of preference from range 0 to 100.

The characteristic of the function Pref are as follows;

• The value of Pref behave like a monotonic function where the value of Pref is either

increasing or decreasing.

• The maximum value of Pref is approximate to horizontal asymptotes.

After considering the characteristics of the function Pref, it has been decided to choose the

exponential as the function to represent the level of preference of a user as shown below;

Pref(duration) = (1− e
−duration

µ ) ∗ 100 (4.19)

Based on the Equation (4.19), the value of Pref is direct relation with the duration. So, if

the value of duration is increase, then the value of Pref will keep increasing too as shown in

Figure 4.16 where the x-axis represents the value of duration, and y-axis represents the value

of Pref with the input of duration. Basically, µ is a constant value in all the cases for a user.

So, we need a training data to generate the value of µ. Therefore, we proposed to use the total

average duration of all the interests within a timeslot to represent the µ. The notion of timeslot
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is defined by the user. The user can choose any value (timeslot) to train the µ. In this example,

we used a week (7 days) to represent the timeslot is shown below:

µ =

∑

duration for all the interets in a week
∑

interests
(4.20)

Figure 4.16: Exponential Function

In other words, each user will have their own value of µ. Basically, different value can be

used such as the Maximum or Minimum value to represent the µ. The main reason for using the

average time is because average time helps to reduce the risk of extreme values. The extreme

value refers to the inconsistency of a user to spend in a particular interest. For example, a user

dislike football and only gets influenced by his friends to play football in a day by 8 hours

(highest value in all the interest per day). So, if we take this value as the µ, then the value

of µ will be directly affected. Therefore, we proposed to use average time to represent the µ,

because it helps to reduce the amount of random errors present in practice. In addition, it allows

the most probable future of the duration spend in the interest of a user to be predicted since the

value of µ is only represented by the particular user.

As mentioned before, the total duration for all the interest in a day should less than 24. So,

assume that the total duration for all the interests in a day is maximum which is 24, then we can

represent this value as constant as shown below;

µ =
constant
∑

interests
(4.21)

Based on the Equation 4.21, if the value of µ is big, then the value of interests should be small

and it means that the user needs to spend longer duration in the interest.

The main reason to use the exponential function (in the context of mathematics) to represent

the level of preference is because when the value of duration starts from 0 to infinity, the value
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of Pref is still able to provide the value. For example, if the value of duration is infinity, then

the value of Pref is approximated to 100. This is true in this case because if the user does not

spend any duration in the interest, then the value of Pref should be 0, and if the user spends

infinity Duration in one of the Interest, then the exponential function is able to provide the value

approximated to 100. The second reason is that exponential function has the line of asymptote.

The line of asymptote is important in this case because it controls the level of preference in the

range from 0 to 100. So, this is valid in this case again because the maximum value for the

level of preference is less than 100. The third reason to use exponential function is that there

are no intersection points with different µ as shown in Figure 4.17 because each user spends

the duration and interest differently. Based on Figure 4.17, more curve means the value of µ is

small.

Figure 4.17: Different µ in the Exponential Function

As mentioned before, we fix the time frame as a day, and the examples below are the user’s

history which contains 5 days. So, the day starts from first day until the fifth day. Let’s use the

Day to represent {1, 2, 3, 4, 5}, then the Interest for a user is {Series1, ..., Series3}, DI rep-

resents {{1, Series1}, {1, Series2}, {1, Series3}, ..., {5, Series3}}, and Duration represents

{1, 2, 3, 4, 5, 6, 7}. Each DI will use the function F as shown in Equation (4.16) to get the ele-

ments in the set of Duration. Then, Equation (4.19) is used to calculate the level of preference

for each series as shown in Table 4.2 (value of Pref for Series1), Table 4.3 (value of Pref for

Series2), and Table 4.4 (value of Pref for Series3) in the time frame of 5 days. As mentioned

before, we need a training data to represent the µ. In this case, we defined the time slot is 1 day.

So, we take all the duration for all the preferences (duration spend for a day in day 1) from the

Table 4.2, Table 4.3 and Table 4.4 which are (2+3+4)/3 = 3. Therefore, the value of µ is 3 in

this example. Then, Figure 4.18 shows the bar chart and Figure 4.19 shows the scatter plot for

all the series which are Series1, Series2, and Series3 from the first day to the fifth days based on

the history of the user, and the x-axis represents the days (time frame) while y-axis represents

the value of Pref.

In Figure 4.18, it can be seen that Series2 is increasing steadily because the user increase the
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Table 4.2: Pref for item “Series1”

Day Total duration spend for a day Pref(duration) with µ = 3

1 2 48.65

2 5 81.11

3 3 63.21

4 6 86.47

5 2 48.66

Table 4.3: Pref for item “Series2”

Day Total duration spend for a day Pref(duration) with µ = 3

1 3 63.21

2 4 73.64

3 5 81.11

4 6 86.47

5 7 90.30

Table 4.4: Pref for item “Series3”

Day Total duration spend for a day Pref(duration) with µ = 3

1 4 73.64

2 4 73.64

3 4 73.64

4 4 73.64

5 4 73.64

duration from the first day until the fifth day. Then, it can also be seen that Series1 fluctuates

because the user does not increase the duration for the interest consistently. Finally, Series3

shows that the user spends the exact duration for the interest from first day until fifth day.

In a nutshell, we can use the exponential function to represent the value of Preference of

a user, then we may refer to the theory of charging a capacitor (next section) to charge the

Preference Model. It is because the theory of charging a capacitor is using the exponential

function to calculate the value of voltage (from 0 to 100 in %) for the capacitor in the circuit.

Since both are using the exponential function, then we can use the analogy from the theory of

charging a capacitor to charge the Preference Model. Section 4.2.2 will explain the theory of

charging a capacitor and Section 4.2.3 will explain how the analogy is used from the theory of

charging a capacitor to charge the Preference Model.



4.2.2. Theory of Charging a Capacitor 79

Figure 4.18: Bar Chart: With Different Preferences

Figure 4.19: Scatter Plot: With Different Preferences

4.2.2 Theory of Charging a Capacitor

A capacitor is a passive device that stores energy in its electric field and returns the energy to the

circuit whenever it is required. Basically, a capacitor consists of two conducting plates separated

by an insulating material or dielectric. So, when a capacitor is connected to a circuit with Direct

Current (DC) source, two processes will occur which are “charging” and “discharging” under

the specific condition. (Please refer to the book by Ulaby [1997] for further information about

the charging of a capacitor).
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In Figure 4.20, the capacitor is connected by the Direct Current (DC) power supply and

the current can only flow through the circuit. The capacitor will get equal charges at both

plates, and potential difference named ( Vc) is created while the capacitor is charging. Once the

Voltage at the terminals of the capacitor Vc is equal to the power supply Voltage, (Vc = V ), then

the capacitor is fully charged and the current will move slowly through the circuit as shown

in Figure 4.21 where the increment of the percentage of the voltage is not as high as at the

beginning. When the capacitor is disconnected from the power supply Voltage and the circuit

is maintained closed, the capacitor discharges through the resistor RD and the Voltage between

the plate will drop gradually to zero.

Figure 4.20: Capacitor in the Circuit

The rate of charging is typically described in terms of a time constant which is τ . The charge

value of a capacitor depends on the charge voltage from the power supply voltage. Therefore,

the value of charge can be calculated as follows:

Q = CVmax[1− e−t/τ ] (4.22)

where Q refers to the charge (in coulomb), C refers to the capacitance (in farad), V refers to

voltage (in volt) from battery, and t refers to the time (in second). The unit of τ is called as

the Time Constant which characterizes the rate of charging of a capacitor. The smaller value of

τ will impact the time required to charge or discharge the capacitor. Basically, τ is the value

of time constant and it will not change during the process of charging the capacitor. After

understanding the theory of charging a capacitor, we will explain how we can use this analogy

to charge the Preference Model in next section.

4.2.3 Charging a Preference Model (CP)

We proposed that the analogy from ”charging a capacitor” can be used to represent the level

of preference of a user. Each capacitor is represented by a Preference to store the charge for

one interest and each circuit contains only one capacitor or Preference as shown in Figure 4.22.
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Figure 4.21: Capacitor Charging Graph

Based on Figure 4.22, the mapping between the Capacitor with Preference Model is summarized

as follows:

• Each circuit represents only one storage to keep the charge for one preference.

• Inside this circuit, the power supply voltage replaces by Human Energy from the user. Es-

sentially, the user will provide the energy to the preference by using the time. Therefore,

the power supply voltage is the function F as shown in Equation (4.16).

• Inside this circuit, the capacitor replaces by preference where the preference is the func-

tion Pref as shown in Equation (4.17).

As mentioned before, each circuit only can contain one preference. If the user has two

preferences, then the user will have two circuits as shown in Figure 4.23 and each circuit acts

independently. In general, the user will provide the energy to one of the preferences by using the

duration. So, the duration (t) that a user spends on a preference is exactly the duration used by

power supply voltage to charge the capacitor. In other words, the amount of charge received by a

capacitor represents the level of preference of a user in percentage (%). The higher the charge of

a capacitor, the higher the percentage of level of preference will be. The main reason for visiting

the theory from ”charging a capacitor” is because the charging of a capacitor is dependent

on duration t, while a preference of a user is also dependent on the duration t. Based on

psychological point of view [Oostendorp & Berlyne, 1978], and several researchers [Claypool

et al., 2001]; [Morita & Shinoda, 1994] concluded that a user will spend more duration to view

the relevant document than non-relevant document. Therefore, it is believed that the analogy

from “charging a capacitor” can be used to quantify the level of preference of a user.
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Figure 4.22: Mapping between Capacitor with Preference Model

Figure 4.23: Multiple Preferences by Using Analogy from Capacitor

Basically, we replaced the CVmax to Qmax based on the formula from Capacitance C where

C = Q/V . Then, the formula can be rewritten from C = Q/V to Q = CV where Q refers

to Qmax while V in the circuit refers to the maximum Voltage of the power supply Voltage

supplied to the circuit. Therefore, according to the formula Q = CV where C is a constant

and when V is maximum, then Q is also maximum (V is directly proportional to Q). Then,

Qmax can be used to represent the voltage of the power supply Voltage in the circuit that always

provides the maximum voltage and µ represents the value of time constant. Then, the level of

preference can be calculated which is Q for a user as shown below;

Q = Qmax[1− e−t/µ] (4.23)



4.2.4. A Statistical Box Plot 83

Based on the Equation (4.23), Qmax refers to the maximum value of a preference while t
represents the duration, and µ represents the time constant. The total average duration of all

the preferences is chosen as the time constant because a ratio is needed to define the level of

preference in all the preferences belonging to the same user. Therefore, µ can be represented

by using the Equation (4.20)

The value of t is different in all the preferences, because each user will spend the duration

differently according to the preferences. Therefore, there is a need to use the ratio to represent

the level of preference by each preference (Refer to Equation (4.20) for more information).

In order to make the level of the preference to become more meaningful, it is suggested to

use Qmax to represent the percentage. In other words, each preference will have a value from

the range of “0” (minimum) to “100” (maximum) to represent the level of preference.

Based on the Q = Qmax[1 − e−t/µ] graph pattern, it can be shown that from the capacitor

charging analogy can be used to represent the level of preference of a user if the user continues

to spend the duration t from time to time.

The capacitor charging analogy clarifies a few aspects of the level of preference:

• The duration “t” alters the level of the preference as the current is charging the capacitor.

More specifically, the effect of the level of the preference and the amount of the charge

inside the capacitor depends on the value of “t”.

• The more level of preference is charged, then the longer the Preference can hold the

charge.

Based on the capacitor charging analogy, the following hypothesis is established:

• Duration taken within the time frame reflects the preference of a user.

As mentioned in the beginning of Section 4.2.1, two types of preferences namely 1) long-

term preference, and 2) short-term preference can be defined by using Statistical Box Plot.

Several types of statistical methods can be used to define the long-term preference and short-

term preference. The main reason for proposing to use the statistical box plot is because it

allows to display the differences between the populations without making any assumptions of

the underlying statistical distribution. The mechanism to use statistical box plot is to define the

long-term and short-term preference and it will be shown in the next section.

4.2.4 A Statistical Box Plot

Basically, statistical box plot consists of Maximum, Minimum, Median, Quartiles, First Quartile

(Q1), Third Quartile (Q3), Mean, Interquartile Range, Outliers, and Extreme (Refer to Appendix

A for further information about Statistical Box Plot). By applying the statistical box plot, the

following constrains are defined:

• Considered as Long-term based preference if the value of Pref > Q3

• Considered as Short-term based preference if the value of Pref falls into the range of

Q1 < Pref < Q3
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Then, we re-used back the data (only the Pref value) from the Table 4.2, Table 4.3 and Table

4.4 to define the long-term and short-term preferences. Based on Table 4.5, we can conclude

after the fifth day (Table 4.2, Table 4.3 and Table 4.4), only 2 preferences are considered long-

term preference which are Series 1 at fouth day, and Series 2 at fourth and fifth day because the

value of Pref is larger than 81.11 (Table 4.24). In addition, only 2 preferences are considered

short-term preference which are Series 2 at second day and Series 3 at first day until fifth day.

Figure 4.24 shows the box plot diagram based on Table 4.2, Table 4.3 and Table 4.4.

Basically, the quantity of long-term and short-term preference allows us to understand that

the user prefer Series 2 other than Series 1 and Series 3. So, we can propose Series 2 to the user

and this can be part of the user context. If there is a tie between the three of them, then all the

series will be used to build the user profile.

Figure 4.24: Box Plot Diagram according to Table 4.2, Table 4.3 and Table 4.4

4.2.5 Discussion

In a nutshell, this section proposed a Charging Preference (CP) Model based on Equation (4.19)

to quantify the level of preference according to the time spent by a user. In addition, the statisti-

cal box plot is used to define the long-term and short-term based preferences. Finally, the output

from CP model is used to integrate the user context into the Information Retrieval System.

As mentioned in Section 1.3, the last sub-objectives of this research is to design and model

a mobile game that is able to attract the users to access, learn, and explore the information of

cultural heritage in mobile device. So, we will explain how we design and model the mobile

game that able to help the user to learn the information of cultural heritage in the next section.
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Table 4.5: The Sample Output based on Pref from Table 4.2, Table 4.3 and Table 4.4

Population size 15

Median 73.64

Minimum 48.65

Maximum 90.30

First quartile 63.21

Third quartile 81.11

Interquartile range 17.9

Outlier -

Extreme -

4.3 Information Access - Mobile Game

The main idea in designing a mobile game is to assist the user who has little knowledge of

the content to search on cultural heritage and at the same time to help the user to learn the

information on cultural heritage. In addition, the mobile game is also suitable for the users to

access, learn and explore the content of cultural heritage and this type of users exhibits casual

search behaviour. Basically, the concept of the mobile game is to provide an information on

cultural heritage through the game based on the theory of social constructivism as suggested

by Lovell [1959]. So, the proposed mobile game should be able to carry out three types of

learning which are 1) inquiry learning, 2) experiential learning, and 3) situated learning. Inquiry

learning is an instructional strategy that is used as the basis to design the active learning where

the students are engaged in some kind of investigation that involves questions and require the

student to find the answers based on the questions. Experiential learning is viewed as a process

to create a new knowledge through transformation of the experience. Situated learning can be

viewed as complementary to the experiential learning and emphasizes the role of exploratory

spaces and practical activities to enhance the learning process. Therefore, the proposed mobile

game should provide an indirect way to access the information through text, visual and audio

effect. In general, the mobile game can be used by various users in the following different

situations.

• Inquiry Learning: In a history class, students are working in groups of three or four.

The students can use the mobile game to find out more information on certain heritage

site inside the classroom. Through the mobile game, the students can get more meaningful

information through the panoramic views and acoustical heritage simulation. In addition,

the students are required to answer a question in order to proceed with the game.

• Experiential Learning: Peter is relating to his friends on his experience in visiting

George Town, Penang. All his friends are so excited with the way in which Peter presents

it, that is through his mobile device and by using the game. They get to learn and know

the heritage sites through the mobile game.

• Situated Learning 1: A family is looking for a city to visit and they plan to get to know
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the heritage sites before the real visit. The family can launch the mobile game to get first

hand image and audio experience before their physical visit.

• Situated Learning 2: A tourist group arrives very early in the morning at a heritage site.

When they arrive in one of the heritage buildings, they could not find proper information

on the heritage building. The tourists can launch the mobile game to get the information

of the heritage building.

The proposed mobile game, M-Heritage Hunt is designed based on the classical game called

Monopoly together with the game of Treasure Hunt. In this board game, the player can control

the character (an icon) inside the game by rolling a dice in order to move around the path. The

objectives of the game are to earn properties, to manage own resources and to visit historical

buildings in a heritage area. The winner of the game is the player who have successfully mo-

nopolised the other players in the game. M-Heritage Hunt is a multi player game for two to

four players. Moreover, before starting to play the game, the player is able to visit the various

historic sites in M-Heritage Hunt.

4.3.1 Overall Framework of M-Heritage Hunt

Figure 4.25: Overview of M-Heritage

M-Heritage Hunt consists of two components namely Gallery and Game as shown in Figure

4.25. The Gallery component consists of Information and Panoramic View of the building

and the surrounding area. The Information module contains information on a building such

as pictures, descriptions and stories of the building. The Panoramic View module allows the

users to monitor and control the view by themselves while viewing a heritage building or site.

The Game component consists of Game Play and Treasure Hunt modules. The Game Play

(Monopoly) module is where the players can play the Heritage Hunt and at the same time are

able to visit the heritage sits. The Treasure Hunt module is where users are required to answer

some questions based on pre-defined’s questions or panoramic view in the Gallery. The Gallery
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Figure 4.26: Gallery Module (Situated Learning)

module stores the views and information of a heritage building or site. The information is

presented in a table format and each row in the table represents one building or site. Each

of these buildings contains information such as pictures, descriptions and panoramic views as

shown in Figure 4.26 (situated learning).

The Game component is the section in which the Game Play module as shown in Figure

4.27 (experiential learning) and the Treasure Hunt module as shown in Figure 4.28 (inquiry

learning) are executed. The Game Play module consists of 40 movable cells as shown in Figure

4.29. Four main cells are distributed at each corner of the board as in the game of monopoly,

the other six cells are for the fate corner, another two cells are for the service tax and 26 cells

are for the building objects, while the last two cells are for the public transport service.

The four main cells represent the start point, the hospital, the free car park and the ambu-

lance. The main reason to include the cells of ambulance and hospital is to make the player

misses the turn. For example, if the icon of the player steps in the cell of ambulance, then the

icon will direct move to the cell of hospital and will miss the turn according to the value of the
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Figure 4.27: Game Play Interface (Experiential Learning)

dice. The function for the free car park is to collect all the money from the service tax.

In the cells of fate, there are three main types of fates namely the prize, the payment and the

movement. The fate card consists of three possible actions based on the information of the fate

card. The fate icon of the player is executed by the system automatically. The service tax card

requires player to pay for the tax in the range of 100 to 200 depending on which type of icon

the player steps on. The user is allowed to purchase the public transport service if the particular

cell is not taken off by any other players. The layout for monopoly is as shown in Figure 4.30.

It is designed in horizontally so that the users can play the game easily with wider screen.

The general steps of the game are as follows:

• Step 1: The player needs to roll the Dice icon in order to roll the dice. The player will

move according to the dice number as shown in Figure 4.31 where the number is 11.

• Step 2: The next player needs to tap the Next Player icon in order to proceed with his/her

turn.
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Figure 4.28: Sample of Treasure Hunt Question (Inquiry Learning)

Figure 4.29: Graphical Interpretation of the Movable Cells

• Step 3: The player needs to repeat Step 1 and Step 2.

• Step 4: The player needs to purchase more properties in order to win the game. The

player needs to pay certain amount of money when they step into the property which is
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Figure 4.30: Interface for Monopoly

owned by other players. Finally the remaming player is declared as the winner of the

game.

Figure 4.31: The Value of the Dice

The rules of M-Heritage Hunt are as follows;

1. Get double (both numbers on the dice are the same):

• If the player rolls the dice and get doubles, the player can roll the dice again.
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• If the player rolls the dice and get doubles for the second time, the player will be

sent to hospital automatically.

2. Not enough cash:

• If the player does not have enough cash to make payment such as rental or penalty,

his/her properties will be mortgaged automatically in order to get extra cash.

3. Send to hospital:

• Scenario 1: The player gets double two times in a row.

• Scenario 2: The player lands on the Ambulance point.

• Scenario 3: The player lands on the Fate point and get a fate card that requires the

player to be sent to hospital.

4. Bankrupt:

• If the player does not have enough cash and no more properties that can be mort-

gaged, then the player will be declared a bankrupt.

5. Winner:

• The last player that remains in the game is declared the winner of the game.

Each type of the cell can perform different event once the icon steps and stops on the cell.

The explanations for each event are as follows:

• Three possible events may happen when the icon stops in a particular cell. The starting

point cell will reward the player with the money when a player passes by or stops on the

cell. The ambulance cell will direct the player to the hospital cell when the player steps

on the ambulance cell and the player will miss three turns automatically. Lastly, nothing

will happen when the player stops on the hospital and free car park cells.

• For the fate cell, the player will receive random fates which are prize, move or penalty.

The prize fate means that the player can receive money from the banker or the opponents.

The move fate means that the player can make their move accordingly. Finally, the penalty

fate means that the player needs to pay money to the banker.

• For the service tax cell, the player is required to pay tax when the player stops on the cell.

The amount of tax to be paid depends on where the player stops.

• The building object and the public transport cells have the same function. The only differ-

ent between them is that the public transport cell requires the player to roll the dice again

to determine the payment before moving to the next step. The player can buy, mortgage,

or upgrade the building except for the public transport cells.

As for the Treasure Hunt module, there are mini games for users to play. Figure 4.32 shows

the title for the Alert Dialogue which is “Upgrade Property” where the message is “Do you want

to upgrade the building by treasure hunting”. If the user agrees to “Hunt it!”, then the user will

be linked to another interface as shown in Figure 4.28 to answer a series of questions in order

to upgrade their property’s value. If the user fails to answer the question, the hunt is considered
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to be unsuccessful and the game goes on to the next player. Through the panoramic views in

the Gallery module, the players would be able to understand better the buildings, background,

culture and architecture, and thus would be able to answer correctly. Furthermore, some hints

are also given inside the questions to help the players to complete the Treasure Hunt as well as

in learning the historical aspects of the heritage building or site.

Figure 4.32: Treasure Hunt

Panoramic View is an image made with an ultra wide angle for fish eye lens which provides

a 360-degree view. A user is able to view both inner view and outer view of a heritage site using

panoramic view. Panoramic view allows the user to view the building and control the view by

themselves while viewing a heritage site as shown in Figure 4.33 and Figure 4.34 while Figure

4.35 shows a 360-degree cylindrical panoramic view.

Building Information module is vital in giving constructive information to the user on the

historical aspect of a place. It is designed in table views in order to communicate long lists of

information to the user effectively and efficiently. This module allows the user to obtain the

information and provides the flexibility of viewing it anytime and anywhere as shown in Figure

4.36.

4.3.2 Discussion

The mobile game - M-Heritage Hunt has great potential to be used as one of the tool for in-

formation access. The game which is a hybrid of the traditional monopoly game and treasure

hunt game would be able to impart better understanding and help the user to learn and explore

the information on cultural heritage. The game is designed in such a way that the panoramic

view of the heritage buildings and their information are integrated with the game environment

in order to help the user who normally exhibits the casual behaviour in information access to

navigate the information on cultural heritage rather than requiring them to insert a query to
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Figure 4.33: Panoramic View: Goddess of Mercy Temple without Scrolling

Figure 4.34: Panoramic View: City Hall without Scrolling

information retrieval system. In addition, the M-Heritage Hunt is able to support three types

of learning which are inquiry learning, experiential learning and situated learning based on the

theory of social constructivism as suggested by Lovell [1959]. The inquiry learning is based

on the Questions and Answers from the Treasure Hunt. The user needs to answer correctly

in order to upgrade their building on the cell. The experiential learning is based on the envi-

ronments simulated by the Panoramic Views, and the experiences is based on the Game. The

situated learning is based on exploratory and practical activities through the Building’s Informa-
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Figure 4.35: A 360-degree Panoramic View with Highlighted Display on Figure 4.34

Figure 4.36: Building Information in Table Views

tion where Building’s Information provides pictures, descriptions, and stories on the building

to the user.

4.4 Summary

In general, this chapter has focused more on the proposed solutions. Firstly, a proposed frame-

work which is Extended Dirichlet Smoothing is introduced to enhance the shortcoming of the

term intersection approach. Then, two proposed models namely EDS+ and EDS- have been dis-

cussed in Section 4.1 to solve partially the problems in the problem statements of this research.

Secondly, a Preference Model based on the Theory of Charging a Capacitor have been discussed

in Section 4.2. Finally, the overall framework for the mobile game on cultural heritage that is

based on the social constructivism have been shown in Section 4.3.
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Chapter 5

Evaluations, Results and Discussion

This chapter presents several experiments that have been carried out for benchmarking and

continued improvements of the entire research. Section 5.1 describes a short summary about

the collection of Cultural Heritage in Clef (CHiC) and Section 5.2 describes a short summary

about the history of George Town, Penang, Malaysia where it was chosen for the development

of a demonstration system for the mobile game. Section 5.3 describes the steps to setup the

experiments and presents the results of the proposed model of Information Retrieval System

which is Extended Dirichlet Smoothing with Increase of Document Size (EDS+) model and

Extended Dirichlet Smoothing with Decrease of Document Size (EDS-) model. In addition,

this section also shows the results of comparing the results of the proposed models with other

approaches namely pseudo-relevance feedback and query expansion. Section 5.4 describes the

steps to setup the experiments and presents the results of the proposed context search with the

aim of showing that User Profile can be integrated into the framework of Extended Dirichlet

Smoothing. Finally, Section 5.5 presents the results of the mobile game through questionnaire.

Basically, Section 5.3 and Section 5.4 are based on system-centred evaluation while Section 5.5

is based on user-centred evaluation.

5.1 Data Collection

The text collection of Cultural Heritage in Clef (CHiC) has been collected by Europeana since

2011 to help the researchers from the domain of Information Retrieval to evaluate the effective-

ness of the information access to the materials on cultural heritage. In addition, it also helps to

provide feedback into the community of cultural heritage in order to provide a better document

representation. So, these materials can be accessed by all the people in the world.

Basically, the CHiC collection contains the data from cultural heritage institutions in Eu-

rope. The CHiC collection contains almost 23.3 millions of documents recorded in thirteen

different languages (see Table 5.1).

For the experimental purpose, the metadata contains several types of information on an ob-

ject such as identifier, subject, title, type, country, dataProvider, isShownAt, language, provider,

type and url (see Figure 5.1 for an example) . Basically, the collection can be very sparse be-

cause the collection relies on the aggregators. Relying on the aggregators indirectly causes the

problem of inconsistency and incompleteness in the metadata. For example, if one annotator
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Table 5.1: Number of Documents in CHIC Collection by Languages

Sub-Collection Language Number of Documents in Collection

German 3,865,680

French 3,635,388

Swedish 2,360,050

Italian 2,120,059

Spanish 1,953,124

Norwegian 1,557,820

Dutch 1,251,027

English 1,107,176

Polish 1,093,705

Finnish 800,302

Slovenian 246,952

Greek 197,371

Hungarian 121,771

Others 2,990,507

Total 23,300,932

uses “syriac” to describe an object and another annotator uses “language of ancient syria” to

describe the same object, then two annotations are inconsistent with regard to the content of

the annotation. Inconsistency may also refer to the structure of the annotation themselves. For

instance, some annotators might insert all the information into one description field and others

may split it into multiple metadata fields such as field of description and title. In such cases, the

information of an object may differ depending on the human annotators. As a result, it is hard

for a user to search an object since the characteristics of the cultural heritage are not formatted

in the same way. In addition, the uniqueness of the CHiC collection is in the average mean of

the length of the query which is 2.84. Basically, the topic set provided by CHiC consists of 50

topics sampled from Europeana logs (see Figure 5.2 for an example). The topics from the query

logs comprise queries for people, places, work titles, events or subjects. In general, only 36

queries return the relevant document while 14 queries do not contain any relevant documents.

5.2 Environment for the Mobile Game

George Town and Melaka, the historic cities of the Straits of Malacca in Malaysia have been

honoured with UNESCO prestigious World Heritage Sites. In the last 500 years, George Town

and Melaka have been well known for their multi-cultural trading activities. As a result, these

cities as well as other major port cities in East and Southeast Asia were very much influenced

by traders from all over the world and the conquests of European powers. With a combination
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Figure 5.1: Example of Data Collection - One of the Documents

Figure 5.2: Example of Data Collection - One of the Queries

of Malay, Chinese, Indian and other cultures, in particular under the British colonial influences,

different architectures, religions, dialects, costumes, cuisines, festivities and lifestyles have been

established in these historic cities. The heritage site of George Town which has been included in

UNESCO World Heritage Listing since July 2008 covers a 109.38 hectare site on the north-east

coast of Penang Island consisting of the core zone (the inner boundary) and the buffer zone (the

outer boundary) which surrounds the core zone which is as large as 150.04 hectares. In this

work, the UNESCO World Heritage Sites of George Town, Penang in Malaysia are chosen for

the development of a demonstration system for the mobile game. In addition, several heritage

sites such as City Hall, Fort Cornwallis (refer to Figure 5.3), Goddess of Mercy Temple (refer

to Figure 5.4), Kapitan Keling Mosque, Khoo Kongsi, Masjid Melayu Lebuh Acheh, and Town

Hall are used to provide panoramic views inside the mobile game so that the users are able to
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view both the inner view and the outer view of the heritage buildings.

Figure 5.3: Example of the Environment - Fort Cornwallis

Figure 5.4: Example of the Environment - Goddess of Mercy Temple

5.3 Evaluation of Information Access - Information Retrieval

System

In order to evaluate the effectiveness of the proposed models, several experiments with different

settings were carried out. The main objective of the evaluation is to show that the EDS+ model

and EDS- model can impact the performance of retrieval by exploiting the non-matching terms

during the retrieval.

5.3.1 Experiment Setup

Before applying the process of tokenization, there is a need to pre-process all the queries and

documents as shown in Figure 5.5. The main reason to do the pre-process is to simplify the

process of carrying out the experiments. It is acknowledged that some information may be lost

such as the meaning of name entities (upper case). Firstly, there is a need to remove all the
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stopwords from the documents and queries by using a list of stopwords which contains 571

words. Basically, the list of stopwords contains common words, conjunction and preposition

such as “a”, “about”, “the” and “her”. The purpose is to remove all the stopwords because they

cannot represent the needs of the user. Secondly, all non-characters are removed such as “#” and

“$” since the symbols cannot represent any meaning inside the documents and queries. Thirdly,

all the upper case letters are converted to lower case inside the documents and queries because

the retrieval model is case sensitive. Finally, there is a need to apply Porter (stemmer) inside

the documents and queries. The usage of Porter is to stem all the words to become a root word

such as from “runs” to “run” in order to reduce the number of random variables that the query

and the document refer to but using different tenses.

After the pre-processing, the unigram language model or often called as bag-of-words model

was used to index the title without any description from the queries, and only the metadata from

documents such as title, subject and description were used during the experiments. Therefore,

the exact ordering of the terms in the document is ignored.

Figure 5.5: Steps of Pre-processing

All the experiments were carried out by using the XIOTA engine proposed by Chevallet

[2005]. The performance is measured by Mean Average Precision (MAP). The optimal value

for Dirichlet prior smoothing for baseline is 200 and 350 for all the EDS+ model. Basically,

a range from 100 to 1000 with the interval is 100 have been tested and the optimal value for

Dirichlet prior smoothing is 200 (refer to Figure 5.6) and 350 (refer to Figure 5.7) for all the

EDS+ and EDS- model. The reason that the value for Dirichlet prior smoothing is small because

most of the size of the documents inside the CHiC collection is small (the total number of terms

in dc:subject and dc:title are in the range of 1 to 100. Refer to Figure 5.1 as an example). The
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purpose is to increase the optimal value for Dirichlet prior smoothing from 200 to 350 because

the EDS+ model increases the length of the document (during the computation) according to

the term that appears in the Term Similarity Matrix. Then, it is assumed that 350 will also

provide the optimal value for EDS- model as well since the optimal value for Dirichlet prior

smoothing is in the range of 300 to 400. Besides, student’s paired t-test (at p < 0.01 and p <
0.06) have been applied to assess the significance of different measurements between several

types of statistical approach.

Figure 5.6: Optimal Value for Dirichlet Prior Smoothing is 200

Figure 5.7: Optimal Value for Extended Dirichlet Smoothing is 350

Furthermore, external resources such as Wikipedia have been used to generate the Term

Similarity Matrix. First and foremost, the English Wikipedia (version 2012-01-01) which con-

tains 3.835 million articles in the corpus were used. In this experiment, only the first paragraph
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Table 5.2: Sample Term Using Dice Coefficient and Cosine Similarity. Note that Words are

Stemmed and q Refers to Term from Query.
Sim(syriac, wj), DC CS

Sim(q, wj = assyrian) 0.1797 0.1839
Sim(q, wj = chaldean) 0.1291 0.1470
Sim(q, wj = ephrem) 0.0586 0.1150
Sim(q, wj = nestorian) 0.0833 0.1079
Sim(q, wj = syrian) 0.0852 0.1011
Sim(q, wj = antioch) 0.0971 0.0988
Sim(q, wj = edessa) 0.0772 0.0959

Sim(q, wj = patriarch) 0.0672 0.0853
Sim(q, wj = maronit) 0.0726 0.0803
Sim(q, wj = coptic) 0.0715 0.0715

Table 5.3: Performance of Generating the Term Similarity Matrix

Duration ≈ 15 min

Documents ≈ 4 million

Vocabulary ≈ 1.2 million

Co-occurrences ≈ 1.4 billion

Table 5.4: The Specification of the Server to Generate the Term Similarity Matrix

CPU Quad Core, 2.66 GHZ

Memory 48 GB

Swap Memory 32 GB

Bits 64

of each article from the Wikipedia was used to generate the Term Similarity Matrix because

the first paragraph of each article in the Wikipedia pertains to the most critical idea of an ar-

ticle and it can stand on it owns as a concise version of this article according to the guideline

from Wikipedia. Basically, around 1.4 billion pairs of terms have been generated based on the

first paragraph of each article from Wikipedia and Table 5.2 shows a sample term and values

generated by using Dice Coefficient and Cosine Similarity. The proposed model is a generic

solution to all application domains. Table 5.3 shows the duration required to generate the Term

Similarity Matrix. Based on Figure 5.3, it shows that the server required around 15 minutes to

generate around 1.4 billion pair of terms and is consider fast if compare to EMIM. Table 5.4

shows the specification of the server to generate the Term Similarity Matrix. In addition, the

complexity of the algorithm to generate the Term Similarity Matrix is as follows:

O(n × m) ≈ O(n2) (5.1)

The following approaches were used in the experiments of the next section:
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• BL (baseline): LM with Dirichlet smoothing

• LMED-Conf: LM with Extended Dirichlet and Confidence Coefficient (CC)

• LMED-T: LM with Extended Dirichlet and Tanimoto Similarity (TS)

• LMED-D: LM with Extended Dirichlet and Dice Coefficient (DC)

• LMED-Cos: LM with Extended Dirichlet and Cosine Similarity (CS)

• LMED-O: LM with Extended Dirichlet and Overlap Coefficient (OC)

Please aware that the statistical approaches such as CC, TS, DC, CS, and OC are one of the

way to generate the Term Similarity Matrix which represent the knowledge.

5.3.2 Results based on EDS+

Table 5.5 shows clearly that the proposed approach based on EDS+ outperforms the baseline

result. The most statistically significant improvement (p<0.06) is with the LMED-D from

0.5273 to 0.5451 while the most depreciation is with the LMED-O. The reason for these bad

results (LMED-O) is that most of the non-null values inside the Term Similarity Matrix is equal

“1” which is abnormal because the value of “1” should represent the exact match. Please bear in

mind that only the top 10 highest similarity value are used to build the Term Similarity Matrix

in order to reduce the noise.

Overall, 16 queries show increments, 9 queries show fluctuations and 11 queries remain the

same by using LMED-D as shown in Figure 5.8. The most increment is in Query 25 (query

is “syriac”) which increases to around 2088% from 0.0025 to 0.0547 in terms of Average Pre-

cision (This huge increment will be explained in Section 5.3.5). The most decrement is in

Query 28 (query is “fishermen people”) which decreases to around -15.38% from 0.0015(AP)

to 0.0013(AP). The reason is that the Term Similarity Matrix generated several noise and pull

down the result. It can be noticed that these extreme variations occur at rather low values of AP.

In addition, it is necessary to highlight that both LMED-D and LMED-Cos achieve the most

statistically significant improvement which is p<0.01 based on Precision-10 and the Average

Precision (AP) with the values of 0.5333 and 0.5250 respectively as shown in Table 5.6. Be-

sides, LMED-D generates the best AP among other approaches and LMED-D achieves almost

9.7% of increment if compared to the baseline.

Figure 5.9 shows the Precision-Recall curves for BL, and LMED-D only (LMED-D achieves

the most gain, and the difference value between LMED-D with LMED-T and LMED-Cos is less

than 1%). This figure indeed indicates that the precision of LMED-D method at different recall

points is higher than BL. This is an interesting conclusion that LMED-D brings in co-occurrence

term knowledge that helps to improve the retrieval result.

5.3.3 Results based on EDS-

Table 5.7 shows clearly again that the proposed approach based on EDS- outperforms the base-

line result. The most statistically significant improvement (p<0.05) is with the LMED-D from

0.5273 to 0.5447 while the most depreciation is with the LMED-O. As mention before in Sec-

tion 5.3.2, the reason for these bad results (LMED-O) is that most of the non-null values inside
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Table 5.5: Performance with Various Types of Statistics from the First Paragraph of the Articles

from Wikipedia based on EDS+ model (* = Statistical Significance at p < 0.06 Using the

Student’s Paired T-Test).

Types of Approach MAP MAP Gain/Lost

BL 0.5273

LMED-Conf 0.5128 -2.82%

LMED-T 0.5395 +2.31%

LMED-D 0.5451* +3.38%

LMED-Cos 0.5435 +3.07%

LMED-O 0.4890 -7.81%

Figure 5.8: Comparison between the result of baseline and Dice Coefficient based on EDS+

the Term Similarity Matrix is equal to “1” which is abnormal because the value of “1” should

represent the exact match.

Overall, 17 queries show increments, 8 queries show fluctuations and 11 queries remain the

same by using LMED-D as shown in Figure 5.10. The most increment is in Query 25 (the

query is “syriac”) which increases to around 2088% from 0.0025 to 0.0547 in terms of AP. The

main reason with this huge increment is because EDS- manage to retrieve the total of relevant

documents from “1”(baseline) to “12”(proposed model). The most decrements is in Query 29

(the query is “1809 combat”) which decreases to around -25% from 0.0015(AP) to 0.0012(AP).

The main reason with this huge decrement (the poorest result among all the queries) is because

both approaches which are baseline and proposed model are able to retrieve the only “1” relevant
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Figure 5.9: Comparison of Baseline with LMED-D by using Averaged Eleven-point Preci-

sion/Recall Curve based on EDS+

Table 5.6: Results on Average Precision at Precison-10 based on EDS+. (*=Statistical Signifi-

cance at p<0.01 and ** at p<0.03 Using the Student’s Paired T-Test)

Types of Approaches P@10 P@10 Gain/Lost

BL 0.4861

LMED-Conf 0.5083 +4.59%

LMED-T 0.5250** +8.00%

LMED-D 0.5333* +9.70%

LMED-Cos 0.5250* +8.00%

LMED-O 0.4861 -

document, but with different ranking. It can be noticed that these extreme variations occur at

rather low values of AP.

In addition, it is necessary to highlight that both LMED-D and LMED-Cos achieve the most

statistically significant improvement which is p<0.01 based on Precision-10 and the Average

Precision (AP) is 0.5333 and 0.5250 respectively as shown in Table 5.8. Besides, LMED-D gen-

erates the best AP among other approaches and LMED-D achieves almost 9.7% of increment

compared to the baseline.

Figure 5.11 shows the Precision-Recall curves for BL, and LMED-D. Based on this figure,
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Table 5.7: Performance with Various Types of Statistic from the First Paragraph of the Articles

from Wikipedia based on EDS- model (* = Statistical Significance at p < 0.05 Using the

Student’s Paired T-Test).

Types of Approach MAP MAP Gain/Lost

BL 0.5273

LMED-Conf 0.5168 -2.03%

LMED-T 0.5390 +2.21%

LMED-D 0.5447* +3.22%

LMED-Cos 0.5432 +3.01%

LMED-O 0.4921 -7.15%

the precision of LMED-D method once again is higher than BL at different recall points and it

shows that EDS- helps to improve the retrieval result.

Figure 5.10: Comparison between the results of the baseline and Dice Coefficient based on

EDS-

5.3.4 Comparison between EDS+ with EDS-

Table 5.9 shows the comparison between EDS+ with EDS- with various types of statistical

approach. In Table 5.9, it is important to highlight that EDS+ performs better than EDS- because
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Figure 5.11: Comparison of Baseline with LMED-D by using Averaged Eleven-point Preci-

sion/Recall Curve based on EDS-

Table 5.8: Results on Average Precision at Precison-10 based on EDS-. (*=Statistical Signifi-

cance at p<0.01 and ** at p<0.03 Using the Student’s Paired T-Test)

Types of Approach P@10 P@10 Gain/Lost

BL 0.4861

LMED-Conf 0.5111 +5.14%

LMED-T 0.5222** +7.42%

LMED-D 0.5333* +9.70%

LMED-Cos 0.5278* +8.57%

LMED-O 0.4917 +1.15

the highest MAP (0.5451) is from the approach of LMED-D based on EDS+. In addition,

three types of approach (LMED-T, LMED-D and LMED-Cos) based on EDS+ outperform the

corresponding approaches based on EDS-. In general, the difference between these two models

are less than 0.0006 except for the LMED-Conf (less than 0.0029) and LMED-O (less than

0.0032).

Overall, 10 queries from EDS+ are much better than EDS-, 10 queries from EDS- show

better result than EDS+ and 16 queries remain the same as shown in Figure 5.12. The best

performance based on EDS+ is in Query 7 (the query is “schlesien maps”) where the difference
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Table 5.9: Comparison between EDS+ and EDS- with Various Types of Statistics from the First

Paragraph of the Articles from Wikipedia

Types of Approach MAP based on EDS+ MAP based on EDS-

LMED-Conf 0.5128 0.5168

LMED-T 0.5395 0.5390

LMED-D 0.5451 0.5447

LMED-Cos 0.5435 0.5432

LMED-O 0.4890 0.4921

between EDS+ and EDS- is 3.96%. Basically, both proposed models (EDS+ and EDS-) are

able to retrieve the total number of relevant documents from “1” (baseline) to “2” (proposed

models), but both proposed models give different score for the document and this affects the

final ranking (please bear in mind that EDS+ increases while EDS- decreases the size of the

document). The best performance based on EDS- is in Query 29 (the query is “1809 combat”)

where the difference between EDS- with EDS+ is 8.3%. Both models are able to retrieve

“1” relevant document, but in different ranking due to the score. In addition, it is interesting to

highlight that EDS+ is able to show improvement from the range of 0.07% (minimum) to 3.96%

(maximum), while EDS- is able to show the improvement from the range of 0.04% (minimum)

to 8.3% (maximum).

However, it can be pointed out that EDS- performs better than EDS+ based on Precision-

10. The main reason is because the value of the normalization in Language Model. Please be

aware than EDS+ is to increase the size of the document while EDS- is to decrease the size

of the document. So, assuming that the same query and the same document are used, the only

difference between EDS+ and EDS- is the value of the normalization. Therefore, the score for

EDS- will be lower than EDS+ if we use the same query and same document are used.

In general, three approaches (LMED-Conf, LMED-Cos, and LMED-O) which are based on

EDS- outperform the approaches (LMED-Conf, LMED-Cos, and LMED-O) based on EDS+.

In general, the value of the difference between these two models are less than 0.0029 except

the approaches from LMED-D (remain the same), and LMED-O (less than 0.0057). The main

reason that EDS- performs better than EDS+ in terms of Precision-10 is because EDS- decreases

the size of the document

In general, Figure 5.13 shows the Precision-Recall curves for BL, LMED-D based on EDS+,

and LMED-D based on EDS-, and both proposed models outperform BL at different recall

points. As a conclusion, both models behave almost the same based on the curve as shown in

Figure 5.13.

In order to validate the proposed models (EDS+ works better in recall and EDS- works

better in P@10), the same setting (µ is 200 for baseline, and 350 for EDS+ and EDS-) was

tried in the collection from CLEFMed2011. Basically, the case-based collection was used from

CLEFMed2011 where the topics are from Casimage. Then, the hierarchical link was extracted

from the domain knowledge which is Unified Medical Language System UMLS as the Term

Similarity Matrix. Table 5.11 shows that both proposed models which are EDS+ and EDS-

outperform the baseline in terms of MAP and Precision-10.
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Figure 5.12: Comparison between EDS+ and EDS- based on the approach of LMED-D

Table 5.10: Comparison between EDS+ with EDS- and Various Type of Statistic at Precision-10

Types of Approach P@10 based on EDS+ P@10 based on EDS-

LMED-Conf 0.5083 0.5111

LMED-T 0.5250 0.5222

LMED-D 0.5333 0.5333

LMED-Cos 0.5250 0.5278

LMED-O 0.4861 0.4917

Table 5.11: Comparison between Baseline, EDS+ with EDS- in terms of MAP and Precision-10

in CLEFMed2011

Types of Approach MAP MAP Gain P@10 P@10 Gain

Basline 0.1044 - 0.16 -

EDS+ 0.1134 +8.62% 0.17 +6.25%

EDS- 0.1136 +8.81% 0.17 +6.25%

In a nutshell, it can be concluded that EDS+ works better in recall (EDS+ is able to retrieve

more relevant document), while EDS- works better in P@10 (EDS- is able to retrieve more

precise document) based on Table 5.9 and Table 5.10, but it never shows that EDS+ works
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Figure 5.13: Comparison between EDS+ and EDS- based on the Approach of LMED-D by

using Average Eleven-point Precision/Recall Curve

better in MAP and EDS- works better in P@10 when they were tried in CLEFMed2011 as

shown in Table 5.11.

5.3.5 Comparison between Dice Coefficient with Cosine Similarity and

Tanimoto Similarity with Baseline based on ESD+

In the experiment, only the top 10 similar values 1 were selected for each term from the queries

to evaluate the EDS+ model. Figure 5.14 shows the top 10 similar values between CS, TS, DC,

CC and OC by the term “syriac’ (please note that the similarity value for DC and TS are in

the between of 0.00009 until 0.0001) while Figure 5.15 shows further highlights between TS

and DC by the same term. Basically, the similar values generated by DC is the lowest among

the various statistical approaches. However, DC generates better results compared to CC, TS

and OC in terms of average precision as shown in Table 5.12. Table 5.12 shows the Average

Precision (AP) and the total number of relevant documents retrieved by CS, TS, DC, CC and

OC. In addition, fifteen and twelve relevant documents were successfully retrieved by using CS

and DC approaches respectively. One of the main reason for CS to perform the best is because

CS can generate more useful terms which is related to the term “syriac” such as “assyrian”

and “antioch” as shown in Table 5.13. Besides, OC generated a lot of unrelated terms such as

“overscor” and “recepti” which do not have any relation to the term “syriac” and indirectly it

1Similar values refer to the output generated by statistical approaches
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influences the average precision for OC. (Please refer to Appendix B for further remarks about

this query (Query 25 - “syriac”)).

Figure 5.14: Top 10 Similar Values between CC, CS, DC, OC and TS of the Term “Syriac”.

In a nutshell, LMED-D, LMED-Cos and LMED-T outperform the baseline as shown in

Table 5.5 where the baseline method is purely based on the term intersection approach. The

performance will drop if the exact matching is not possible. This indicates that the proposed

model especially DC, CS and TS work better than the baseline when there is a problems of

inconsistency, incompleteness and short query between the queries and documents. Besides,

the proposed model is able to bridge the gap of vocabulary between the queries and documents.

Table 5.12: Average Precision (AP) and Total Number of Relevant Documents Retrieved (Rel)

for BL, CC, CS, TS, DC and OC of the Query (CHIC-032 where the Title is “syriac”). The total

number of the Relevant Documents is 80 for this Query.
BL CC CS TS DC OC

AP 0.0025 0.0002 0.0495 0.0025 0.0210 0.0003

Rel 1 2 15 1 12 1

5.3.6 Discussion based on the result from EDS+

In order to explain the findings, a table was generated as shown in Table 5.14 which is the

correlation among all the statistical approaches presented namely Confidence Coefficient, Tan-

imoto Similarity, Dice Coefficient, Cosine Similarity and Overlap Coefficient. Basically, high
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Figure 5.15: Further Highlights of the Top 10 Similar Values between TS and DC of the Term

“Syriac”.

correlation means that two sets of data are strongly linked together. So, correlation is positive

when both the values increase, and correlation is negative when one value decreases as the other

increases. Please bear in mind that the approach of correlation is used to evaluate the correlation

between all the statistical approaches without the integration of EDS+ and EDS-. The formula

to calculate the correlation is as follows:

rxy =

n
∑

i=1

(xi − x)(yi − y)

√

n
∑

i=1

(xi − x)2
n
∑

i=1

(yi − y)2
(5.2)

where:

• Two sets of data namely x and y

• (xi − x) is each x-value minus the mean of x

• (yi − y) is each y-value minus the mean of y

The findings are as follows:

1. OC has low positive correlation (<0.4) with CC, CS, TS and DC based on Table 5.14.

2. DC has a high positive correlation (>0.8) with CC, CS and TS based on Table 5.14.
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Table 5.13: Different Terms Provided by Using CC, CS, TS, DC and OC by Term “syriac”.

Note that Words are Stemmed.
CC CS TS DC OC

assyrian assyrian younger ic truxali

syrian chaldean boat antioch bass

patriarch ephrem zealand savariana survei

manuscript nestorian im hill recepti

antioch syrian bush photograph racham

syria antioch crash philippin quival

testament edessa shell assyrian paolu

st patriarch dj guitarist overscor

iraq maronit tune sydnei nezem

monasteri coptic syrian syrian koftgari

Table 5.14: Correlation among CC, CS, DC, OC and TS.
CC CS DC OC TS

CC 1 0.7752 0.8203 0.1454 0.8003

CS 0.7752 1 0.9526 0.3465 0.9141

DC 0.8203 0.9526 1 0.1889 0.9746

OC 0.1454 0.3465 0.1889 1 0.1782

TS 0.8003 0.9141 0.9746 0.1782 1

As a conclusion, CS, DC and TS are the best among all the statistical approaches. In addi-

tion, the MAP for LMED-Cos, LMED-D and LMED-T are the best where the increment starts

from 2.31% until 3.38% compared to the baseline. Besides, the result of MAP for LMED-Cos,

LMED-D and LMED-T are close to each other because DC (LMED-D) has a high correlation

with CS (LMED-Cos) and TS (LMED-T).

5.3.7 Comparison between Pseudo-Relevance Feedback with EDS+

In order to confirm the validity of the proposed methods, the results were compared with

Pseudo-relevance feedback based on Lavrenko’s relevance models [Lavrenko & Croft, 2001]

and the settings are exactly the same as stated in Section 5.3.1.

Table 5.15 shows that different setting such as the number of documents (docs), and the

number of terms (ts) to be used as feedback which can bring different results. The highest

value of MAP that can be achieved by using Pseudo-relevance feedback based on Lavrenko’s

relevance models (proposed by Lavrenko & Croft [2001]) is 0.5376 by using 10 documents and

30 terms while the lowest value is 0.4962 by using 15 documents and 15 terms. In a nutshell,

the proposed model (LMED-D) with a value of 0.5451 as shown in Table 5.5 still outperforms

the highest value in Table 5.15 which is 0.5376. It can be seen that in all the cases, the proposed

model (LMED-D) still outperforms and achieves better result than the results produced by using

different types of parameter in pseudo-relevance feedback.
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Table 5.15: Mean Average Precision by using Pseudo-Relevance Feedback(∗ represents the

highest value while ˆ represents the lowest value)
5 ts 10 ts 15 ts 20 ts 25 ts 30 ts

5 docs 0.5146 0.5218 0.5073 0.5072 0.5147 0.5209

10 docs 0.5144 0.5143 0.5084 0.5223 0.5331 0.5376*

15 docs 0.5087 0.5111 0.4962 0.5103 0.5236 0.5300

20 docs 0.5065 0.5044 0.4918 0.5047 0.5156 0.5209

25 docs 0.5026 0.5021 0.4904 0.5008 0.5096 0.5195

30 docs 0.5037 0.5014 0.4896ˆ 0.5016 0.5096 0.5204

5.3.8 Comparison between Query Expansion with EDS+

Furthermore, the proposed model were also compared with other techniques such as query

expansion (suggested by Agirre et al. [2012]). The author used the method of query expansion

based on random walks over the graph representation of concepts and relations in a knowledge

base to obtain concepts related to queries. In order to confirm the validity of the proposed

methods, results of the proposed methods were compared with their result which can be found

in Agirre et al. [2012]. The settings for this experiment is exactly the same as stated in Section

5.3.1.

The following approaches were used in the experiments of the next section:

• LMED-D: LM with Extended Dirichlet and DC (the proposed model)

• QE-WordNet : Query expansion with Personalized Page Rank over graphs constructed

from WordNet

• QE-Wikipedia : Query expansion with Personalized Page Rank over graphs constructed

from Wikipedia

Table 5.16 summarizes the results obtained from the CHiC collection with the three methods

namely LMED-D, QE-WordNet and QE-Wikipedia. It can be seen that in all cases, the proposed

model (LMED-D) outperforms the other two methods. More precisely, the proposed model

(LMED-D) outperforms the method of query expansion. Moreover, LMED-D achieves +7.00%

more than the method of QE-Wikipedia. In a nutshell, this has proved that the proposed model

performs better than the method of query expansion. In addition, the proposed model (LMED-

D) achieves the increment of about 5.62% compared to the value from QE-WordNet which is

highest ranked during the evaluation challenge of 2012.

In a nutshell, Figure 5.16 and Figure 5.17 shows the comparison between the LMED-D

based on EDS+ with QE-WordNet, QE-Wikipedia, and the highest value in Pseudo-relevance

feedback (10 documents, 30 terms). Basically, LMED-D based on EDS+ has a clear advantage

over QE-WordNet, QE-Wikipedia, and Pseudo-relevance feedback. However, pseudo-relevance

feedback performs better than LMED-D based on EDS+ at recall levels (X-axis) of 0.4, 0.5 and

0.6 (the gap is almost the same). In addition, Figure 5.17 shows the comparison of each query in

different methods, and 8 queries from LMED-D based on EDS+ outperforms the other methods.

The biggest gap between LMED-D based on EDS+ with other methods is Query 7 (schlesien

map). Basically, Query 7 contains 12 relevant documents and only one document which con-

tains the term of “schlesien” and “map” (Refer to Appendix B for more information on the real



5.3.8. Comparison between Query Expansion with EDS+ 115

Table 5.16: Results on Mean Average Precision Compared to Query Expansion method

Types of Approach MAP MAP Gain/Lost

LMED-D 0.5451*

QE-WordNet 0.5161 +5.62%

QE-Wikipedia 0.5094 +7.00%

documents in CHiC for this query). With this result, it shows the level of importance of the pro-

posed models which is able to retrieve more relevant documents by exploiting the non-matching

terms. It can be noticed that 12 queries from Pseudo-relevance feedback outperforms the other

methods including LMED-D based on EDS+. However, the MAP for Pseudo-relevance feed-

back is non-statistically significant result (p<0.62).

Figure 5.16: Comparison of LMED-D based on EDS+ with QE-WordNet, QE-Wikipedia, and

Pseudo-relevance Feedback by using Average Eleven-point Precision/Recall Curve
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Figure 5.17: Comparison between the results of LMED-D based on EDS+ with QE-WordNet,

QE-Wikipedia, and Pseudo-relevance Feedback

5.4 Evaluation of Information Access - Context Search

Several experiments were conducted in order to verify whether the user profile can be integrated

together with the EDS framework. The same collection which is the CHiC collection were

reused for this purpose. As mentioned before, the CHiC collection is a special collection which

consists of books, bibles, paintings, and physical objects. Therefore, the documents in the

collection are categorized based on media such as image, text, video and sound, and the number

according to the category as given in Table 5.17. Firstly, an assumption is made that the user

preference is based on the types of media. For example, when the user submits a query such

as “mona lisa”, the initiative of the user is to retrieve the document which is of the type “text”

such as the script of the opera written by Max von Schilings and not the painting by Leonardo

da Vinci. So, if the user’s preference is “text”, then the Information Retrieval System manages

to retrieve the documents based on the query of “mona lisa” and filters these documents based

on the user’s preference.

In the experiments, the R-Precision was used to evaluate the result since R-Precision is

the precision after R documents have been retrieved, where the value of R is the number of

the relevant documents for the topic. So, it is a good measurement to de-emphasize the exact

ranking of the retrieved relevant documents.

As explained before in the context search system, the component of the user’s profile can

affect the retrieval in three distinct phases (refer to Appendix C for graphical interpretation)

namely:



5.4.1. Experiment Setup 117

Table 5.17: Number of Documents according to Category

Media Types Quantity Percentage (%)

Image 1049622 94.81

Text 45821 4.13

Video 6564 0.59

Sound 5169 0.47

Total 1107112 100

Table 5.18: Number of Documents according to CHIC-032 (syriac)

Media Types Quantity Percentage (%)

Image 33 41.25

Text 47 58.75

Total Relevant Documents 80 100

• Part of Retrieval Process: the ranking is a unified process wherein user’s profile is

employed to retrieve the contents of the documents.

• Re-ranking Activity: user’s profile takes part in a second step after evaluating the docu-

ments ranked via the approach of term intersection .

• Query Modification: user’s profile affects and expands or modifies the query based on

the needs of the user.

5.4.1 Experiment Setup

Only the CHIC-032 from the CHiC collection was used as the query in this experiment. Basi-

cally, this query contains 80 of the relevant documents as shown in Table 5.18 where the number

of relevant documents of the media types image and text is 33 and 47 respectively.

In the experiments, three types of methods that were carried out namely: 1) Part of Retrieval

Process, 2) Re-ranking Activity and 3) Query Modification. Firstly, both query and user profile

were combined together in order to do the process of matching in the first method. Secondly, the

term from query was used to retrieve the first one thousand documents, and then the documents

were filtered based on the terms from the user’s profile in the second method. Thirdly, the query

was modified based on the preference of a user and several terms were added into the query

since the size of the query is short for the third method.

The following approaches were used for experiments in the next section based on EDS+:

• LMDS-Q-UP: LM with Dirichlet Smoothing, query and user’s profile

• LMDS-UP: LM with Dirichlet Smoothing and user’s profile

• LMED-D-Q-UP: LM with Extended Dirichlet Smoothing based on EDS+ model, Dice

Coefficient, query and user’s profile
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• LMED-D-UP: LM with Extended Dirichlet Smoothing based on EDS+ model, Dice Co-

efficient and user’s profile

• LMDS-QM: LM with Dirichlet Smoothing and query modification

After the pre-processing as shown in Figure 5.5, the unigram language model or often called

as bag-of-words model was used to index the title without any description from the queries, and

the metadata from documents such as title, subject, description and types of media were used in

the experiment (please be aware that the setting for this experiment is different from the setting

in Section 5.3.1. The main difference over here is with additional metadata which is “types of

media”). So, the exact ordering of the terms in the document is ignored. The purpose is to

combine the content and the metadata together in order to evaluate the effectiveness of the ESD

framework.

5.4.2 Result and Discussion

Table 5.19 shows the result of MAP and R-Precision with different types of method namely 1)

Part of Retrieval Process, 2) Re-ranking Activity and 3) Query Modification. Firstly, LMDS-Q-

UP achieves only 0.0303 (R-Precision) in the first method. The main reason for the poor result

is because of the fact that it only returned one relevant document. As mentioned in Table 5.18,

the total number of relevant documents is thirty three and the IRS only managed to retrieve one

relevant document. So, this explains the poor result.

Four types of approach were carried out namely LMDS-Q-UP, LMDS-UP, LMED-D-Q-

UP and LMED-D-UP in the methods of Re-ranking activity. Please note that the output from

LMED-D from Table 5.5 was used which means that only the first one thousand documents

returned by LMED-D were used before the process of re-ranking. The total number of relevant

documents in the first one thousand containing twelve out of thirty three by using the output

from LMED-D. In other words, the output contains the quantity of twelve documents which

are relevant before the process of re-ranking. Based on the re-ranking activity, LMED-D-Q-UP

achieves the best result which is 0.2424 (R-Precision) and 0.1428 (AP) compared to LMDS-Q-

UP, LMDS-Q-UP and LMED-D-UP. The main reason that LMED-D-Q-UP outperforms others

is because of the fact that the proposed model (EDS-DS) which is LMED-D was used in the

process of re-ranking again. In other words, the non-matching terms are exploited again during

the process of re-ranking compared to LMDS-Q-UP which does not exploit the non-matching

terms. Therefore, LMDS-Q-UP only achieves 0.0303 in terms of R-Precision which means

that only one relevant document appears in the ranking of the first thirty three documents. So,

that is the reason that LMDS-Q-UP achieves the lowest score for R-Precision in the method

of re-ranking activity. It is necessary to explain the reason for LMDS-UP and LMED-D-UP

to achieve the same score in terms of AP and R-Precision. This is because LMED-D-UP does

not contain any terms such as “image” in the Term Similarity Matrix. Since there is no similar

terms found in the Term Similarity Matrix, then the EDS+ model will retrieve the documents

based on the approach of term intersection only. Although, LMDS-Q-UP achieves better score

for AP when compared to LMDS-UP, LMDS-UP achieves better score for R-Precision. This is

due to the fact that LMDS-UP retrieved two relevant documents in the ranking of the first thirty

three documents.
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Table 5.19: Results on Mean Average Precision and R-Precision Compared to Various Types of

Methods for Context Search

Types of Method Types of Approach MAP R-Precision

1) Part of Retrieval Process LMDS-Q-UP 0.0061 0.0303

2) Re-ranking Activity LMDS-Q-UP 0.0103 0.0303

LMDS-UP 0.0089 0.0606

LMED-D-Q-UP 0.1428 0.2424

LMED-D-UP 0.0089 0.0606

3) Query Modification LMDS-QM 0.0563 0.1515

Table 5.20: Results on R-Precision compared to various types of Approach for Context Search

Types of Approach R-Precision Gain

LMED-D-Q (baseline) 0.2121 -

LMED-D-Q-UP 0.2424 +14.70%

Finally, LMDS-QM achieves 0.1515 (R-Precision) in the method of query modification.

Although LMDS-QM managed to retrieve twelve relevant documents, only five relevant docu-

ments appeared in the ranking of the first thirty three documents.

Based on Table 5.20, LMED-D-Q-UP achieves 0.2424 while the baseline only achieves

0.2121 which is almost on increment of 14.70% compared to the baseline. Please take note

that Language Model with Extended Dirichlet and Dice Coefficient (LMED-D) were used as

the baseline and the approach of LMED-D is without specifying the preference of a user. In

other words, the baseline is not integrated with any user profile. In a nutshell, LMED-D-Q-UP

in the method of re-ranking activity outperforms the other methods. So, it is showed that EDS

framework can be integrated with user profile.

As mentioned in Section 1.1, the main motivation of this research comes from a case study

involving a mobile game on cultural heritage. Therefore, a case study was carried out in the

next section to evaluate the effectiveness of delivering information on cultural heritage to the

user.

5.5 Evaluation of Information Access - Mobile Game

A questionnaire has been designed to obtain feedback from various parties in order to evaluate

the effectiveness of delivering information on cultural heritage to the user through mobile game.

User-centred evaluation is used rather than system-centred evaluation because knowledge of a

user is qualitative. Therefore, questionnaire was used to evaluate the mobile game. The main

objective of the questionnaire is to gather the feedback and comments on the mobile game based

on the perspective of the user. The questionnaire consists of four questions, namely 1) Is the

game interesting?, 2) Have you learnt any basic information of the heritage sites?, 3) Have you
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gained any new knowledge from the games?, and 4) Would the information be sufficient in

guiding you when a visit is made to George Town?. The respondents were required to rate their

satisfaction based on a scale of 1 to 7 where the value of 1 is the lowest and the value of 7 is the

highest degree of satisfaction in all of the questions. Question (1) is a general question while the

objective of Question (2) is to evaluate the inquiry learning of the participants where the active

learning and the investigative nature through questions and answers are expected to impart

some basic information of the heritage sites to the participants. Question (3) aims to evaluate

the experiential learning of the participants in order to gauge whether any new knowledge has

been gained through the transformation of experience as provided by the game. Questions (4)

is the most important question with regard to this research which focuses on information access

and for the mobile game the focus is also on the user of information access that exhibits a casual

behaviour. It aims to evaluate the situated learning of the game by gauging the needs for better

information access through exploration and practical activities as provided by the mobile game.

The questionnaire is given in Appendix D.

In the evaluation of the mobile game, forty participants were invited to evaluate the game

contents. The respondents comprise non-experts in the field of Information Technology and

most of the respondents are Master or PhD students from overseas who arrived in Penang,

Malaysia for the last 3 months (little or without any cultural heritage’s knowledge in Penang).

The group consisted of 34 males and 6 females with an age 32.4 and a proficiency with English.

The result of the evaluation is summarized in Table 5.21. 65% of the respondents have given an

excellent rating (6 or 7) on whether the game is an interesting game. For the second question on

whether the respondents have learnt any basic information of the heritage sites in George Town,

only a minority which is three respondents (15%) have given an average rating of 5 while the

rest have given an excellent rating (6 or 7). All respondents gave an excellent rating (6 or 7)

(with 65% of them gave the highest rating) on whether they have gained any new knowledge

after playing the game in the Question (2). For the last question, 75% of the respondents (with

rating of 4 or 5) highlighted that the information provided by the mobile game is just enough

for them to explore George Town when a visit is made to the city. Therefore, there is a need for

better and effective tool such as information seeking tool that can be integrated with the mobile

game to provide more information to the user while playing the game.

Also from the evaluation, some useful feedbacks on the effectiveness of the mobile game

were obtained. Many respondents thought that the content is interesting with regard to the

heritage information on the heritage area and its environment and culture. The respondents also

commented that more heritage sites should be included and should not be limited to the seven

heritage sites. On the learning content, many respondents agreed that the mobile game has the

ability to deliver the educational content such as the history of the heritage sites and the views

of the heritage sites. Furthermore, they got to know the history and the architectural design of

the buildings. In general, the majority of the respondents felt that the interface of the mobile

game is user friendly for game playing and can be an excellent guide for them when visiting the

city. Finally, some of the respondents proposed that the mobile game should be made available

on other platform such as Android, Symbian, Window Mobile, Blackberry and not only on iOS

platform. An example of the simulation run of the game is given in Appendix E.
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Table 5.21: Result of the Evaluation of Mobile Game

Rating Scale Questions

1) Is the

game

interesting?

2) Have

you learnt

any basic

informa-

tion of the

heritage

sites?

3) Have

you gained

any new

knowledge

from the

game?

4) Would

the infor-

mation be

sufficient

to guide

you when

you make

a visit to

George

Town?

1 0 0 0 0

2 0 0 0 0

3 0 0 0 0

4 4 0 0 6

5 14 6 0 24

6 20 20 14 10

7 2 14 26 0

Total 40 40 40 40

5.6 Summary

This chapter has focused on evaluating three research questions namely :1) examine and validate

whether the knowledge or context can help to improve the retrieval effectiveness in Information

Retrieval System, 2) Examine the query modification (global change) and the matching adapta-

tion (local change), and 3) examine and investigate whether mobile game with instant access to

information is able to help the user to access, learn, and explore the information on cultural her-

itage. In summary, it can be concluded that Research Question 1 and Research Question 2 have

been supported by the results as shown in the Section 5.3 and Section 5.4. In addition, Section

5.3.8 also has proved that matching adaptation outperforms the query modification. Finally, the

Research Question 3 have been supported by questionnaire as given in the Section 5.5.
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Chapter 6

Conclusion and Future Work

This chapter presents the conclusion, contribution, and future works in this research. Section

6.1 shows the overall conclusion of this research while Section 6.2 shows the future work or

future direction in this research area.

6.1 Conclusion

The main reason to integrate the knowledge into the matching function is to solve the short-

comings of term intersection approach where it only returns the document if the term from the

query appeared in the document. One of the ways to solve the shortcomings of term inter-

section approach is through Query Expansion with knowledge. The most fundamental idea of

Query Expansion is executing the first run (or initial ranking) before expanding the terms to the

query according to the knowledge. The second run (called final ranking) is required in order

to complete the whole process. The whole process of Query Expansion is considered as global

adaptation because the query transforms Q to Q′ after expanding the terms. Then, Q′ will do

the process of matching again with all the documents.

In this research, the results showed that the proposed solutions are able to solve the problems

arising from the documentation process and the background of the users of digital cultural

heritage. A model on Information Retrieval System that allows the user to access, learn, and

explore through free-text query has been developed. A model of context search based on the

preference of a user by quantifying the level of preference of the user has also been developed.

A case study to investigate the mobile game as a tool to help the user with casual behaviour

to access, learn, and explore the information on cultural heritage has also been carried out. In

conclusion, it can be summarized that the contribution of this research are as follows:

• Information access - Information Retrieval System: A framework based on Dirichlet

Smoothing to exploit the non-matching terms during retrieval by using external knowl-

edge. Then, two models have been introduced based on this framework which are Ex-

tended Dirichlet Smoothing with Increase of Document Size (EDS+) and Extended Dirich-

let Smoothing with Decrease of Document Size (EDS-).

• Information access - Context search: A Preference Model based on the Theory of

Charging a Capacitor that is able to quantify the cognitive context and integrated into

the model of EDS+.
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• Information access - Mobile Game: An environment with education and entertainment

that is able to provide access, learn and explore the information on cultural heritage.

In addition, it can be concluded that Research Questions of this research have been answered

as follows:

• Research Question 1: Knowledge or context can help to improve the retrieval results.

• Research Question 2: Matching adaptation outperforms the query modification.

• Research Question 3: Mobile game is necessary to support learning activities in the

information on cultural heritage to user.

Figure 6.1 shows the overall concept of this research. Basically, the works stand in between

the Information Retrieval System, Context Search, and Mobile Game. Two scenarios that can

show that Mobile Game can be integrated with Information Retrieval System are as follows:

• Through the Treasure Hunt

• On site visit

In general, the user context can be collected when the user plays the Mobile Game. Besides,

the user can operate the Information Retrieval System when the user plays the Mobile Game

especially in the Treasure Hunt. As mentioned before, the Treasure Hunt requires the user

to answer some Questions (inquiry learning) in order to proceed with the game. So, the user

can choose to operate the Information Retrieval System to retrieve the relevant documents. In

addition, the Mobile Game is able to support situated learning where the user can operate the

Mobile Game especially in the Gallery module when the user is on site at the heritage site. If the

user wants to have more information, the user is able to use the Information Retrieval System

to find more information. Therefore, this is the main motivation of this research in Information

Retrieval System and Context Search.

Figure 6.1: Integration between Information Retrieval System, Context Search, and Mobile

Game
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6.2 Future Work

6.2.1 Information Retrieval System

The domain of cultural heritage involves several other domains of research such as education,

genealogy, history, and archaeology. In Chapter 5, it has been shown that knowledge tends to

improve the retrieval result. Therefore, the proposed framework and models are able to adapt

in the domain of cultural heritage which involves several researchers of various domains as

shown in Figure 6.2. For example, a dedicated Information Retrieval System can be provided

which only uses the domain knowledge from “history” to extract the term links, and apply

this knowledge into the retrieval model. So, the historian can use the dedicated Information

Retrieval System to retrieve the documents. It is necessary to highlight that the terms used in

each domain is different although the term is the same. For example, in the medical domain,

“X-ray” means an image obtained by the used of X-ray radiations, whereas in Physics domain,

“X-ray” means the radiations only. Therefore, this approach can be applied to other domains

as well. Since the domain of Cultural Heritage involved several parties of researcher, then it is

good to integrate their own knowledge into the retrieval model.

Figure 6.2: Multiple Users from different Domains to Access the Information on Cultural Her-

itage

Ranking in social media poses different challenges than Web search ranking, one of which

is that Microblog messages are really short. For example, Twitter messages are limited to

140 characters. This limit causes the user to write in an abbreviated form which increases the

likelihood of having the vocabulary gap (such as term mismatch problem). The vocabulary

mismatch/gap problem means that the user query uses one term and the relevant documents use

another term and there is a need to match the query with documents. So, the future direction is to

study whether and how the proposed framework and models can be used to solve this problem in

Microblog. In the domain of medicine, the concept can be extracted from the domain knowledge

based which is Unified Medical Language System (UMLS) based on a hierarchical approach.
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Then, we can integrate the link of hierarchy into the matching model rather than term links as

proposed in this research.

For future work, it would be interesting to propose some other similarity measure meth-

ods especially in knowledge-based and corpus-based approach. In addition, it would also be

interesting to integrate the Term Similarity Matrix in other smoothing methods such as Jelinek-

Mercer smoothing. Another interesting direction is to study how to transfer the knowledge

learned from one collection to another collection.

6.2.2 Context Search

For the future work, the context search can be integrated with software agent especially “Inter-

face Agent” to collect various type of context from user. Maes & Kozierok [1993] proposed

an Interface Agent where the agents can learn and observe the user behaviour by embedding

it in some application such as database or spreadsheet. Furthermore, Maes & Kozierok [1993]

reported the following four key ways in which the agent can perform learning:

• The agent can learn by observing and imitating the action of the user.

• The agent can learn through receiving feedback from the user. The positive feedback

refers to correct prediction while negative feedback refers to incorrect prediction.

• The agent can learn by receiving explicit instruction from the user.

• The agent can learn by asking other agents for advice.

Nwana [1996] showed that an informal explanation of interface agent should emphasise

autonomy and learning which can perform a task such as “personal assistants” for their owners

and emphasise less on inter-agent collaboration. Therefore, it is believed that the agent is able

to learn the user’s context when the user is playing the mobile game. The agent can collect

several types of context such as the device context (the characteristics of the device), spatio-

temporal context (location of the user through such as the location of the user through the

Global Positioning System, GPS), and user’s context. After gathering the user’s context from

the mobile game, the user’s context can be exploited during the retrieval time if the user submits

a query.

6.2.3 Mobile Game

With the rise of gamification, it can be argued that Mobile Game can be integrated with Informa-

tion Retrieval System or Context Search. The concept of gamification is to use the elements of

thinking and mechanics from game to engage the users to solve certain problems when playing

the game. The core for gamification is to reward the players who accomplish the desired tasks

required from the game and the rewards can be points, achievement badges, progress bar, or

virtual currency (bitcoin1). Gamification has been widely applied in marketing and most of the

companies listed by Forbes Global 2002 plan to use gamification for the purpose of marketing

1http://bitcoin.org/en/
2http://www.forbes.com/sites/jeannemeister/2012/05/21/gamification-three-ways-to-use-gaming-for-

recruiting-training-and-health-amp-wellness/
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and customer retention in the year of 2013. Furthermore, gamification can be used to generate

some new idea in the company as studied by Modern Survey1 (human capital measurement and

analysis firm). In addition, Microsoft also released the game Ribbon Hero 2 2 as an add-on to

Microsoft Office to help the people to use it effectively. However, the adoption of gamification

in Information Retrieval is still in the stage of infancy. In general, gamification can be applied in

the domain of Information Retrieval especially in the task of manual annotation of documents in

the evaluation of Information Retrieval. In addition, gamification also can be applied in Context

Search (Interactive Information Retrieval System) where it can collect the various type of user

context when the user is playing the game.

1http://www.ams-inc.com/newsletter/voices042.asp
2http://www.microsoft.com/en-us/download/details.aspx?id=26531
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Appendix A

A Statistical Box Plot

Box plot or boxplot is is the most useful statistical tool when comparing two or more sets of

sample data. In other words, box plot is a way to summarize a set of data that are measured

on an interval scale. Box plot is usually used in exploratory data analysis and it is a type of

statistical tool that can be used it to show the state of the distribution, the central value, and the

spread of the value. The diagram of box plot as shown in Figure A.1 usually consists of several

values in the dataset which are;

• maximum,

• minimum,

• first quartile (Q1),

• second quartile (Q2) or median,

• third quartile (Q3),

• mean,

• interquartile range,

Figure A.1: A Statistical Box Plot



A. A Statistical Box Plot 130

Furthermore, box plot is also very useful when the size of the data (also known as the number

of observations) is large and when two or more datasets are being compared. Box plot is useful

to indicate whether the distribution is skewed or the data set contains unusual observation such

as “outliers” and “extremes”. For example, a distribution with a positive skew would have a

longer whisker in the positive direction than in the negative direction. Furthermore, a larger

mean than the median would also indicate a positive skew. Let assume n is the number of

observations where x1, x2, x3, ..., xn are the values sorted from the lowest to the highest, then

we can find the values for maximum, minimum, median, first quartile, third quartile, mean and

interquartile range as follows;

Maximum: The highest number in the dataset.

Minimum: The lowest number in the dataset.

Median: The value of the median is the middle value in the dataset after the dataset was

sorted. If the dataset has even number of values then the median is the average of the two middle

values in the dataset. The median is a measure of central tendency and it represents the value

for which 50% of the observations are lower and 50% are higher. In other words, it is the value

at the centre of the sorted observations.

When the number of observations is odd, then we can use the following equation to find the

position of the number:
xn+1

2
(A.1)

When the number of observations is even, then average of the two middle numbers would

be the median.

Quartiles: Quartiles by definition are to separate a quarter of data points from the rest. This

means that the first quartile is the value under which 25% of the dataset are found and the third

quartile is the value over which 75% of the data are found.

First Quartile, Q1: First quartile is the median of the lower half of the data. If the number

of data points is odd, the lower half includes the median. In other words, Q1 is the number for

which 25% of the values in the dataset are smaller than Q1.

1

4
(n+ 1) (A.2)

Third Quartile, Q3: Third quartile is the median of the upper half of the data. If the number

of data points is odd, then the upper half of the data includes the median. In other words, Q3 is

the value such that 75% of the observations are less than Q3.

3

4
(n+ 1) (A.3)

Mean: Mean is commonly known as the average of a set of numerical values. It is a measure

of central tendency or a value that estimates the center of a set of numbers. In other words, it is

the sum of all values and divided by the total number of values.

1

n

n
∑

i=1

(xi) (A.4)

Interquartile Range: The interquartile range (IQR) is the distance between the upper and lower

quartiles and contains 50% of the data points around the median. It is a measure of dispersion
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and can be calculated IQR as follows:

IQR = Q3 −Q1 (A.5)

IQR is used as a metric to denote two ranges of the data that is shown in Figure A.2. The “inner

fence” is 1.5 times the IQR (1.5*IQR) beyond the first and third quartiles such as beyond the

box. The “outer fence” extends 1.5 times of the IQR beyond the inner fence such as 3 times

IQR (3*IQR) beyond the box. These ranges allow classifying the data points beyond the IQR

as “outliers” or “extremes”. Outliers are denoted by an “x” symbol while extreme values are

denoted by “o” symbol as shown in Figure A.3.

Outliers: An outlier is any data point that is beyond the inner fence but within the outer

fence.

Extreme: An extreme is any data point that lies beyond the outer fence.

Figure A.2: Landscape of A Statistical Box Plot
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Figure A.3: Outliers and Extremes of a Statistical Box Plot



Table B.1: Query 7 - “schlesien maps”

Number relevant documents: 12

Number relevant documents that retrieved by IRS: From 1 (without TSM) to 2

Appendix B

Analysis in CHiC 2012

B.1 Analysis for Query 7 “schlesien maps”

Table B.1 shows the total number of relevant documents and total number of relevant docu-

ment that retrieved by Information Retrieval System. Basically, baseline result only can retrieve

1 relevant document while proposed models which are EDS+ and EDS- managed to retrieve

2 documents. The reason we analysed this query is because we achieved a huge improve-

ment (average precision) for this query. In general, only 1 relevant document contains the term

“schlesien” and “map” (in bold) which shown in Table B.2. Please be aware that the rest of the

relevant documents for this query does not contain the term of “schlesien”. The main reason

the proposed models can retrieve extra one document compared to baseline is because the term

“silesia” is inside the Term Similarity Matrix. Therefore, the proposed models able to retrieve

the document which contains the term “silesia” (in bold) as shown in Table B.3.

B.2 Analysis for Query 25 “syriac”

As mentioned before, Query 25 contains 80 relevant documents as shown in Table B.4. For this

query, we would like to remark that almost 41 relevant documents are using the same title and

description as shown in Table B.5. The main reason that 41 relevant documents are using the

same title and description is because 41 relevant documents (descriptive representation) refer to

the same prayer book (physical representation).
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Table B.2: One of the Relevant Document for Query 7

Description Concept: propaganda, cartography, portrait / personification, advertisement, eating

/ drinking, business / trading / markets, animals, military personnel, caricature, hu-

morous, royalty, aircraft, motor vehicles Description: whole: the image occupies

the whole, held within a narrow green border. The title is integrated and positioned

in the top left corner, in green. The text and a small image are separate and posi-

tioned lower right, in green, held within a scroll design. image: a map of Europe,

with each country represented by depictions of soldiers, animals or caricatured per-

sonifications. Britain is represented by John Bull, a lion, and a spider whose legs

reach across the English Channel to France. in Schlesien Grosste Cognac-Brennerei

Deutschlands. Die besondere Genehmigung zur Fuhrung des Namens “Hinden-

burg” ist von Sr. Exzellenz dem Herrn General-feldmarshal von Hindenburg erteilt

worden. I Hindenburg of the same quality and vintages as was supplied to the

Officers’ mess at the main Headquarters of His Majesty Kaiser Wilhelm II. Hinden-

burg Brandy Sales Co. Ltd. Grunberg in Schlesien [now Zielona Gora] Grunberg

in Schlesien Brandy Distillery. Biggest Brandy Distillery in Germany. Special per-

mission to use the name ’Hindenburg’ was granted by His Excellency Field Marshal

General von Hindenburg. In restaurants and delicatessens ask expressly for German

’Hindenburg’ brand brandy and liqueur. Intaglio printing by Knackstedt and Co.,

Hamburg 22. Censorship Altona No. 831] Object: maps, steamroller, car.”
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Table B.3: One of the Relevant Document for Query 7 which Contains the Term of “silesia”

from Term Similarity Matrix

Description Concept: cartoons, propaganda, cartography, animals, historical reference Descrip-

tion: whole: the image occupies the majority, held within a black border. The title

is separate and positioned across the top edge, in black. The text is separate and

positioned in the upper right, also in black, and held within a black border. Further

text is integrated and positioned throughout the image, in black. All set against a

white background. image: a map of Europe, on top of which sit two octopi, one

representing Prussia, the other representing Austria-Hungary. The tentacles of each

octopus spread out to grab other countries which the two powers have invaded or an-

nexed. text: LA SERBIA invasa e devastata dalla Germania e dall’ Austria-Ungaria

nel 1915. IL MONTENEGRO invaso e devastata nel 1915. H. AND C. GRA-

HAM LTD., LITHRS., LONDON. S E [THE PRUSSIAN OCTOPUS. ’We do not

threaten small nations,’ declared the German Chancellor on December 10th, 1915;

’we do not wage war which has been forced upon us in order to subjugate foreign

peoples, but for the protection of our life and freedom.’ This pictorial map is a com-

mentary on his words. It shows how Prussia has stolen one province after another

from her neighbours and, like a baleful octopus, is still stretching out her tentacles

to grasp further acquisitions. The territories included in the original Kingdom of

Prussia are marked thus [hatched lines]. The territories since absorbed by negoti-

ation, force, or fraud are marked thus [diagonal lines]. SCHLESWIG HOLSTEIN

AND LAUENBURG Wrested from Denmark in 1864. ANNEXED BY PRUSSIA

IN 1866. POLISH TERRITORY STOLEN BY PRUSSIA IN 1772, 1793 and 1795.

BELGIUM invaded and occupied by Germany in defiance of her treaty obligations,

in 1914. ACQUIRED by PRUSSIA in 1813. ANNEXED BY PRUSSIA IN 1866.

Silesia seized by Prussia from Austria in 1740. ALSACE LORRAINE torn from

France in 1871. FEDERATED WITH PRUSSIA SINCE 1870. AUSTRIA HUN-

GARY SUBJUGATED BY PRUSSIA IN 1866. ALLIED WITH PRUSSIA SINCE

1879. BOSNIA AND HERZEGOVINA annexed by Austria-Hungary in defiance

of her treaty obligations in 1908. SERBIA invaded and devastated by Germany

and Austria-Hungary in 1915. MONTENEGRO invaded and devastated in 1915]

Object: map

Table B.4: Query 25 - “syriac”

Number relevant documents: 80

Number relevant documents that retrieved by IRS: From 1 (without TSM) to 12
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Table B.5: 41 of the Total Relevant Documents are Using the Same Terms inside the Title and

Description for Query 25 (“syriac”)

Title The form of daily prayers according to the custom of the german and polish jews

Description Prayer-book in Hebrew, Aramaic and English with hard smooth ivory-coloured cov-

ers and decorated on front cover with gold- and silver-coloured metalwork, ivory

and velvet. Repository/location jewish museum london



Appendix C

Three Distinct Phases that Exploit the

User Profile

In context search, three types of the component of the user’s profile can affect the retrieval

namely:

• Part of Retrieval Process as shown in Figure C.1

• Re-ranking Activity as shown in Figure C.2

• Query Modification as shown in Figure C.3

Figure C.1: Context Search: User Profile Occurs during the Process of Retrieval
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Figure C.2: Context Search: Distinct Re-ranking Activity

Figure C.3: Context Search: Pre-processing of the User Query



Appendix D

Questionnaire



D. Questionnaire 140



D. Questionnaire 141



Appendix E

Simulation Run

This appendix describes a typical flow for various menu and functions in M-Heritage Hunt.

Figure E.1(a) until Figure E.1(f) show the screenshot of the “How to Start”. Figure E.1(b)

shows all the steps involved in starting the game while Figure E.1(c) until Figure E.1(f) show

the description of the individual step and Figure E.2 shows the further highlight of Figure E.1(f).

The top bar of the layout displays the name of the current player (Player’s Name), the total

amount of money the player has in his/her possession (Cash), and the total number of buildings

the player owns (Property). The top bar also indicates if the player owns any medical card

(Medical Card). The card is used to discharge the player from the hospital during the game.

Besides, the top bar also displays the number of rounds the player has missed his turn that is

the number of times the player could not roll the dice (Missed Turn). The bottom bar of the

layout enables the player to click on his/her information (Player’s Info). A new frame displays

a summary of the name of the buildings, the total amount of money and the medical card that

the player owns. Besides, it also includes the building information for the player if the player

would like to view further information on the building (Building’s Info). It will also direct the

player to the Gallery component of M-Heritage Hunt. The bottom bar also contains icon that

indicates the end of the player’s turn that is when the game is passed to the next player (Next

Player). It also has an icon for the player to roll the dice and the number of times the dice has

been rolled will be shown next to it (Roll Dice).

Figure E.3 shows the information for each player. The player can view their cash, current

location, medical insurance and properties. Table E.1 provides the explanation for Figure E.3

icons for (A) to (G) and Table E.2 provides more explanation for Figure E.3 for icons (H) to

(R).

Figure E.4(a) until Figure E.4(d) show the steps involved in launching a new game. Figure

E.4(b) shows the settings before starting the new game. The explanation on the settings can be

found in Figure E.4(c). The player can enter their name and a short summary of the settings is

displayed before starting the game as shown in Figure E.4(c). Figure E.4(d) is the screenshot at

the start of the game.

Figure E.5 shows the step involved in resuming the game. By selecting “Resume Game” as

shown in Figure E.5(a), the player can continue to play the game as shown in Figure E.5(b).

Figure E.6(a) until Figure E.6(d) show the steps involved in launching the “Gallery”. “Gallery”

lists out all the heritage sites as shown in Figure E.6(b). Figure E.6(c) shows the view that can

be found in the particular heritage building and Figure E.6(d) shows the panoramic views after
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Figure E.1: Screenshots of “How to Start”

the player has selected the views in Figure E.6(c).

Figure E.7(a) until Figure E.8(k) show the steps involved in launching the “Help” as shown

in Figure E.7(a). The “Help” contains three files which are “Game Rules”, “Icon Directories”

and “Credits” as shown in Figure E.7(b). Figure E.7(c) until Figure E.7(e) list out the “Game

Rules” while Figure E.7(f) until Figure E.8(j) show the description of all the icons. Figure

E.8(k) shows the “Credits” which is on the acknowledgement for the application.

Figure E.9 shows the steps involved in upgrading of a property during the game. Upgrading

the property owned by a player is one of the components of the game. The purpose of upgrading

a property is to help the player to earn more rentals if an opponent steps on the property. The

property can be upgraded up to level 3 which is the maximum level. Figure E.9(a) shows two

players at the start cell which are Malay and Chinese. The players need to touch the dice as

pointed to by the green arrow in Figure E.9(a) in order to start the move. Figure E.9(b) shows
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Figure E.2: Further Highlight of Figure E.1(f)

Figure E.3: Information for Each Player

one of the players stepping on the Cabin (Fort Cornwallis) cell and an alert box pops out to

inquire the player on whether he or she would like to buy the property. For example, the player

would like to buy the property was owned by the Chinese icon indicated by the red flag beside

the property. Once the Chinese icon steps on the same cell with the same property again, an

alert box will pop out and enquire the player to upgrade the property as shown in Figure E.9(d).

The player needs to hunt it in order to upgrade the property. Figure E.9(e) shows the question

after the player clicks on “Hunt it” in Figure E.9(d). If the player answers the question correctly,
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Table E.1: Description of Games Icon for Figure E.3

Icon Representation Description

A Back Tap her to resume the game

B Icon Tab here to show the icon owned by the player

C Cash Tab here to show the cash owned by the player

D Property Owned Tab here to show the property owned by the player

E Medical Insurance Tab here to show the insurance owned by the player

F Player Name Tab here to show the name of the player

G Current Location Tab here to show the current location of the player

Table E.2: Description from Figure E.3

Icon Description

H City Hall

I Town Hall

J Fort Cornwallis

K Kapitan Keling Mosque

L Acheh Mosque

M Khoo Kongsi

N Goddess of Mercy Temple

O Rapid Penang Bus

P Taxi

Q Hotel

R Food Court

then the player can upgrade the property as shown in Figure E.9(e).
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Figure E.4: Screenshots of Starting a “New Game”
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Figure E.5: Screenshots of “Resume Game”
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Figure E.6: A Sample Screenshot of the “Gallery”
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Figure E.7: Screenshots of “Help”
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Figure E.8: Continued from Figure E.7



E. Simulation Run 151

Figure E.9: Screenshots of “Upgrade Property”



Appendix F

Resume etendu en francais



  

 

 

 Avec la croissance explosive de la numérisation du patrimoine culturel, de 

nombreuses institutions s'attaquent à la conversion des objets du patrimoine culturel en une 

représentation numérique ou une représentation descriptive, ou annotations. Toutefois, cette 

conversion présente des particularités telles que : 1) ces annotations sont de nature 

descriptive, 2) ces annotations sont ambigües ou très courtes, 3) un vocabulaire très 

spécifique est utilisé, et 4 ), il existe une forte variation dans les termes utilisés dans ces 

annotations. En outre, l'utilisation de mots-clés incorrects dans ces annotations entraîne une 

difficulté à résoudre les requêtes courtes. La plupart du temps, ces problèmes sont causés par 

des erreurs ou des imprécisions des annotations des documents. Le problème des requêtes 

courtes est causé par un utilisateur non spécialiste qui ne possède pas assez de connaissances 

et d'expériences dans le domaine du patrimoine culturel. Dans cette recherche, notre objectif 

principal est de modéliser un Système d'Accès à l'Information capable de surmonter 

partiellement les questions soulevées par le processus d'annotation des objets du patrimoine 

culturel et par le manque de connaissances expertes des utilisateurs du patrimoine culturel 

numérique. Par conséquent, trois types d'outils d'accès aux informations sont proposés dans 

ce travail à savoir : un Système de Recherche d'Information, une technique de recherche 

utilisant le contexte de l'utilisateur, ainsi qu'un jeu sur terminal mobile sur le thème du 

patrimoine culturel. Ces trois techniques permettent à l'utilisateur d'accéder, d'explorer les 

informations sur le patrimoine culturel et également de s'instruire. Dans ce travail, notre 

solution principale consiste à étendre le Systèmes de Recherche d'Informations en utilisant un 

contexte de recherche, et en intégrant des relations entre les termes dans la fonction de 

correspondance. Nous utilisons une fonction de correspondance basée sur le Modèle de 

Langue de type Dirichlet. Cette extension modifie le lissage de cette fonction pour résoudre 

les problèmes que posent à la fois le processus d'indexation et le contexte des connaissances 

incomplètes des utilisateurs non experts. En outre, nous présentons un modèle de préférence 

utilisateur basé sur la théorie physique de la charge d'un condensateur. Ce modèle physique 

permet de quantifier un contexte cognitif de l'utilisateur en utilisant le temps qu'il passe à 

certaines activités. Nous les intégrons ensuite dans la fonction de correspondance de type 

Dirichlet. Finalement, nous proposons un jeu sur mobile inspiré des jeux de Monopoly et de 

chasse au trésor. Ces jeux permettent de palier aux problèmes du faible niveau d'expertise des 

utilisateurs non spécialistes en leur permettant d'apprendre les termes du domaine au travers 

d'une activité ludique. Les deux premières approches ont été testées sur la collection de test 

CLEF (CHIC) dédiée au patrimoine culturel. Cette collection se compose de requêtes résolues 

et de document de type descriptifs sur des objets des collections des musées européens. Les 

résultats de notre solution sur cette collection, montrent que l'approche est efficace et donne 

une meilleure précision dans la résolution des requêtes. Enfin, nous avons mené une 

évaluation basée sur une enquête utilisateur, pour évaluer la troisième approche. Les résultats 

positifs nous laissent penser qu'une activité spécifiquement ludique est en mesure d'aider 

efficacement les participants à explorer et apprendre des informations pertinentes sur le 

patrimoine culturel. Les participants ont également estimé qu'un outil de type recherche 

d'information intégré au jeu, peut fournir plus d'informations à l'utilisateur, de manière plus 

pratique tout en jouant au jeu et en visitant virtuellement les sites du patrimoine culturel. En 

conclusion, nos résultats montrent que les solutions proposées dans ce travail de thèse, sont en 

mesure de résoudre les problèmes posés par les annotations numériques des objets du 

patrimoine culturel. 

!
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