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Chapter 1

Introduction

This chapter introduces the background of the thesis. Section 1.1 gives a general
overview of the Flash memory context starting from the market evolution to Flash
memory architecture and associated issues. Section 1.2 de�nes the scope of this the-
sis which �nally allows in section 1.3 to introduce the organization and the content
of the following chapters.

1.1 Flash memory context

1.1.1 Market and evolution

The extraordinary development of the consumer electronics market has driven the
continuous growth of the semiconductor industry in the last two decades. Most of
the innovative products we have witnessed in the last years have been made possi-
ble by the ever-increasing storage capacity and �exibility provided by the memories,
which is one of the most active segments with more than 20 % of the $ 300 bil-
lion worldwide semiconductor market [WSTS 2010]. Schematically, two families of
memory products have been developed to meet the rising demand. On one hand,
volatile memories (in which the information should be often refreshed and is de�-
nitely lost when unpowered) whose most representative product is Dynamic Random
Acces Memory (DRAM) which occupies almost 60 % of the memory market share
[iSupply 2010]. DRAM is present in numerous widely used consumer-end products
such as PCs, smartphones and tablets. On the other hand, non-volatile memories
(where there is no need to refresh the information which is kept even after the mem-
ory is unpowered) have seen its market share constantly increasing to reach a stable
35 % in the last years [Yinug 2007]. This evolution was propelled by two funda-
mental aspects Flash memories were able to confer to electronic devices: mobility
and miniaturization. Beside these qualities, Flash memories have gained interest
also because speci�c technology developments has been well integrated with many
CMOS roadmap achievements.

The non-volatile memory sector has witnessed many evolutions in the past
decades. Starting with the Read Only Memory (ROM ), in which the content was
de�ned at the fabrication steps and no subsequent modi�cation was possible, the
industry moved on to Erasable Programmable ROM (EPROM ) where the memory
state was changed electrically and by UV exposure. More �exibility was achieved
by �nally adopting Electrically EPROM (EEPROM ) memories where all the oper-
ations were performed electrically. In this context, the Flash memory, which is an
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EEPROMmemory, was �rst introduced by Toshiba in the early '80s [Masuoka 1984].
In the early '90, Intel was the �rst semiconductor company to exclusively focus on
Flash memories and leave the EPROM segment. By that time it controlled al-
ready 75 % of the Flash memory market, which roughly represented 1 % of the
total semiconductor market. Several years later, AMD, Fujitsu, Atmel and SGS-
Thomson entered the competition and fragmented the Flash industry until the late
'90. Attracted by the high selling prices of Flash memory, other competitors initially
present in the DRAM sector switched production to Flash memory and increased
the production capacity. The most prominent example is Samsung which in 2005
already controlled one third of the Flash memory market. As a consequence, the
avarage selling price of Flash memory decreased and has since lead to competitor
consolidation or partnerships such as the Intel Micron Flash Technology (IMFT)
joint venture, the cooperation between SanDisk and Toshiba, the joint-venture be-
tween AMD and Fujitsu giving birth to Spansion. The most recent exemple in this
�eld was the birth of Numonyx as a joint-venture between STMicroelectronics and
Intel which was then sold to Micron.

1.1.2 NAND and NOR memories

Among the Flash memories presently commercialized, the NAND and NOR mem-
ories take the overwhelming part of the market share. They have been designed
to ful�ll complementary needs which have been declined in di�erent applications
in the recent years. NOR-memories are used for code storage and code and data

storage applications where a fast random access and a high code integrity is needed.
Domains as di�erent as mobile (cellular phones), networking (modem), automotive
(cars), consumer products (PC, DVD, set top box, printer ...) have already inte-
grated such memories. Instead, NAND memories are mainly used in data storage

segments where low-cost and high-density are the major requirements. Some of the
most popular products integrating NAND memory are the USB drives, the digi-
tal cameras, notebooks and smartphones in which large amounts of data should be
written in a short time.

As a result, NAND and NOR memories come with di�erent circuit architectures
which provide the required qualities [Cappelletti 1999], [Brewer 2008]. Figure 1.1
shows that both memory types are organized in columns (bitlines, BL, connected to
the drain terminals) and rows (wordlines, WL, connected to the gate terminals). In
the NOR-case, the cells in the same bitline are connected in parallel as the source of
each device is electrically accessible and grounded, while in the NAND-case all the
cells in the bitline are connected in series. Hence, in the NOR architecture there are
twice more metal lines (source and drain) with respect to the NAND architecture
(drain only) which straightaway presents a higher density.

Broadly speaking, the structure of both cells is presently almost the same as it
is derived from a standard nMOS transistor where the gate stack has been modi�ed
(Figure 1.2) to include two polysilicon areas (the �oating gate and the control gate)
which are separated from each other by an Oxide-Nitride-Oxide (ONO) layer. The
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Figure 1.1: Schematic of the NOR (a) and NAND (d) array organization and sketch
of the physical mechanisms involved during program and erase phases for each of
NOR and NAND memories, respectively (b, c) and (e, f).

Control GateONO

Source Drain

Floating Gate

TunOx Lg

Figure 1.2: TEM image along the channel direction of a typical NOR Flash memory
cell.

tunnel oxide further separates the channel from the �oating gate which cannot be
electrically addressed. This area is of critical importance for the device as it stores
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Figure 1.3: Typical current-voltage characteristics obtained after program and erase
operations which respectively de�ne the logic "0" and "1" states.

the electrons whose quantity determines the threshold voltage of the cell. Hence, the
basic operating regimes of the cell include the Program and Erase phases, during
which the electrons are put inside or pulled out of the �oating gate, respectively,
and the so-called Read phase during which the cell state is sensed. In classical 1-
bit cells, two states corresponding to the "0" (after program) and "1" (after erase)
logic states are distinguished based on the threshold voltage as shown in Figure 1.3.
For both NAND and NOR cells, erase operation is performed on a whole sector (a
large Fnumber of cells) using the Fowler-Nordheim (FN) tunneling mechanism (Fig-
ure 1.1c, f ). While NAND cells are programmed using the same mechanism (Figure
1.1e), NOR cells use instead the Channel Hot Electron (CHE) injection phenomenon
to put electrons into the �oating gate (Figure 1.1b). In the latter case, the applica-
tion of a high drain voltage during programming requires a rigorous control of the
channel transport in the lateral direction in order to minimize short channel e�ects,
current leakages and avoid the punch-through phenomenon and the drain turn-on
e�ect. For this reason, the smallest dimension in NOR is usually the width direction
and the NOR cells feature systematically longer gate lengths compared to NAND
devices in which the relevant charge transport occurs in the vertical direction. For
example, physical gate lengths of 100 and 25 nm are respectively predicted for NOR
and NAND cells in 2012 [ITRS 2010]. The smaller size of the NAND cell further
increases the storage capacity of NAND architecture and subsequently decreases
the cost per bit. The NAND architecture features other advantages as well com-
pared to the NOR case such as a lower programming time and lower active power
consumption. Although CHE mechanism is intrinsically faster than FN, NOR cells
are programmed once at a time while multiple NAND cells are often programmed
simultaneously. Furthermore, the presence of a high channel current for CHE and
its relatively small e�ciency contribute to increase the consumption. However, the
single-bit programming scheme adopted in the case of the NOR memories, guaran-
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tees almost 100 % of the bits. This avoids the presence of error correction codes
which are commonly integrated with NAND memories in order to verify the stored
information and to correct it if needed. Furthermore the direct access to single bits
provides a fast read time avoiding any complex circuitry in contrast to the NAND
architecture.

1.1.3 Stand-alone vs. embedded memories

A closer look at the �nal products integrating Flash memories reveals that the above
pros/cons and features of both memories have been used in two main directions.
Indeed, we either �nd stand-alone Flash memory products where the Flash-related
components occupy almost the total chip area, or embedded architectures where
Flash memory is physically integrated into a host logic device (microcontrollers,
application-speci�c integrated circuits, ...) on the same silicon substrate, in which
the Flash memory is intended to add features to the system [Brewer 2008]. On
the one hand, stand-alone memories require high density, low cost and high writing
speed, which are achieved by adopting a simple wafer process and by minimizing the
cell size. On the other hand, high performance and low cost are mainly required for
embedded memories, with the low-cost criteria being not as critical as in the case
of stand-alone memories. The direct interface with the host logic in the same chip
and the customized memory array con�guration allow the embedded Flash memory
to achieve higher system speeds. The design �exibility allows the realization of a
system on chip which can possibly lead to a lower system cost. Furthermore, the
elimination of input/output bu�ers used in the case of stand-alone memories reduce
the dissipated power and the number of pads and connections which globally help
increase the system reliability. However, the accommodation of the Flash memory
with the logic host increases the process complexity and possibly the test cost.
Furthermore, as embedded memories are mostly application oriented, additional
design time and cost is required with respect to standard stand-alone memories
[Brewer 2008]. Finally, based on the previous considerations, we note that most of
stand-alone memories are composed of NAND memories, while NOR memories are
mainly used in embedded con�gurations.

1.1.4 The NOR scaling issues

The continuous shrinking of the device dimensions brings up signi�cant technologi-
cal problems when applied to planar bulk NOR memories. Indeed, in order to reduce
the gate length and have a good electrostatic control of the channel, the tunnel ox-
ide is thinned down, the e�ective substrate doping is increased and the source/drain
junction depths are decreased [Lu 2009]. However, unwanted gate leakage occur-
ring in the o�-state, due to bulk oxide defects, imposes a minimal SiO2 thickness of
around 8-9 nm [Song 2003], [Park 2004], [Servalli 2005] in order to keep the stored
electrons for a 10-year standard retention period. Hence, doping is the only way
to control short channel e�ects and especially avoid punch-through at high drain

Alban Zaka - Carrier Injection and Degradation Mechanisms in Advanced NOR
Flash Memories



6 Introduction

voltage. Indeed, whenever a cell is programmed, the other unselected cells sharing
the same bitline (c.f. Figure 1.1) should have a low leakage current. Thus, minimal
gate lengths of 120 nm with good punch-through characteristics down to 100 nm
[Servalli 2005] have been obtained after adopting aggressive channel and drain dop-
ing pro�les. Beside the electrostatic considerations, the optimization of such pro�les
is crucial to achieve good dynamic program performances in the CHE regime. A
∆Vth of 4-5 V should be reached in less then 1 µs when applying drain voltages of
around 4 V. In this sense, adopting steep channel/drain junctions goes in the right
direction. However, such junctions are more a�ected by the drain disturb, during
which band-to-band tunneling [Ielmini 2006] on unselected cells yields an unwanted
leakage current and a charge loss in the �oating gate. Furthermore, all the injected
carriers into the �oating during CHE or drain disturb phases give rise to oxide
degradation and thus must be minimized.

1.2 Scope of the thesis

The joint study of all the previously cited phenomena is a complex task. First, a
good 2D/3D description of device electrostatics is required. Then, various models
governing these phenomena should be available. In this context, Technology Com-
puter Aided Design (TCAD) provides the necessary environment allowing the study
of all these aspects and can give valuable insight for device optimization. The cen-
tral and starting point of NOR memory optimization concerns CHE during program
operation. However, several limits of traditional TCAD injection models (Fiegna
Model FM [Fiegna 1991] and the Lucky Electron Model LEM [Hasnat 1997]) have
been underlined [Fischetti 1995]. Their predictivity is thus questionable. In the
meanwhile, the Monte Carlo (MC) method has been established and accepted as
an accurate reference for hot carrier injection problems [Bude 2000], [Ghetti 2003],
[Palestri 2006]. Indeed, it properly simulates carrier transport by accounting for
the relevant scattering mechanisms in the full band structure of silicon. Unfortu-
nately, such approach is still computationally expensive and is hardly applicable for
every-day use in industry. The choice of the modeling approach thus depends on the
trade-o� between accuracy and computational burden. In this sense, the Spherical
Harmonics Expansion (SHE) method has been recently re-considered and presented
as a good candidate to solve this dilemma [Hong 2010], [Jin 2011]. However, an in-
depth evaluation of such method and its applicability on state-of-the-art memories
has not yet been performed. In particular, the electron-electron scattering e�ect
needs to be evaluated in the context of constant reduction of operating voltages.

The assessment of all these models requires adopting a combined micro- and
a macroscopic scale approach, respectively represented by the carrier distribution
function and the terminal currents. Accurate experiments and a rigorous procedure
for comparison with them is needed for such an evaluation. It should be �rst veri�ed
that the cell electrostatics is well reproduced before measuring the injection current.
The measurement of the small gate currents is a delicate procedure and an estimation
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of the associated errors should accompany the results. Therefore, the cell and its
equivalent transistor are commonly employed. Finally, the same mixed approach
(experimental and simulation, cell and test structure) should be as well adopted for
the drain disturb and degradation phenomena in which small amounts of carriers
have a considerable impact on the device performances.

The scope of this thesis is to investigate the hot carrier injection into the �oating
gate of Flash memory cells and some of the associated degradation mechanisms
from a simulation and an experimental perspective. The simulation studies of the
following pages rely on the guiding principle that a proper microscopic transport
description is the �rst step in order to obtain sound macroscopic quantities. For
this reason, much of the simulation work will be around the evaluation of the carrier
energy distribution function as a function of the position, length and bias. Various
device-level simulation approaches will be employed, benchmarked and developed
in this thesis in the objective of calculating an accurate distribution function. At
the same time, extensive characterization, including di�erent kinds of measurements,
will be employed to evaluate the hot carrier injection and the associated degradation
as well as to assess the model predictions for the Flash cell or in simpli�ed test
structures.

1.3 Organization of the thesis

The results of this thesis have been condensed in four chapters whose content is
brie�y summerized in the following.

• Chapter 2 will present the hot electron injection models currently available in
the TCAD environment: FM, LEM and SHE. Extensive comparisons with a
reference Monte Carlo simulator will be given for the main �gures of merit
of the injection regime such as the distribution function and the gate current
density along the channel as well as the injection e�ciency. These comparisons
will quantify the accuracy of each approach.

• Chapter 3 will introduce a new 1D semi-analytic model able to reproduce the
electron distribution functions along the channel for various device lengths
and bias conditions. The insight provided by the previous chapter will reveal
particularly useful in developing a �exible and e�cient approach which allows
to study the impact of the most relevant hot carrier scattering mechanisms
and band structure aspects. Hence, this chapter will discuss the role of each
of the inelastic electron-phonon and electron-electron scattering, the impact
ionization processes as well as the impact of the band structure through the
extensive comparisons with rigorous Monte Carlo simulations.

• Chapter 4 will present an experimental study of CHE injection during the
program operation and a subsequent comparison with the results obtained
from the Monte Carlo, the Spherical Harmonics Expansion method and the
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new semi-analytic model. Static and dynamic measurements have been ex-
tensively applied to asses the validity extent of these models in a broad range
of gate lengths and bias con�gurations using a 65 nm technology. The last
part of this chapter will be devoted to the introduction, the analysis and the
optimization of the hot hole injection phenomena occurring during the drain
disturb phase.

• Chapter 5 will �nally present an analysis of the endurance characteristics
degradation due to oxide defects and a modeling approach for the generation
of the interface states as an important component of the oxide defects. First,
the observed reduction of the programming window during cycling has been
experimentally investigated with the purpose of separating the impact of the
defects on each of the program, erase and read phases. Then, the precise
knowledge of the distribution function has been coupled to a microscopic model
for interface defect generation such as to provide a global framework able
to reproduce the defects' density along the channel and their impact on the
macroscopic transport parameters.
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Chapter 2

Comparison between hot carrier

injection models

The modeling of hot carrier e�ects in semiconductor devices has been a constant
concern since the development of the bipolar transistor in the second half of the
previous century. Various modeling groups have tackled this issue under di�erent
assumptions resulting today in many available methodologies. Some of the latter
have been progressively integrated into Technology Computer Aided Design (TCAD)
tools which are commonly used to predict and optimize device performances in
industry. The usefulness of each approach depends on the compromise resulting
from the balance between the required degree of physical insight and computational
burden.

Thus, within the context of the development of advanced embedded non-volatile
memories, the hot electron injection models presently available in TCAD are inves-
tigated in this chapter. The scope of this analysis is two-fold. On one hand, the
Lucky Electron Model, the Fiegna Model and the recently implemented Spherical
Harmonics method are systematically compared to a well-established rigorous Monte
Carlo simulations, taken as a reference throughout this work in order to determine
the extent of validity of each model. On the other hand, this evaluation procedure
sheds light on the physical reasons of failure or success for each method. Grasping
the most important ingredients for an accurate modeling of hot carrier injection will
turn out to be particularly useful in the next chapter.

This chapter is organized in three sections. The general framework of hot carrier
models, including the band structure and the scattering mechanisms, is �rst pre-
sented in Section 2.1. The main assumptions and features of the models are then
brie�y introduced in Section2.2, before eventually comparing them under homoge-
neous and device conditions in Section 2.3.
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2.1 Modeling Framework

This section aims to give the de�nitions of the main physical quantities involved
in the modeling procedure, valid throughout this thesis. The framework of the hot
carrier modeling is based on a semi-classical approach which main equation is �rst
introduced in subsection 2.1.1. The fundamental ingredients of this equation include
the band structure and the scattering mechanisms which are respectively treated in
the following subsections 2.1.2 and 2.1.3. The notations and quantities de�ned in
this section will be valid throughout the other chapters.

2.1.1 The Boltzmann Transport Equation

The carrier transport in silicon has been widely described under the semi-classical
approximation governed by the Boltzmann Transport Equation (BTE):

time term︷ ︸︸ ︷
∂f
(
~r,~k, t

)
∂t

+

diffusion term︷ ︸︸ ︷
~v · ~∇~rf

(
~r,~k, t

)
−

drift term︷ ︸︸ ︷
q ~E

~
· ~∇~kf

(
~r,~k, t

)
=

−
∫ (

1− f
(
~r, ~k′, t

))
S
(
~r,~k, ~k′

)
f
(
~r,~k, t

)
d~k′︸ ︷︷ ︸

out−scattering term

+

∫ (
1− f

(
~r,~k, t

))
S
(
~r, ~k′,~k

)
f
(
~r, ~k′, t

)
d~k′︸ ︷︷ ︸

in−scattering term

(2.1)

The BTE is a conservation equation which can be derived after considering the
incoming and outgoing carrier �uxes in the phase space [Lundstrom 2000]. This
involves seven variables: x, y, z (assembled in ~r: the real space position), kx, ky, kz
(assembled in ~k: the momentum space position) and the time t. The unknown of
the equation is the probability function f(~r,~k, t), which represents the probability
to �nd a carrier at a position ~r with a momentum ~k at a time t. The quantities ~E,
q and ~ are the electric �eld, the positive electron charge and the reduced Planck's
constant, respectively, while ~v is the carrier group velocity de�ned as:

~v =
1

~
~∇~kε(~k) (2.2)

with ε(~k) being the dispersion relation (subsection 2.1.2). Finally, S(~r, ~k′,~k)

represents the transition rate for a carrier to instantaneously change its momentum
from ~k′ to ~k at the position ~r.

The solution of Equation 2.1 provides the probability function f , which contains
the relevant information of the carriers in the semiconductor. For instance the
carriers concentration and the carriers mean velocity can be calculated by:
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n(~r) =
2

(2π)3

∫
f(~r,~k)d~k (2.3)

v̄(~r) =
1

n(~r)

2

(2π)3

∫
1

~
~∇~kε(~k)f(~r,~k)d~k (2.4)

However, solving the BTE is not an easy task because it is a non-linear integro-
di�erential equation which includes a great number of variables. The non-linearities
are introduced by the Pauli exclusion principle ( [1 − f ] term) and the calculation
of some of the transition rate which require the preliminary knowledge of the prob-
ability function (e.g. carrier-carrier scattering). In most of the cases, a linear BTE
neglecting both dependencies is used. This can further serve as a starting point for
the solution of the non-linear equation [Jungemann 2003].

Section 2.2 brie�y introduces some of the methods which are commonly used to
solve the linear BTE. Although in some cases it is possible to explicitly consider
the three momentum space components (Subsection 2.2.1), the probability func-
tion is generally plotted and analyzed as a function of the total energy f(ε), after
a summation over all the momentum directions. The latter approach is followed
throughout this work accompanied with additional considerations on the isotropy
of the probability function.

2.1.2 Band structure

The band structure is the relation between the momentum ~k values and the en-
ergy ε inside the elementary cell of the reciprocal space, called the First Brillouin
Zone (FBZ). The dispersion relation ε(~k) inherently de�nes the electronic prop-
erties of the material. The calculation of the band structure requires solving the
Hamiltonian of the system. In the electronic community, this is mainly performed
using semi-empirical methods such as the Empirical Pseudopotential Method (EPM)
[Chelikowsky 1976], the k.p method [Cardona 1966] and the tight binding method
[Jancu 1998]. A comprehensive review of the methods and application to relevant
semiconductor materials can be found in [Esseni 2011], [Rideau 2011]. Figure 2.1a
reports the silicon full band structure for electrons along the main symmetry axes
of the irreducible wedge in the FBZ.

Knowing the dispersion relation, the density of states can be calculated by:

g(ε) =
2

(2π)3

∫
δ
(
ε− ε(~k)

)
d~k (2.5)

In addition, the knowledge of the probability function and the density of state,
allows to calculate the distribution function of the carriers as:

n(~r, ε) = f(~r, ε) · g(ε) (2.6)

The EPM calculation yields a numerical multi-branch conduction band (Fig-
ure 2.1a). However, near the equilibrium conditions, most of the carriers occupy the
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Figure 2.1: a. Silicon full band structure along the main high symmetry axes of
the irreducible wedge, calculated with EPM method. b. Density of states obtained
after the full band, the parabolic and the non-parabolic band structures, the latter
including only the ∆ valleys.

lowest available energies which show a local minimum situated at k0x = 0.85.2π/a0

in the ∆ direction, with a0 being the silicon lattice parameter equal to 5.43 Å. From
the symmetries of the silicon crystal, six minima, called ∆ valleys, are present in the
FBZ, situated at (±0.85, 0, 0) · 2π/a0, (0,±0.85, 0) · 2π/a0, (0, 0,±0.85) · 2π/a0. At
these positions, the band structure can be locally approximated by ellipsoids which
main axes are related to the transport masses mx,my,mz in the principal kx, ky, kz
directions:

ε− ε0 =
~2

2

[
(kx − k0x)2

mx
+

(ky − k0y)
2

my
+

(kz − k0z)
2

mz

]
(2.7)

where k0x, k0y, k0z and ε0 are the coordinates of a given minimum and its
associated energy. As the ellipsoids show an axial symmetry around the main valley
direction, only two masses, respectively the longitudinal ml and the transverse mt,
are enough to characterize the ellipsoid. For instance, for a ∆ valley situated at
(0.85, 0, 0), mx = ml = 0.919m0 and my = mz = mt = 0.190m0, with m0 being the
electron mass.

This approximation, also called Parabolic Bands Approximation, has been widely
employed for modeling and simulation purposes. It indeed provides a simple ana-
lytical dispersion relation which is very useful for low energy electronic transport.
However, at higher energies this approximation shows increased discrepancies with
the full band structure calculated by EPM. The non parabolicity e�ects are usually
modeled at �rst order by introducing a correction:
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(ε− ε0) [1 + α(ε− ε0)] =
~2

2

[
(kx − k0x)2

mx
+

(ky − k0y)
2

my
+

(kz − k0z)
2

mz

]
(2.8)

with α being the non parabolicity factor, usally equal to 0.5 eV−1 [Kane 1957] in
silicon. Figure 2.2 compares the analytical expressions 2.7, 2.8 with the numerical
full band structure along the three main high symmetry axes of the irreducible edge.
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Figure 2.2: Full-Band, Parabolic and Non-Parabolic band structures represented
along high symmetry paths of the Brillouin zone. The analytical expressions include
all the ∆ valley conduction bands up to 10 eV.

Both analytic expressions integrate the �rst 24 conduction bands coming from
the ∆ valleys of the FBZ and of the �rst adjacent cells (equivalent to band-folding).
The obtained DOS is compared to the full band description on Figure 2.1b. Signi�-
cant di�erences with the full band structure can be seen especially at high energies.
All the presented bands will be used throughout this chapter and the following one.

2.1.3 Scattering mechanisms

The electrons in the conduction band continuously scatter with di�erent entities in
the device. In the semi-classical model, all scatterings are considered instantaneous
and localized in real space. They modify the electrons momentum and energy ac-
cording to the interaction type. While the e�ects of the most relevant interactions
are given in this paragraph, the details of the calculation procedure for the scattering
rates can be found in [Jacoboni 1983], [Lundstrom 2000], [Esseni 2011].

The transition rate S(~k, ~k′) refers to the probability per unit time for a car-
rier to change its momentum from ~k to ~k′. The computation of this quantity for
di�erent mechanisms is performed using the Fermi Golden Rule and is discussed in
[Esseni 2011], for example. For practical purposes, it is important to de�ne the prob-
ability for a carrier to scatter from ~k to any other momentum state. This quantity is
called the scattering rate or equivalently the relaxation rate and is mathematically
formulated as:

S(ε) =
1

τ(ε)
=

1

(2π)3

∫
S(~k, ~k′)d~k′ (2.9)
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Phonon Scattering

Phonons are particles representing the crystal lattice oscillations. They are one
of the most important sources of scattering in electron devices. Due to the pres-
ence of two atoms of silicon per lattice unit cell, three acoustic and three optical

phonon branches are present. Each of the branches is divided into one longitudinal
and two degenerate transverse modes, whose dispersion relations can be found in
[Kittel 1986]. Although the e�ects of the phonons are always referenced with re-
spect to the bottom of the six ∆ valleys (�rst conduction band), the transitions and
selection rules are applied for all energies of all ∆ valleys of the FBZ. In particular,
two transition types are often distinguished:

• intra-valley transition : the electron remains in the same valley after the scat-
tering. Due to selection rules, the transitions concerning the ∆ valleys are
assisted only by acoustic phonons [Esseni 2011]. In this case, the exchanged
phonon momentum and energy is small [Lundstrom 2000], [Esseni 2011], hence
at room temperature this transition is considered elastic (no energy relax-
ation).

• inter-valley transition : the scattering moves the electron either in the opposite
∆ valley of the same axis or in one of the other ∆ valleys ((g-type and f -type
transitions, respectively, schematized in Figure 2.3). This transition can be
assisted by either acoustic or optical phonons. The exchanged energies are in
the order of the thermal energy and thus the transition is considered inelastic,
through phonon emission or absorption.

g-type

f-type

Figure 2.3: Schematic representation of the 6 ∆ valleys in silicon and the associated
f - and g-type intervalley transitions due to phonon scattering.

Under the isotropic approximation, a single e�ective coupling constant, also
called deformation potential, is used to characterize the strength of the electron-
phonon interaction. A deformation potential of Dac = 8.7 eV is used for the
intra-valley transitions. Table 2.1 summerizes the deformation potentials and the
exchanged energies for the inter-valley transitions after [Jacoboni 1983].

Finally, the scattering rates of both intra- and inter-valley transitions can be
written as:
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Transition Phonon Energy Def.Pot (D)
[meV] [108 eV/cm]

inter-valley

TA-g 12 0.5
LA-g 18.5 0.8
LO-g 61.2 11
TA-f 19 0.3
LA-f 47.4 2
LO-f 59 2

Table 2.1: The energy and the deformation potential of the phonons participating
in the inter-valley transitions. The values are after [Jacoboni 1983]

S(ε)intra =
1

τ(ε)intra
=

4π2kBT

hρv2
s

D2
ac · g(ε) (2.10)

S(ε)in.em =
1

τ(ε)in.em
=
h(Nop + 1)

2ρεin
D2
in · g(ε− εin) (2.11)

S(ε)in.ab =
1

τ(ε)in.ab
=
hNop

2ρεin
D2
in · g(ε+ εin) (2.12)

ρ and vs are the mass density and the sound velocity in silicon, while h, kB, T bear
their usual meaning. Dac and Din are the elastic acoustic and inter-valley deforma-
tion potentials, the latter being split into emission (em index) and absorption (ab
index) processes with an energy exchange of εin. g is the electron density of states
while Nop is the phonon number de�ned as 1/ [exp (ε/kBT )− 1]. These expressions
show that the density of states plays a crucial role in determining the electron-
phonon scattering rate, thus reinforcing the need to account for an accurate band
structure. From Table 2.1, it can be seen that the g-type longitudinal optical phonon
has the strongest deformation potential. Therefore, considering the quadratic de-
pendence of the scattering rate on the latter, the LO-g phonon strongly determines
the inter-valley transitions. Hence, in the following, the inelastic transitions will be
associated to the optical phonons.

Impact Ionization

Impact ionization is another important scattering mechanism mainly a�ecting the
high energy carriers. This process consists in a Coulomb interaction between an
electron in the conduction band, called the primary electron, and another electron of
the valence band, called the secondary electron, which results in the promotion of the
latter in the conduction band and the generation of a secondary hole in the valence
band. This endothermic process is triggered by the primary electron having an
energy εPRIM higher than a given threshold. The energy threshold depends on the
carrier momentum [Bude 1992],[Sano 1994], thus making the process anisotropic.
However, it has been already shown that isotropic scattering rates, averaged over all
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momenta having the same energy, well reproduce experimental data [Cartier 1993]
with a threshold value close to the silicon band gap (εgSi = 1.12eV ). Thus, it
seems plausible that the anisotropy of the II process is hidden by electron-phonon
scatterings which e�ciently randomize the distribution function especially at high
electron energies [Fischetti 1995].

Traditionally, the isotropic energy-dependent scattering rate have been provided
either by the calculation of the scattering matrix elements [Kane 1967], [Bude 1992]
or by empirical Keldysh-type expressions adjusted on experimental or simulation
data [Thoma 1991], [Cartier 1993], [Kamakura 1994], [Jungemann 1996a].

Carrier-carrier scattering concerns the collision between two carriers and its
main e�ect is the enhancement of the hot energy tail [Childs 1996], [Ghetti 1996],
[Abramo 1996], [Fischer 1997], [Ghetti 2002], [Fixel 2008]. The energy-exchange be-
tween both carriers is a function of their initial momenta. Therefore, this process is
inelastic and anisotropic. This mechanism becomes increasingly important with in-
creased carrier concentration [Ferry 1999], thus particularly degrading the reliability
of short-channel devices [La Rosa 2007].

Ionized impurity scattering is another mechanism a�ecting the carriers in
the presence of external dopants in the silicon lattice. This interaction is gen-
erally considered elastic and anisotropic, mostly a�ecting the low-energy carriers
[Lundstrom 2000].

Surface roughness scattering takes place at material interfaces, such as the
Si/SiO2 interface in a MOSFET device. It is considered an elastic and anisotropic
process which impact is increasingly important towards strong inversion conditions.

2.2 Models description

The introduction of the most important quantities in the previous section opens
the way to the presentation of the most widely used approaches to solve the BTE.
The short summaries of the Monte Carlo approach in subsection 2.2.1 and of the
TCAD-available models, namely the Lucky Electron Model, the Fiegna Model and
the Spherical Harmonics Expansion method, respectively in subsections 2.2.2, 2.2.3
and 2.2.4, attempt to provide the most important features of these models. Exten-
sive reading on the latter can be found in the proposed references.

2.2.1 The Monte Carlo approach

The Monte Carlo (MC) method is a stochastical approach to solve the BTE which
involves the simulation and the monitoring of the trajectory of a large number of
carriers. The trajectory of a carrier is composed of free-�ight sequences, governed by
the Newton's laws of motion and of scattering events described by quantum mechan-
ical laws. The statistics gathered throughout the simulation allows to estimate the
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probability function, the accuracy of which depends on the number of simulated car-
riers and on the simulation time. The carriers are simulated either simultaneously,
giving rise to the so-called Ensemble MC [Fischetti 1988], or in sequence, leading
to Single Particle MC [Bu�er 2000]. Excellent descriptions of the methods and a
wide range of applications can be found in [Lundstrom 2000], [Jungemann 2003],
[Esseni 2011].

A �rst comprehensive review of the MC method for electron devices is given
in [Jacoboni 1983]. The main inputs for the MC-based transport solvers are the
band structure and the scattering rates in the semiconductor. The accurate study
of the high-energy transport is made possible by the inclusion of the full-band struc-
ture which has a considerable impact on the DOS at high energy and consequently on
the electron-phonon scattering rates [Tang 1983], [Fischetti 1988] (c.f. Section 2.1).
The relevance of the latter rates together with the impact ionization rates is veri�ed
on various indicators of the carriers heating such as the velocity-�eld characteristics
at low �elds (< 104V cm−1), the impact ionization coe�cient vs. electric �eld and
quantum yield vs. energy characteristics at high �elds [Jungemann 2003]. Along-
side these processes, carrier-carrier interactions and scatterings with ionized impu-
rities need to be also included in the Full Band Monte Carlo (FBMC) simulations
[Fischetti 1995].

The stochastic nature of the approach is conferred by the random choice of the
free-�ight duration, the scattering mechanism and the state after the scattering,
all random choices being renewed at each time interval. The statistics at each
time interval, which is a subdivision of the total simulation time, are collected
either before the scattering [Jacoboni 1983] or at �xed time intervals [Fischetti 1988],
depending on the approach. The MC is run independently for each bias condition;
the starting point is often given by a hydrodynamic (HD) simulation which provides
the initial guess for the potential and carrier density pro�le. The MC simulations
can be further coupled with the Poisson equation to obtain Self Consistent (SC)
simulations or on the contrary leading to Non Self Consistent (NSC) simulations
which use the initial HD potential pro�le throughout the whole simulation time.

The ensemble MC used throughout this work [Palestri 2006] contains all the
above-cited ingredients and will be considered as a reference in the following com-
parisons (c.f. subsection 2.3). In these simulations, the gate current is calculated
as:

Ig(x) =
∑
i

qwiT
(
εi⊥, x

)
∆t

(2.13)

where i represents the particles hitting the interface at the x position during the
time interval ∆t with a statistical weight wi. T

(
εi⊥, x

)
is the tunneling probability

of a given particle hitting the interface with a given perpendicular energy ε⊥. T

is calculated using the transfer matrix approach [Ando 1987]. However, de�ning a
perpendicular energy in a full-band structure is not an obvious task [Bu�er 2005].
Throughout this thesis, the perpendicular energy in MC has been calculated by:
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ε⊥ = εtot −
~2k2
‖

2mins
(2.14)

This expression accounts for parallel momentum conservation at the interface
[Fischetti 1995], where mins = 0.5m0 is the electronic mass inside the oxide (in
agreement with [Stadele 2003] for thick oxides), k‖ is the parallel wave-vector re-
ferred to the Γ point and εtot is the particle's total energy with respect to the nearest
conduction band minimum. Furthermore, barrier lowering due to image force has
been also accounted for. It ought to be mentioned that Equation 2.14 and the
expression proposed in [Bu�er 2005] lead essentially to the same result [Jin 2009].

Finally, when calculating Ig, an adequate number of hot carriers should be avail-
able in order to obtain reliable results. However, the scattering processes tend to
cool the carriers down, thus diminishing the hot carrier tail. As a consequence,
statistical enhancement schemes are frequently employed to repopulate the high
energy tail. In this work, the particles' weight in a given real space volume is peri-
odically modi�ed in order to obtain the same number of particles in all energy bins
[Esseni 2011].

2.2.2 The Lucky Electron Model

The Lucky Electron Model (LEM), named after the pioneering work of Shock-
ley [Shockley 1961], designates a family of probabilistic approaches aiming to model
the substrate and the gate current. Shockley estimated the probability P for a
carrier to travel a distance d without being subject to scattering, as:

P = exp (−d/λ) = exp (−ε/(qEλ)) (2.15)

This equation can also be interpreted as the probability to gain an energy
ε under the e�ect of a constant electric �eld E without scattering. Here, λ is
the mean-free-path (MFP) between two consecutive interactions. As pointed out
in [Shockley 1961], [Bara� 1964], this equation is valid under low-�eld conditions
for electrons starting to accelerate from the bottom of the conduction band and
consequently become hot electrons. The lucky electrons which gain an energy ε

without scattering give rise to anisotropic distribution function at the considered
energy as the carriers having scattered in the meanwhile are not included in the
calculation [Jungemann 1996b]. In this 1D real space phenomenological approach,
the band structure e�ects have been neglected.

During the '80, a LEM-based model for gate current (Ig) calculation in a 2D
MOSFET structure has been proposed [Hu 1979], [Tam 1982], [Tam 1984], [Hu 1985].
It involves the probability for a carrier to gain enough kinetic energy while travelling
from source to drain (P1), the probability for the carrier to be redirected towards
the Si/SiO2 interface (P2) and reach it without scattering (P3) and the probability
to overcome the oxide scattering-free (P4). The succession of these four probabilistic
events is depicted in Figure 2.4.
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Figure 2.4: The sequence of four probabilistic events (P1 to P4) considered for
electron injection into the gate [Tam 1984],[Hasnat 1996].

P1, P3 and P4 are directly given from Equation 2.15, with λ representing the
MFP of the inelastic collisions in the silicon for P1 and P3, and in the Oxide for
P4. P2 bears instead the projection of the momentum in the normal-to-the-interface
direction after a momentum-redirecting elastic collision:

P2 =
1

2λr
·

(
1−

√
ΦB

ε

)
(2.16)

with λr and ΦB being the MFP of the elastic collision and the Si/SiO2 barrier
height as shown on Figure 2.4. The gate current is then given by:

Ig =

∫∫
L,W

dx dy

∞∫
ΦB

Jn(x, y)P1P2P3P4 dε (2.17)

In this equation, Jn(x, y) represents the channel current density at a given (x, y)

position, while L and W are the device length and width, respectively. The lower
integration bound, ΦB, accounts for the classical image-force lowering e�ect and
neglects the tunneling processes.

The merit of this expression is to allow for a rapid and e�cient calculation of
the gate current. However, its evaluation is based on constant MFPs which have
been extracted under di�erent 1D transport setups [Bartelink 1963], [Bara� 1964],
[Crowell 1966], [Verwey 1975], [Ning 1977], [Cottrell 1979] using Equation 2.15. As
the energy dependence of the mean free path is not accounted for [Goldsman 1990],
it has been merely considered as a �tting parameter [Fischetti 1995]. An anal-
ogy between Equation 2.15 and the heated Maxwellian distribution was then pro-
posed [Goldsman 1990], based on their similar exponential dependence. Further-
more, Equation 2.17 makes use of local values of the lateral electric �eld which
implies that the carriers are in equilibrium with the �eld. In the present simu-
lators [Synopsys 2010], the LEM-version by [Hasnat 1996] has been retained and
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implemented.
However, there have been alternative LEM-based approaches. For instance,

Meinerzhagen [Meinerzhagen 1988] applied the Shockley's expression by assuming
that carriers move along the �eld lines which potential drop determines the to-
tal available kinetic energy. Troutman's approach [Troutman 1978] on the other
hand, introduced an original way of treating the scattered carriers which can still
contribute to the gate current contrarily to the retained LEM. However, all the con-
sidered approaches make use of the local �eld, potential or mean energy and do not
explicitly consider the carrier history.

2.2.3 The Fiegna Model

The Fiegna Model (FM)[Fiegna 1991] is an analytical approach to model the hot
carrier injection into the gate. The model has been proposed following an analytical
solution of the BTE obtained under homogeneous conditions [Cassi 1990]. Cassi and
Ricco derived a closed-form expression for the probability function after neglecting
the di�usion term in the stationary BTE expression and considering the emission of
inelastic optical phonons as the only energy-loss mechanism.

Introducing a new non-parabolic dispersion relation,

~2k2

2m
= aεb (2.18)

where a and b are adjusted to best match the Kane's non-parabolic expression
in di�erent energy ranges, the obtained probability function �nally obtained is:

f(ε) ∝ exp

(
−κ ε3

E1.5

)
(2.19)

In this expression, the electric �eld (E ) dependence (the 1.5 exponent) is adjusted
after MC simulations in a homogeneous silicon slab, while κ accounts for the strength
of the optical phonons and the band-structure e�ects. For practical purposes, κ is
considered as a �tting parameter as already shown in [Fischetti 1995], [Zaka 2010]
and used in [Zaka 2011].

Using the above probability function, Fiegna [Fiegna 1991] proposed to calculate
the gate current as:

Ig = q

∫∫
L,W

dx dy

∞∫
ΦB

f(ε)g(ε)v⊥(ε) dε (2.20)

where g and v⊥ are the density of states and the normal-to-the-interface velocity,
respectively. Both quantities are readily derived from the dispersion relation given
in Equation 2.18. The image-force lowering e�ect has been considered in the ΦB

value. Similarly to the LEM approach (subsection 2.2.2), the gate current features
a dependence on the local value of the electric �eld introduced by Equation 2.19.
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The analytic solution of the BTE (Equation 2.1) has been the object of many
works in the previous decades. These attempts often introduce approximations
which restrict the �eld of applicability of the obtained probability function. In the
same spirit of this approach, many authors have proposed similar [Goldsman 1988],
[Hasnat 1997] and generalized [Sonoda 1996],[Grasser 2002] analytic closed-form ex-
pressions for the probability function. A short review of these methods can be found
in [Grasser 2002]. The dependence on the e�ective �eld or the mean carrier energy
in each method inevitably introduces other �tting parameters.

2.2.4 The Spherical Harmonics Expansion method

An alternative method for the solution of the BTE involves its projection in a spher-
ical harmonics basis which reduces the dimensionality of the problem. The spherical
and orthogonal harmonics form a complete set of normalized functions [Arfken 2005]
thus enabling to expand the probability function for a constant wave-vector modu-
lus:

f
(
~r,~k, t

)
=
∞∑
l=0

l∑
m=−l

fml (~r, k, t)Y m
l (θ, φ) (2.21)

The spherical harmonics Y m
l (θ, φ) of degree l and order m express the angular

dependence of the distribution function in the momentum space via θ and φ. The
objective of the approach is to �nd the coe�cients fml (~r, k, t). This is achieved
by projecting the BTE in each of the basis functions resulting in a set of coupled
di�erential equations [Ventura 1992], [Hennacy 1995]. The in�nite set of equations
is �nally truncated at a given order.

One of the �rst attempts to use this approach dates back to the '60 [Bara� 1964],
where the author used the Legendre polynomials, truncated at the 1st order, as a spe-
cial case of spherical harmonics involving a single angle dependence. The projection
was generalized by Hennacy for both Legendre and spherical harmonics functions
[Hennacy 1993], [Hennacy 1995] for an in�nite number of functions and then applied
to homogeneous silicon material (di�usion term neglected). The �rst application to
a realistic 2D MOSFET device was performed using a 1st order truncation to cal-
culate the probability function along the channel [Ventura 1992], [Gnudi 1993]. An
important requirement of this projection is the spherical symmetry of the dispersion
relation. In fact, the above-cited references have used a many-band isotropic disper-
sion relation [Brunetti 1989], composed of parabolic and non-parabolic branches.

Vecchi [Vecchi 1998] proposed a Full-Band version of the approach by incorpo-
rating the DOS and the velocity calculated after the full-band description of silicon.
This was indeed possible as the truncation at the 1st order generates a second-order
di�erential equation where both the DOS and the velocity explicitly appear. This
is the version of the approach implemented in [Synopsys 2010]. The treatment of
the collision operator in the right-hand side of the BTE is also facilitated by this
choice as the major scattering mechanisms (phonon, impact ionization) are consid-
ered isotropic (no angle-dependence).
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The main application of this approach was to have an estimation of the hot
carrier population which can contribute to the gate current. This was done as a
post-processing step after solving a classical macroscopic transport model (DD or
HD). Assuming an isotropic distribution function, the gate current is thus given by
[Jin 2009]:

Ig = −qgv
2

∫∫
L,W

 ∞∫
0

f(ε)g(ε)v(ε)

1∫
0

T

(
ε− h3g(ε)v(ε)z

8πmins

)
dz dε

 dx dy (2.22)

with g, v and T being the DOS, the group velocity and the tunneling probability
while the gv represents the valley degeneracy factor.

The self-consistent solution of the BTE via this approach has gained momentum
in the very recent years due to the increase of the available computer memory. Nev-
ertheless, several improvements are still necessary for this method to be comparable
with the well-established MC approach. The necessity to account for direction-
dependent e�ects has led to consider anisotropic multi-valley bands [Hong 2010], or
directly the silicon full-band [Jin 2011]. Furthermore, it was shown that the 1st order
truncation is not accurate enough when the carriers transport becomes quasi bal-
listic. As the anisotropy increases, more SHE terms are needed [Jungemann 2006].
Therefore a generalization of the Vecchi's approach has been recently proposed by
including the full-band structure and high-order terms [Jin 2011].

2.3 Models benchmarking

In this section, the ability of the previously presented models to reproduce hot
carrier distributions is investigated. Subsection 2.3.1 presents such an evaluation in
a uniform structure, corresponding to the bulk material case, while subsection 2.3.2
compares the models in realistic device conditions looking at di�erent �gures of
merit. Finally, subsection 2.3.3 draws a summary of the models and highlights the
main ingredients for a proper transport description.

2.3.1 Homogeneous Case

In order to ensure a fair comparison between the approaches, the probability func-
tion f(ε, ~r) will be used for comparison instead of the distribution function n(ε, ~r).
This avoids additional discrepancies coming from the density of states. Furthermore,
as the approaches have di�erent degrees of approximations, the probabilities will be
plotted normalized to their integral over energy. Figure 2.5 compares the probabil-
ity functions obtained with the LEM [Hasnat 1996], FM [Fiegna 1991], Full-Band
SHE [Synopsys 2010] and Full-Band MC [Palestri 2006], for di�erent values of the
electric �eld. SHE and MC simulations are performed for a carrier concentration of
1016cm−3. The LEM and FM results have been obtained by setting the �eld value
in Equations 2.15 and 2.19 to 104, 105 and 3 · 105 V · cm−1. MC simulations are

Alban Zaka - Carrier Injection and Degradation Mechanisms in Advanced NOR
Flash Memories



Models benchmarking 25

performed on a uniform 1 − µm slab with periodic boundary conditions implying
that the carrier distribution reaching the right electrode is re-injected at the left one.
The result is a homogeneous carrier distribution throughout the slab. Instead, SHE
simulations are performed on a uniform 10−µm slab where equilibrium distribution
is imposed at the contacts (the carriers are thermalized). Although inhomogeneous
distributions are obtained throughout the slab, for a su�ciently long distance the
carriers will reach the equilibrium with the electric �eld. In this region, uniform
transport conditions hold, thus leading to results comparable directly to those of
the other methods.
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Figure 2.5: Probability functions simulated under di�erent uniform electric �elds
with the full-band Monte Carlo method (MC), the 1st order full-band Spherical
Harmonics Expansion of the Boltzmann Transport Equation method (SHE-BTE),
the Lucky Electron Model (LEM) and the Fiegna model. MC and SHE-BTE ap-
proaches include phonon scattering and impact ionization.

MC results of Figure 2.5 show that when the �eld increases from 104V · cm−1

to 3.105V · cm−1, the shape of the probability function becomes non-Maxwellian.
The LEM (Equation 2.15) has been adjusted to best capture the MC distributions
setting λ = 20nm. However, as the LEM features heated Maxwellian distributions
due to a constant mean free path assumption [Hasnat 1996], it cannot reproduce
the MC distributions at high �elds relevant for carrier injection. Instead, the FM,
which intrinsically shows a non-Maxwellian behaviour, much better agrees with
the MC results after adjusting the model parameter κ. The best agreement has
been obtained for κ = 5 · 107V 1.5(cm · eV )−1.5. It should be noticed that di�erently
from the MC or the SHE method, the inelastic phonon scattering and the impact
ionization processes are virtually included in a single �tting parameter for each of
the models.
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The best agreement with the MC has been reached by the SHE, con�rming the
results obtained by [Jin 2009]. The reasons for such an agreement rely on the incor-
poration of the full-band structure and on an accurate description of the scattering
mechanisms. Among the inelastic ones, SHE includes a single optical phonon with
an energy taken equal to 60 meV featuring the highest deformation potential D
of Table 2.1. This ensures that most of the inelastic phonon scatterings are be-
ing accounted for. Furthermore, it includes an isotropic impact ionization process
extracted after comparison with measurements [Jungemann 2003]. The scattering
rates of these mechanisms are given in Figure 2.6. The optical phonons rates are
calculated after equations 2.11 and 2.12, while the impact ionization rates for MC
are taken from [Bude 1992]. Figure 2.6 shows that very similar rates are used in
both simulators which justi�es the results of Figure 2.5. In addition to these mech-
anisms, electron-electron scattering (EES) should be further considered as it plays
an important role especially in device operation [Ghetti 1996]. This mechanism is
presently included only in the MC approach. Figure 2.7 reports the e�ect of EES
on the probability function for di�erent electric �elds and doping concentrations.
An increase of the high-energy tail due to the energy transfer between electrons
is observed at 105 V · cm−1. The tail increases with rising doping concentration,
con�rming the �ndings in [Childs 1996]. The EES e�ect is however not visible nei-
ther at low electric �elds (104 V · cm−1) where electrons are at equilibrium and no
excess energy exchange occurs between them, nor for very high �elds (106 V · cm−1)
where the important acceleration washes out the EES e�ect at high energies once
the carriers reach the equilibrium with the electric �eld. This observations is valid
for all the investigated free carrier concentrations.
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Figure 2.6: Optical phonon and impact ionization scattering rates used in the Full-
Band Monte Carlo (lines, black) and Spherical Harmonics Expansion (dashed, blue).

In order to better visualize the e�ect of EES, instead of using periodic boundary
conditions in the MC, thermalized carriers have been injected at the left side of the
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Figure 2.7: Occupation probability functions obtained with the full-band Monte
Carlo under di�erent uniform �eld conditions and doping concentrations. Solid
lines feature phonon scattering and impact ionization processes while dashed curves
additionally integrate electron-electron scatterings (EES) for di�erent electron con-
centrations. Coulomb scatterings with ionized impurities (ND = n) have been also
included.

slab and then let be accelerated by the constant �eld. Such a setup allows to follow
the establishment of equilibrium condition with the electric �eld. Such boundary
conditions have been already used in literature [Childs 1996], [Abramo 1996]. Fig-
ure 2.8 reports the EES e�ect at two di�erent positions of the slab.

At the beginning of the slab where the carriers are in out-of-equilibrium condi-
tions, the e�ect of the EES is highly visible. But as the carriers move in the slab
towards the other electrode under a constant �eld, they tend to reach the equilib-
rium condition: the result obtained near the end of the slab and the ones obtained
under periodic boundary conditions are essentially the same. At this point the e�ect
of EES has greatly diminished. Furthermore, after traveling this distance, the en-
ergy tail of the occupation probabilities becomes highly non-Maxwellian, as already
shown on Figure 2.5. Further details on out-of-equilibrium distributions are given
in the next subsection.
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Figure 2.8: Probability functions obtained with the full-band Monte Carlo in a ho-
mogeneous slab of length L = 1µm featuring a constant electric �eld of 105 V · cm−1.
The distributions at the contact, at 0.1 µm ·L and 0.9 µm ·L have been reported
when thermalizing contacts are used (label:Thermalization). The results of peri-
odic boundary conditions under the same �eld/doping conditions are also reported
(label:No Thermalization) for comparison.

2.3.2 Non-homogeneous Case

As pointed out by the literature [Fischetti 1995], [Hasnat 1996], [Zaka 2010]the LEM
and FM are based on the assumption of local equilibrium of the carrier distribution
with the electric �eld. Therefore, employing the LEM or FM in non-local conditions,
e.g. for short device with rapidly varying �eld, is highly questionable. In this section,
the ability of the FM and SHE to model hot carrier injection is thus evaluated in
non-homogeneous conditions in terms of distributions (paragraph 2.3.2.1) and gate
currents (paragraph 2.3.2.2).

2.3.2.1 Distributions and non-local correction

Two advanced eNVM technologies (Figure 2.9) have been used for this evaluation.
The �rst (resp. second) technology features a 180 nm (resp. 140 nm) gate length
(Lg), a 125 nm (resp. 100 nm) e�ective length (Leff ) and a 9.5 nm tunnel oxide
thickness (Tox). The considered devices also feature di�erent doping pro�les. The
critical zone where injection occurs is located around the channel/LDD junction.
Therefore our analysis will be focused on this area by choosing a position before the
channel/Drain junction (Figure 2.9) near the Si/SiO2 interface.

Figure 2.10 shows the probability functions obtained by Monte Carlo simulation

Alban Zaka - Carrier Injection and Degradation Mechanisms in Advanced NOR
Flash Memories



Models benchmarking 29
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Flash (2) 140 100 9.5

Figure 2.9: Main geometrical parameters of the simulated devices and their
schematic drawing.

and the one predicted by the FM using the local �eld value of 500 kV/cm which is
the electric �eld at the considered position in the simulated short channel device.
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Figure 2.10: Normalized probability functions obtained with Monte Carlo (MC)
simulation for the Flash(1) device at 20 nm from the drain. Homogeneous MC
(Hom.MC) and FM distributions are also reported for the local and e�ective �eld
values, respectively 500 kV/cm and 200 kV/cm.LEM has been omitted as the agree-
ment with the homogeneous case is weak. The drain voltage Vd is 4.2 V and the
�oating gate voltage Vfg is 4.7 V. A similar plot has been obtained for Flash (2).

It can be seen in Figure 2.10 that there is no agreement between the FM and the
MC (device condition) occupation probability function if the local �eld is used in the
FM. This clearly indicates that the FM, which is a local model, fails to reproduce the
non-locality of carrier transport consistently with the �ndings in [Fischetti 1995]. In
order to keep using the same formalism, the local �eld is replaced by an e�ective

�eld aiming to capture the non-local e�ects at 1st order. This methodology involves
results obtained under homogeneous conditions and is organized as follows:

1. The mean energy of the carriers (hereby referred to as inhomogeneous mean
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energy) is calculated as a function of the position in the device, either from
the MC distribution functions, the full HD transport model [Blotekjaer 1970]
or a simpli�ed HD model as the one proposed by Cook [Cook 1982].

2. From homogeneous MC simulations, the mean energy (hereby referred as ho-
mogeneous mean energy) is calculated as a function of the applied constant
�eld either analytically or numerically, as shown in Figure 2.11.

3. For a given position in the device (therefore a given mean energy), the e�ective
�eld is de�ned as the constant �eld simulated in step 2 which would lead to a
homogeneous mean energy equal to the non-homogeneous one at that position.
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Figure 2.11: Carrier mean energy as a function of the applied (uniform) �eld ob-
tained from the Full-Band MC simulator under uniform conditions [Palestri 2006] or
from the analytical expression from the steady-state hydrodynamic model available
in TCAD [Agostinelli 1994], [Synopsys 2010].

The validity of the e�ective �eld approach has been assessed by recalculating
the probability function obtained with the FM using the procedure described above
(leading to a Feff = 200 kV/cm instead of 500 kV/cm in this case). The results dis-
played in Figure 2.10 show that even if the e�ective �eld procedure indeed reduces
the di�erence between FM and device MC, the hot energy tail of the FM still over-
estimates the MC one. To investigate the origin of this discrepancy, the probability
function obtained by MC simulation in the homogeneous case (hereby denoted as
Hom.MC), using constant local �eld of 500 kV/cm and 200 kV/cm (e�ective �eld
case) are also shown in Figure 2.10. It can be seen that even the tail of the homo-
geneous MC probability function in the e�ective �eld condition overestimates the
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tail of the MC device (inhomogeneous) probability function. This di�erence illus-
trates the failure of the e�ective �eld correction procedure, and can be explained
as follows. In homogeneous conditions, only scatterings limit the electron heating.
On the contrary in the short device case, carrier heating is also limited by the �-
nite voltage drop. This explains the sharp high energy tail in the inhomogeneous
case. Thus, models based on local assumption of carrier transport cannot repro-
duce inhomogeneous probability functions, even when the e�ective �eld correction
is applied.

Di�erently from the local models, the comparison between the MC and SHE
probability functions, reported in Figure 2.12, shows that thanks to its intrinsically
non-local nature, the SHE captures well the high energy tail of the distribution
function. These conclusions have been con�rmed by performing the comparison at
two di�erent positions along the channel, before and after the channel/drain junc-
tion. In addition, Figures 2.12a and 2.12b report both SC and NSC MC simulations.
Although only NSC con�guration should be used when comparing MC to the other
models, it is interesting to notice that self consistency only slightly changes the
probability functions for the considered cells and biases, in agreement with previous
works [Jungemann 1996b], [Bude 2000], [Jungemann 2003].
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Figure 2.12: Occupation probability functions obtained with full-band Monte Carlo
(MC) and Spherical Harmonics Expansion (SHE BTE) for the Flash (1) device at
20 nm before the drain junction (a) and at 10 nm after the drain junction (b). MC
results are given for both Self Consistent (SC) and Non Self Consistent (NSC) cases.
The curves have been normalized to give the same carrier concentration. The drain
voltage Vd is 4.2 V and the �oating gate voltage Vfg is 4.7 V.

However, as already pointed out in 2.3.1, the SHE approach does not include
EES. The comparison with MC simulations in Figure 2.13 including such an inter-
action shows the enhanced high energy tail due to EES. As already shown in 2.3.1,
the e�ect is particularly important in inhomogeneous out-of-equilibrium conditions,
such as the ones inside the device under high drain voltage. The increased popu-
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lation of the high energies will contribute to enhance the gate current in the bias
con�gurations where either a repulsive vertical �eld is present (Vfg < Vd) or when
the drain voltage is about the same as the Si/SiO2 barrier height.
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Figure 2.13: Occupation probability functions obtained with full-band Monte Carlo
(MC) and Spherical Harmonics Expansion (SHE BTE) for the Flash (2) device at
15 nm before (a) and 10 nm after (b) the drain junction. MC results are given with
and without the inclusion of Electron-Electron Scattering (EES). The curves have
been normalized to give the same carrier concentration. The drain voltage Vd is 4.2
V and the �oating gate voltage Vfg is 4.5 V.

Finally, the impact of the band-structure is studied using the MC simulator.
Figure 2.14 shows the probability functions obtained after parabolic, non-parabolic
and full band description (c.f. subsection 2.1.2). Notice the enhanced hot carrier
population predicted by parabolic bands for both channel positions. Instead, the
non parabolic ones predict much closer results to the full band case. The results on
the gate current are shown in the next paragraph.

2.3.2.2 Gate current

The accuracy of the FM and SHE models is now evaluated in terms of gate current.
To this aim, the unit-less gate to drain current ratio, hereafter called the injection

e�ciency, is chosen as the indicator expressing the intrinsic properties of the cell.
The obtained results with FM, SHE and MC are compared in Figure 2.15 as a
function of the �oating gate voltage.

SC and NSC MC simulations are reported. The results di�er by less than a
factor of ≈ 2 (consistently with the very similar distributions for NSC and SC
simulations shown in Figure 2.12), thus showing little impact of self consistency
on our cells for the studied injection conditions. For the considered devices, which
have di�erent doping pro�les and junctions depths, self-consistency seems slightly
more important for the longest cell. However only NSC should be considered for
comparison with FM and SHE. The results show that the current ratio calculated
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Figure 2.14: Occupation probability function vs. kinetic energy obtained after self
consistent Monte Carlo simulations using a full band, a parabolic and a non parabolic
dispersion relation. The results are plotted for Positions 1 (a) and 2 (b) of Figure 2.9
for the Flash (2) device at Vd = 4.2 V and Vfg = 5 V.
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Figure 2.15: Injection e�ciency as a function of the �oating gate voltage obtained
by Monte Carlo (MC) simulations, the Fiegna Model and the Spherical Harmonics
Expansion method, at Vd = 4.2 V for Flash (1) and Flash (2) device (resp. 2.15a
and 2.15b). MC results are given for both Self Consistent (SC) and Non-Self Con-
sistent (NSC) cases. The Fiegna's κ-value giving a better agreement in terms of
injection e�ciency is di�erent with respect to the one used in Figures 2.5, 2.12 (κ =
9 · 107V 1.5(cm · eV )−1.5 in device conditions, κ = 5 · 107V 1.5(cm · eV )−1.5 for homo-
geneous ones).

with the FM, calibrated to reproduce MC simulation in the homogeneous case (i.e.
κ = 5 · 107V 1.5(cm · eV )−1.5, see Figure 2.5), does not reproduce the MC results.
However, a better agreement can be obtained by re�tting the model with κ =
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9 · 107m3/2eV −3/2 (Figure 2.15a), illustrating the �exibility of the FM approach.
Such �exibility is however a�ecting the results for a shorter device (Figure 2.15b), no
longer perfectly matching MC results. Therefore a technology dependent calibration
is needed for this model.

Regarding the SHE results, Figure 2.15 shows an overall good agreement with
the MC simulations at the investigates biases. The MC and SHE simulations have
been carried out including the image force e�ect and the parallel momentum con-
servation. Furthermore, in both approaches the same values for the energy barrier
and the tunneling masses are used. A further comparison between both approaches
is reported on Figure 2.16. Thus, despite the isotropic assumption made in the SHE
method concerning the distribution function, contrarily to the MC approach, a good
agreement has been obtained as a function of the gate length and drain bias without
any adjustment procedure (Figure 2.16).
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Figure 2.16: Injection e�ciency as a function of the �oating gate voltage obtained
by non-self consistent Monte Carlo (MC) simulations and the Spherical Harmonics
Expansion (SHE-BTE) method, at Vd = 4.2 V and 3.4 V for devices featuring
0.38µm and 1µm gate length (resp. 2.16a and 2.16b).

However, at low gate voltages (Vg < Vd) the agreement with MC is no longer
satisfactory (Figure 2.17). In this operating regime, the vertical �eld becomes repul-
sive for electrons and only those located in the high energy tail having a su�cient
energy can overcome the barrier. As already shown on Figures 2.8 and 2.13, such a
tail is highly enhanced by EES, which consequently increases the injection e�ciency.
A similar situation is found for drain voltages lower than the Si/SiO2 barrier. This
comparison shows that the SHE method lacks an important ingredient (i.e. EES)
at low voltages.

In addition, Figure 2.18 reports the impact of barrier lowering and parallel mo-
mentum conservation e�ects on the injection e�ciency. The barrier lowering (dashed
curve) increases the injection e�ciency particularly in the low voltage regime where
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Figure 2.17: Injection e�ciency as a function of the �oating gate voltage obtained
by non-self consistent Monte Carlo (MC) simulations and the Spherical Harmonics
Expansion (SHE) method for two drain voltages Vd=3.4 and 4.2 V, respectively
reported in a and b. MC simulations with and without Electron-Electron Scattering
(EES) have been shown, while SHE-BTE does not feature EES.
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Figure 2.18: Injection e�ciency as a function of the �oating gate voltage obtained
by non-self consistent Monte Carlo (MC) simulations and the Spherical Harmonics
Expansion (SHE-BTE) method. MC simulations with and without Barrier Lowering
(BL) and parallel Momentum Conservation (MoCo) are shown, while SHE-BTE
simulation includes both of them.

any barrier modi�cation leads to signi�cant di�erences due to the exponential high-
energy tail. When momentum conservation is not enforced (MC), the perpendicular
energy is estimated by [Bu�er 2005]:

Alban Zaka - Carrier Injection and Degradation Mechanisms in Advanced NOR
Flash Memories



36 Comparison between hot carrier injection models

ε⊥ = εtot ·
k2
⊥

k2
tot

(2.23)

where k⊥ and ktot are respectively the perpendicular and the total wave-vector
momentum of the particle at the interface, referred to the closest ∆ valley minimum.
Comparison with the case in which parallel momentum has been enforced (dot-
dashed curve) shows that the injection e�ciency is only slightly impacted. Both
e�ects are summed for the curves featuring symbols.

In addition to the above-mentioned ingredients the impact of the band struc-
ture on the injection e�ciency is also investigated. Figure 2.19 reports such ratio
obtained in the case of full-band, parabolic and non-parabolic bands at Vd = 4.2V .
A visible increase of the injection in the parabolic case is shown in agreement with
the enhanced carrier population at high energies (c.f. Figure 2.14). Closer results
are reported in the case of non-parabolic bands.
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Figure 2.19: Injection e�ciency vs. �oating gate voltage obtained after self con-
sistent Monte Carlo simulations using a full band, a parabolic and a non parabolic
dispersion relation for Flash (2) device at Vd = 4.2 V.

Finally, the gate current density along the channel is also an important �g-
ure of merit as it is relevant for MOSFET and Flash memory degradation models
[Doyle 1997], [La Rosa 2007]. Figure 2.20 therefore plots this quantity, obtained by
MC, SHE and FM for both Flash devices (see Figure 2.9). In Figure 2.20a it can
be seen that the non-local FM does not reproduce the sharp injection peak near
the junction due to the rapidly varying �eld and mean energy decrease in the LDD.
Therefore a higher (resp. lower) current density is predicted in the channel (resp.
LDD), although the peak-value can still be calibrated. On the other hand, the SHE
approach well captures the shape of the gate current density. The same trends have
been obtained for the Flash (2) device, as shown on Figure 2.20b.
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Figure 2.20: Gate current density as a function of the position along the channel,
obtained by Monte Carlo (MC) without EES, the Fiegna Model (with the new �tting
obtained on Figure 2.15) and the Spherical Harmonics (SHE BTE) method for the
Flash (2) and Flash (1) devices (resp. 2.20a and 2.20b) with Vd = 4.2 V and Vfg =
5 V.

2.3.3 Summary

Table 2.2 draws a condensed assessment of the general characteristics of the models
described in section 2.2 in view of the comparisons performed in section 2.3.

Model Band Scattering Transport Real CPU
Structure Mechanism Description Dimension

Monte Carlo Full Band Ph./II/EES Non-Local 2D 12h/bias
LEM Parabolic Ph./II: λ Local 2D/3D 0
Fiegna Non Parabolic Ph.: κ Local 2D/3D 0
SHE Iso. Full Band Ph./II Non-Local 2D/3D 1h/IgVg

Table 2.2: Classi�cation of the models under the main criteria discussed throughout
this chapter. Ph., II, CCS acronyms stand for Phonon, Impact Ionization and
Carrier-Carrier Scattering processes.

The Monte Carlo approach is the most complete one as it accounts for non-local
transport and proper treatment of the scattering mechanisms in a full band descrip-
tion. The computational time is its maim limitation, which also hampers its use in
3D structures. On the contrary, the computational time counts among the advan-
tages of the Fiegna and Lucky Electron Model, which show instead weaknesses for
a proper transport description due to their intrinsic local nature and the simpli�ed
treatment of the scattering. Finally, the SHE method contributes to bridge the
gap between Monte Carlo and the local models (Table 2.2), as it combines most of
the advantages of both approaches, in particular, the non-local description of the
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transport including phonon scattering and impact ionization, within a reasonable
simulation time. However, the lack of carrier-carrier scattering in the SHE method
makes it hardly usable for low voltage operating regimes.

2.4 Conclusions

This chapter has introduced the hot electron injection models commonly employed
to predict gate current in non-volatile memories. All the considered models fall
within a semi-classical modeling framework whose main ingredients, i.e. the band
structure and the scattering mechanisms, and the associated quantities have been
introduced in the �rst section. The de�nitions therein, valid throughout this the-
sis, has allowed to present the four investigated models, namely: the Monte Carlo
(MC) approach, the Lucky Electron Model (LEM), the Fiegna Model (FM) and
the Spherical Harmonics Expansion (SHE) method. The condensed description of
the second section has highlighted the important assumptions and the relevant re-
lations employed in each of these models which altogether o�er a large panel of
choices for eventually solving the Boltzmann Transport Equation. Thus, from ana-
lytic deterministic (FM) and probabilistic (LEM) to numerical deterministic (SHE)
and stochastic (MC) solutions, the choice will be made on the balance between the
required degree of physical insight and computational burden.

The last section of this chapter compares the results obtained from the above
models under homogeneous (constant �eld, in�nite material) and non-homogeneous
(varying �eld, device dimensions) conditions. Local models obtained under homo-
geneous conditions, such as FM and LEM, are commonly used for device simulation
by including an e�ective �eld correction. The investigation of the correction proce-
dure has shown that microscopic quantities, such as the distribution function and
the gate current density along the channel, are still inaccurately reproduced with
respect to the well-established MC reference. However, the �exibility of such mod-
els as well as their fast execution are clear assets which allow to easily adjust these
models with a technology node in terms of gate current. In addition, the bench-
marking procedure showed that the SHE and MC results were very close for all the
�elds, device lengths and bias con�gurations investigated in this work. The SHE
method is thus a very interesting approach as it o�ers a good description of carrier
transport within a limited simulation time. However, the SHE method does not
include the Electron-Electron Scattering (EES) mechanism which hampers the use
of the approach for low voltage operation conditions.

Finally, the comparison of these approaches has provided a valuable insight for
hot carrier transport modeling. Indeed, the inclusion of the full band structure, of
various energy-exchange mechanisms (such as inelastic phonons, impact ionization
and EES) and of the carrier path in the channel, is mandatory. Such considerations
are put in practice in the next chapter with the establishment of a semi-analytic
model.
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Chapter 3

Semi-analytic approach for hot

carrier modeling

The study of the widely used injection models in the previous chapter was not only
valuable to de�ne their ability to predict the gate current and its main features.
Indeed, it was shown that even the less physically-based models can be adjusted
in particular regimes of a given technology and yet not have solid physical basis.
More importantly, the confrontation of these models with more advanced and ac-
curate methods, has pointed out the most important mechanisms involved in these
phenomena. The previous chapter showed that the Monte Carlo and the Spherical
Harmonics Expansion methods are good candidates for such modeling. Both are
used either inside or in conjunction with the TCAD environment. However, the
price to pay for their accuracy is a longer computational time or the necessity to
have a full 2D structure description. While this may not be a disadvantage in the
scope of device optimization, it can reveal unsuitable in terms of compact modeling
where fast, robust and predictable result are expected. In this environment, the
physical description has to be performed with only few working variables.

Therefore, taking advantage of the previous chapter's results, and keeping in
mind these latter constrains, a simple yet e�cient 1D approach for hot carrier mod-
eling has been developed (Figure 3.1). The general model and its main calculation
steps are presented in Section 3.1. The model featuring optical phonons as the
only scattering mechanism is next applied in Section 3.2, where the main �gures
of merit of hot carrier transport are compared with Full Band Monte Carlo simu-
lations, considered as a reference in this work. All comparisons are carried out on
large gate length and bias intervals, in order to closely evaluate the extent of the
model's e�ciency.

This naturally leads to Section 3.3 which presents a critical inspection of each
of the main ingredients in this approach. Their impact on the main �gures of
merit is pointed out and alternative versions of the model are proposed. Finally,
Section 3.4 presents the simulation of the electron-electron and impact ionization
processes within the new approach in conjunction with the optical phonons, thus
demonstrating the integration capacity of the most relevant scattering mechanisms
a�ecting hot carrier transport into a semi-analytic approach.
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3.1 Model presentation

The calculation of the carriers' distribution function requires an accurate description
of hot carrier transport in the channel. This section describes how this task is
performed with a model featuring only few parameters. A general overview of the
approach is �rst given in Subsection 3.1.1, before successively describing the inputs
of the model in Subsection 3.1.2, the core calculation of the model in Subsection 3.1.3
and the post-treatments in Subsection 3.1.4.

3.1.1 General overview

The proposed approach is inspired by the previously described Lucky Electron Model

(LEM) [Shockley 1961], [Tam 1984], [Hasnat 1996]. The general methodology fol-
lowed in this modeling approach is shown in Figure 3.1.
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Figure 3.1: Overview of the 1D semi-analytic model including the major calculation
steps. The model description is divided into the �rst two sections.

Three constitutive blocks, namely: the inputs, the calculation procedure of the
core model and the post-treatment phase, are consecutively executed in order to
evaluate the hot carrier e�ects. As an extension of the LEM, the new probabilistic
approach includes a non-local and amulti-step treatment of the carrier transport
while incorporating some full band electronic dispersion features of silicon .
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3.1.2 Inputs

The approach requires four inputs, divided into two groups (Figure 3.1).
The �rst two inputs are the 1D potential along the channel V (x), x being the

direction parallel to the Si/SiO2 interface, and the drain current Id. Both quan-
tities are bias dependent (Vd, Vg) and are �rst calculated by external simulators.
Throughout this chapter, the potential along the channel is provided by 2D-TCAD
simulations which can calculate the 2D potential V (x, y), with y being the direction
normal to the interface. In what follows, the channel potential used in the model
is extracted at y = 5Å from the interface. For comparison purpose, the same 2D-
TCAD potential pro�le is used for Monte Carlo simulations. Furthermore, in order
to insure a fair comparison between the latter and the model (c.f. section 3.2),
the drain current used in the model is provided by Monte Carlo simulations. For
compact modeling integration, a Charge Sheet Model (CSM) has been used instead
in order to provide these inputs more rapidly (c.f. Chapter 4 for the presentation of
that model).

The model also requires quantities such as the scattering rates (SR) and the
group velocity (v) expressed as a function of the carrier energy. These quantities are
externally calculated only once after the silicon band structure approximation and
are used as constant look-up tables during the simulations. In the full version of the
model, three scattering mechanisms have been considered: inelastic optical phonons,
impact ionization and electron-electron scattering. The interaction with optical
phonons is however retained as the main electron thermalization mechanism playing
a major role in shaping the electronic distribution in energy. Other approaches have
adopted this simpli�cation as well [Fiegna 1991, Gnudi 1993, Abramo 1996].

Figure 2.6 of the previous chapter reports the optical phonons scattering rate
obtained in a full band description of silicon. The scattering rate, as well as the
group velocity, are a direct consequence of the approximation used to model the
silicon band structure. Figure 2.6 reports as well the energy-dependent impact
ionization scattering rates. Finally, the electron-electron scattering rates show an
increased complexity as they are shown to be also position-dependent. A detailed
discussion is made in Section 3.4.
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3.1.3 Model description

In this subsection, the partition of the drain current in various energy levels at each
channel position is presented. The other quantities of interest, such as the carri-
ers distribution function, will be extracted from the treatment of this sole quan-
tity. Therefore, the description in this subsection will speci�cally concern the drain
current distribution in energy, and terms such as current �ux, carrier �ux or sim-
ply carrier, will all refer to a portion of the drain current (unit: Aµm−1eV −1). For
this purpose, the direction along the channel and the total energy have been con-
sidered. A 2D system is thus obtained (Figure 3.2), where the channel position and
the energy respectively constitute the abscissa and the ordinate.

Energy

0


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Figure 3.2: System de�nition including the major variables and processes.

The conduction band pro�le EC separating the silicon band gap from the upper
part of the diagram has also been schematically reported on the �gure. The total
electron kinetic energy (ε) is here de�ned as the remaining total energy after sub-
tracting the potential energy EC . Such a plot has been largely used when solving
the BTE along the transport direction [Baranger 1984], [Sano 2004], [Jin 2008],
[Lenzi 2008]. But, in the 1D-BTE formulation, the kinetic energy added to EC in
the plot as in the Figure 3.2 is only the longitudinal one. Instead, in the proposed
approach, it is assumed that the accelerating force ∂EC/∂x increases the total en-
ergy and not only the kinetic energy along x. In addition, the consideration of the
total energy facilitates the treatment of the scattering mechanisms as the scattering
rates of the latter are expressed as a function of the total energy (c.f. Chapter 2).
Furthermore, in this context, the isotropic velocity is considered instead of the lon-
gitudinal one. With the carriers being conceptually free to move in any direction,
the graphical representation of the carriers' longitudinal movement (Figure 3.2) can
be seen as a longitudinal movement of two hemispheres de�ned by kx > 0 (for the
carriers travelling towards the Drain) and kx < 0 (for the carriers travelling towards
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the Source).
In this approach, the total kinetic energy increases as the carriers are accelerated

under the lateral �eld. In addition, the carriers can exchange energy with the
phonons either by emission (upward arrow) or absorption (downward arrow). The
energy exchange is always performed by an equal quantity (∆) representing the
inelastic phonon energy (only the dominant optical phonon is considered here).
Thus the phonon energy imposes a uniform energy discretization grid which in
term implies a non-uniform channel discretization grid. The other energy-exchange
mechanisms, impact ionization and electro-electron interaction, will also use this
grid. For the sake of clarity, only interactions with optical phonons are considered
in this �rst part, the other mechanisms being speci�cally treated in 3.4.

The intersections of both grids hence de�ne the sites where the calculations
are performed. In the spirit of the LEM, a ballistic probability is evaluated. The
probability for a carrier not to scatter between x and x+ ∆(x) is here given by the
non-local expression:

P zx→x+∆x = exp

(
−
∫ x+∆x

x

SRz[ε(x′)]

v[ε(x′)]
dx′
)

(3.1)

where the z-index represents either the Absorption, Emission or Total interaction
process with the optical phonons. The total scattering rate has been partitioned as:

SRTotal = SRAbsorption + SREmission (3.2)

where the SRAbsorption and SREmission have been respectively calculated from Equa-
tions 2.12 and 2.11 of the previous chapter. In the �rst stage of the simulation, the
elementary probabilities P zx→x+∆x are evaluated for each pair of adjacent horizontal
sites. Their values depend on the site position, i.e. on the electron position and
energy. The result of this calculation is shown on Figure 3.3 which illustrates the
probability for a carrier to be ballistic, i.e. in this context, una�ected by the op-
tical phonons, in a 0.14 µm gate-length device as it �ows from a given position in
the channel towards the drain. Two di�erent positions (near the source and mid-
channel) and two di�erent kinetic energies have been chosen as starting points. In
one case the carrier starts at the conduction band EC (zero energy) and in the
other at 1 eV above EC . The plotted ballistic probability is simply obtained as the
cumulative product of the elementary probabilities, obtained with Equation 3.1, up
to the considered position.

It can be observed that the carriers starting with higher energy (dashed lines)
tend to interact more with phonons, in agreement with the scattering rates of Fig-
ure 2.6. However, as the emission process is about one order of magnitude more
e�cient than the absorption process, the interactions mainly result in energy loss.
Furthermore, as the �eld pro�le changes along the channel, it is clear that di�erent
probabilities are obtained as a function of the carrier position. Finally, the wiggles
in the probability curves constitute a signature of the full band description of the

Alban Zaka - Carrier Injection and Degradation Mechanisms in Advanced NOR
Flash Memories



52 Semi-analytic approach for hot carrier modeling

−0,06−0.03 0 0.03 0,06

0

1

2

3

4

Channel Position (μm)

E
C

 (
eV

)

−0.03 0 0.03 0.06
10

−5

10
−4

10
−3

10
−2

10
−1

10
0

Channel Position (μm)
B

al
lis

tic
 P

ro
ba

bi
lit

y

+1eV

+1eV

Position 1

Position 2

Position 2

1 eV

Position 1

0 eV

Starting energy

Figure 3.3: Non-local ballistic probabilities (right) for an electron starting at two
di�erent positions and energies (left).

scattering rates and the group velocity. Comparisons with other band structures
are given in Section 3.3.

The ballistic probabilities of Figure 3.3 express the portion of the carriers that
do not scatter. The remaining carriers are split between emission and absorption
processes. Figure 3.4 shows the probabilities of each possible path for a carrier
travelling from source to drain.

The �ux is considered ballistic if neither absorption nor emission occurs (PBAL);
the probability (1−PBAL) of scattering either by emission or absorption is expressed
by considering a conditional probability scheme. A full derivation of the probabilistic
events comprising impact ionization and the electron-electron scattering beside the
phonon scattering process, is given in Annex A. The probability �uxes in Figure 3.4
result in:

PBALm + PUPm + PDOWN
m = 1 (3.3)

withm representing either the source-drain (SD) or drain-source (DS) direction.
The carriers �owing in the source to drain direction are originally provided by the
source. In this approach, the carriers injected by the drain have been neglected.

After a scattering event, the carrier's energy and momentum has to be updated
accordingly. The use of the total kinetic energy as the relevant energy in this system,
simpli�es this choice. Thus, the energy of the �nal state is already set by the
exchange of a constant phonon energy ∆. Furthermore, as the phonon interaction is
assumed isotropic [Lundstrom 2000], the �nal state momentum should be uniformly
distributed in all directions. In the proposed 1D real-space approach, the carriers
go either towards the drain or towards the source with an equal probability of 1/2,
which respectively represent the kx > 0 and kx < 0 hemispheres. Considering that
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Figure 3.4: Graphical representation of the possible electron paths with their re-
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are the probabilities for an electron not to emit, absorb or interact with optical
phonons, respectively.

the �nal momentum state is proportional to the �nal density density of states, such
splitting assumes that the same density of states is available for both hemispheres.
Following this reasoning, an easy way to introduce backscattering has been devised
which allows many of the carriers to be re injected in the system and to undergo more
scattering events. The backscattered carriers are treated by using Equation 3.1 and
enforcing the local �ux conservation depicted in Figure 3.4, with horizontal �uxes
being in the opposite direction. Such a description leads to consider eight �uxes for
each site as depicted in Figure 3.5.

Fluxes a, e and c, f respectively represent the ballistic incoming and outgoing
�uxes, while �uxes d, h and b, g respectively represent the out-scattering and in-
scattering �uxes. All the �uxes are currents expressed in Aµm−1eV −1. The �rst
ones couple a given position with the adjacent ones, while the second ones couple a
given energy level with the upper and lower level. The local relations in Figure 3.5
express the four outgoing �uxes as a function of the four incoming ones. Notice that
�ux c (f ) is not supplied by the �ux e (a). This translates the fact that no elastic
scatterings have been integrated in the approach; the backscattered carriers travel
in one of the adjacent energy levels after an inelastic collision.

All the above �uxes represent a portion of the drain current that should be
conserved at the local level for a consistent modeling. Hence, the incoming �uxes
equal the outgoing ones:

a+ b+ e+ g = c+ f + h+ d (3.4)
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Figure 3.5: Schematic representation of the �uxes for each site and local and transfer
relations among them. The contributions for the �ux f have been drawn; similar
picture is obtained for the other �uxes. The i, j indexes have been omitted for clarity
in the local relations.

The transfer relations in Figure 3.5 �nally insure the continuity in the 2D space
till the boundaries are reached.

Boundary Conditions

Figure 3.6 summarizes the boundary conditions of the system.

Energy
X X

X
X

max

XSource Drain

Si Bandgap

junction

X X

Figure 3.6: Schematic representation of the boundary conditions. Each arrow sym-
bolizes a �ux in the given direction; the cross on the arrows means that the consid-
ered �ux is nil.

Several boundary conditions have been implemented:

• Dirichlet conditions are imposed at the source side (j = 1) with an injecting
(entering) drain current following a Maxwellian distribution in energy. The
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drain current is normalized by the device width and expressed per unit of
energy (A.µm−1.eV −1).

ci,1 =
Id · exp

(
− εi−∆

kBT

)
W ·

+∞∫
0

exp
(
− ε−∆
kBT

)
dε

(3.5)

• The maximum energy in the system εmax (+∞ −→ εmax) is chosen in or-
der to allow a su�cient description of the hot carrier tail and a reasonable
computation time. When only optical phonons are considered in the system,
εmax = Vd + 1 eV has been considered as a good compromise, whereas when
electron-electron scatterings are included in the system, εmax values up to
Vd + 4 eV should in many cases be considered which inevitably increase the
simulation time. Furthermore, εmax should be at least equal to the Si/SiO2

barrier (3.1 eV). Whatever the value, no electrons can overcome this upper
limit. Hence:

biεmax,j = hiεmax,j = 0 (3.6)

• In the adopted semi-classical perspective, no electrons can enter the silicon
band gap. In the channel, this is expressed by:

a(i,j)BARRIER
= f(i,j)BARRIER

= d(i,j)BARRIER
= g(i,j)BARRIER

= 0 (3.7)

where the BARRIER index designates the sites having zero kinetic energy
located at the potential pro�le. Furthermore, it has been considered that
the carriers which 'hit' the barrier, bounce back and are re injected into the
system, thus giving rise to a modi�ed expression for �ux c :

c(i,j)BARRIER
= b(i,j)BARRIER + e(i,j)BARRIER

− h(i,j)BARRIER
(3.8)

Inside the LDD, the slowly-varying potential is considered �at and the bound-
ary condition becomes:

d(i,j)BARRIER
= g(i,j)BARRIER

= 0 (3.9)

Numerical Solution

The size of the obtained system is a function of the potential pro�le and the
εmax value. The Vd value impacts the potential fall across the channel and thus
determines the available energy levels in the system given a constant energy dis-
cretization grid. For typical Vd values, when only optical phonons are considered,
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the system reaches 3000-4000 nodes, each having eight unknown �uxes to be cal-
culated. In this approach, the computational time does not depend on the device
length as the discretization along x is always imposed by ∆ (Figure 3.2), di�erently
from the Monte Carlo or the Spherical Harmonics Expansion methods. Using the
local and transfer relations on Figure 3.5 the number of unknowns per node can be
brought down to two. Indeed, each �ux can be expressed as a function of c, e �uxes,
which in turn are functions of the adjacent sites' c, e �uxes. A linear system is thus
obtained with a largely sparse matrix(Figure 3.7).
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Figure 3.7: Non-zero elements of the linear system matrix. The unknowns ci and ei
are arranged consecutively.

The computational burden is composed of the calculation of the elementary
ballistic probabilities (Equation 3.1) and of the linear system solution. The approach
is implemented in Matlab and a total simulation time in the range of 3-6 seconds
using an Intel Core-2 3GHz processor is necessary for each bias condition.

3.1.4 Post processing

The model in the previous subsection allowed us to calculate the distribution of the
drain current among the available energy levels in the system. In this subsection
the transformations necessary to obtain the useful transport quantities shown in
Figure 3.1, are presented.

First of all, the model gives access to the drain current (A.µm−1) at each channel
position. This is calculated as:

Id(j) = ∆ε

imax∑
i=1

Id(i, j) = ∆ε

imax∑
i=1

(ci,j − ei,j) (3.10)

∆ε is the constant energy grid spacing (∆ε = 60 meV) and imax corresponds
to the index of the maximum energy in the system. The drain current should be
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constant along the channel (independent of j); this will be veri�ed in the next
section. Next, the inversion charge (cm−2) density is calculated along the channel:

Ninv(j) = ∆ε

imax∑
i=1

Ninv(i, j) = ∆ε

imax∑
i=1

ci,j + ei,j
q · vi,j

(3.11)

The sum of the �uxes is retained to re�ect the total quantity of the carriers.
Their sum is then weighted by the energy-dependent group velocity vi,j to obtain
the number of carriers per unit of area.

In order to calculate the absolute value of hot carrier e�ects, the carrier density
at given vertical positions should also be investigated. Hence, the inversion charge
density of Equation 3.11 needs to be transformed in a volume density. Such a step
requires the knowledge of the inversion depth yinv along the channel. This certainly
constitutes a challenging task for every compact-like approach. In fact, in such
approaches, a charge sheet is assumed to be located at the interface [Brews 1978].

In order to illustrate this point we extracted the inversion depth along the chan-
nel from Monte Carlo simulations. Figure 3.8 reports such quantity as a function of
the channel position for three channel lengths and two bias conditions.
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Figure 3.8: Normalized inversion depth and electrostatic potential along the relative
channel position for di�erent gate lengths and bias conditions. A three-fold decrease
of the electrons density with respect to the value at the interface has been chosen as
criterion to de�ne the inversion depth from Monte Carlo simulations. All quantities
are normalized to their respective maximum values. Lch is the distance between the
LDD extensions.

The inversion depth has been obtained as the distance from the Si/SiO2 interface
where the electron density is three times lower with respect to the maximum concen-
tration (at the interface in this semi-classical approach). Using this de�nition, the
inversion depth is about 1 nm at the source side for all devices and rises towards the
drain as the device switches from strong inversion to depletion. The inversion depth
has been extracted up to the beginning of the LDD region as the presence of the cold
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carriers in the drain would inevitably interfere with the extraction. Figure 3.8 also
reports the potential along the channel for each of the conditions. It can be seen,
that the relative variation of the inversion depth is similar to the relative variation
of the potential along the channel. This simple observation allowed us to integrate
into the model the inversion depth variation from source to drain. However, the
inversion depth value at the drain end, which is the most interesting part of the
device in terms of hot carrier e�ects, depends on the gate length and on the bias
condition. Figure 3.9 reports yinv as a function of the channel length.
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Figure 3.9: Inversion depth value extracted at the channel/LDD junction as a func-
tion of the channel length from Monte Carlo simulations. A three-fold decrease of
the electron density with respect to the interface has been chosen as criterion to
de�ne the inversion depth.

The increase of the inversion depth with the scaling of the gate length is a
consequence of the short the channel e�ects. As expected from 2D �eld distribu-
tion considerations, the inversion depth at the drain side increases with conditions
enhancing the pinch-o� region (increasing Vd and decreasing Vg).

Although a linear interpolation function could be used to express all the gate
lengths, a constant value of 20 nm for the inversion depth at the drain yinvD has been
instead used in this study. This choice has been made to prevent any cumbersome
adjustments and to keep the approach as simple as possible. Therefore, the inversion
depth (nm) has been varied from from yinvS = 1 nm (source) to yinvD = 20 nm

(drain) following the channel potential variation using the following expression:

yinv(j) = yinvS + (yinvD − yinvS )
V (j)

VD
(3.12)

with V (j) and VD being the potential variation along the channel and the max-
imum potential reached at the drain, respectively. The potential at the source V (0)
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is set to zero by de�nition. Using Equation 3.11, the carrier density at a given
channel position (cm−3) is �nally calculated as:

n(j) = ∆ε

imax∑
i=1

n(i, j) = ∆ε

∑imax
i=1 Ninv(i, j)

yinv(j)
= ∆ε

∑imax
i=1

ci,j+ei,j
q · vi,j

yinv(j)
(3.13)

where the inversion charge density is assumed constant between y = 0 and yinv.
n(i, j) elements with the same j-index, i.e. same position, make up the distribution
function at the considered position. The latter is expressed in cm−3eV −1 and it
has homogeneous dimensions as the product of the probability function times the
density of states (f · g).

The hot carrier e�ect evaluated in the following are the electron-hole generation
by impact ionization and electron injection into the gate. Two di�erent criteria are
chosen to compute them in each case. For the sake of clarity and for an easier
reading of the formulae, the line and column indexes of the described system, i and
j, are respectively replaced with the continuous variables ε and x in the following.
They bear of course the same exact meaning as described in the previous subsection.

First of all, the impact ionization generation rate GII (cm−3s−1) along the
channel is calculated at a given vertical position (y = 5 A) as:

GII(x) =

εmax∫
0

n(ε, x) ·SII(ε)dε (3.14)

where SII(ε) is the impact ionization scattering rate as a function of the carrier
energy [Bude 1992]. The use of GII(x) allows for a detailed investigation of the role
of the distribution function shape along the channel. The macroscopic bulk current
Ib (Aµm−1) can then be calculated as:

Ib = q

Lg∫
0

εmax∫
0

Ninv(ε, x)SII(ε)dεdx (3.15)

The Ib-related quantities are readily obtained from the calculation of the distri-
bution function. The carrier distribution as a function of the total carrier energy (ε),
however cannot be used in a straightforward manner to calculate the gate current Ig
because it would give too much current [Bu�er 2005]. In the semi-classical approach,
the gate current depends on the component of the carriers energy representative of
the momentum component normal to the Si/SiO2 interface. This energy is hereafter
called the normal energy ε⊥. A variable change must hence be performed on the
distribution function. Furthermore, in order to obtain the gate current or current
density, it seems natural to transform the concentration in a current �ux. To cal-
culate the current �ux normal to the interface as a function of the normal energy
J⊥(ε⊥), we assumed:

• an isotropic distribution function
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• an isotropic parabolic band structure

These assumptions are commonly made in other approaches as well [Jin 2009].
To project the distribution in the perpendicular direction, the normal �ux corre-
sponding to a Dirac delta carrier distribution in total energy (h(ε0)δ(ε − ε0), with
h in units of cm−3) is calculated at �rst. Under the above assumptions, a constant
normal �ux up to the considered energy is found:

h(ε0)δ(ε− ε0)⇒ J⊥ (ε⊥) = q
h (ε0)

2
√

2mε0
Θ(ε0 − ε⊥) (3.16)

with Θ being the Heaviside function (c.f. Annex B for a full derivation of this
expression). The distribution function in total energy is then discretized with a
Dirac comb (spacing ∆ε0, index p) and eventually written as:

n(ε) =

pmax∑
p=0

n(p∆ε0)δ (ε− p∆ε0) (3.17)

A constant normal �ux is calculated for each Dirac delta contribution as schemat-
ically shown on Figure 3.10.
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Figure 3.10: Drawing representing the calculation of the perpendicular �ux as a
function of the normal energy ((J⊥(ε⊥))) from the distribution function in total
energy (n(ε)). The latter is sampled with a Dirac comb to which corresponds a
constant function up to the considered energy.

The Dirac comb spacing ∆ε0 can be di�erent from the energy grid spacing
∆ε used for distribution function calculation. Smaller values of ∆ε0 insure more
accurate projections at the cost of a higher computation time. Throughout this
study, ∆ε0 = 20 meV has been retained as a good compromise between the factors
above. The normal �ux for a given normal energy ε⊥0i is then calculated as a sum
over all the contributions coming from energies equal or greater than the considered
energy:

J⊥ (ε⊥0i) = q

pmax∑
p=i

∆ε0 ·n (p∆ε0)

2
√

2mp∆ε0
Θ(p∆ε0 − ε⊥0i) (3.18)
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m is the isotropic electron conduction mass in silicon equal to 0.26m0 and cal-
culated as:

m =
3

1
ml

+ 2
mt

(3.19)

ml and mt is the longitudinal (0.89m0) and transverse (0.19m0) electron con-
duction mass in silicon, respectively. The use of a parabolic band approximation
gives a simple but still an e�cient way to separate the normal from the parallel
carrier energy. As a matter of fact, such operation is impossible in the full-band
description of silicon.

This leads us �nally to the gate current calculation, performed by the classical
expression:

Ig =

Lg∫
0

Jg(x) dx =

Lg∫
0

ε⊥max∫
0

J⊥ (x, ε⊥) ·T (ε⊥) dε⊥ (3.20)

Jg(x) is the gate current density along the channel and T (ε⊥) is the tunneling
probability as a function of the normal energy. The latter is calculated in the WKB
approximation in order to insure a fast calculation at each channel position.

3.1.5 Summary

In this section, a new probabilistic approach for hot carrier modeling has been
introduced. Its main features and assumptions have been described and critically
discussed. Many important transport ingredients such as the non-locality, the main
scattering events and the full-band description have been included in the approach.
In the purpose of proposing a simple yet e�cient compact-oriented approach, only
few transport variables are used by the model, which are the potential pro�le along
the channel and the constant drain current �owing in the structure. The core of
the model concerns the calculation of the distribution of the drain current as a
function of the energy along the channel. The current �uxes thus obtained are
subsequently used in a post processing procedure to extract all the desired hot
carrier characteristics. The model is validated against Monte Carlo simulations in
the next sections.
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3.2 Model with optical phonons

The calculation procedure described in the previous section is hereafter examined
step-by-step in order to compare the proposed model with Full Band Monte Carlo
(FBMC) simulations [Palestri 2006]. Throughout this section, the model includes
only scattering by optical phonons. As a �rst step, the current conservation along
the channel will be veri�ed in subsection 3.2.1 alongside the inversion charge and
the electron density. Then, subsection 3.2.2 will present the distribution functions
and the resulting impact ionization generation rates and e�ciencies. Finally, sub-
section 3.2.3 will discuss the obtained gate current in terms of injection e�ciency.

3.2.1 Transport characteristics

Before presenting the hot carrier e�ects, the validity of the proposed model in terms
of carrier transport is �rst discussed. Among the basic transport characteristics, the
drain current, the inversion charge and the total carrier density are considered and
presented following the procedure of subsection 3.1.4.

Figure 3.11 reports the drain current (Aµm−1) along the channel, calculated by
Equation 3.10, with respect to the current set point (dashed line), for di�erent gate
lengths and bias conditions.
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Figure 3.11: Simulated drain currents along the channel (red, plain) and their initial
set point (black, dotted) for two gate voltages (3 and 6 V) and three gate length
devices: 0.14 µm (a), 0.38 µm(b) and 1 µm (c).

A constant drain current within 5-10 % of the set point is obtained. These small
di�erences are introduced by two aspects. On one hand, the current conservation
condition (Equation 3.4) is valid for dense enough grids. On the other hand, as
already mentioned, the treatment of the cold carriers at the potential barrier is
somewhat simplistic. Hence, it is not surprising to �nd that the largest discrepancies
are observed for the longest device (Figure 3.11 (c)) where the potential is slowly
varying in the �rst half of the channel. This gives rise to a loose grid and a large
cold carrier population.

Next, the inversion charge density (cm−2), calculated after Equation 3.11, is
compared with FBMC simulations for the same conditions as above. In the FBMC
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simulator, the same optical phonon scattering rate as in the model (Figure 2.6 in
Chapter 2) is included. However, FBMC includes a 3D momentum description
and a 2D potential pro�le, in contrast with the 1D description of the semi-analytic
model. In addition, the FBMC simulations include acoustic phonon scatterings,
treated as elastic interactions, having an impact only on the momentum direction,
thus contributing to obtain isotropic distributions.
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Figure 3.12: Comparison of the inversion charge simulated with the Model (red)
and the Monte Carlo (blue) along the channel for two gate voltages (3 and 6 V) and
three devices featuring L=0.14 µm (a), L=0.38 µm(b) and L=1 µm (c).

The pro�le of inversion charge density along the channel is well known and
described elsewhere [Sze 2007]. The model's predictions are in a good qualitative
agreement with FBMC concerning the shape inside the channel. They also stand
within a factor of two for the shortest lengths, while the discrepancy is somehow
more important for the longest device especially in the �rst half of the channel. Such
discrepancy is not really surprising considering that this quantity should be obtained
by taking into account the carriers' energy through the whole inversion depth. In
this model, only a 1D cut close to the interface is considered. Furthermore, the
calculation of this quantity in the model is performed based on the drain current
injected at the source side. However, especially for the longest device, many more
electrons are available especially in the source side which do not contribute to the
drain current, and thus are not accounted for in the model.

Lastly, another discrepancy is observed at the drain, where a di�erent qualita-
tive trend with respect to FBMC is found. This is introduced by the lack of cold
carriers modeling coming from the drain which increase the interface charge as sim-
ulated by the FBMC. The carriers injected from the source are instead continuously
accelerated which results in a monotonic decrease of the model-simulated interface
charge.

The last important macroscopic transport quantity is the total carrier concen-
tration calculated after Equation 3.13. Figure 3.13 reports the comparison with
FBMC simulations for the same conditions as above.

As the total carrier concentration is directly obtained from the interface charge
density, the same comments as above apply here as well. In addition, the carrier
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Figure 3.13: Comparison of the carrier density simulated with the Model (red) and
the Monte Carlo (blue) along the channel for two gate voltages (3 and 6 V) and
three gate length devices: 0.14 µm (a), 0.38 µm(b) and 1 µm (c).

concentration makes also use of the inversion depth along the channel calculated with
Equation 3.12. Although, the carrier concentration is a�ected by the inversion depth
value, it however stays within a factor of two with respect to FBMC simulations
close to the channel/drain junction.

Overall, the comparison of macroscopic channel quantities has allowed us to
verify the model's consistency in terms of transport. Considering the assumptions
and pragmatic choices made for carrier transport modeling and reminding that the
macroscopic quantities include both cold and hot carriers, the achieved results can
be considered acceptable. The hot carrier population is the object of the following
subsections which seek to demonstrate the validity of our approach by employing
various �gures of merit.

3.2.2 Distribution functions and generation rates

The carrier energy distribution, here-after called distribution function, is the key
microscopic ingredient for hot carriers study. For this reason, particular attention
has been paid in comparing this quantity as a function of the channel position for
di�erent device lengths and bias conditions. The distribution function in a given
position is made up from the collection of n(i, j) (Equation 3.13) having the same
j-index, i.e. same column, same position. Figure 3.14 reports the distribution func-
tions at four channel positions in a 0.14 µm channel device for a Vd/Vg = 3.4/4.5V

bias condition. Both simulations are performed after 2D-TCAD simulations: the
FBMC uses the 2D potential in a Frozen Field con�guration, while the proposed
model uses a 1D potential pro�le obtained from a horizontal cut at 5 Å from the
Si/SiO2 interface. The FBMC curves are obtained after averaging the distributions
calculated in a box featuring 1 nm height starting from the interface and several nm
in the length direction. The same averaging length has been assumed in the case of
the 1D model, although small di�erences may occur due to meshing di�erences.

Before commenting the model's results, it is important to make some general
observations concerning the distribution functions. The shape of the distributions
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Figure 3.14: Comparison of the distribution functions obtained after Monte Carlo
(MC) and the Model at the channel positions A, B, C, D as shown in (a), respectively
corresponding to (b), (c), (d), (e).

closely depend on the "carriers' history", which is a direct function of the travelled
distance and the potential drop the carrier is subject to till the considered position.
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It is noticeable that all the curves exhibit a sort of 'plateau' which �nishes around
an energy relatively close to the potential drop at that position. At higher energy
the concentration drops with a Maxwellian exponential tail which re�ects the small
amount of lucky carriers which have absorbed optical phonons [Abramo 1996]. This
means that the potential drop determines the maximal available energy for most of
the carriers. Hence, a suitable description of the plateau, especially at high energies,
and of the Maxwellian tail is of capital importance for a consistent hot carrier e�ects
modeling.

Figure 3.14 shows that the model has an excellent ability to reproduce the distri-
butions of the reference Monte Carlo simulations as a function of the channel position
over more than seven orders of magnitude. The carriers, especially the hottest ones,
are correctly distributed throughout the channel and in the LDD region. However,
the complexity of hot-carrier modeling requires a proper description of the distribu-
tion for a large range of biases and lengths. As a matter of fact, such questions have
always been the Achilles' heel of the local models [Fiegna 1991], [Hasnat 1996]. In
order to show the relevance and the accuracy of our approach, Figure 3.15 reports
another comparison with FBMC for the same device over a large Vd bias range.
Comparisons are performed near the channel/LDD metallurgical junction, where
the maximum of the gate current injection occurs.
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Figure 3.15: Comparison of electronic energy distributions simulated with the Model
(red) and the Monte Carlo (blue) for di�erent drain voltages (VD = 2.6, 3.4, 4.2, 5V )
at �xed gate voltage (VG = 4.5V ) and channel length (LG = 0.14µm). The distri-
butions are extracted at the channel/LDD junction as shown by the inset.

The comparison with Monte Carlo has been also extended to other gate lengths
(Figure 3.16). A good agreement is still observed with the same model setup without
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any ad-hoc adjustment.
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Figure 3.16: Comparison of electronic energy distributions simulated with the Model
(red) and the Monte Carlo (blue) at di�erent drain voltages (VD = 3.4, 4.2V ) and
constant gate voltage (VG = 4..5V ) for devices featuring 0.38µm (a) and 1µm gate
lengths. The distributions are extracted at the channel/LDD junction.

The accuracy of the simulated distribution function is evaluated next by con-
sidering electron-hole pair generation by impact ionization. First, the microscopic
generation rate along the channel is calculated at 5 Å from the interface using Equa-
tion 3.14 for both the model and the FBMC. Figure 3.17 reports the calculated rates
as a function of the channel position for di�erent gate lengths and bias conditions.
Drain and gate biases have been respectively varied for the smallest and the other
investigated devices in order to show and emphasize the largest variations.

The increase of the drain bias, which brings hotter electrons in the device (c.f.
Figure 3.15), leads to higher generation rates (Figure 3.17). The general bell-shape
curve is conserved with the peak position being situated around the channel/LDD
metallurgical junction. Its precise position and shape depends however on the Vd/Vg

condition: when the width of the depletion at the junction is increased (when Vd
increases or Vg decreases) the peak is shifted towards the LDD with the pro�le
becoming sharper which is enhanced in the case of long devices. A very good
qualitative and quantitative agreement has been achieved in all these cases with the
di�erences limited within a decade.

In the above comparisons, the whole distribution, including cold and hot carriers,
has been used to calculate the generation rates. However, subsection 3.2.1 showed
that a combination of the reduced model dimensionality and the lack of modeling
accuracy for the coldest carriers had an impact on the absolute value of the carriers
density. Therefore, the quantitative value of the generation rates is also a�ected.
In order to investigate only the hot carriers and their transport in the channel, the
distribution functions have been limited to 1eV and the remaining high energy part
of the curve has been normalized by its carrier density, i.e. the integral under the
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Figure 3.17: Comparisons between impact ionization generation rates along the
channel at a depth of 5A from the interface calculated from the Model (lines) and
the Monte Carlo (symbols) for di�erent gate lengths: 0.14µm (a), 0.38µm (b) and
1µm(c). Variations of the drain voltage (a) and the gate voltage (b, c) are performed
while keeping the other terminal at a constant value.

curve. The considered distribution function is thus calculated as:

nnorm/1eV (ε, x) =
n(ε, x)

εmax∫
1

n(ε, x)dε

(3.21)

This is as if we were assuming a constant electron density along the channel
distributed in energy from 1eV up to the maximum energy following the simulated
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distribution functions. The new generation rate becomes:

GII−norm/1eV (x) =

εmax∫
1

nnorm/1eV (ε, x) ·SII(ε)dε (3.22)

The new rates are reported on Figure 3.18. A very good quantitative agreement
is obtained especially for the longest devices. For the shortest device, the model
shows a slightly higher Vd dependence with respect to the FBMC. These results
suggest that the model would perform even better if there were no errors on cold
carriers in the distribution.

The integral of the position dependent generation rates determines the substrate
current as calculated with Equation 3.15. In order to investigate the intrinsic e�-
ciency of the impact ionization process in a given condition, the substrate current
is normalized to the corresponding drain current. The unit-less Ib/Id ratios, are
reported in Figure 3.19 as a function of the gate voltage for di�erent device lengths
and bias conditions.

For a constant drain voltage, the normalized bulk current monotonously de-
creases with increasing gate voltage. The pinch-o� region is indeed reduced for
higher gate voltages which cools down the distribution function. While this is espe-
cially true for the longest cells, the shortest one features a rapidly varying potential
throughout the entire channel, which in turn reduces the e�ect of the gate voltage
change. In all cases, a very good quantitative agreement is obtained for all the
investigated conditions.

Overall, these results demonstrate that the distribution function shape calculated
by the non-local model is quite accurate. This conclusion has been consolidated by
showing results covering an extended range of gate lengths and biases illustrating
both microscopic and macroscopic indicators. All these results reveal that the main
elements of the hot carrier transport have been correctly described.

3.2.3 Perpendicular �uxes and injection e�ciencies

In this subsection the distribution functions are used to calculate the gate cur-
rent. The �rst step is to calculate the particle �ux impinging on the Si/SiO2 inter-
face, here-after denoted the perpendicular �ux, as a function of the normal-to-the-
interface energy component. Closely following the considerations of subsection 3.1.4
and Annex B, Figure 3.20 reports the perpendicular �ux (Aµm−2eV −1) as a function
of the normal energy for two gate lengths and two channel positions. No projection
in the perpendicular direction is required for the FBMC distributions as the normal
�uxes are directly taken from the full band, 3D k-space simulation considering the
number of particles impinging the interface as well as their normal energy.

This comparison naturally bears all the previously discussed uncertainties and
errors. Notice for instance that the model-predicted low energy part of the mid-
channel �ux is not accurate in the case of the long device. This is largely due to
the incorrect total number of particles predicted in this case. However, close to the
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Figure 3.18: Comparisons between normalized impact ionization generation rates
along the channel at a depth of 5A from the interface calculated from the Model
(lines) and the Monte Carlo (symbols) for di�erent gate lengths: 0.14µm (a), 0.38µm

(b) and 1µm(c). The normalizations are performed using Equation 3.22 and the
same variations as in Figure 3.17 are presented.

drain where the injection occurs, a shape and amplitude in very good agreement
with the reference FBMC is predicted by the model. This is due to the fact that
on one hand, the particles number in this region is acceptably well captured by the
model and on the other hand, their distribution in total energy was shown to be
quite in-line with that predicted by FBMC. The smooth shape of the normal �ux,
introduced by the continuous summation over the energies, does not re�ect all the
features of the simulated FBMC �ux. However, the discrepancy stays within an
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Figure 3.19: Comparison between the normalized bulk current (Ib/Id) vs. gate
voltage obtained after Monte Carlo (MC) and the Model for two drain voltages (3.4
and 4.2V ) and for three gate lengths: 0.14µm - a, 0.38µm - b, 1µm - c.
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Figure 3.20: Comparison between the perpendicular �uxes as a function of the
normal energy obtained with Full Band Monte Carlo (MC) and the Model for two
gate lengths (0.14 and 1µm) at a constant bias condition (VD/VG = 4.2/4.5). The
�uxes are shown for the mid-channel (a) and channel/drain junction (b) positions.

acceptable interval.
The agreement between the model and FBMC con�rms that the distribution

functions are indeed highly isotropic due to randomizing scattering events taking
place throughout the electron's path. As a matter of fact, the majority of the
carriers scatter at least once in their trajectory for the gate lengths considered
in this work. This validates the approach (subsection 3.1.3) considering isotropic
distribution functions while locally considering ballistic probabilities.

The gate current (Ig) is �nally calculated using Equation 3.20 which includes
an integration of the gate current density (Jg) over the gate length. Figure 3.21
reports the gate current density along the channel and the injection e�ciency as
a function of the gate voltage for all the investigated devices. Similarly to the
ionization e�ciency, the injection e�ciency is the unit-less ratio given by Ig/Id.
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Figure 3.21: Comparison of the injection e�ciencies (IG/ID) vs. gate voltage (a, c,
e) and gate current densities along the channel (b, d, f) obtained with the Monte
Carlo (MC) and the Model for di�erent gate lengths and bias conditions.

The injection e�ciency curves are composed of two parts which clearly re�ect
the distribution function's shape. For Vg < Vd a strong exponential trend is ob-
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served. On one hand, Figures 3.15, 3.16 show that the end of the 'plateau' at the
metallurgical junction is situated around Vd. On the other hand, the electrons are
subject to a repulsive electric �eld in the oxide which increases the potential barrier
from εB to εB + Vdg. Therefore, under such bias conditions, the injected carriers
come from the exponential tail. Hence, when Vg increases in this regime, the number
of available carriers for injection increases exponentially.

When Vg > Vd, the carriers come from the 'plateau', while the tail of the distri-
bution is essentially negligible. The injection e�ciency expectingly increases with
Vd. However di�erent trends are observed for increasing Vg as a function of the the
gate length. As a matter of fact, the classical bell shape e�ciency, which was ob-
served in older technologies [Eitan 1981], is observed for the longest device. Instead,
a constantly increasing e�ciency with increasing Vg is predicted for the smallest gate
lengths. Although the lateral electric �eld at the drain side is reduced due to the
Vg increase, its e�ect on the injection is over compensated by an increase of the
lateral �eld in the middle of the channel [Cappelletti 1999]. The antagonistic e�ects
seem to cancel out for the intermediate gate length where a rather stable injection
e�ciency is obtained.

In the proposed comparison, both the 'plateau' and the 'exponential tail' of
the distribution functions are tested. A good match between the model and the
FBMC is obtained for all devices and investigated biases. This is also con�rmed by
the current density along the channel, which closely follows the FBMC-predicted
injection, by especially well capturing the injection peak position in addition to its
amplitude. In terms of injection e�ciency, the model stands within a factor of 3
from the FBMC. Despite the limitations and the uncertainties already discussed,
our 1D Full-Band Non-Local Multi-Stage Probabilistic approach captures the main
features of the hot carrier injection with good accuracy.

3.2.4 Conclusions

In this section, the developed 1D approach has been extensively compared with full
band Monte Carlo simulations on a full range of gate lengths and bias conditions.
The full chain from drain to gate current with its numerous intermediate steps has
been closely investigated. Although the macroscopic transport quantities are non-
negligibly a�ected by the simpli�ed treatment of the cold carriers, the model proves
to be very accurate near the drain in terms of distribution functions and perpen-
dicular �uxes. The latter are used to calculate both the ionization and injection
e�ciency. A remarkable matching with Monte Carlo results at a current scale has
been achieved, thus demonstrating the e�ectiveness of this approach to model hot
carrier e�ects.
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3.3 Analysis of the main features

The previous sections were dedicated to the description of our approach to hot car-
rier modeling and its evaluation. The objective of this section is to give a critical
insight on the main features of the model which allowed us to achieve the discussed
results. Hence, the relevance of the band structure description is �rst discussed
in subsection 3.3.1. The same subsection contains as well the discussion on the
non-locality, due to a close relation between these two aspects of the model. Sub-
section 3.3.2 lastly covers the role of the backscattered carriers in this multi-step
approach.

3.3.1 The impact of band structure

The choice of the silicon band structure for transport simulation has a considerable
impact on the model. Indeed, once the dispersion relation is chosen, the group
velocity and the scattering rates are immediately calculated. The latter quantities
are then used as inputs (Figure 3.1). The previous section described the model
where a full band structure and optical phonon scattering were introduced. In this
subsection, we examine the impact of a di�erent description of the band structure
taking into consideration the main �gures of merit previously introduced. The �rst
part of the subsection deals with analytical band structures, while in the second
part of the section traditional local approximation is analyzed as a limit case when
parabolic bands are used.

3.3.1.1 Analytic dispersion relations

Among the most widely used band structures for silicon, the parabolic and non-
parabolic ones certainly occupy a special place (c.f. Chapter 1 ). For convenience,
below are reported their analytic expressions with quantities having their usual
meaning.

ε =
~2

2

(
k2
x

mx
+
k2
y

my
+
k2
z

mz

)
(3.23)

ε(1 + αε) =
~2

2

(
k2
x

mx
+
k2
y

my
+
k2
z

mz

)
(3.24)

Figure 2.2 of Chapter 2 compares these expressions with the numerical full band
structure along the three main high symmetry axes of the irreducible edge of the
First Brillouin Zone (FBZ).

The group velocity and the density of states are then calculated, with the latter
being used to compute the scattering rates with the optical phonons. Finally, an
integration over the equi-energy surfaces is performed in order to build the tables
of the group velocity and scattering rates as function of the kinetic energy. These
quantities are reported on Figure 3.22.
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Figure 3.22: The scattering rates with optical phonons (a) and the electron group
velocity (b) obtained from a full-band (FB), parabolic (Par) and non-parabolic (Non-
Par) conduction band description.

Lower scattering rates and higher group velocities are obtained with the parabolic
expression, while closer values with respect to the full band description are obtained
for the non-parabolic approximation. The energy dependent ratio of both quanti-
ties is closely related to the probability for a carrier to be ballistic (Equation 3.1).
Figure 3.28 reports the latter probability for all the considered band structures in
a speci�c case where the electron starts to accelerate near the mid-channel position
in a 0.14 µm gate length device.
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Figure 3.23: Non-local ballistic probabilities (right) obtained with the full-band
(blue), parabolic (black) and non-parabolic (red) band structure for an electron
starting at the middle of the channel (left).

The non-parabolic bands, compared to the parabolic ones, exhibit a better agree-
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ment with the full bands. As a matter of fact, contrary to the other cases, parabolic
bands show a straight exponential behaviour, which practically means that the car-
rier has the same probability to scatter regardless of its position in the system. This
is a direct consequence of the square root dependence of both quantities on the
carrier energy. The particular case of parabolic bands is treated in more details in
the following part of this subsection.

The probability to be ballistic is then used to calculate the �uxes in the system.
The described method and considerations made in the previous section are used to
calculate the carriers densities along the channel (Figure 3.24) and their energetic
distribution (Figure 3.25). Both quantities are compared with full band Monte Carlo
simulations.
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Figure 3.24: Carrier densities along the channel obtained with full-band Monte
Carlo and the Model incorporating the parabolic (a) or the non-parabolic (b) band
structure. Two gate voltages are shown (VG = 3/6V ) at a constant drain voltage
VD = 3.4.

On one hand, the parabolic bands show lower carrier density along the chan-
nel, and in particular close to the channel/drain junction. On the other hand, the
predicted distribution at the junction position shows an increased concentration of
the carriers at high energies. Both results are in agreement with the high group
velocity which reduces the carrier concentration (Equation 3.13) and the low scat-
tering rate which increases the carriers' ballistic population (Figure 3.23). In the
same perspective, the non-parabolic bands are quite close to the full band solution.
This situation is also observed in the injection e�ciencies reported on Figures 3.26,
where a relatively good matching is observed for the non-parabolic bands, while
rather di�erent quantitative results are obtained for their parabolic counterpart.

In conclusion, the classical non-parabolic band structure, carefully extended for
higher energies, turns out to be a good approximation for hot carrier injection
modeling in the investigated bias conditions. The simpler parabolic case however, is
not su�cient to capture the main elements of this phenomenon, due to very di�erent
scattering rates and group velocity with respect to a realistic description.
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Figure 3.25: Electronic distribution functions in total kinetic energy obtained with
full-band Monte Carlo and the Model incorporating the parabolic (a) or the non-
parabolic (b) band structure. Mid-channel and drain distributions are given for the
0.14 µm (a) gate length device.
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Figure 3.26: Comparison of the injection e�ciencies as a function of the gate voltage
obtained with full band Monte Carlo (MC) and the non-local Model incorporating
parabolic (a) and non-parabolic (b) conduction band structures. Two drain voltages,
3.4 V (dashed) and 4.2 V (plain)) are shown for the 0.14 µm (a) gate length device.

3.3.1.2 Parabolic bands and local expression

One of the key features of this approach is the introduction of non-local expres-
sions when calculating the scattering probabilities along the channel. The previous
part of the subsection showed that the employed band structure has a signi�cant
impact on the distribution functions and the injection e�ciencies. These quantities
are a�ected by the choice of the bands which completely determine the ballistic
(or scattering) probabilities a carrier is subject to. The scattering probability is
calculated using the non-local expression (Equation 3.1) which assigns di�erent el-
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ementary ballistic probabilities to carriers at di�erent energies. This results in a
non-Maxwellian variation of the ballistic probability along the channel (Figures 3.3
and 3.23) for the full and non-parabolic band structures. However, a Maxwellian
ballistic probability was obtained in the case of parabolic bands (Figure 3.23). Such
a behaviour can also be predicted by the local probability expression used in the
classical LEM approach [Tam 1984]:

P0→x = exp−x/λop (3.25)

where λop represents the mean distance travelled by a carrier between two suc-
cessive interactions with optical phonons and hence called the mean free path. From
Equation 3.1, λop is mathematically de�ned as:

1

λop
=

1

ε

∫ ε

0

SRop(ε
′)

v(ε′)
dε′ (3.26)

A closer examination of the mean free path as a function of the carrier energy,
obtained from Equation3.26, is reported in Figure 3.27 for all the investigated band
structures.
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Figure 3.27: Optical phonon mean free path as a function of the carrier energy
obtained after full, parabolic and non-parabolic band structure description.

First of all, the full band description shows that the mean free path varies over
more than one order of magnitude in the considered range of energies and that this
trend is qualitatively the same which is observed when adopting the non-parabolic
description. On the contrary, a rather �at mean free path is obtained for parabolic
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bands. These di�erences justify the non-Maxwellian and Maxwellian behaviour of
the ballistic probability shown in Figure 3.23. Therefore, the use of a non-local
relation when employing a parabolic band structure does not insure a realistic be-
haviour as the scattering rates and group velocity of the latter intrinsically limit the
usefulness of introducing non-locality in the model.

Furthermore, Figure 3.27 shows that the parabolic approximation predicts a
constant mean free path of around 40 nm, while for the relevant energies the other
bands predict a mean free path in the 5-20 nm interval. To study the impact of
such discrepancy we adopt a non-local calculation (Equation 3.1) of the ballistic
probabilities according to three values of the mean free path. In order to insure
a consistent calculation of the carriers concentration, distribution functions and
gate current, a constant group velocity has been retained equal to 108 cm.s−1,
representative of the relevant energy interval (Figure 3.22). This in turn implies
a constant scattering rate varying according to the mean free path value. Note
that a di�erent choice has been made in [Jungemann 1996] for the purpose of a
conceptually similar comparison. There, the authors have �xed the scattering rate
towards integrating the Lucky Electron Model approach in the Boltzmann Equation.

Figure 3.28 shows the ballistic probabilities along the channel obtained for the
di�erent mean free path values.
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Figure 3.28: Non-local ballistic probabilities (right) obtained with di�erent constant
mean free paths for an electron starting at the middle of the channel (left).

The expected Maxwellian behaviour with di�erent slopes are obtained. The
increase of the mean free path implies less scatterings in the channel and therefore
an increased ballistic probability is obtained. A direct consequence of the latter
probabilities is shown on Figure 3.29. The distribution functions obtained with

Alban Zaka - Carrier Injection and Degradation Mechanisms in Advanced NOR
Flash Memories



80 Semi-analytic approach for hot carrier modeling

constant mean free paths can be quite di�erent from the Monte Carlo reference.
When too many interactions are present in the system, because of a small mean
free path, fewer electrons are found at high energy. The vice-versa holds also true.
In this case, a constant mean free path of 10 nm seems to be a good compromise
as it well approximates the energy-dependent mean free path case. It has to be
emphasized that the best �tting constant λop is a strong function of device length,
bias and sometimes position along the channel so that adopting a constant λop would
have very limited predictive ability.
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Figure 3.29: Distribution functions obtained with full band Monte Carlo (MC) and
the Model featuring di�erent mean free paths. The full band version of the Model
including an energy-dependent mean free path is also given for comparison.

The injection e�ciency calculated using the same λop values are reported in
Figure 3.30. Although the shape of the e�ciency curves is approximately the same
in all models, the amplitude can be quite di�erent. As expected from the distribution
functions, the smaller the mean free path, the lower the gate current is. Moreover,
the Vd dependence of Ig/Id decreases with increasing mean free path.

Overall, in this special case the proposed semi-analytic model can be reasonably
employed by using a constant mean free path of around 10 nm and an electron
group velocity of 108 cm.s−1. Such an approach is equivalent to a parabolic band
structure approximation with adjusted electron e�ective masses.
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Figure 3.30: Comparison of the injection e�ciency vs. gate voltage for two drain
voltages obtained with full band Monte Carlo (MC) and the Model featuring mean
free paths of 5, 10 and 20 nm respectively shown on (a), (b), (c).

3.3.2 The role of the backscattering

The model described in the previous section included all the possible paths the car-
riers can follow in two dimensions (c.f. Figure 3.5). In particular the backscattered
carriers moving in the drain to source direction were introduced (�uxes e, f). In the
purpose of explicitly determining their impact in the model and in the perspective
of considering simpler and faster versions of the model, the main �gures of merit of
the system without the e, f �uxes are considered. The system and the �ux relations
become:

Incoming
Local Relations Transfer Relations

Site (i, j)
a

b

c

d

g
Probability

fluxes

Outgoing
Probability

fluxes

g

h
, , 1i j i j

c a 

, 1,i j i j
d b 

, 1,i j i j
h g 

BAL

SD
c a P b g   

DOWN

SD
d a P 

BAL

DS
f e P b g   

UP

SD
h a P 

Figure 3.31: The simpli�ed system with only source to drain and energy-exchange
�uxes and their relations.

The same notations as in Figure 3.5 are used. The local relations are modi�ed
accordingly in order to insure the local �ux conservation at each site:

a+ b+ g = c+ d+ h (3.27)

The current along the channel, now composed only by the summation of �ux c
over the energy, is presented in Figure 3.32 a. The set point current is rigorously
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reproduced. This result is slightly better than the one obtained in the full-�ux case,
as the boundary conditions at the barrier are easier to treat, i.e: all the carriers go
from source to drain.
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Figure 3.32: Drain currents (a) and carrier densities (b) along the channel at two
gate voltages (VG = 3/6V ) at a constant drain voltage (VD = 3, 4V ).

Figure 3.32 b shows the carrier density along the channel calculated using the
same method as the one described in the previous section. The predicted carrier
density is well below the MC results, especially in the zone of interest near the
channel/LDD metallurgical junction. The same result is obtained for all the gate
lengths and bias conditions,

The current conservation in conjunction with a smaller carrier concentration
along the channel would naturally lead to think to a distribution function mainly
concentrated at high energy for which the group velocity is higher. This is con-
�rmed by Figure 3.33 which shows the distributions obtained for the shortest and
longest device at mid-channel and junction positions. With no backscattering in-
cluded in the system, the low energy part of the distributions is almost completely
depleted of carriers. Moreover, the high energy part is particularly peaked, with
high values reached at high kinetic energy; the di�erences with the reference MC
results are increased for the longest cell. Hence, the role of backscattering is crucial
in redistributing the electrons toward low energies. Additional low energy paths
for electrons are thus necessary towards a realistic description of transport. This is
especially true for relatively long devices in which most of the electrons are in close
to equilibrium conditions in a large fraction of the channel.

Finally, as expected from the distribution functions, although the qualitative
trends are correctly captured the injection e�ciencies in Figure 3.34 are higher than
the FBMC results. A length-dependent correction factor should be introduced in
case one wants to use such an approach which would hamper the predictive ability
of such calculation.
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Figure 3.33: Electronic distribution functions in total kinetic energy obtained with
full-band Monte Carlo and the non-local Model without the backscattering events,
for 0.14 µm (a) and 1 µm (b) gate length devices. Mid-channel and drain distribu-
tions are shown for a particular bias condition.
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Figure 3.34: Comparison of the injection e�ciency as a function of the gate voltage
obtained with Monte Carlo (MC) and the non-local Model without backscattering
events. Two drain voltages, 3.4 V (dashed) and 4.2 V (plain), and two gate-lengths,
0.14 µm (a) and 1 µm (b), are presented.

3.3.3 Conclusions

This section investigated the importance of the main features included in the new
probabilistic model, namely: the full-band description, the non-local probability
calculation and the multi-step processes in the presence of backscattered carriers.
The �rst two features have been shown to be closely related to each-other via the
scattering rates and the group velocity. The full or the non-parabolic band descrip-
tion should be used in conjunction with a non-local energy-dependent probability
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calculation, whereas the parabolic approximation was shown to be equivalent to
the constant mean free path case. In addition, it was shown that the absence of
backscattered carriers in the system leads to hotter distribution functions. Thus
accounting for complex and multiple injection paths is indeed at least as important
as accounting for a realistic band structure.

These results show the intrinsic limits of the original LEM approach proposed
by di�erent authors such as, for instance [Hasnat 1996]. The obtained currents and
distributions should always be empirically corrected as a function of the gate length
or bias condition. As a consequence, this investigation justi�es the inclusion of the
above-mentioned features as mandatory ingredients towards a reliable hot carrier
e�ects modeling.
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3.4 Additional scattering mechanisms

The previous sections showed that optical phonons scatterings as well as a realistic
band structure and carrier movement description, constitute essential components
for hot carrier modeling. In addition to the phonons, the carriers are known to scat-
ter via other mechanisms which also contribute to shape the distribution function.
In this section, the inclusion of the Electron-Electron Scattering (subsection 3.4.1)
and Impact Ionization (subsection3.4.2) as additional scattering mechanisms in the
proposed modeling approach is presented. These mechanisms were turned o� in the
MC simulations shown previously.

3.4.1 Electron Electron Scattering

The implementation of the new scattering mechanism is �rst presented in para-
graph 3.4.1.1 where special care is taken to explain the assumptions made towards
a simpli�cation of the simulation procedure. Paragraph 3.4.1.2 then discusses the
results in terms of the main �gures of merit and the range of validity of the proposed
implementation.

3.4.1.1 Scattering rates and implementation

The inclusion of the electron-electron interaction is a complicated task in any trans-
port model. The fundamental di�culty resides in the fact that the Boltzmann
Transport Equation becomes non-linear. In order to calculate the collision rate of
two speci�c electrons, their distribution function should be previously known, but
at the same time the outcome of the collision a�ects the distribution function itself.
Furthermore, the calculation of the scattering rates, is not a trivial task as it in-
volves integrations over the state of the two involved particles before and after the
interaction.

In the proposed semi-analytic model, an analytic formulation of the electron elec-
tron scattering rates has been used after Ferry [Ferry 1999]. The authors in the study
have separated the total interaction into energy loss and energy gain processes,
which can be readily implemented. For convenience, below is reported the derived
energy gain or loss scattering rates corresponding to equations 8/9 of [Ferry 1999]:

Γa/eee (k) =
nmq4

4πε2
Si~3k

(
m

2πkBTe

)1/2
w2∫
w1

dω

+ζ∫
−ζ

exp

[
− ~2

8mkBTe

(
q ± 2mω

~q

)2
]

dq(
q2 + q2

D

)2 (3.28)

where the + and − signs in the exponential correspond to the absorption (energy
gain) and emission (energy loss) processes, respectively. In this expression, a given
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primary electron with momentum k exchanges an energy w and changes its initial
momentum by ζ, isotropically taken in the interval:

− ζ =

√
k2 +

2mω

~
− k < ζ <

√
k2 +

2mω

~
+ k = +ζ (3.29)

The upper integration limit of the energy w2 is ∞ in the case of absorption and
ε(k)/~ in the case of emission, while w1 is zero for both cases. The carrier population
is de�ned by its total density n and its mean temperature Te. The other quantities
in the expression have their usual meaning. Finally, the Debye length is de�ned as:

qD =

√
nζ2

εSikBTe
(3.30)

Equation 3.28 has been derived by assuming:

• an isotropic collision mechanism

• a parabolic dispersion relation

• a heated Maxwellian distribution function : n(ε) ∝ exp (−ε/kBTe)

The a priori assumption of such a distribution allows the authors to derive
simple closed-form expressions which only depend on the carrier's density and mean
temperature. Both these scalar quantities need to be known in order to use the
above expressions. n and Te are intrinsically related to the distribution function,
hence they are position-dependent. For a given device length and bias condition,
it is not possible to universally derive an expression for both quantities. Hence an
iterative scheme has been considered in this thesis, as depicted in Figure 3.35.

The �rst iteration is performed with the model including only the Optical Phonons,
as described in section 3.2. This allows to extract the carrier density n (in cm−3)
along the channel using Equation 3.13, and the mean temperature using the follow-
ing expression:

Te(x) =
2

3kB

εmax∑
0
εin(εi, x)

n(x)
(3.31)

Next, the position-dependent electron-electron scattering rates can be calculated.
As both energy-exchange processes (emission and absorption) are continuous func-
tions of the exchanged energy w, a considerable number of the exchanged energies
ought to be considered in the system. This would practically mean that a given node
of the system (Figure 3.2) is coupled with every other node of the same column due
to all the possible energy exchanges. Keeping track of all the possible exchanges in
energy would signi�cantly increase the computational burden and thus render the
approach less usable. Hence, simpli�cations are imposed for the implementation of
the electron electron scattering interaction during the second iteration of the model
(Figure 3.35).
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Model with Optical PhononsModel with Optical PhononsIteration 1

Extraction of n(x), Te(x)Extraction of n(x), Te(x)

EES Scattering Rates (x)EES Scattering Rates (x)

Model with Optical Phonons
and EES

Model with Optical Phonons
and EESIteration 2

Figure 3.35: Two-step simulation process for the inclusion of the electron-electron
scattering (EES) mechanism in the semi-analytic Model.

The careful examination and analysis of the previously published distribution
functions including EES e�ect [Childs 1996], [Abramo 1996], [Ferry 1999], [Ghetti 2002],
[Fixel 2008] has led to the following considerations. While EES has a clear e�ect on
the exponential tail of the distribution functions at high energies, it has no or neg-
ligible impact on the core of the distribution in the plateau or the low energy part.
This clearly means that this interaction a�ects only a small number of electrons.
This is translated in small scattering rates with respect to phonon scattering, as it
will be shown in the following paragraphs. Thus, from the modeling point of view,
what seems important is to populate the exponential tail of the distribution rather
than cool down those electrons which have lost a part of their energy; the latter
�uxes will not be considered at all. The picture of the �uxes at each node, becomes:

In addition to the optical phonon related �uxes already described in section 3.2,
the picture includes �ux s which represents the carriers reaching the considered
node after having gained a given energy due to EES interaction. The k-index is
the level of the energy exchange due to EES. In addition, as the scattering rates
are orders of magnitude smaller with respect to those of the Optical Phonons, the
same probability scheme (Figure 3.4) as the one described in section 3.2 including
only Optical Phonons, is maintained for the case when EES is included in the
system. Thus, the PEESk probabilities directly stem from the non-local expression
of Equation 3.1 without any additional weighting with Optical Phonons. In this
case the local conservation equation becomes:

a+ b+ e+ g + s ∼= c+ f + h+ d (3.32)
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Figure 3.36: Schematic representation of the �uxes for each site and local and
transfer relations when optical phonons and electron-electron scattering are included
in the simulation. EESk represents the k-th EES-exchange energy.

The above s-expression is a sum of carrier �uxes coming from di�erent energies
below the considered one. In this study, although an inde�nite number of EES �uxes
can be included, a compromise between accuracy and speed has been found while
considering only six transition energies for EES, given in Table 3.1. Each energy
exchange level is representative of an extended energetic interval whose bounding
values are the w1 and w2 limits of Equation 3.28.

Energy (eV) Interval(eV)

0.5 0.25 - 0.75
1 0.75 - 1.25
1.5 1.25 - 1.75
2 1.75 - 2.25
2.5 2.25 - 2.75
3 2.75 - 3.25

Table 3.1: The default exchange energies due to electron-electron scattering and
their integration interval.

For instance, the scattering rate of a primary carrier gaining an energy included
between 0.25 and 0.75 eV, calculated with Equation 3.28, is associated to a �ux
coming from 0.5 eV below the considered node. The same operation applies to the
other energies. In this way an energy exchange due to EES interaction as high as
3 eV is included in the model. The energy exchanges smaller than 0.25 eV have
been neglected as EES has a limited impact on the shape of the distribution when
its energy exchange approaches the optical phonon energy (0.06 eV), the latter
mechanism being much more e�cient. The e�ect of the choice of these energy levels
is presented and discussed in the following paragraph.
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3.4.1.2 Results

The previous analysis on the e�ect of EES leads to many simpli�cations in terms
of its implementation. As a consequence, several tests have been made to check the
model accuracy and validity. First of all, we veri�ed that the scattering rates are
indeed well below the optical phonons' ones. Figure 3.37 reports the scattering rates
as a function of the kinetic energy for the absorption of each of the six energies as
de�ned in Table 3.1. In addition, the optical phonon scattering rates are given for
comparison.
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Figure 3.37: Scattering rates vs. carrier energy for Optical Phonon scattering and
energy absorption by Electron-Electron Scattering (EES). The scattering rates of
di�erent EES absorbed energies from 0.5 to 3 eV are plotted from top to bottom.

It is noticeable that the scattering rates corresponding to the EES-related energy
exchanges are much lower with respect to the standard optical phonon ones.. Such
a big gap justi�es the idea not to modify the probability scheme when considering
EES interactions. Figure 3.37 also shows that the promotion of carriers to high
energies (Egain increasing) is globally less probable than the absorption of small
energy quantities. These rates are calculated close to the channel/drain junction.
Similar trends are obtained for all channel positions. However, the absolute value of
the scattering rates depends on the carrier density and the mean carrier temperature
at the considered position (Equation 3.28), so that slightly di�erent results would
be obtained at di�erent positions.

The necessary inclusion of many EES exchange energies and the relevance of the
choice made in this study is shown in Figure 3.38, where the distribution functions
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obtained from our model and FBMC have been compared over more than four-
teen orders of magnitude. The EES mechanism has been included in the FBMC
simulations following the approach after [Ghetti 2002].
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Figure 3.38: Distribution functions obtained with Monte Carlo (MC) and the Model
with and without Electron-Electron Scattering (EES). Di�erent EES con�gurations
are represented for the Model. The distributions are taken at the channel/LDD
junction for a 0.14µm gate length device biased at Vd/Vg = 4.2/4.5 V.

The previously discussed distribution function (section 3.2) calculated without
EES has been reported as well (dashed lines) for comparison. The FBMC simu-
lations clearly demonstrate the importance of the EES mechanism at high energy
which completely modi�es the usual Maxwellian tail. The results of the model fea-
turing di�erent EES setups are shown. The con�guration which includes the six
energies of Table 3.1 well captures the EES tail (circles). Three additional curves
show the e�ect of single EES exchange energies. Small energy exchanges (0.5 eV)
start to alter the tail at a lower kinetic energy but the modi�cation is not so im-
portant at high energy (squares). Considering higher energy exchanges (3 eV), we
observe that the tail is appreciably modi�ed but the e�ect is appreciable only at
higher kinetic energies (lower triangles). In order to correctly capture the shape
and amplitude of the distribution function, a full range of energy exchanges should
be included. This explains and justi�es the choice made to include six di�erent
EES-related energy gain values.

In the above comparison, although the simulations apparently well reproduce
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the MC results, it should be kept in mind that the proposed model involves sev-
eral approximations. As already mentioned in the previous paragraph 3.4.1.1, the
calculation assumes the knowledge of the total carrier density and of the mean
carrier temperature along the channel, the latter being approximated as a heated
Maxwellian distribution. Although section 3.2 showed the good aptitude of the
model to capture the hot carrier population under very di�erent conditions, the
distribution of the cold carriers has been shown to be less accurately predicted.
Unfortunately, the distributions as low energy a�ects both the carrier density and
the mean carrier temperature, thus increasing the uncertainty related to the ac-
curacy of the EES evaluation. In order to reduce the sources of uncertainty, the
MC-predicted carrier density and mean carrier temperature have been used for EES
evaluation in test simulations that thus bring the focus only on the EES calculation
framework. Figure 3.39 reports the distribution functions computed according to
this assumption.
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Figure 3.39: Distribution functions obtained with Monte Carlo (MC) and the Model
at two channel positions close to and inside the drain. The Model-predicted electron-
electron e�ects are successively evaluated using the carrier density (Nx) and mean
carrier temperature (Te) provided by the Model(circles) or the MC (dashed).

The simulations performed with the model include six energies as in Table 3.1.
The �gure suggests that the EES tail is further enhanced when the MC quantities
are used with respect to the case where internal model quantities are used for EES
calculation. The shape of the tail is however strictly preserved and the increase
is limited to less than an order of magnitude. Thus, the uncertainty introduced
by the internal model quantities has but a limited impact on the �nal result in
the relevant channel positions. Furthermore, this comparison shows that the EES
calculation framework which assumes a heated Maxwellian distribution, constitutes
a good alternative to the Full Band EES calculation.

Finally, Figure 3.40 reports the gate current density along the channel and the
injection e�ciency as a function of the gate voltage for a 0.14µm gate length device,
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calculated following the procedure described in section 3.1.
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Figure 3.40: (a) Gate current density along the channel calculated after the Model
and the Monte Carlo (MC) with and without Electron Electron Scattering (EES).
(b) Injection e�ciencies vs. gate voltage calculated after both approaches for two
drain voltages. MC results without EES are also reported.

The enhanced tail due to EES has a clear impact on the gate current density
along the channel up to the junction with the drain where the tail has but a limited
e�ect compared to the plateau of the distribution. The proposed model overesti-
mates the gate current in the channel, although a very good qualitative agreement
is achieved. In particular, the 'shoulder' of the gate current density due to EES
appearing close to the junction at the channel side (peak around 0.03 µm) is nicely
reproduced. The injection of "warm" carriers in the �rst part of the channel plays
an important role especially at low voltage operation regimes. In such conditions
(Vg < 3.5V ), the simulated injection e�ciencies are qualitatively well reproduced.
Thus, the transition from high (Vg > 3.5V ) to low voltage operating regimes is much
smoother when EES is included. The inclusion of such e�ect reveals to be critical
for comparison with measurements as will be shown in the next chapter.
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3.4.2 Impact Ionization

The Impact Ionization (II) mechanism is another important process which involves
the hot carriers and subsequently shapes their distribution function. The same
aspects as for the inclusion of the EES have been considered, although di�erent
solutions are adopted.

The scattering rate of the II process as a function of the carrier energy [Bude 1992]
is given in Figure 2.6 of Chapter 2. This �gure shows that both Optical Phonons
and II scattering processes exhibit comparable scattering rates for hot electrons.
Thus, di�erently from the EES, the II mechanism should be considered when cal-
culating the probabilities around each node. Figure 3.5 and Equation 3.4, which
were initially introduced when only Optical Phonons were considered, are still valid
when this additional process is considered. However the probabilities PBAL, PUP ,
PDOWN which appear in the �uxes' calculation, have di�erent expressions from
those written in Figure 3.4. The new expressions and their derivation are given in
Annex A.

The physical process of Impact Ionization consists in extracting a Valence Band
electron and promoting it to the Conduction Band. This endothermic process, which
results in an electron-hole pair generation, is triggered by an electron (the primary)
having an energy εPRIM higher than a certain threshold. Although this energy
threshold depends on the carrier momentum [Bude 1992],[Sano 1994], thus making
the process anisotropic, it has been already shown that isotropic scattering rates,
averaged over all momenta having the same energy, well reproduce experimental
data [Cartier 1993] with a threshold value close to the silicon band gap (εgSi =

1.12eV ). Thus, it seems plausible that the anisotropy of the II process is hidden
by electron-phonon scatterings which e�ciently randomize the distribution function
especially at high electron energies [Fischetti 1995].

The remaining energy of the primary electron is divided between the secondary
particles (electron and hole) and the primary electron with a certain distribu-
tion [Bude 1992],[Kamakura 1994]. However, simpler approaches considering an
equipartition of the remaining energy (Equation 3.33) between all particles still
yield satisfactory results [Jungemann 2003]. In particular, the secondary carriers'
energy can be simply set to:

εSEC =
εPRIM − εgSi

3
(3.33)

This expression has been adopted in the model because it greatly simpli�es the
implementation and the calculations as only a limited number of additional �uxes
should be considered with respect to the optical phonons case. Furthermore, the
generated electrons are easily accounted for by increasing the total carrier concen-
tration.

The contribution of the Impact Ionization process in shaping the distribution
function is reported in Figure 3.41. The FBMC simulations include an isotropic
impact ionization rate where secondary electrons are generated according to the
distribution calculated after [Bude 1992].
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Figure 3.41: Distribution functions at two channel positions close to and inside the
drain, obtained with the Monte Carlo (MC) and the Model, with and without the
impact ionization (II) process.

Two channel positions at the junction and inside the drain featuring a large
quantity of hot carriers have been considered. The inclusion of the II does not
change the general shape of the curve. However, the high energy part of the curves
is reduced due to this interaction (dashed lines) and the resulting electrons con-
tribute to raise the low energy part of the curve. At both considered positions, the
model qualitatively reproduces the e�ects of impact ionization. Note that signi�cant
ionization occurs also beyond the gate edge (right plot) as expected from previous
studies [Fischetti 1995].

3.4.3 Conclusions

In this section, the introduction of two additional scattering mechanism and their
impact on hot carrier e�ects have been presented. Preliminary physical considera-
tions have allowed to simplify the implementation of both electron-electron scatter-
ing and impact ionization while conserving the main signatures of both processes.
Electron-electron interactions have been shown to enhance the hot carrier distribu-
tion tails thus considerably impacting the injection process at low voltages. This in
turn enables injection modeling at these operating conditions which are extremely
important for advanced technologies. The decrease of the hot carrier distribution
due to the impact ionization process has been as well discussed. The achieved agree-
ment with full band Monte Carlo simulations consolidates the adopted approach and
completes the modeling of the major mechanisms a�ecting the hot carrier transport.
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3.5 Conclusions

A new semi-analytic approach for hot carrier modeling has been introduced in this
chapter allowing to grasp the main features of the process of carrier heating and
injection into the gate. The proposed quasi-ballistic modeling perspective accounts
for the non-local carrier transport in which inelastic phonon scattering, impact ion-
ization and carrier-carrier scattering have been included with a full-band description
of silicon. The role and importance of these ingredients has been investigated and
extensive comparisons with Monte Carlo simulations on the main �gures of merit of
hot carrier transport has proven the validity of this approach.

In particular it was shown that inelastic optical phonons within an isotropic
approximation greatly shape the carrier distribution function and well reproduce
the macroscopic bulk current. On the one hand, this con�rms the predominant
role of phonon scattering in the channel. On the other hand, these results show
that a single inelastic phonon interaction (the one with the highest deformation
potential) can reproduce most of the carrier heating behavior in silicon. In addition,
the study showed that while the gate current at high gate and drain voltages can
be well reproduced by accounting only for the phonons, injection at low voltage
operating regimes cannot be captured but accounting for carrier-carrier scattering
which enhances the hot carrier tail and contributes to a signi�cant increase of the
gate current. A computationally e�cient method to account for such a complex
mechanism has been suggested and implemented in this work.

Finally, in a more general perspective, this work has demonstrated that the ap-
parent complexity of hot carrier processes can be modeled using only few variables.
Interestingly enough, the channel potential and several commonly-made considera-
tions and commonly-used silicon data much reduce the complexity of the problem
in this regime where scattering still plays an important role. This approach can be
used in conjunction with a compact transport model for a fast estimation of the car-
rier injection features for devices down to several deca-nanometers. However, care
has to be taken for shorter gate lengths, where the ballistic component becomes
signi�cant, for which some of the model assumptions such as the consideration of
the total energy instead of the longitudinal energy and the isotropic approximation,
should be revisited.
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Chapter 4

Comparison between

measurements and modeling

results

The �rst chapters of this thesis were devoted to the modeling and simulation of hot
carriers during Flash programming conditions. This study pointed out the main as-
pects and ingredients of the complex physics involved during this operation, such as
the band structure, the non local carrier transport and the scattering mechanisms.
Thus, a benchmarking process between several modeling approaches was proposed,
whose conclusions allowed us to elaborate a new semi-analytic model including the
most relevant ingredients. However, no comparison with measurements has been
shown yet. This will be the guiding line of this chapter, which carefully addresses
the comparison with measurements. Hence, Section 4.1 describes the adopted mea-
surement methodology throughout this thesis. The intrinsic injection properties
have been extracted from the characterization of the Flash cell and of the equiv-
alent transistor for various device lengths and hot carrier biases. The extracted
�gures of merit can indeed be used either to compare di�erent measurement con-
ditions between them or measurement against simulations. Such a setup has been
applied to two injection regimes.

The hot electron injection will be the object of the Section 4.2, where the previ-
ously described Spherical Harmonics Expansion method, the Monte Carlo simulator
and the 1D non-local model will be successively compared against measurements.
The necessary calibration steps (carried out prior to the comparison) will be also
discussed as an important part of this procedure.

Section 4.3 instead introduces and discusses the hot hole injection phenomenon
during the drain disturb regime which is an undesirable operation condition com-
monly found in today's Flash arrays. Such mechanism requires the attention as it
may be the cause of signi�cant charge loss in the �oating gate as well as potential
reliability problems. The proposed TCAD-MC coupled simulation methodology is
applied for device optimization purposes with a �nal successful comparison with
measurements.
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4.1 Measurements

This section describes the characterization methodology applied for the study of
the Flash cell operating regimes throughout this work. A few preliminary consid-
erations and de�nitions on the employed methodology and the cell itself are �rst
given in subsections 4.1.1 and 4.1.2, respectively. This will allow to introduce the
measurement setup required to extract useful hot carrier quantities followed by the
discussion of some of the experimental errors, respectively in subsection 4.1.3 and
4.1.4.

4.1.1 Motivation and methodology

In the introduction of this thesis we have shown that the Flash cell can be seen as a
nMOS transistor with a modi�ed gate stack incorporating two n-doped poly-silicon
areas (gates) one of which is �oating and contains the electrons, the other being
electrically addressable. The electrons stored in the �oating node are responsible
for the threshold voltage shift giving rise to state "`0"' (programmed) and state "`1"'
(erased). The objective of the characterization step is to measure as accurately as
possible the current �owing in and out of the �oating gate (fg). In the perspective of
comparing di�erent measurements conditions among them as well as measurements
against simulations, a proper choice of relevant quantities should additionally be
made. The simulations presented in Chapters 2 and 3 have introduced Ifg(Vfg)

and Ifg/Id(Vfg) characteristics which have been shown to be adequate for such
comparisons. Indeed, they re�ect the intrinsic behavior of the underlying MOS
transistor whose impact on cell operation depends on the cell electrostatics.

For this reason, the following procedure aims to extract such quantities in dif-
ferent operating regimes. This is achieved by using the Flash cell and the equivalent
transistor. The latter is a modi�ed Flash cell which allows direct electrical access
to the �oating after shorting both gates at the layout level. Although an additional
etching step with respect to the Flash cell is needed, the transistor beneath is pro-
cessed identically. Hence, in principle, the equivalent transistor is able to provide
all the above characteristics. However, as it will be shown in the following pages,
the accuracy obtained for the gate current measurements is not satisfactory. There-
fore, transient operation of the Flash cell has been used to extract the dynamic gate
current. Expressing the latter current as a function of the gate voltage requires
the knowledge of the Flash electrostatics (coupling coe�cients) as well as the mea-
surement of the MOS threshold voltage. The coupling coe�cients will be extracted
on cells using a simple geometrical model validated on 2D/3D TCAD simulations,
while the MOS threshold voltage is measured on the equivalent transistor. The
equivalent transistor is also used to measure the bulk currents that compared with
the simulations is an important indicator of the good modeling of hot carriers at
high drain voltage.
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4.1.2 Cell description

The embedded NOR-type Flash devices investigated throughout this study have
been fabricated in a 65nm CMOS technology. For convenience, in this subsection
we report and extend the Flash cell description made in Chapter 1. Figure 4.1 shows
two TEM cuts along the length (a) and width (b) direction of a typical Flash device
and it de�nes its main components.

Control GateONO

Source Drain

Floating Gate

TunOx Lg

(a)

Control Gate

ONO

W

FG Wing

Ch lW

STI

Channel

(b)

Figure 4.1: TEM images of the Flash cell structure along the channel (a) and in the
width direction (b). The major components of the cell have been highlighted.

The cell has four electrically accessible terminals: the Source (s), the Drain (d),
the Bulk (b) and the Control Gate (cg). The Floating Gate (fg) is isolated from
the control gate and the substrate terminals (s, b, d) via the Oxide-Nitride-Oxide
layer (ONO) and the Tunnel Oxide (TunOx), respectively. The charge exchange
operates between the �oating gate and the substrate through the tunnel oxide. The
normal Flash operating regimes involve the Program and the Erase (P/E) phases,
respectively de�ned as the mechanisms during which the electrons are put inside or
pulled out of the �oating gate. Figure 4.2 reports a typical example of the erase and
program phase dynamics at di�erent control gate biases.

The threshold voltages (Vth) reported in Figure 4.2, measured during the so-
called Read phase, have been de�ned as the control gate voltages needed to achieve
a drain current of 8 µA with a drain voltage of 0.7 V. Figure 4.3 reports an example
of curves obtained during this phase. At the end of the erase and program transient
regimes, V E

th and V P
th are respectively obtained..

Figure 4.2 shows that program/erase processes are accelerated when higher ab-
solute values of control gate voltage are employed. For short channel devices, the
larger the potential di�erence between the �oating gate and the substrate, the more
e�cient these mechanisms are. However, as the �oating gate cannot be electrically
addressed, its potential depends on the electrostatic e�ect of the other terminals.
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Figure 4.2: Threshold voltage variation during program (a) and erase (b) phases
for di�erent control gate voltages. The measured cell features Lg/W/FGWing =
0.14/0.08/0.115 µm.
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Figure 4.3: Drain current vs. control gate voltage obtained after the erase and the
program phase on a Lg/W = 0.18/0.14 µm device.

This e�ect is quanti�ed via the coupling coe�cients, de�ned as the variation of the
�oating gate potential due to the potential variation of each of the other terminals:

αi =
∂Vfg
∂Vi

=
Ci

CTOT
with i ∈ {s, d, b, g} (4.1)

The coupling coe�cients are equally de�ned as the variation of a given terminal
capacitance with respect to the �oating gate over the total structure capacitance
(CTOT ). The coupling with the control gate (αcg) is the most signi�cant among them
and it constitutes a key parameter for Flash optimization. A high gate coupling
allows the use of lower supply voltages at equivalent times or smaller writing times
for the same supply voltages, as shown in Figure 4.2. In order to increase αcg,
the capacitance between the �oating gate and the control gate should be increased
without increasing the capacitance between the �oating gate and the other terminals.
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This is achieved by extending the overlapping distance of both gates in the width
direction beyond the active width of the device (W), as shown in Figure 4.1b. This
gives rise to two symmetrical Floating Gate Wing regions (FGWing) which can
substantially increase the coupling. Figure 4.4 reports the gate and drain coupling
coe�cients as a function of the control gate and drain voltage, respectively. The
gate coupling is given for drain voltages in Read (0.7 V) and Program (4.2 V)
conditions while the drain coupling has been plotted for control gate voltages roughly
representing the start (9 V) and the end (4 V) of the programming phase.
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Figure 4.4: TCAD-simulated gate coupling (a) and drain coupling (b) coe�cient
as a function of the control gate and drain voltage, respectively, while the other
terminal has been used as a parameter. Source and bulk terminals are grounded.

The coupling coe�cients are voltage dependent with the most important varia-
tions being situated around the inversion threshold. As a matter of fact, the tradi-
tional MOS capacitances strongly vary in this region and thus directly impact the
di�erent couplings. However, at high drain and control gate voltages, the couplings
are rather independent on Vcg and Vd.

4.1.3 Measurement setup and extraction methodology

In the following, the characterization procedure is exposed with particular focus
on the programming phase. The other operating conditions, such as as the erase
phase and the disturb phenomena are characterized using the same procedure. The
developped test structures consist of mini matrices of Flash and equivalent transistor
devices where the source and the substrate are in common. Only a single device
placed in the middle of the array is characterized, whereas the surrounding ones act
as dummy devices to reproduce a realistic memory environment.

A methodology combining DC and transient measurements has been set up to
characterize the Flash cell as accurately as possible (Figure 4.5). The programming
operation performed on Flash cells, is divided into small pulses (Figure 4.6). Each
of the transient pulses of Figure 4.6 feature a rise and fall time (trise, tfall) equal
to 50 ns. After each pulse, the cell threshold voltage is measured in DC without
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a�ecting the cell's state following the procedure in Figure 4.3. This allows to build
the transient characteristics of Figure 4.2a.

th

Transient on Flash Cell DC on Eq.Transistor

Measured 
Vth (t) Ig (t)prog

th

prog

ONOFG

dt

dV
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CONO : calculated 
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Measured 
Ib (Vfg) 

Calculated
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Figure 4.5: Mixed characterization scheme to extract the cell properties. DC and
transient measurements have been used on equivalent transistor and Flash cells,
respectively. The knowledge of the capacitances and the coupling coe�cients in
the structure allows to extract the injection current during programming. The
unit-less ratios Ib/Id and Ig/Id can be additionally computed by combining both
measurements.

Progressive Programming

VCG-Prog

VD-Prog

time…

program

VD-Read

read program program

Figure 4.6: Schematic of the applied voltages during programming. The total pro-
gramming time has been divided into small program pulses with drain and control
gate terminals respectively �xed at VD−Prog and VCG−Prog. The threshold voltage
is measured after each of the pulses during the read phase (the drain is biased at
VD−Read = 0.7V ) following the description in 4.1.2. The same scheme with di�erent
voltages is applied for erase and disturb regimes.

DC measurements are additionally performed on the equivalent transistor. Typ-
ical currents as a function of the �oating gate voltage (�oating gate = gate, in the
case of the equivalent transistor) are reported in Figure 4.7a. In the framework of
the Hot Carrier Injection (HCI) regime, the hot carrier e�ects are also investigated
by measuring the bulk current (c.f. Chapter 3). An integration time of 80 µs has
been applied for all these measurements in order to limit the degradation. Starting
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from the DC measurements the Ib/Id ratio is reported in Figure 4.7b for di�erent
drain biases. The ratio increases with drain voltage and decreases with rising gate
voltage. It is important to mention that for the shortest cells, the DC measurements
are repeatable for drain biases lower than 3V, while degradation of Id is observed
for higher voltages even with the smallest integration time.
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Figure 4.7: Typical drain, bulk and gate currents measured in DC on an equivalent
transistor (a) and the resulting Ib/Id ratios obtained at di�erent drain voltages (b).

DC measurements also provide the gate current which could enable us to calcu-
late the injection e�ciency. However, as it will be shown below, the gate currents
measured in DC are considerably lower than the ones from transient measurements.
As a consequence, they are not used in any further calculation. Instead, the thresh-
old voltage of the cell at di�erent programming times (transient procedure of Figure
4.6) is monitored and used to extract Ifg. Examples of such curves for di�erent
drain biases and gate lengths are reported in Figure 4.8.
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Figure 4.8: Threshold voltage evolution during programming operation obtained for
a 0.18 (a) and 0.38 (b) µm gate-length device at di�erent drain voltages.
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As expected, programming is faster at higher Vd and for the shortest device.
Notice the signi�cant threshold voltage variation in the case of the shortest cell after
only 100ns. This time duration has been considered as the �rst reliable measurement
point which is not a�ected by the ramp up of the drain and control gate terminals
(rise time of 50ns). From the threshold voltage shift it is possible to extract the
dynamic �oating gate current using the following expression:

Ifg = CONO
∆Vth
∆t

(4.2)

CONO is the capacitance between both gates as de�ned in subsection 4.1.2. Its
value depends on the physical dimensions of the overlapping of both gates as well
as on electrical permittivity of the layers. Throughout this chapter, CONO has
been analytically calculated after the model published in [Garetto 2009a], which
includes parallel plate, corner and fringe contributions. This expression has been
validated against 3D TCAD simulations. The result of such an extraction is shown
on Figure 4.9a for two di�erent cells at a given bias condition. At the beginning
of the programming, the shorter cell features a higher injection current, while near
the end of the programming phase both cells display the same injection current
dynamics. At this stage, no precise comparison between cells is possible as no
information on the �oating gate voltage is available. The dynamics of the latter
is extracted from a standard capacitive network approach with constant coupling
ratios [Kolodny 1986]:

Vfg(t) = VEQ.TR + αg (Vcg − Vth(t)) + αd (Vd − Vdread) (4.3)

VEQ.TR is the threshold voltage of the equivalent transistor extracted during DC
measurements at the drain voltage Vdread=0.7 V, which has been equally used to
measure the cell threshold voltage during the programming phase Vth(t). During
programming, the control gate and the drain are respectively biased at Vcg and Vd.
αg and αd are respectively the gate and drain coupling ratios. Putting together
the results of Equation 4.2 and 4.3, we are able to build the Ifg(Vfg) curve, as
shown on Figure 4.9b. At this point, the comparison between cells and programming
conditions is possible as the gate current obtained in transient conditions is expressed
as a function of �oating gate voltage. Hence, both structures show similar gate
currents when Vfg < Vd. However, at higher �oating gate voltage, the shortest cell
injects more current.

The results of Figure 4.9b have been obtained by assuming constant drain and
gate coupling coe�cients. An overview of the constant coupling coe�cients used for
di�erent devices is reported in Figure 4.10.

Finally, the injection e�ciency is calculated by dividing the extracted gate cur-
rent on the Flash cell by the measured drain current on the equivalent transistor
as a function of the �oating gate voltage. Figure 4.11a reports the injection ef-
�ciencies obtained from the approach described for a 0.18 µm gate-length device
at di�erent drain voltages. Similarly to the threshold voltage variation and to the
gate current, the injection e�ciency increases with drain voltage. For comparison,

Alban Zaka - Carrier Injection and Degradation Mechanisms in Advanced NOR
Flash Memories



Measurements 107

10
−7

10
−6

10
−5

10
−4

10
−3

10
−12

10
−11

10
−10

10
−9

10
−8

10
−7

Time (s)

I fg
 (

A
.μ

m
−

1 )

 

 

L
g
 = 0.18 μm

L
g
 = 0.38 μm

V
cg

 / V
d
 = 7 / 3.4 V

(a)

2 3 4 5
10

−13

10
−12

10
−11

10
−10

10
−9

10
−8

10
−7

V
fg

 (V)

I fg
 (

A
.μ

m
−

1 )

 

 

L
g
 = 0.18 μm

L
g
 = 0.38 μm

V
cg

 / V
d
 = 7 / 3.4 V

(b)

Figure 4.9: Floating gate current as a function of the programming time (a) and the
�oating gate voltage (b) for two devices with di�erent gate-lengths under a particular
programming condition. The graphs are built upon transient measurements.

(a) (b)

Figure 4.10: Examples of gate (a) and drain (b) coupling coe�cients used during
the extraction. The ordered triple in the x-axis stand for the device geometrical
dimensions Lg/W/FGWing.

the result of the gate-to-drain current ratio obtained from the DC measurements
previously shown in Figure 4.7a for the equivalent transistor is also given, showing
a signi�cant discrepancy between the two methods.

In particular, the DC-only method shows a rather �at injection e�ciency with
increasing �oating gate voltage for small gate lengths, with maximum values around
10−6. Instead, the e�ciency extracted from the mixed transient-DC approach rises
with gate voltage with maximum measurable values greater than 10−5. To test the
soundness of the DC-values, we calculate the threshold voltage variation of the cell
during the programming phase (using Equations 4.2 and 4.3) assuming the gate
current of the equivalent transistor from DC measurements is also valid for the
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Figure 4.11: Injection e�ciency as a function of the �oating gate voltage extracted
from mixed transient-DC (a) or DC-only (b) measurements at di�erent drain volt-
ages for a 0.18 µm gate-length device.

Flash cell. Figure 4.12 compares the DC-only resulting threshold voltage with the
one measured during transient operation for di�erent drain voltages. The couplings
and the other voltages are kept constant. The observed discrepancy proves that the
current levels measured in DC on the equivalent transistor are much lower than the
one needed to program the Flash cell according to transient measurements.
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Figure 4.12: Threshold voltage variation as a function of the programming time
for di�erent drain voltages, extracted from transient measurements (solid curves) or
from DC measurements (dashed curves) using Equations 4.2 and 4.3.

However, the discrepancy between the two methods is considerably reduced for
longer cells, as shown in Figure 4.13. These comparisons indicate that the estimation

Alban Zaka - Carrier Injection and Degradation Mechanisms in Advanced NOR
Flash Memories



Measurements 109

of the injection current (thus of the injection e�ciency) from a DC-only approach
can be quite misleading especially for short channel devices of interest here (Lg <
0.22µm).
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Figure 4.13: Injection e�ciency as a function of the �oating gate voltage extracted
from mixed transient-DC (�lled symbols) or DC-only (open symbols) measurements
at di�erent drain voltages for a 1 µm gate-length device.

4.1.4 Experimental errors

Although we have shown that a reasonable approach to extract the cell properties
should rely on mixed transient-DC measurements, this method could su�er form
other sources of uncertainty. Most of the measurements are performed on several
dies which are used to extract the mean values of the characteristics. However, if
measurements are performed on a full-wafer scale, considerable variations may be
seen, as shown in Figure 4.14. The characteristics have been extracted using the
corresponding equivalent transistor threshold voltage of each die. Additionally, the
transient operation is a�ected by the drain voltage rise time, therefore to avoid
overshoot e�ects while establishing the desired drain voltage, a rise time of 50ns has
been found to be adequate for all the devices and biases under consideration.

The most important source of error may come from the use of constant (over
bias, but di�erent for di�erent devices as shown in Figure 4.10) coupling coe�cients,
especially for the gate coupling ratio as it will impact the accurate evaluation of
the �oating gate voltage. Although the gate coupling coe�cient is not strictly
constant, TCAD simulations in Figure 4.4 show that such ratio is rather �at in the
programming working regime. The same remark can be made for the drain coupling
coe�cient. Hence, what reveals to be important is the gate (respectively, drain)
coupling value used which is calculated as the ratio of the gate (respectively, drain)
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Figure 4.14: Floating gate current as a function of the �oating gate voltage extracted
after transient measurements over 50 dies on the same wafer.

capacitance over the total structure capacitance (Equation 4.1). It is clear that
predicting di�erent values of the capacitances will a�ect the extracted �oating gate
value.

Figure 4.15 reports the e�ect on the extracted injection e�ciency characteristics
of the overlap extension Lov and of the radius of the channel Ractive in the width
direction (c.f. Figure 4.1). The same measurements and the same methodology
described in section 4.1.3 have been used.
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Figure 4.15: Injection e�ciencies as a function of the �oating gate voltage resulting
from di�erent drain overlap extensions (a) and channel radius (b) used for the
extraction. The same experiments are used for all the cases.

As a matter of fact, Lov and Ractive dimensions are hardly measured compared
to oxide thicknesses and geometrical lengths where the precision is higher. Figure
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4.15 shows that by changing the relative weight on the capacitances, that is: when
Lov increases, αd increases and αcg decreases or when Ractive decreases, αb increases
and αcg decreases, the injection e�ciency is almost rigidly shifted towards higher
Vfg values.

4.2 Hot carrier injection regime

The previous section described the experimental extraction of the intrinsic cell prop-
erties. In this section, hot carrier injection measurements are compared to simulation
results obtained with the methods presented in Chapters 2 and 3. TCAD and Monte
Carlo simulations are presented in subsection 4.2.1 while the use of the 1D non-local
model is presented in subsection 4.2.2.

4.2.1 TCAD and Monte Carlo simulations

Before carrying out hot carrier simulations using the Spherical Harmonics Expansion
method (SHE) in the TCAD environment or using the Monte Carlo (MC) simulator,
preliminary steps are required. On the one hand, we should verify that the simulated
structure obtained from TCAD process simulations is close to the measured one
(4.2.1.1). On the other hand, we should also verify that the simulators well reproduce
standard low and high energy �gures of merit, such as the mean carrier velocity,
the ionization coe�cient and the quantum yield (4.2.1.2). Finally, the hot carrier
e�ects can be studied and simulations can be compared to measurements (4.2.1.3).

4.2.1.1 Structure calibration

Before studying the hot carrier e�ects we should �rst make sure that the struc-
ture we aim to simulate reproduces the basic electrostatic e�ects of the real one.
The complete structure is obtained following a realistic 2D process simulation; in
particular, care has been taken regarding the implant recipes, the thermal budget
and the dopant di�usion process [Synopsys 2010b]. However, when comparing to
measurements a careful check on the validity of the doping pro�les and of the ge-
ometrical dimensions is always necessary [Jungemann 1996]. Hence, the following
measurements have been used to extract useful information about the structure:

• The gate capacitance

• The threshold voltage variation with bulk voltage

• The threshold voltage variation with drain voltage

All the measurements were performed on the equivalent transistor as it undergoes
exactly the same process as the Flash cell. Thus, the gate capacitance allows to tune
the tunnel oxide properties which are considered to be reasonably the same as for
the Flash cell. In order to avoid any parasitic e�ects the capacitance is measured
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on a long and wide structure and a tunnel oxide of 98 Åand an oxide dielectric
permittivity of 4.1 ε0 has been found to match the measurements. These values
are within expected experimental values and are kept constant for the rest of the
structure calibration.

The next step is to validate the vertical doping pro�le. By reverse biasing the
bulk terminal, the depletion depth increases with respect to the Si/SiO2 interface.
Thus, the subsequent increase of the threshold voltage with the bulk bias provides a
useful indication on the Boron (P-type well) pro�le evolution in the �rst 50 nm close
the interface (the Body e�ect). In particular, the Boron segregation parameter at the
Si/SiO2 interface in the process simulation has been adjusted in order to match the
Vth(Vb) curves, as shown in Figure 4.16a. During the di�usion process, the interface
acts as a large defect which may trap more or less dopant atoms. Thus increasing the
segregation of atoms at the interface changes the �uxes at this boundary and �nally
results in an increased dose loss in the channel. The study has been �rst performed
on long transistors which are adequate due to the absence of short channel e�ects.
The same setup has then been successfully applied to shorter devices.
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Figure 4.16: Threshold voltage variation as a function of the bulk voltage (a) and
drain voltage (b) obtained after measurements and 2D TCAD simulations.

The �nal step of the proposed procedure concerns the validation of the lateral
doping pro�le. The latter has been adjusted in order to reproduce the threshold
voltage variations as a function of the drain voltage (Drain Induced Barrier Lower-
ing - DIBL e�ect) for two target cells (Figure 4.16b). Slightly smoother junctions
compared to the original simulations were necessary. This has been achieved by
increasing the number of silicon interstitials created by the heavy Arsenic atoms
during the LDD implant phase in the process simulation. The presence of the in-
terstitials increases the Arsenic di�usion towards the channel during the annealing
phase. Furthermore, the di�usion of Phosphorous, used during Source/Drain im-
plants, has been slightly increased due to the presence of high concentration of
Arsenic. Structures with di�erent gate length obtained upon the calibrated process
will be used for both SHE and MC simulations.
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4.2.1.2 Calibration of the MC model

The second step of the calibration procedure concerns the MC simulator ingredi-
ents. As shown in Chapter 2, the band structure, the phonon scattering parameters
and the impact ionization in silicon have a great in�uence on the hot carrier sim-
ulation. As a crucial ingredient for hot carrier transport modeling [Fischetti 1995],
the full-band structure is not under discussion. It directly determines the density
of states which in turn in�uences the electron-phonon scattering rate. What is dis-
cussed in the following, is the adjustment one needs to make between phonons and
impact ionization parameters in the full-band approach. Traditionally, the validity
of the latter is tested using the following relations [Jacoboni 1983], [Fischetti 1988],
[Cartier 1993], [Kamakura 1999], [Ghetti 2003]:

• Mean carrier velocity at low �elds

• Ionization coe�cient at moderate and high �elds

• Ionization quantum yield at high energies

Figure 4.17 reports the comparison of the MC results with the published mea-
surements for these �gures. The mean carrier velocity as a function of the electric
�eld is correctly reproduced. At 300 K, for �elds lower than 50 kV, the slope of
the curve closely follows the phonon-limited mobility of electrons. The obtained
agreement shows that the deformation potentials and phonon energies responsible
for low energy transport have been chosen correctly. The phonon parameters in the
MC are close to the ones given in [Jacoboni 1983].
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Figure 4.17: a Mean electron velocity as a function of the electric �eld in homo-
geneous silicon along <100> direction; measurements are from [Canali 1975]. b

Electron impact ionization coe�cient vs. inverse of the electric �eld at 300 K; mea-
surements are from [Van Overstraeten 1970]. c Quantum yield as a function of the
electron energy; measurements are from [DiMaria 1985].

The impact ionization coe�cient and the quantum yield simulations, reported in
Figure 4.17b,c, also well compare to experiments. The impact ionization coe�cient
is de�ned as the number of electron-hole pairs generated by an electron per unit
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length while the quantum yield is the ratio between the bulk and the channel current
following the injection of an electron of a given energy in the silicon. Both quantities
scan the electronic distribution function at high energies. Due to this fact, it is
di�cult to accurately separate the strength of each mechanism at high �elds. Thus,
no unique set of phonons and impact ionization exists in literature, but rather
multiple sets which are able to reproduce these data with almost the same accuracy
due to compensation e�ects between these physical mechanisms [Fischetti 1995].
The MC results are obtained with the impact ionization rates calculated by Bude
[Bude 1992b] and adjusted with a multiplication factor of 0.25. Such correction
procedures have been already presented and discussed in [Cartier 1993], [Sano 1994],
[Bude 1995]. This correction ensures a good agreement with measured bulk currents
as shown in the next paragraph. Finally, as the scattering rates of the MC and of
the SHE method are quite close (c.f. Figure 2.6)), this calibration procedure is thus
valid for both approaches.

4.2.1.3 Comparison with measurements for Flash cells

Once the device structure and the simulators have been calibrated independently,
the simulated hot carrier currents can be compared to measurements resulting from
the methodology exposed in 4.1.3. Figure 4.18 reports the substrate to drain cur-
rent ratio for two gate length devices under di�erent bias conditions. A very good
matching between MC, SHE and the measurements is obtained over the whole in-
vestigated length and bias range throughout this work. Such an agreement validates
the calibration procedures previously presented. In particular, the reduction of the
impact ionization rates by a factor of 4 with respect to the ab-initio calculations in
[Bude 1992a] is here further justi�ed. In addition, the close agreement between MC
and SHE comes as a consequence of almost identical distribution functions obtained
throughout the channel and discussed in Chapter 2.

Next, the measured injection e�ciency as a function of the �oating gate voltage
at a constant drain voltage for di�erent gate lengths is reported in Figure 4.19 and
compared with SHE and MC simulations. Observing the measurements, it can be
noticed that the shape of the injection e�ciency changes considerably as a function
of the gate length. For the shortest devices, the injection e�ciency increases as a
function of the gate voltage, while a bell-shape curve is obtained in the case of the
longest ones with the maximum of the injection roughly situated at Vg = Vd. Such
behavior is in agreement with [Eitan 1981], [Goldsman 1988], [Hasnat 1996], and
also with the considerations in Chapter 3. Furthermore, the injection e�ciency at
high gate voltage, where most of the programming occurs, increases with decreasing
length.

The reported simulation results have been obtained with a conduction band
o�set at the Si/SiO2 interface equal to 3.25 eV for all the investigated conditions. It
ought to be mentioned that the tunnel oxides are subject to high doses of Nitrogen
which contribute to increase the barrier height. Furthermore, no barrier lowering
and no parallel momentum conservation has been included in these simulations.
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Figure 4.18: Comparison between the normalized bulk current Ib/Id vs. gate voltage
obtained after Monte Carlo (MC), the Spherical Harmonics Expansion (SHE) and
Measurements for a 0.14 µm a and 1 µm b gate-length device at di�erent drain
biases.

As a matter of fact, Figure 2.18 of Chapter 2 showed that including or excluding
simultaneously both e�ects yields similar results in terms of Ig/Id. Figure 4.19
shows that MC simulations with electron-electron scattering provide a very good
setup for the shortest devices for the whole gate voltage range. In particular, for
channel lengths in the 0.14 - 0.22 µm interval, the injection e�ciency at low gate
voltages is correctly captured. This matching cannot be achieved otherwise than
by including electron-electron interactions, as shown by the MC and SHE without
including such a mechanism. However, a discrepancy with respect to measurements
is observed for the longest devices for both the MC and the SHE which predict a
lower gate current by 1-2 decades. Although the core of the hot carriers is correctly
reproduced (c.f. bulk currents in Figure 4.18), the modeling of the carrier heating
after carrier scattering at energies close to the barrier (exponentially decaying tails)
reveals to be more di�cult and requires further investigation.

In addition to gate length variation, the models are compared to measurements
for di�erent drain voltages as well. Figure 4.20 compares the measured injection ef-
�ciencies with MC simulations for a 0.18 µm gate length device. Notice the decrease
of the injection e�ciency with the reduction of the drain voltage. This is a direct
consequence of the �nite energy that a carrier can gain in the channel which depends
on Vd. MC with electron-electron scattering well captures the measurements for all
the investigates biases. In addition, Figure 4.20 also reports the MC simulations
without electron electron scattering, which signi�cantly di�er from measurements
especially at low drain voltages. This stresses again the necessity to account for
such a mechanism whenever low voltage operation is considered.

Finally, Figure 4.21 reports the same comparison as in Figure 4.20 but consid-
ering the SHE method. For the highest Vd (3.4 V) at high Vg, a good matching is
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Figure 4.19: Comparison of the injection e�ciencies (Ig/Id) vs. gate voltage ob-
tained from measurements (Meas), the Monte Carlo (MC) and the Spherical Har-
monics (SHE) at constant drain voltage for di�erent gate lengths: 0.14 (a), 0.22 (b),
0.38 (c) and 1 µm (d). MC simulations are shown with or without Electron-Electron
Scattering (EES).

obtained similarly to the case of the 0.14 and 0.22 µm gate length devices of Figure
4.19. However, the low voltage operation regime is not well reproduced. This dis-
crepancy is especially visible at Vd < 3V for all the range of Vg values. The behavior
is similar to the case of the MC simulations without electron-electron scattering in
Figure 4.20. Thus, while the SHE method can be comfortably used to predict gate
currents at high drain and gate voltages, at low bias bias operating regimes it reveals
to be inaccurate for gate current prediction.
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Figure 4.21: Comparison of the injection e�ciencies (Ig/Id) vs. gate voltage ob-
tained from measurements (Meas) and the Spherical Harmonics Expansion (SHE)
method on a 0.18 µm gate length device for various drain voltages.

Alban Zaka - Carrier Injection and Degradation Mechanisms in Advanced NOR
Flash Memories



118 Comparison between measurements and modeling results

4.2.2 Simulations using the 1D semi-analytic approach

In this paragraph, the HCI regime is simulated using the 1D non-local injection
model presented in Chapter 3. This model will be used in conjunction with a
Charge Sheet Model (CSM), as shown in Figure 4.22. CSM is based on Brews' equa-
tion [Brews 1978], [Gilibert 2004] which additionally includes overlap [Rideau 2010],
fringe capacitance e�ects [Garetto 2009b] and charge sharing correction [Quenette 2009].
The calculation of the channel potential enables the use of the non local injection
model which has been previously described and benchmarked against Monte Carlo
simulations. The combined CSM - injection model methodology has been exposed
in [Zaka 2011]. Subsection 4.2.2.1 recalls the necessary ingredients for the under-
standing of this work; a complete review can be found in [Tsividis 1987]. Subsection
4.2.2.2 proposes a potential correction which will be used in the third subsection
4.2.2.3 where the model is compared against measurements.

Charge Sheet Model (CSM)

Overlap
charges 
model

Fringe 
capacitance

model

PN 
junction

VC x

SR () v ()

Id

1D Full Band 
Non Local Model

Figure 4.22: Overview of the compact modeling oriented approach including a
Charge Sheet Model (CSM) capable to calculate the channel potential (V (x)) and
the drain current (Id) used as inputs by the non-local injection model with the
scattering rate (SR) and the group velocity (v(ε)) (c.f. Chapter 2).

4.2.2.1 Description of the Charge Sheet Model

Starting from the Pao et Sah equation [Pao 1966], Brewer has proposed a CSM
approach integrating the Gradual Channel Approximation (GCA) and valid for the
subthreshold, weak and strong inversion regimes. GCA translates the fact that the
lateral electric �eld in the channel is slowly varying compared to the vertical �eld.
In this approach the surface potential ΨS(x) is obtained from the iterative solution
of the following implicit equation:

[Vfg − Vfb −ΨS(x)]2 = γ2ΨT

[
exp

(
−ΨS(x)

ΨT

)
+

ΨS(x)

ΨT
− 1

]
+ γ2ΨT exp

(
−2

ΨF

ΨT

)[
exp

(
ΨS(x)− VC(x)

ΨT

)
− ΨS(x)

ΨT
− 1

]
(4.4)

This equation is solved at the source (yielding ΨS(0)) and at the drain (yielding
ΨS(L)) where the channel potential VC(x) is set to 0 and Vds, respectively. How-
ever, due to the model assumptions (GCA) a discussion will follow concerning the
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boundary condition at the drain. Vfg and Vfb are the �oating gate and �at-band volt-
ages, respectively, while ΨT = kbT/q is the thermal voltage, ΨF = −(EF −Ei)/q =

kbT/q log(NA/ni) is the Fermi level potential de�ned with respect to the intrinsic
silicon level. The body factor γ is de�ned as:

γ =

√
2qNAε0εSi
Cox

(4.5)

NA is the channel doping while Cox = ε0εox/tox is the tunnel oxide capacitance per
unit surface. The drain current is calculated by:

Id = µ
W

L
Cox [F (L)− F (0)] (4.6)

where F is a function of the surface potential de�ned as:

F (x) = [Vfg − Vfb −ΨS(x)] ΨS(x)−ΨTΨS(x)−ΨTγ
√

ΨS(x)−ΨT

− 1

2
ΨS(x)2 − 2

3
γ [ΨS(x)−ΨT ]3/2 (4.7)

Thus, the drain current is given after the calculation of the surface potential at
only two points, i.e. at the source and at the drain. From drain current conservation,
the surface potential ΨS(x) along the channel can be calculated using [Tsividis 1987]:

x

L
=
F (x)− F (0)

F (L)− F (0)
(4.8)

The easiest way to evaluate this expression is to give ΨS(x) values contained
in the [ΨS(0); ΨS(L)] interval and retrieve x using Equation 4.8. The electro-
static channel potential (VC(x)) can be �nally calculated by inverting Equation 4.4.
Together with the drain current, it constitutes one of the inputs of the non-local
injection model (c.f. Figure 4.22). Chapter 3 has shown that the calculation of the
distribution function, leading to the gate current, is based on the discretization of
the potential pro�le along the channel. Hence, the accuracy of the pro�le directly
impacts the model results. Below we report an extension proposed to increase the
calculation accuracy.

4.2.2.2 Potential correction

When calculating the surface potential ΨS from the electrostatic channel poten-
tial (VC) (Equation 4.4) at constant Vg, it can be seen that the relation ΨS(VC)

shows di�erent regimes [Tsividis 1987]. In particular, ΨS varies linearly with VC
in strong inversion and then it starts to saturate in moderate and weak inversion
before attaining a constant value ΨSa depending on Vgb, calculated as :

ΨSa =

(√
γ2/4 + Vgb − Vfb − γ/2

)2

(4.9)
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Any further increase of VC does not change ΨSa. However, in the HCI regime, the
drain and the gate bias ranges (Vd ∼ 3− 4V and Vg ∼ 2.5− 5.5V , respectively) are
such that the portion of the channel close to the drain junction is often in the weak
inversion/depletion regime. This means that in this portion, the surface potential
is pinned at ΨSa starting from a given channel position. The part of the VC(L)

greater than the electrostatic potential corresponding to ΨSa is not accounted for
any spatial variation. The discrepancy between (ΨS(L)−ΨS(0)) and Vds re�ects
the failure of the GCA. This in an intrinsic limitation of the model which does
not account for this transition region where the lateral electric �eld is signi�cant.
In order to use the CSM in the framework of the Flash memory modeling, it is
thus important to be able to describe the electrostatic potential in this region. To
meet this requirement, an analytic PN-junction model has been employed at the
channel/LDD junction in a two-step CSM iteration scheme.

The �rst iteration is performed with a channel length equal to the e�ective length
L = Leff = Lg − Lov, with Lov being the overlap extension. The channel potential
is calculated by inverting Equation 4.4 with ΨS(L) = ΨSa. Figure 4.23a reports
the obtained channel potential for a 0.14 µm gate-length device at a given Vd/Vg
bias con�guration (CSM : L curve). Notice that the new value of the electrostatic
potential at the drain VC(L)CSM is smaller than Vd for the reasons explained above.
In addition, this value is given at x = L and not at the beginning of the depletion
regime as no information on the latter exists in CSM. The latter region is determined
by the reverse-biased PN junction model where the P-side (channel) is biased at
VC(L)CSM while the N-side (LDD) is biased at the externally applied bias VC(L)EXT

= Vd. Under such conditions, the extension of the space charge region inside the
channel Wp and the potential variation therein Vp, can be respectively calculated
as:

Wp =

√
2εSi
qNA

(Vd + Vbi − VC(L)CSM ) (4.10)

Vp = VC(L)CSM +
qNA

2ε0εSi
(x1)2 (4.11)

In these equations, Vbi = kbT/q log(NANdrain/n
2
i ) refers to the build-in potential

for the PN junction, while the x1 variable is de�ned in the [L−Wp; L] interval. In
this procedure, the extension of the space charge region inside the LDD has been
neglected due to its much higher doping concentration. Then, CSM is rerun with an
e�ective length of L = Lg −Lov −Wp which represents the inversion layer length in
the channel where the GCA holds. Keeping in mind that the other parameters (dop-
ing, bias, ...) have been kept constant, the same potential VC(L)CSM is obtained at
x = L (CSM : L−Wp curve in Figure 4.23a). The Vp pro�le is also reported in Fig-
ure 4.23a. At this point, the channel potential consists of three parts: the potential
issued from CSM with L = Lg − Lov −Wp, Vp potential in the Wpextension, the
constant drain voltage region. The continuous piecewise channel potential requires
a �nal smoothing in order to be safely used for injection purposes (Figure 4.23b).
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Figure 4.23: (a) Channel potential V(x) calculated with the Charge Sheet Model
(CSM) for a gate length of L = Lg−Lov (dashed) and for a gate length of L = Lg−
Lov−Wp (plain). The �gure is completed by the potential in the PN junction region
Vp of length Wp (delimited by the two vertical lines) and the potential obtained at
the interface by a 2D TCAD simulation. (b) Piecewise channel potential composed
of CSM : L−Wp, Vp and constant Vd curves alongside the smoothed curve ready
to be used in the non-local injection model. For both �gures: Lg = 0.14 µm, Vd=3.6
V and Vfg=2.5V.

The results of the above procedure are compared with TCAD results in Figure
Figure 4.24, reporting the potential pro�les for various bias conditions on a 0.14
µm device. Note that TCAD simulations, here taken as a reference, are performed
including real process simulations in agreement with the calibration procedure de-
scribed in 4.2.1.1. The non-constant doping in the 2D structure has been at best
approximated by an average channel doping value in CSM simulations. Neverthe-
less, a fairly good matching has been achieved in the programming bias range. In
particular, this method is able to reproduce the channel potential when the latter
goes from negligible (Vg = 5.5, Vd = 2) to strong (Vg = 2.5, Vd = 3.6) depletion
region.

4.2.2.3 Comparison with Ig/Id measurements

Following the procedure described in Chapter 3 the 1D non-local injection model,
which includes full-band elements of silicon band structure, has been applied to
calculate the injection e�ciency. Figure 4.25 reports such ratio as a function of the
gate length for a constant drain bias and two �oating gate voltages. The condensed
view of Figure 4.25, with respect to the previous �gures showed in 4.20 and 4.21, has
the merit to immediately provide the evolution of the e�ciency with gate length,
which is often a major request during device optimization. Thus, at high gate
voltage regime (Vg > Vd) where most of the injection occurs, the reduction of the
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Figure 4.24: Channel potential V(x) calculated with 2D TCAD simulations at the
Si/SiO2 interface and with the Charge Sheet Model including the potential correc-
tion. The comparison is performed for a 0.14 µm gate-length device at di�erent bias
conditions relevant for Flash programming.

gate length increases the device e�ciency. Good agreement between the model and
the measurements has been achieved, thus demonstrating its use in the context of
compact approaches.
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Figure 4.25: Injection e�ciency (Ig/Id) as a function of the device gate length
obtained from measurements and the 1D non-local model at a constant drain voltage
(Vd=3.4 V) for two di�erent �oating gate voltages.
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4.3 Drain disturb regime

The hot carrier injection during the programming phase certainly constitutes the
most important aspect of hot carrier mechanisms in a Flash cell. However, injection
of hot carriers may also occur in unwanted circumstances, such as during the drain
disturb phases. This encountered phenomenon is brie�y introduced in subsection
4.3.1, while the simulation methodology is described in subsection 4.3.2. Finally,
application to realistic cells and an optimization case-study will be presented in
subsection 4.3.3.

4.3.1 The drain disturb phenomenon

The memory cells are organized in an array where each row and column is speci�cally
addressable. In order to program a cell, the line connecting the drains of all cells in
a given column (called bitline) and the line connecting the control gates of all cells
in a given row (called wordline) should be biased (source and substrate contacts
are grounded), as shown in Figure 4.26. The cell located at the intersection of
the selected lines is subject to programming conditions. However, the other cells
situated along the bitline and the wordline are subject to unwanted electrical stress,
respectively called drain disturb and gate disturb. Hence, these unwanted operating
regimes should �rst be evaluated and then the cell should be optimized to be as
immune as possible.

Vd = 3.4 V

Vcg = 8.5 V

Vcg = 0 V

Vd = 0 V

Program

Drain
Disturb

Gate
Disturb

Figure 4.26: Schematic illustration of the cells under programming, drain disturb
and gate disturb conditions.

The e�ect of these regimes on the cell depends on whether the latter is in an
erased or a programmed state, due to di�erent �oating gate potentials. Figure 4.27
reports the charge loss (Vth decrease) in the �oating gate as a function of the drain
disturb time duration for a programmed cell. Notice that the charge loss is enhanced
by increasing drain and bulk (in absolute values) voltage. The same measurements
have been performed for cells which are initially in the erased state (Figure 4.28a).
In this case, charge gain occurs yielding a Vth increase. Traditionally, the charge loss
for a programmed cell is often compared to charge gain for an erased cell in order to
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determine the worst case scenario and consequently determine the underlying dom-
inating physical mechanism [Nair 2004], [Kumar 2006]. The comparison between
Curves A of Figures 4.27a and 4.28a as well as the comparison between Curves B

of Figures 4.27b and 4.28a, representative of two di�erent programming conditions,
shows that the threshold voltage shift is higher in the case of charge loss compared
to the case of charge gain. Furthermore, the threshold voltage shift under gate dis-
turb conditions (only charge gain has been reported in Figure 4.28b) is less stronger
than the one occurring in drain disturb conditions. Therefore, charge loss for a pro-
grammed cell submitted to drain disturb constitutes the most critical aspect for the
investigated cells and will be the object of this section. It ought to be mentioned
that this observation depends on the cell architecture. For example, the same worst
case scenario was found and discussed in [Chimenton 2002], [Ielmini 2006] while the
charge gain e�ect during drain disturb was found the most critical and analyzed in
[Nair 2004], [Kumar 2006].

10
−2

10
−1

10
0

10
1

10
2

10
3

6.5

7

7.5

8

Stress Time (s)

V
th

 (
V

)

 

 

FGWing = 0.045 μm

W = 0.14 μm

L
g
 = 0.18 μm

V
D
 = 4.2 / 4 / 3.8 / 3.4 V 

V
b
 = 0 V

Curve A

(a)

10
−2

10
−1

10
0

10
1

10
2

10
3

5.5

6

6.5

7

7.5

8

Stress Time (s)

V
th

 (
V

)

 

 

FGWing = 0.045 μm

W = 0.14 μm

V
d
 = 3.8 V

L
g
 = 0.18 μm

V
b
 = −1 / −0.5 / 0 V

Curve B

(b)

Figure 4.27: Measured threshold voltage variation vs. stress time duration for a
programmed cell subject to di�erent drain (a) and bulk (b) biases. The �rst point
of the curves is the threshold voltage after programming.

The charge loss process observed in Figure 4.27 may possibly have two di�erent
origins: either electrons tunnel out of the �oating gate or holes are injected into the
�oating gate. Considering the applied biases under such conditions, the previous
studies in the �eld [Rakkhit 1990], [Chimenton 2002], [Ielmini 2006] have indicated
hot hole injection during the drain disturb phase as the main mechanism. The Vb
dependence shown in Figure 4.27(b) supports this argument for the investigated
cells. The origin of hot holes is ascribed to pair generation mechanisms such as
band-to-band tunneling (BTBT) and impact ionization (II). It is well known that
for high electric �elds (∼ 1MV/cm) electrons tunneling from the conduction band
to the valence band of silicon become signi�cant [Schenk 1993]. Such �elds may
exist all around the channel/drain junction and close to the oxide. The following
paragraph describes the approach used to simulate this phenomenon.
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Figure 4.28: Measured threshold voltage variation vs. stress time duration for an
erased state submitted to drain disturb (a) and gate disturb conditions (b). The
�rst point of the curves is the threshold voltage after erase.

4.3.2 Simulation methodology

A coupled 2D TCAD - MC simulation approach has been employed to estimate the
hot hole injection into the �oating gate. An accurate description of the electric �eld
around the substrate/drain junction is necessary for the calculation of the space
dependent BTBT rate. The latter is calculated within SDevice [Synopsys 2010a]
using Schenk's model [Schenk 1993] and is reported in Figure 4.29f or bias condi-
tions representative of drain disturb regime. The electrons generated by BTBT
are collected at the drain and constitute the Gate Induced Drain Leakage (GIDL)
[Rideau 2010]. The drain current is then used as an indicator of the strength of the
BTBT mechanism. On the other hand the generated holes are pushed away from
the drain and the �eld lines redirect them towards the source, the interface or the
substrate [Ielmini 2006]. During the travelled distance, the holes are accelerated and
a fraction of them generate other electron-hole pairs by impact ionization (Figure
4.29(a)). The secondary carriers are again accelerated giving birth to other carriers
via impact ionization. During this scheme, a small fraction of the holes gain enough
energy to overcome the Si/SiO2 barrier (∼4.7 eV) and de-program the cell.

While the BTBT rate can be accurately calculated within the TCAD tools,
the generated carriers and their complex trajectories are not well accounted for
within this framework. For this reason, a combined TCAD - MC methodology has
been used to simulate this phenomenon [Ingrosso 2002], [Ielmini 2006]. Holes are
generated within the MC proportionally to the 2D-TCAD BTBT cartography which
is used as an input. The MC simulations include phonon (acoustic and optical)
scattering, impact ionization and hole-hole interactions.

Similarly to the hot electron injection during the programming phase, several
indicators can be employed to analyze this regime. Figure 4.30 reports the substrate
current, the gate current and gate-to-substrate current ratio, henceforth called the
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Figure 4.29: (a) Schematics of the structure in the drain disturb regime and its main
mechanisms. (b) Zoom of the 2D cartography of Band to Band tunneling around
the channel/LDD junction, calculated with Schenk's model [Schenk 1993].

drain disturb e�ciency, as a function of Vdg = Vd − Vg for a 0.14 µm device. When
the �oating gate voltage varies in the interval [-1; -3]V, representative of a pro-
grammed cell state, both the substrate and the gate current show a rather stable
behavior, whereas a strong reduction of the both current is observed when the drain
voltage decreases. A similar trend is obtained for the drain disturb e�ciency which
has been reported for a constant �oating gate voltage with or without hole-hole scat-
tering. Similar to the case of electron injection during programming conditions, this
interaction plays an important role at low drain voltage. Notice that only the gate
current is a�ected by this mechanism, as identical substrate currents are obtained
with or without the inclusion of this mechanisms.
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Figure 4.30: Substrate (a) and gate (b) currents as a function of the Vdg = Vd − Vg
voltage obtained with the MC for constant Vg (solid curves) or Vd (dashed curves)
voltages. The drain disturb e�ciency Igh/Ib is given in (c) for a constant Vg with
or without Hole-Hole Scattering (HHS).

In terms of microscopic quantities, Figure 4.31 reports the gate current density
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and the hole distribution functions at four positions along the channel (A, B, C,
D) highlighted in the 2D device structure image. The gate current density shows a
maximum at around 20-30 nm from the junction with a rapid decrease for positions
located towards the drain. However, a smoother reduction of the gate current is
observed towards the source.
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Figure 4.31: (a) Image of the simulated structure, highlighting four channel posi-
tions. b Gate current density along the channel obtained with the MC. (c) Hole
distribution function vs. energy at the four positions highlighted in (a).

The exposed methodology is applied in the next paragraph to optimize the previ-
ously calibrated structure (4.2.1.1) in terms of immunity to the drain disturb. In this
process, the injection e�ciency during programming conditions will be considered
as well.

4.3.3 Device optimization and comparison with measurements

Table 4.1 shows the investigated structures and the abbreviations used in the follow-
ing graphs. The standard structure is the one described in 4.2.1.1 and constitutes
the starting point of this optimization procedure. Figure 4.32 reports lateral and
vertical cuts of the doping pro�les close to the interface for the considered struc-
tures. It can be seen that particular attention has been paid about the gradient of
the doping pro�les. The lateral steepness e�ect has been studied by increasing the
channel doping and the lateral doping gradient with respect to the standard struc-
ture (Figure 4.32a). On the contrary, the source/drain metallurgic junction depth
has been varied in order to study the vertical doping steepness e�ect (Figure 4.32b).
For both cases, care has been taken not to strongly modify the doping in the other
direction : vertical and lateral direction for the former and latter case, respectively.
Channel, LDD dose and energy implants are tuned to obtain the desired pro�les,
starting from the standard one.

Figure 4.33 reports the injection e�ciencies as a function of the gate voltage for
the considered structures. Channel doping and lateral junction steepness appear to
be critical for the injection e�ciency variation: a two-fold increase is observed in
Figure 4.33a for the steep junction despite the fact that the channel-length increases.
On the contrary, Figure 4.33b shows that, for the considered structure, the injec-
tion e�ciency is much less sensitive to the vertical LDD pro�le (i.e. the junction
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Structure Description Abbreviation

Standard matching exp. Std
Steeper Lateral Junctions Steep Lat.
Shallower LDD implant Shallow LDD
Deeper LDD implant Deep LDD

Table 4.1: The investigated structures and their abbreviations. The standard struc-
ture is the one described in 4.2.1.1.
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Figure 4.32: (a) Doping pro�les of the Std and Steep Lat. structures in the channel
direction. (b) Vertical doping pro�les of Std, Shallow and Deep LDD structures in
the overlap region.

depth variation). The qualitative trends of Figure 4.33 could have also been sepa-
rately predicted with a rapid estimation of the maximum lateral electric �eld in the
channel, assuming a lucky electron model approach [Hu 1983]. However, structure
optimization also requires a quantitative balance between many concurrent e�ects :
channel doping, channel length, junction steepness and junction depth.

Figure 4.34 reports the drain disturb current as a function of Vdg for constant Vd
= 4.2V and constant Vg = -2V, respectively. We see that structures having steeper
junctions, either horizontally or vertically, show a constant or increased current
compared to the standard structure. This e�ect is particularly enhanced when
Vg varies within [-1; -3V] interval which corresponds to the �oating gate voltage
for a programmed cell. On the contrary, the drain disturb current is reduced for
all bias conditions if a smoother LDD vertical doping (corresponding to increased
source/drain junction depths) is adopted. Such a trend has been previously reported
[Nair 2004] and shown to be consistent with experimental data.

Hence, from Figures 4.33 and 4.34 it seems that the Deep LDD structure shows
an improvement in terms of drain disturb (reduced hole gate current) without too
much sacri�cing the injection e�ciency during programming conditions. To un-
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Figure 4.33: Injection e�ciency for CHE programming (Ig/Id) vs. gate voltage (Vg)
reported for the Std and the Steep Lat. structures at two drain voltages (a) and for
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Figure 4.34: Hole gate current (Igh) during drain disturb vs. Vdg at constant
Vd=4.2V (a) and constant Vg=-2V (b) for all the investigated structures.

derstand such a behaviour, Figure 4.35 compares the Standard and Deep LDD
structures in terms of BTBT current and Drain Disturb E�ciency (DDE). BTBT
current is reduced for the Deep LDD structure by approximately one decade. More-
over, the DDE is also reduced especially at low Vdg. These observations imply that
the disturb reduction observed for the Deep LDD structure is not only due to a
BTBT reduction, but also to a di�erent injection e�ciency of the generated holes.

Finally, Figure 4.36 reports the comparison between the above MC simulations
and the measurements performed on 0.14 µm cells. The increase of the �oating
gate potential due to charge loss as a function of disturb time for a constant Vd is
reported for the Standard and the Deep LDD structures. The latter is indeed less
subject to hole injection and therefore constitutes an improvement in terms of drain
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disturb. Good agreement between measurements and simulations has been achieved
for both structures, demonstrating the soundness of the simulation approach.
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4.4 Conclusions

In this chapter, simulation and experimental results on hot carrier injection have
been compared on a broad range of gate-lengths and bias and process con�gurations.
The �rst section describes the applied characterization methodology for the purpose
of extracting the intrinsic cell injection characteristics. Measurements on Flash cells
and equivalent transistors are required in order to obtain accurate results. In this
perspective, several sources of uncertainty which allow to have an estimation of
the error bar in the considered measurements, are also discussed. The developed
methodology has been adopted in two hot carrier injection con�gurations.

The injection of hot electrons into the �oating gate during the programming
phase has been the object of the second section where various Flash device gate
lengths and bias conditions have been considered for comparison with the simula-
tors described in the previous chapters. On one hand, 2D simulations have been
performed using the MC simulator and the SHE method. Prior to the comparisons,
the simulated cell has been calibrated to best match the measured electrostatic pa-
rameters and the simulator ingredients have been slightly adjusted to match the
mean velocity at low �elds, the II coe�cient and the quantum yield. In the subse-
quent comparisons, the MC was shown to correctly reproduce experiments in almost
all the investigated cases and in particular in the low voltage regime (Vd < 3V ) where
the Electron-Electron Scattering mechanism plays a crucial role. This regime also
demonstrates the limits of the present SHE method which predicts a smaller injec-
tion current due to the absence of EES. On the other hand, 1D simulations have also
been performed after combining the developed 1D non-local injection model and a
Charge Sheet Model. A correction has been included in the latter in order to obtain
a realistic potential pro�le close to the channel/drain junction. It was shown that
this methodology compares well with the experimental results as a function of the
gate length, in particular in the high voltage injection regime (Vg > Vd > 3) where
most of the injection occurs in standard bias con�guration.

Finally, the drain disturb regime has been presented in the third section. First,
it was experimentally shown that the charge loss (Vth decrease) in a programmed
cell due to hot hole injection is the strongest e�ect of this unwanted regime. As a
result, a combined TCAD-MC simulation methodology was set up in order to grasp
the intrinsic properties of this regime and to provide guidelines for the reduction
of hole injection. Simulations results, con�rmed by experimental data, showed that
deeper LDD implants, which result in smoother pro�les, make Flash devices more
immune to drain disturb as a consequence of both a lower band-to-band tunneling
current and a reduced injection e�ciency for the generated holes.
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Chapter 5

Modeling the cell degradation

In the previous chapters, a modeling and characterization methodology was estab-
lished for the study of the Flash program operation involving hot electron injection
in the �oating gate. A large range of device lengths and bias con�gurations were
analyzed by simulation and compared with measurements, demonstrating that they
grasp the main features of this regime. However, the operation of the Flash cell
includes many physical mechanisms, some of which constitute unwanted operat-
ing phases. A typical example is the drain disturb phenomenon discussed in the
previous chapter, in which hot holes are injected into the �oating gate resulting
in a sizable charge loss. Oxide degradation is another typical and worrisome phe-
nomenon a�ecting Flash performances during its lifetime. This chapter is devoted
to this topic. Considering the vastness of this subject, only some speci�c aspects of
the phenomenon will be presented and discussed.

The aptitude of the cell to conserve its performance over time strongly depends
on the robustness against defect creation during the program, erase and read phases.
Section 5.1 focuses on the endurance characteristics of the Flash cell. In particular,
the observed reduction of the programming window during cycling, clearly pointing
to oxide degradation processes, has been experimentally investigated with the pur-
pose of separating the impact of the defects on each of the program, erase and read
phases.

The observed degradation results from the traps created in the bulk oxide as well
as near the Si/SiO2 interface. These latter traps will be the subject of Section 5.2
which presents a microscopic modeling and simulation approach for the generation
of such traps during the hot carrier injection regime. Such an approach allows
for an estimation of the interface traps along the channel for various stress times.
Comparisons with measurements on spatial trap pro�les and electrical macroscopic
parameters for various stress conditions demonstrate the soundness of this approach
for the estimation of hot carrier induced interface traps.
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5.1 Cell endurance

The endurance characteristics constitute an important indicator for Flash cells. This
characteristics will be introduced in subsection 5.1.1. Our attention will then be
focused on the analysis of the programming window degradation with cycling. In
particular, subsection 5.1.2 will present an experimental method aiming to split the
observed degradation into three components, each corresponding to the program,
the erase and the read operation regime.

5.1.1 Endurance characteristics

In its lifetime, a Flash cell is meant to work over a great number of cycles. Each
cycle is composed by a complete program and erase operation, respectively charac-
terized by their threshold voltages V P

th and V E
th . Typically, the cell should endure

105 − 106 cycles during which the erased and the programmed states should still
be easily distinguishable. This is quanti�ed by introducing a new indicator called
Programming Window : W = V P

th − V E
th , de�ned as the di�erence between the cell

states. The term endurance characteristics of a cell re�ects the reduction of the win-
dow with increasing number of cycles [Aritome 1993]. The causes of the endurance
degradation fall into two categories: usual oxide wear-out and erratic single-cell
failures [Modelli 2004]. Among these two causes, only the former is addressed in the
following section.

Figure 5.1 reports the experimental endurance characteristics of a 0.14 µm cell
which is subject to two di�erent cycling regimes. In one case, the cell is programmed
by Channel Hot Electrons (CHE) and erased by Fowler-Nordheim (FN) which are
the usual cycling conditions. In the other case, for comparison purposes, full Fowler-
Nordheim cycling (program: Vcg at 18.9V for 10ms; erase: Vcg at -17.65V for 1ms) is
considered. Such an operation is employed in NAND Flash memories. The threshold
voltages throughout the cycles have been normalized with respect to the threshold
voltage in the erased state (0%) and to the threshold voltage in the programmed
state (100%) at the beginning of the endurance characteristics (after 1 cycle). The
threshold voltage is de�ned as the control gate voltage needed to achieve a drain
current of 8 µA with a drain voltage of 0.7V.

Figure 5.1 shows that the threshold voltage in the erased state increases dur-
ing cycling for both operations. Instead, the program threshold voltage increases
for FN-FN operation while it is nearly stable for CHE-FN operation. However, a
closer look at the latter operation reveals that the threshold voltage �rst decreases
until 5.103 cycles and then starts to increase. The programming window W is also
shown in Figure 5.1. Similar behaviors have been recently observed in [Lee 2006],
[Tao 2007b] and [Fayrushin 2009]. In order to reduce the endurance degradation,
both process - and bias - based optimization solutions can be considered. However,
prior to applying any solution, a good understanding of the degradation mechanism
is necessary. In the following subsection, a characterization methodology is intro-
duced to quantify the degradation during each of the main operating regimes as a
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Figure 5.1: Normalized Flash cell threshold voltage after Erase (V E
th ) and Program

(V P
th ) operation during cell cycling performed by Channel Hot Electron (CHE) -

Fowler Nordheim (FN) or FN-FN con�gurations. The evolution of the programming
window W, de�ned as the di�erence between program and erase threshold voltages,
constitutes the endurance characteristics.

�rst step towards degradation reduction.

5.1.2 Experimental analysis

Both the CHE injection and the FN tunneling are known to degrade the tunnel
oxide properties. In this subsection, the e�ects of traps on the window are analyzed
from the experimental point of view. The threshold voltage after Program/Erase
(P/E) operation reported in Figure 5.1 includes both the intrinsic behavior of pro-
gram/erase operation and the read operation. It is important to separate these
operations in order to acknowledge any variation of program/erase e�ciency dur-
ing cycling. As both operations strongly depend on the �oating gate voltage (c.f.
Chapter 4), the program/erase phases should be evaluated at a constant �oating
gate charge during cycling, so that only the e�ect of the traps created during stress
be investigated. However, the separation of the negative charges coming from the
electrons in the �oating gate and the ones trapped in the oxide is not a trivial task.

5.1.2.1 Characterization of the equivalent transistor

The most direct way to tackle this problem is to perform Constant Voltage/Current
Stress (CVS and CCS, respectively) experiments on equivalent transistors (�oating
and control gates are shorted). In these experiments, where no charge is stored in
the �oating gate (that is directly connected to the control gate), a constant bias
or current close to the desired condition is applied at the drain/gate terminals or
imposed at the gate terminal, respectively, for a given time duration (stress time).
Figure 5.2 reports Id(Vg) characteristics after constant voltage stress CHE and FN
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conditions at di�erent stress times. Notice that in the case of CHE stress, the
curves gradually shift towards higher threshold voltage while for FN-like stress �rst
the sub-threshold slope is degraded and then the threshold voltage increases as well.
It has been observed that at the beginning of the electron injection from the gate
in the FN condition, a positive charge builds up in the oxide [Itsumi 1981]. At the
same time, traps created during this phase and their subsequent �lling during IdVg
measurements increase the Vth. Both e�ects are thus globally counterbalanced at
the beginning of the FN stress. Similar results have been reported for CCS setups
in [Cappelletti 1999] and references therein.
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Figure 5.2: Drain current vs. gate voltage after Channel Hot Electron (CHE) (a)
and Fowler-Nordheim gate injection (FN) (b) constant voltage stress conditions at
di�erent stress times for a 0.14 µm equivalent transistor device. All the curves are
obtained at Vd=0.7V; the most degraded curve is dashed.

In order to study the evolution of the stress with time, commonly employed
macroscopic electrical parameters are extracted from IdVg curves and reported in
Figure 5.3 as a function of the stress time. All results are given relatively to the
fresh value of the parameter (threshold voltage, sub-threshold slope, maximum of the
transconductance). In the case of CHE, the drain voltage has been kept constant
at 4.2 V and the gate voltage has been varied from 2 to 6 V in order to cover
the whole Vg variation during the programming conditions. The same approach
has been followed for FN stress with Vg varying from -15 to -11 V. Higher stress
times are used for FN in agreement with the higher erase time which is 100-1000
times longer than the program duration in the cell operation. For all CHE and
FN stress conditions, the parameters are degraded faster when higher Vg values
(absolute value) are used. It can be noticed that while Vth is degraded faster for
CHE conditions, for the reasons explained above, the sub-threshold slope and the
transconductance are more sensitive to the FN stress condition. However, there is a
strong e�ect of Vg on the degradation level and the analysis of the curves may lead
to di�erent conclusions if it is performed at a lower (absolute value) Vg. Considering
that the �oating gate voltage in a cell, by de�nition, varies in the program or erase
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phases, the real cell degradation would be a mixture of all the investigated equivalent
transistor DC conditions.

Although the evaluation on the equivalent transistor clearly indicates that both
CHE and FN processes degrade the device, such information cannot be directly ap-
plied to the cell. Hence, an evaluation on cells can lead to very useful complementary
information to investigate the e�ect of traps on transient operation.

5.1.2.2 Characterization of the Flash cell

An interesting idea was proposed in [Tseng 2001] where the authors designed special
test structures which integrate a switch to access the �oating gate. When the switch
is not connected, the structure is used in a cell con�guration with the charges in the
�oating gate being injected by CHE and extracted by FN. When the switch is con-
nected, the charges in the �oating gate are removed and a transistor-like con�gura-
tion is recovered. This method thus allows to study the e�ect of traps (degradation)
independently for program and erase phases. However, the layout modi�cations
needed for the test structures result in a giant cell where program/erase dynamics
are performed thousands of times more slowly compared to the case of a standard
Flash cell. Thus, the insight gained in this approach is not directly applicable to
realistic cells.

In a recent publication, Tao et al. [Tao 2007a] have come up with an interesting
method to isolate the trap e�ect using only the Flash cell. This work, inspired
by [Kolodny 1986], allows the authors to determine the neutral threshold voltage
corresponding to the cell state with no charges in the �oating gate. This voltage is
determined during the cycling as a �tting parameter from the combination of the
Ig current expression in the FN regime and of the electrostatic relations ruling the
cell (c.f. Chapter 4). Hence, the traps' e�ect on endurance can be quanti�ed. This
methodology was applied to cells in which program and erase are performed by FN
tunneling where the classical analytical expression [Lenzlinger 1969] of the current
has been �tted to reproduce the measurements. However, a reliable extraction of
the neutral threshold voltage in NOR Flash memories involving CHE injection, for
which an accurate analytical expression is di�cult to obtain (c.f. Chapter 2 and 3),
has not yet been proposed.

In the following, a step-by-step experimental approach is proposed, aiming to
separate the contributions of each operating regime on the endurance characteristics
[Garetto 2011]. This is achieved by analyzing a set of measurements which include
program and erase transients at di�erent number of cycles obtained with the same
bias conditions as in Figure 5.1. The proposed analysis is carried out on the CHE/FN
condition and will eventually allow to build the endurance characteristics at the end
of this section.

Figure 5.4 reports the current-voltage measurements during the read operation
after cell erase (a) and the threshold voltage evolution during the erase phase af-
ter various number of cycles (b). The increase of the sub-threshold slope in Fig-
ure 5.4a with cycling indicates the presence of interface traps (also called interface
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Figure 5.3: Threshold voltage (a-b), sub-threshold slope (c-d) and maximum of
transconductance (e-f) variation with stress time after di�erent CHE and FN stress
conditions performed on a 0.14 µm gate length equivalent transistor device.

states) created during the cycling and �lled during the read operation. The most
probable cause of this behavior are amphoteric Pb-centers located within the �rst
angstroms of the oxide from the interface. They behave as acceptors in an in-
verted nMOS structure [Lenahan 1984]. In addition, the rigid shift of the threshold
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voltage can suggest the presence of trapped electrons inside the oxide (E′-like de-
fects) [Lenahan 1984], since both interface and oxide traps contribute to increase
the threshold voltage shown in Figure 5.4a. In what follows we will not explicitly
distinguish between Pb-centers and E′ defects. In order to extract the intrinsic prop-
erties of the program/erase regimes during cycling, the trap contribution in the read
operation should be �rst separated and then the P/E phases be evaluated at the
same �oating gate charge.

This can be achieved using the erase transient characteristics (Figure 5.4b) based
on the following considerations. Figure 4.2 of Chapter 4 showed that by applying
higher control gate voltages (in absolute values) the �nal threshold voltage is lower.
However, the erase dynamics, i.e. the pace at which the threshold voltage decreases
with erase time, was not a�ected by the control gate voltage change during most of
the erase phase. This result is further con�rmed in the cell calibration procedure
described in [Zaka 2011], where the presence of parasitic capacitances which lower
the gate coupling coe�cient did not a�ect the erase dynamics either. In fact, the
FN tunneling dynamics during the erase phase depends on the oxide �eld, which in
turn depends on the initial �oating gate condition, the charged traps in the oxide,
the oxide thickness and the total capacitance [Zous 2004]. For a given structure
with constant geometrical boundaries, the oxide �eld will only depend on the value
of the �oating gate potential at the beginning of the erase phase and on the quantity
of trapped charges inside the oxide. As the number of traps increases with cycling,
the �oating gate potential evolutes as well at the beginning of a given erase cycle.
However, we cannot know the exact �oating gate potential as we only know the
threshold voltage a�ected by the �lling of an unknown oxide trap distribution during
read operation. From the above considerations, we neglect the �rst part of the erase
transient characteristics up to the tE−Vth = 0.2ms, position where all the curves
(i.e. transient for di�erent erase cycles) will approximately show the same oxide
�eld. In order to additionally guarantee the same apparent �oating gate voltage, all
the curves of Figure 5.4b are, rigidly shifted in order to join together at the same
threshold voltage at t = tE−Vth equal to the one at the beginning of cycling, as
shown in Figure 5.5(a). The shift during this procedure ∆V R

th , re�ects the e�ect of
the traps during the read operation and has been calculated as:

∆V R
th (ncycles) = Vth(tE−Vth , ncycles)− Vth(tE−Vth , 0) (5.1)

Figure 5.5b plots the extracted threshold voltage shift ∆V R
th curve vs. number

of cycles, whose evolution re�ects the increase of the trap concentration in the oxide
with cycling. Thus, the ∆V R

th quantity is subtracted to the raw curves of Figure 5.4a
to obtain the curves in 5.5b. All the curves are put at the same apparent �oating
gate voltage at tE−Vth = 0.2ms. The degradation of the erase e�ciency due to the
presence of traps can be quanti�ed at the end of the erase dynamics as:

∆V E
th (ncycles) = V E

th (tE , ncycles)−∆V R
th (ncycles)− V E

th (tE , 0) (5.2)

tE is the time where the erase operation is considered �nished (in this case it is
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taken equal to 2 ms, c.f. Figure 5.5(b)). For the considered devices and conditions
(CHE-FN and FN-FN), the ∆V E

th is very small. Hence, the degradation of the
intrinsic erase e�ciency during cycling can be considered negligible.
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Figure 5.4: (a) Drain current vs. control gate voltage (read operation at Vd=0.7V)
measured after the erase phase for various program/erase cycles. V E

th is extracted at
a drain current of 8 µA. (b) Threshold voltage during erase phase for an increasing
number of program/erase cycles. The vertical dashed line (at t = 0.2ms) shows the
threshold voltage shift (∆V R

th ) between fresh and stressed devices reported in Figure
5.5.
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Figure 5.5: (a) Threshold voltage during erase phase after di�erent number of cycles
corrected by ∆V R

th to obtain the same �oating gate charge for comparison purposes.
The erase e�ciency degradation (∆V E

th ) is evaluated at 2 ms. (b) Threshold voltage
shift (∆V R

th ) vs. number of cycles, extracted after the data of Figure 5.4.

The e�ect of the traps during the read operation ∆V R
th (ncycles) is equally present

during the measurements of the program dynamics. Hence, the same quantity is
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subtracted to the raw programming curves of Figure 5.6a to obtain the shifted curves
plot b which allow to quantify the e�ect of the traps during the program operation.
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Figure 5.6: Threshold voltage during program phase after di�erent number of cycles
reported as-measured (a) and corrected by the threshold voltage shift (b). The
degradation of the program e�ciency (∆V P

th ) is evaluated after 0.7 µs.

The degradation of the program e�ciency (∆V P
th ) is de�ned as the negative

threshold voltage shift at a given tP programming time:

∆V P
th (ncycles) = V P

th (tP , ncycles)−∆V R
th (ncycles)− V P

th (tP , 0) (5.3)

tP is here taken equal to 0.7 µs. Figure 5.7 reports the ∆V P
th during cycling.

Di�erently from the erase case of Figure 5.5b, the program e�ciency is strongly
impacted by the traps even in the very �rst cycles. The Vth decrease becomes
signi�cant after 103 cycles.

Finally, in order to validate this approach, Figure 5.8 compares the endurance
obtained from classical read operation after the program/erase phases (as in Figure
5.1) with the endurance resulting from the analysis of the above program/erase
dynamics (c.f. Figures 5.4 to 5.7). The program/erase threshold voltages during
the cycling in the second approach are calculated as:

V E
th (ncycles) = V E

th (0) + ∆V R
th (ncycles) + ∆V E

th (ncycles) (5.4)

V P
th (ncycles) = W0 + ∆V R

th (ncycles) + ∆V P
th (ncycles) (5.5)

W0 and V E
th (0) are respectively, the window and erase threshold voltage at a

fresh state. As the degradation of the intrinsic erase e�ciency (∆V E
th ) is negligible,

the erase threshold voltage during cycling (V E
th ) bears the signature of trap �lling

during the read operation (∆V R
th ). In the meanwhile, the program threshold voltage

(V P
th ) is the sum of two antagonistic a�ects: the trap �lling during read operation

and the degradation of the intrinsic program e�ciency (∆V P
th ), which respectively,
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increase and decrease the threshold voltage. For the chosen CHE/FN conditions,
both e�ects almost compensate resulting in a stable V P

th . Notice that ∆V R
th (ncycles)

in Figure 5.5a as well as ∆V P
th (ncycles) in Figure 5.7 can be directly compared since

they are given in the same arbitrary units.
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Figure 5.8: Programming window evolution for the CHE-FN operation, obtained
from the measurements after program / erase operation (symbols, c.f. Figure 5.1)
and the proposed extraction technique from program/erase dynamics (lines) where
the threshold voltages are calculated with Equations 5.4 and 5.5.

The agreement obtained in Figure 5.8 between the two measurement approaches
validates the proposed methodology to extract ∆V E

th and ∆V P
th . Furthermore, the

use of program/erase dynamics has allowed to separate the e�ect of traps in terms
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of threshold voltage during the three main operating conditions, i.e. read, program
and erase. We found out that both FN and CHE are responsible, although the
microscopic mechanisms involved in FN and CHE degradation are certainly very
di�erent. While an exhaustive treatment of the degradation mechanisms is beyond
the scope of this work, we will focus our attention on the interface traps generation
due to hot carrier injection. In the following section, a general methodology for the
simulation of such traps and an application to a realistic case will be presented.

5.2 Interface state modeling

The presence of hot carriers inside the channel gives birth to phenomena described
in the previous chapters, in particular to the carrier injection into the gate. As
a side-e�ect of this phenomenon, the resulting oxide degradation should be con-
sidered carefully. In particular, the following work focuses on the interface states
generation as they become a constant issue for thin oxides. Subsection 5.2.1 gives
a brief historical background of such modeling built around [Hu 1985] approach,
whose limitations give rise to another modeling framework [Guerin 2009] presented
in subsection 5.2.2. The experience of the previous chapters on hot carrier simula-
tions has been associated to this latter framework in subsection 5.2.3, in the purpose
of simulating the degradation of a realistic device under di�erent hot-carrier stress
conditions.

5.2.1 Historical background

The hot carrier stress degradation of MOS transistor has been a constant issue in the
modeling and characterization communities in the last thirty years [Takeda 1983],
[Doyle 1990], [Hess 1998], [Rauch 2005]. The degradation of electrical parameters,
such as the threshold voltage (Vth), the transconductance (gm), the linear and sat-
uration currents (Idlin and Idsat), has since accompanied each technology node and
drained the e�orts towards the understanding of the degradation mechanisms as
well as toward accurate device modeling and structure optimization. Many studies
focused on measuring the variation of the above parameters with stress time under
di�erent stress conditions as well as the correlations between these parameters. This
has allowed Takeda et al. [Takeda 1983] to propose an empirical device lifetime (or
time-to-failure) projection based on the bulk current. The device lifetime, corre-
sponding to a stress time for which the nominal value of a given parameter varies
by 5 or 10 %, is now considered as an important indicator to be integrated during
the early design phase [Huard 2011].

Several characterization techniques have allowed to probe and point out di�er-
ent types of defects which are held responsible for the observed parameter variation.
The defects are often classi�ed based on their spatial location with respect to the
Si/SiO2 interface: interface charge traps (Nit), bulk oxide traps (Not) as well as bor-
der traps located inside the oxide but very close to the interface [Fleetwood 2008].
Both electrons and holes can create and populate such traps depending on the bias

Alban Zaka - Carrier Injection and Degradation Mechanisms in Advanced NOR
Flash Memories



148 Modeling the cell degradation

con�gurations [Mistry 1993], [Doyle 1997]. However, contrary to the thick oxides
where charge trapping in the oxide was frequently observed [Doyle 1990], interface
states have been found to be the predominant defect for Tox ≤ 4nm [Momose 1997],
[Li 2001]. Given the rising interest in such defects, the following results and dis-
cussion are focused only on interface defects. For this reason, in the following
comparisons, devices featuring thin oxides have been used in order to minimize the
oxide trapping e�ects.

The generation of interface traps has been traditionally correlated to the bulk
current or to the bulk-over-drain current ratio (Ib/Id) [Hu 1985], [Weber 1995]. The
maximum electron interface trap generation was observed at the maximum bulk
current (Ib). For thick oxides, this corresponded also to the so-called worst case

scenario, which provided the engineers the shortest device lifetime. For the tech-
nologies investigated at that time, this condition was achieved at approximately
Vg ∼ Vd/2 [Hu 1985]. Considering that hot carriers are the origin of both Nit and
Ib, the authors modeled them using the Lucky Electron Model approach (LEM, c.f.
Chapter 2) and proposed to use the Ib/Id ratio as a direct indicator of the degrada-
tion level as it is proportional to the device lifetime (τ) in log scales (Equation 5.6).
The proportionality factor is given by the ratio of the energy thresholds to create a
defect (εth ∼ 3.7 eV) and to impact ionize (εII ∼ 1.1 eV).

τ ∝ Ib
Id

εth/εII

(5.6)

This elegant approach has since been widely used as it correlates between easy-
to-measure macroscopic currents (Ib, Id) and hard-to-measure microscopic quanti-
ties (Nit). In this approach the carrier heating is calculated based on the maximal
electric �eld value which has been reported to be in rather a poor agreement with
rigorous Monte Carlo results (c.f. Chapter 2). The latter results have shown that
the maximal energy a carrier can acquire is limited by the drain voltage (apart
from electron-electron scattering, c.f. Chapter 3). Thus, according to the original
theory [Hu 1985], limited degradation should have been observed for drain voltages
below the generation threshold of 3.7 eV [Hu 1985]. However, continuous degra-
dation of macroscopic parameters is still observed for drain voltages as low as 1V
[Guerin 2009]. Moreover, with the scaling of the gate length and oxide thickness, the
worst case reliability scenario has shifted towards higher gate voltages (Vg ≥ Vd),
requiring the investigation of more than one bias condition. In fact, a whole range
of Vd/Vg biases should be investigated to establish a reliable margin. The analysis of
such biases in advanced technologies [Rauch 2005], [Guerin 2009] has revealed that
the variation of the device lifetime follows the trend predicted by [Hu 1985] only for
a limited range of the bias conditions. As a matter of fact, faster lifetime degra-
dation has been observed at higher gate voltages. All these elements have shown
the necessity to revisit the original approach in order to propose a more accurate
modeling of the interface state creation, able to predict the lifetime degradation in
a full range of hot carrier bias conditions.
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5.2.2 Microscopic modeling framework

Over the last decade, a new modeling framework in the hot carrier degradation
modeling has emerged [Bude 1998], [Ghetti 2001], [Rauch 2005] based on an energy-

driven approach instead of the classical �eld-driven LEM approach. This paradigm
shift re�ects the passage from macroscopic (electric �eld) to microscopic (carrier
energy) modeling. It is interesting to notice that the same evolution has occurred
in the gate current injection modeling context (c.f. Chapter 2). In order to predict
the degradation, two ingredients are necessary. First, the knowledge of the carrier
distribution as a function of length and bias conditions is needed. This can be
obtained by the Monte Carlo (MC) simulations, the Spherical Harmonics Expansion
(SHE) method or the 1D Semi-analytic approach presented in Chapters 2 and 3.
In addition, the probability to create an interface defect (Sit) as a function of the
carrier energy (ε) is also needed. In order to establish Sit a preliminary knowledge
of the microscopic defect at the interface is necessary.

Many studies have con�rmed that the interface traps are created after the dis-
sociation of the Si − H bond at the Si/SiO2 interface [Hess 1998], [Chen 2000],
since hydrogen is commonly introduced in CMOS technologies to passivate the dan-
gling bonds at the interface after the gate oxide growth. Advanced simulation
([Tuttle 1999b], [Tuttle 1999a], [Kaneta 2003]) and experimental ([Avouris 1996])
studies have shown that the desorption of hydrogen from the interface can follow
di�erent paths. The bond presents stretching and bending dissociation modes and
each may have di�erent dissociation energies with the minimum situated around
2.5eV and 1.5eV, respectively. Thus, the bending mode is the most favorable dis-
sociation path and is used in the subsequent modeling. Furthermore, it has been
shown that dissociation can be achieved either by a Single Electron (SE) having a
su�ciently high energy or by Multiple Electrons (ME) which collaboratively excite
the bond until its dissociation [Persson 1997]. In the context of the microscopic
approach, both mechanisms are characterized by di�erent e�ective cross-sections,
leading to Sit−SE and Sit−ME (in units of m2) plotted in Figure 5.9, and mathe-
matically written in the same form:

Sit−m(ε) = Am (ε− εth−m)pm (5.7)

m stands either for SE orME ; Am are multiplication coe�cients. These expressions
have been established by analogy with carrier scattering mechanisms in the channel.
Hence, the SE process is similar to impact ionization (εth−SE = εbond = 1.5eV and
pSE = 11) [Rauch 2005], while the ME process similar to the emission of inelastic
phonons (εth−SE = ~ω = 0.075eV and pSE = 0.5) [Persson 1997]. The energy
thresholds are respectively the bond dissociation and the phonon energy, while the
exponents are either �tted on measurements (SE) or from analogy with phonons
scattering rate expression (ME).

In the following paragraphs, two possible approaches using the above Sit expres-
sions will be presented. First, a rigorous microscopic approach involving the exact
knowledge of the carrier distribution function in energy is discussed in 5.2.2.1. Then,
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Figure 5.9: Interface state generation probability for Single Electron (SE) and Mul-
tiple Electron (ME) processes, plotted after Equation 5.7.

a possible approximation of the rigorous approach will be discussed in 5.2.2.2, and
�nally several comparisons between both will be reported in 5.2.2.3.

5.2.2.1 Rigorous approach

Similarly to the calculation of the hot carrier e�ects in the channel (Chapter 3), the
bond dissociation rate (Rit, in units of s−1) from the SE and ME mechanisms can
be calculated as:

Rit−m =

∫
f(ε)g(ε)v(ε)Sit−m(ε)dε (5.8)

f, g and v are respectively the occupation function, the density of states and the
electron group velocity. m stands for SE or ME. The interface state concentration
generated by each mechanism is given by [Guerin 2009]:

Nit−SE = N0 [1− exp [− (Rit−SE · t)αSE ]] (5.9)

Nit−ME = N0

[(
Pup
Pdown

)Nlevels
· (1− exp(ζemi · t))

]αME

(5.10)

The Nit−SE expression is obtained after solving a �rst-order di�erential equation
typically employed for bond dissociation reactions. In both expressions, N0, t and
αm are respectively the concentration of the Si−H bonds at the interface which can
be potentially broken, the stress time and an empirical factor re�ecting the time-
evolution of the interface state generation. A detailed discussion on αm is carried
out in the next subsection. Instead, the Nit−ME expression has been obtained
from di�erent considerations. In this case, the Si-H bond is modeled as an harmonic
oscillator (Figure 5.10) having Nlevels (Equation 5.11) equi distant vibrational states
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Figure 5.10: Schematic view of Si-H bond dissociation processes and the related
quantities: the Si-H bond energy εbond, the energy between vibrational states ~ω
(assumed to be constant), the total number of vibrational levelsNlevels, the probabil-
ity for the bond to be excited or to decay to the upper (PUP ) or lower level (PDOWN ),
respectively. Single Electron (SE) and Multiple Electron (ME) processes dissociate
the bond from the lowest and the highest vibrational state, respectively. The �gure
is inspired from [Persson 1997], [Guerin 2009] and [Starkov 2011].

[Persson 1997]. The bond is excited to a higher or lower vibrational state with
probability Pup and Pdown, respectively (Equations 5.12 and 5.13). However, an
excited vibrational state should have a lifetime, de�ned as 1/ωE and taken equal
to 0.1 ps and constant for each of the equidistant vibrational levels, comparable or
longer than the average time between subsequent carrier scattering events. Finally,
an energy barrier Eemi separates the highest vibrational state from the transport
state which eventually marks the bond dissociation. The emission rate over this
barrier is given by Equation 5.14.

Nlevels =
εth−SE
εth−ME

=
εbond
~ω

(5.11)

Pup = Rit−ME + ωE exp

(
− ~ω
kbT

)
(5.12)

Pdown = Rit−ME + ωE (5.13)

ζemi = ν exp

(
−Eemi
kbT

)
(5.14)

5.2.2.2 Possible approximation

The application of the above model requires the knowledge of the whole distribu-
tion function which may sometime constitute a blocking point for the Nit evalua-
tion. For this reason, another proposal was made in [Rauch 2005], [La Rosa 2007],
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where macroscopic quantities, such as the drain current, are used instead to de-
scribe the main features of the distribution function. The degradation is theneval-
uated based on the Sit values calculated on carefully chosen dominant energies,
instead of the whole energy range. These energies, are de�ned as the energies for
which the integrand of Equation 5.8 shows a local or global maximum [Rauch 2005],
[La Rosa 2007] (c.f. Figure 5.11).

The interface state generation rate may then be calculated as:

Rit−SE =

∫
f(ε)g(ε)v(ε)Sit−SE(ε)dε =

∑
i

F (εdom−i) ·Sit−SE(εdom−i) (5.15)

F stands for the electron �ux equivalent to the product f · g · v. When no EES is
considered, there is only one dominant energy (εdom−1). If EES is included, one
additional dominant energy is present (εdom−2), hence the sum over i (i ∈ {1, 2})
in Equation 5.15. The second dominant energy has been found to be situated at
around εdom−2 = 1.8εdom−1 [Rauch 2005]. Such approach has been only applied to
SE-processes, and the interface state density is calculated as:

Nit−SE ∝
∑
i

[G(Id)iSit−SE(εdom−i)t]
αSE (5.16)

In this expression G(Id)1 = Id and G(Id)2 = I2
d [La Rosa 2007]. Equation

5.16 can be deduced from Equation 5.9 following several steps. First, if we replace
Equation 5.15 into Equation 5.9, we �nd:

Nit−SE = N0 [1− exp [− (F (εdom−i) ·Sit−SE(εdom−i) · t)αSE ]] (5.17)

Then, a 1st order Taylor expansion of Equation 5.17 leads to the following equa-
tion:

Nit−SE = N0 [(F (εdom−i) ·Sit−SE(εdom−i) · t)αSE ] (5.18)

The electron �ux F (εdom−i) constitutes the drain current coming from the εdom−i
energy. As the distribution function is not known, the above information is not
available. Thus, it has been assumed that F (εdom−i) is proportional to either Id
(i = 1) or I2

d (i = 2) [Rauch 2005], respectively, thus leading to Equation 5.16.
Unfortunately, the information on the position-dependent interface states generation
rate is lost. Hence, only a global value ofNit can be extracted, which has been proven
to reproduce device lifetime in a satisfactory way [Rauch 2005], [La Rosa 2007].

However, this methodology has not yet been applied to the ME-processes which
have been reported to play an important role especially in the channel [Starkov 2011].
In the following paragraph, the results of the dominant-energy approach will be com-
pared against the full integration method previously discussed.
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5.2.2.3 Discussion

To investigate the above assumptions, full band Monte Carlo (MC) simulations
have been performed with and without EES. Figure 5.11a reports the distribution
functions obtained for a 0.28 µm device featuring a gate oxide thickness of 5 nm.
Notice the enhanced hot carrier tail due to the EES, as already discussed in Chapter
3. Figure 5.11a also reports the product f · g · v ·Sit−SE constituting the integrand
of Equation 5.8 which shows two peaks previously de�ned as the dominant energies
Edom−1 and Edom−2. These energies can be extracted as a function of the channel
position using the distribution functions. However, it should be mentioned that the
authors of [Rauch 2005] and [La Rosa 2007] de�ned only global dominant energies
which were functions of the drain voltage and not of the channel position, due to
the lack of the distribution functions. Figure 5.11b reports the dominant energies
extracted along the channel using the above method, thus extending the original
concept of the dominant energy. Distribution functions obtained with and without
EES have been used for this purpose. In addition, this �gure reports the second
dominant energy calculated after a multiplication of the �rst one with a factor of
1.8, as suggested by [Rauch 2005]. This compares rather well with the MC results,
in particular in the region close to the channel/LDD junction
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Figure 5.11: (a) Example of electron distribution function (DF) simulated by the
Monte Carlo with and without Electron-Electron Scattering (EES) at Vg/Vd =
1.8/4.3V on a device featuring a gate length of 0.28 µm and tunnel oxide of 5
nm. The extraction of the dominant energies (Edom−1 and Edom−2) based on the
maximum position of the integrand of Equation 5.8 is also illustrated. The y-axis
of the integrand has been scaled for the sake of clarity. (b) First and second dom-
inant energies along the channel extracted from MC distributions and the second
dominant energy extracted using the approach in [Rauch 2005].

Then, the interface states calculated after the dominant energy picture approach
(Equation 5.16) and the full integral solution (Equation 5.9), are compared in Figure
5.12. When EES is included in the model, a penetration of the interface traps
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towards the channel is obtained, due to the hot carrier tail enhancement, for both
the investigated biases. The reasonable qualitative matching obtained in Figure
5.12 allows to use the dominant energy picture approach for the modeling of SE-
processes. In particular, in the following section, the second dominant energy will
be used to model the EES e�ect starting from a distribution function calculated
without including such a scattering mechanism.
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Figure 5.12: Single Electron-induced interface state density along the channel calcu-
lated after dominant energy picture (right side of Equation 5.15, dashed lines) and
after the full integration of f(E) (left side of Equation 5.15, solid lines), on a device
featuring a Tox=5nm and L=0.28 µm, under Vg/Vd = 4.3/4.3V hot carrier stress
condition.
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5.2.3 Application to 65nm technology

In this subsection, the microscopic modeling framework of section 5.2.2 is applied
to investigate the generation of interface traps along the channel for various bias
conditions on a transistor featuring a 0.28 µm gate length and a 2.8 nm oxide thick-
ness, fabricated and simulated after a 65nm process. For integration purposes in
the TCAD environment, the SHE method has been used. Since SHE does not ac-
count for EES (c.f. Chapter 2), the dominant energy picture approach previously
described has been used to model the e�ect of such mechanism. Figure 5.13 shows
the applied methodology which is split up into three steps. A 2D TCAD structure
obtained with realistic process simulation has been used [Synopsys 2010b]. First,
the distribution function is calculated with the SHE [Jin 2009] on the device featur-
ing no interface traps (unstressed). The terminals are ramped up to the considered
stress con�guration and the distributions along the channel at the interface ordi-
nate (yint) are collected. Note that due to the source/drain reoxidation process, the
interface ordinate is not constant along the channel and has to be taken into con-
sideration in the extraction procedure. The calculation of the distribution function
in such non-planar channels is particularly facilitated by using the SHE method.
A self-consistent approach would require the evaluation of the distribution function
during the stress time at periodic time intervals. However, in the proposed approach,
a non self consistent approach has been adopted, similarly to [Tyaginov 2010] and
[Starkov 2011]. It has thus been assumed that the carrier distribution is not signif-
icantly a�ected by the traps created during the stress.

Next, the interface trap concentration is calculated at each point of the chan-
nel using the Equation 5.9, for the SE-processes, and Equation 5.10 for the ME-
processes. SE-processes are slightly modi�ed by the inclusion of the EES using the
Equation 5.16 by taking into account only the i = 2 term since i = 1 is naturally in-
cluded in Equation 5.9 with the distribution functions calculated with SHE. The EES
contribution is thus proportional to the Sit−SE evaluated at εdom−2 = 1.8εdom−1

which depends on the channel position (c.f. Figure 5.11b) and is given by:

Nit−SEEES (x, t) =
Max (Nit−SESHE ) · (Sit−SE(1.8εdom−1(x)) · t)αSE

Max ([Sit−SE(1.8εdom−1(x)) · t]αSE )
(5.19)

Here, Sit−SE [εdom−2(x)] is multiplied and divided by constant factors (Max(...)/Max(...)

ratio) which indirectly contain the I2
d term appearing in Equation 5.16. This ratio

is bias (but not energy) dependent (since the current itself is bias dependent and
not space-dependent) and it has been chosen in a way such that the peak value of
Nit−SE inside the drain calculated with or without EES is the same, i.e. small con-
tribution of EES-induced degradation inside the drain. This contribution depends
only on the adjustment parameters of Nit−SESHE . This scenario corresponds to the
one presented in Figure 5.12 (dashed lines). The total trap concentration is given
by the sum of SE and ME processes. Note that a Nit(x) curve is obtained for each
stress time t used as a parameter in the formulae. Finally, for each stress time the
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obtained interface density is integrated at the Si/SiO2 interface of the 2D struc-
ture and electrically simulated [Synopsys 2010a]. The degradation of macroscopic
quantities (Vth, Gm, S) can thus be studied.

SHE on unstressed device

n(, x, yint.) @ (Vd,Vg) stress

Step 1

Calculation of 
Nit(x, tstress) @ (Vd,Vg) stress

Step 2

Step 3
IdVg with Nit(x, tstress)

Vth(tstress), Gm(tstress), S(tstress)

Figure 5.13: The three-step procedure proposed in this modeling approach. The
distribution function n(ε, x, yint.) along the channel is calculated for each (Vd, Vg)
stress condition (step 1) which is then used to calculate the interface state density
Nit along the channel (step 2). Electrical macroscopic parameters of interest are
then extracted from the IdVg characteristics simulated including the defects pro�le
(step 3).

Each of the steps is systematically evaluated as it bears uncertainties and requires
adjustment parameters. The distribution functions obtained with the SHE method
have already been successfully compared to reference MC results at di�erent channel
positions, channel lengths and bias con�gurations (c.f. Chapter 2). This validates
the accuracy of the �rst step in the absence of EES. Whenever EES should be
considered, the dominant energy picture can be reasonably applied.

The results of the second step have been compared to Lateral interface trap Pro-
�le (LP) measurements yielding interface state densities along the channel. Charge
pumping measurements have been performed for this purpose [Randriamihaja 2012].
Figure 5.14 reports the simulated and measured interface state densities at three dif-
ferent biases. Two di�erent regions can be observed for each of the curves: a peak
at the junction or inside the LDD and a rather �at distribution in the channel.
As already suggested in [Tyaginov 2010] and [Starkov 2011], the peak at the drain
side is due to SE-processes as this mechanism favors the high energy electrons (due
to a high exponent: pit−SE = 11) which are situated exactly in this part of the
device (c.f. Chapter 3). The interface states in the channel are instead due to ME-
processes for which the most important parameter is the carrier density instead of
the carrier energy (due to a small exponent: pit−ME = 0.5). The energy thresh-
olds are taken equal to 1.5 and 0.075 eV, respectively for SE- and ME-processes, in
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agreement with [Guerin 2009]. One last important point in the model setup, con-
cerns the time-dependent interface state dynamics αm, with m ∈ {SE,ME}. The
experimental data of Figure 5.14 suggest an αSE in the range of 0.35 - 0.54 and
an αME in the range of 0.45 - 0.60 for the considered bias conditions. The same
values have been used in the corresponding modeling cases throughout the time
stress duration. As a matter of fact, such dispersion of αm has long been observed
and reported (e.g [Doyle 1990], [Mahapatra 2006]). This e�ect may presumably be
linked to the dispersion of the dissociation bond energy at the surface. In fact, the
latter can be caused by an interface disorder at a microscopic level [Hess 1999] or
to the e�ect of an external electric �eld [Guerin 2009]. It ought to be mentioned
that whenever αm is changed, a readjustment of ASE and AME , which are devoid
of any physical meaning, is necessary. Notice that for all the considered conditions,
the ME process is rather signi�cant and thus the e�ect of EES is not much visible
as it only contributes to smooth the transition between SE and ME and regions.

Finally, Figure 5.15 reports the measured and simulated macroscopic parameters'
degradation due to the interface states. All the parameters (Vth, Gm, S) have been
extracted after measured and simulated IdVg characteristics at a drain voltage of
0.1 V. Mobility degradation due to remote coulomb scattering has been included in
the simulations to account for the mobility reduction due to the presence of charged
traps. Acceptor traps with an uniformly distributed energy in the silicon band-
gap [Lenahan 1984] and a cross-section of 2 · 10−16cm−2 have been included and
simulated within the framework of the classical SRH approach. A good agreement
between simulations and measurements has been obtained for all the investigated
biases.

These comparisons con�rm that the developed modeling framework is likely to
capture most of the observed hot electron induced degradation. Although the global
trends are well reproduced, a continuous investigation is still required. In particular,
an in-depth understanding of the evolution of the trap creation dynamics (α) with
applied bias (Vd, Vg) would be helpful to better grasp the physics of these processes.
Furthermore, a theoretical evaluation of the prefactors used in this study and in the
above references would certainly shed more light into the observed variations. Fi-
nally, this framework can also include a hot hole degradation component, as already
suggested in [Tyaginov 2011].

Overall, in order to further establish the approach, additional stress and electrical
characterization should be performed, such as: 1) reverse IdVg measurements (source
and drain inverted during characteristics extraction) to enhance the non-uniform
distribution of the traps, 2) HCI stress including bulk voltage in order to test the
e�ect of holes (CHISEL conditions), 3) characterization of devices with even shorter
gate length.
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Figure 5.14: Interface state density along the channel obtained after lateral pro-
�le measurements and with the proposed modeling framework for a device featuring
L=0.28 µm and Tox=2.8nm subject to Vg/Vd = 1.2/3.6V (a), 3/3V (b) and 3.6/2.8V
(c) hot carrier stress conditions for tstress = 1/10/100/1000 s. The following pa-
rameters are used in the simulations: εth−SE = 1.5eV, εth−ME = 0.075eV, pit−SE =
11, pit−ME = 0.5, Eemi = 0.26eV.

5.3 Conclusions

In this chapter we dealt with several speci�c aspects of oxide degradation due to
carrier injection which has been historically considered as a harmful process for
the gate oxide. The �rst part of the study discussed the programming window
closure with increasing number of cycles as one of the most critical manifestations
of oxide degradation in Flash memories. An experimental methodology was set up to
separate the impact of traps created during cycling on each of the program, erase and
read phases. It was found that traps highly a�ect the reading of the threshold voltage
and the intrinsic program e�ciency, while negligibly a�ect the erase e�ciency. The
combination of the three explains the observed endurance results. Furthermore, the
experimental study on equivalent transistors has shown that both programming and
erase operations analyzed separately signi�cantly degrade the device.
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Figure 5.15: Relative electrical parameters variation vs. stress time obtained after
measurements and TCAD device simulations integrating the defect pro�les of Fig-
ure 5.14. Two electrostatic-related parameters, the threshold voltage Vth (a) and
subthreshold slope S (b), as well as the maximum of the transconductance Gm−max
(c), have been reported.

The second part of the study dealt with the modeling of the hot carrier injec-
tion induced degradation. A microscopic perspective, involving the calculation of
the carrier distribution function in the channel and including the electron-electron
scattering e�ect, was adopted in conjunction with an energy-driven model for the
generation of interface states, the latter being the only defects treated in this in-
vestigation. The results of this study showed that the generation of interface states
at the drain side and in the channel (due to hot and cold carriers, respectively) is
consistent with lateral interface trap pro�ling measurements which allows to probe
the traps concentration along the channel. Furthermore, a good correlation was
found between simulated and measured macroscopic electrical parameters, such as
threshold voltage, sub-threshold slope and transconductance, after di�erent stress
durations and hot carrier injection bias con�gurations. Thus, the energy-driven ap-
proach used in the framework of a TCAD environment is a promising approach to
gain more insight on the complex degradation phenomena. Its application to dif-
ferent gate lengths and stress regimes would provide more details on the involved
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physical phenomena and the required model ingredients.
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General conclusions

Hot carrier injection on standard �oating gate NOR memory cells and some of the
associated degradation mechanisms have been investigated in this thesis through
simulation and experimental analysis.

Chapter 1 introduced the general context of NOR memories which face a rising
demand for code storage and embedded applications. Indeed, new industry-oriented
and consumer products have driven the development of such memories which which
su�er from many scaling issues. The optimization of the cell electrostatics, of the
carrier injection during program or drain disturb as well as the resulting degradation
constitute major elements which are jointly considered with the help of suitable
advanced simulators, TCAD tools and alternative approaches.

In this context, Chapter 2 investigated the hot electron injection models which
are commonly used to model gate current in such memories: the Fiegna Model
(FM), the Lucky Electron Model (LEM), the Spherical Harmonics Expansion (SHE)
method and the Monte Carlo (MC). On one hand, when calibrated, this study con-
�rmed that FM and LEM can reproduce the injection e�ciency for a particular
technology. However, the assumptions in these models make them inadequate for
reliable predictive simulations. Indeed, a closer look at microscopic quantities re-
veal their weaknesses (local models, over-simpli�ed scattering, non-parabolic bands),
con�rming the earlier �ndings on this subject. On the other hand, comparisons with
reference MC simulations showed that SHE captures relatively well electron injection
at high drain and gate voltages, despite its assumptions (isotropic scattering and
band structure). Furthermore, this accuracy comes along only with a small increase
of the computational burden, contrarily to the MC approach. However, SHE does
not include at present electron-electron scatterings (useful in case of low-voltage
operation) which is however implemented in some MC tools..

Taking advantage of the previous chapter's results, Chapter 3 presented a new
1D semi-analytic model for hot carrier transport. The most relevant scattering
mechanisms (inelastic phonon scattering, impact ionization and electron-electron
scattering) have been implemented. Furthermore, full-band aspects of silicon have
been used in agreement with previous studies. Accounting for the strongest phonon
interaction with full-band scattering rates, a simple equipartition scheme for im-
pact ionization and a simpli�cation of electron-electron energy exchanges make this
model very computationally e�cient. Moreover, the inclusion of the carrier's history
throughout the channel confers the non-local nature to this model. Hence, compar-
isons with MC simulations showed that the model well captures the distribution
functions, the impact ionization generation rates and the gate current density along
the channel as well as the bulk-to-drain and gate-to-drain current ratios over a wide
range of gate lengths (0.14 to 1 µm) and biases (Vd ∈ [2.5, 5] and Vg ∈ [2.5, 6]), rep-
resentative of state of the art NOR memories. This approach constitutes an original
alternative to SHE as it additionally integrates electron-electron scattering in the
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framework of device simulation.
In Chapter 4, the hot electron injection regime was analyzed from an exper-

imental perspective. The characterization methodology combines transient mea-
surements on �ash cells (Vth(t)) and static measurements on equivalent transistors
(Id(Vg)) needed for a precise device electrostatics calibration. The combination of
these measurements allows to extract the intrinsic cell injection characteristics were
extracted. First, these measurements were compared to 2D simulations where it was
shown that MC correctly reproduces the injection for most of the investigates cases,
extending previous studies by considering broader ranges of gate lengths and biases.
In particular, results from drain voltages as low as 1.5 V were correctly reproduced
by MC, assessing the importance of electron-electron scattering for the low-voltage
regimes. Con�rming the results of chapter 2, SHE correctly captures injection at
high voltages but fails at low drain voltages as it does not include electron-electron
scattering. On the other hand, comparisons with 1D simulations combining the
developed 1D non-local injection model of chapter 3 and a Charge Sheet Model,
were performed. In the high voltage injection regime (Vg > Vd > 3) where most
of the injection occurs, the developed methodology compares well with the experi-
ments as a function of the gate length. The last part of this chapter was devoted to
the study of the unwanted disturb operation. In the case of the investigated cells,
experiments showed that charge loss (Vth reduction) due to hot hole injection into
the �oating gate during drain disturb is the main issue. A combined TCAD-MC
simulation methodology was developed to investigate the intrinsic properties of this
regime and optimize the cell to improve the immunity to the disturb.

Finally, Chapter 5 dealt with speci�c aspects of oxide degradation resulting from
carrier injection through the tunnel oxide. First, the programming window closure
of the cell with increasing number of cycles (endurance degradation) was experi-
mentally investigated. This allowed to separate the impact of oxide traps created
during cycling on each of the program, erase and read phases. Threshold voltage
reading and program e�ciency were found to be highly impacted. The experimen-
tal study on equivalent transistors also showed that both programming and erase
operations signi�cantly degrade the device. Hence, the second part of the study
was devoted to the hot carrier injection induced degradation and more particularly
to the generation of interface defects. In the spirit of the previous chapters and in
agreement with the latest works on this topic, a microscopic perspective is adopted
to model the generation of such traps. Degradation resulting from hot carriers at
the drain and cold carriers in the channel was included and the resulting degraded
current-voltage curves were simulated. The good agreement obtained after com-
parisons with measurements in terms of defects pro�le along the channel (obtained
with charge pumping) and macroscopic characteristics (Vth, Gm, S) at di�erent hot
carrier stress conditions, support the adopted approach.
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Appendix A

Probability Scheme

This appendix details the probabilities of each scattering event when Optical Phonons
and Impact Ionization scatterings are simultaneously included in the Model. Fig-
ure A.1 shows how the probabilistic events are split with their respective expressions.

Possible Events

Ballistic
BAL

P

Non - Ballistic

Phonon Scattering

Absorption Emission

Impact Ionization

nonBAL

P

/PH nonBAL

P
/II nonBAL

P

/Emi PH

P
/Abs PH

P

Figure A.1

The notations P i refer to the probability for a carrier to be ballistic considering
the i -th mechanism, while the notations P i/k refer to the probability to have i
knowing k. The elementary scattering mechanisms are: Phonon Absorption - Abs,
Phonon Emission - Emi, Impact Ionization - II calculated after Equation 3.1. For
instance, PEmi refers to the probability for a carrier not to emit any phonon within
a given distance. Hence, the calculation of the probability for a carrier to be ballistic
is quite straightforward considering that is should not interact by any elementary
mechanism:

PBAL = PPH ·P II = PAbs ·PEmi ·P II (A.1)

In this expression, PPH is the probability not to scatter by any phonon mecha-
nism (neither absorption nor emission).
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The remaining non-ballistic carriers either interact with a phonon or impact
ionize if they have su�cient energy. Both events are respectively expressed by
the probabilities PPH/nonBAL and P II/nonBAL. As all the elementary scattering
probabilities are independently calculated using their respective scattering rates,
the sum of the probabilities of all the possible events should be weighted according
to the available choices. Furthermore, throughout this work it has been assumed
that non-ballistic carriers undergo exactly one scattering at a time.

Hence, taking into account the above considerations, the phonon/impact-ionization
separation is described in details. The available choices are:

1. the carrier does not impact ionize and does scatter with a phonon:

P II(1− PPH)

2. the carrier does impact ionize and does not scatter with a phonon:

PPH(1− P II)

The ensemble of the possible choices is thus given by their sum: P II(1−PPH)+

PPH(1− P II). At this point, the probability for a carrier to scatter with a phonon
(to impact ionize) knowing that it is non-ballistic, is given by the ratio of event 1
(2) over the total possible choices:

PPH/nonBAL =
P II(1− PPH)

P II(1− PPH) + PPH(1− P II)
(A.2)

P II/nonBAL =
PPH(1− P II)

P II(1− PPH) + PPH(1− P II)
(A.3)

Hence, let P1 be the probability for a carrier to scatter by phonon and P2 be
the probability for a carrier to impact ionize. The above results naturally lead to:

P1 = (1− PBAL) ·PPH/nonBAL (A.4)

P2 = (1− PBAL) ·P II/nonBAL (A.5)

This calculation consistently splits the remaining non-ballistic carriers between
both processes. Indeed, the total probability is conserved:

P1 + P2 + PBAL = 1 (A.6)

Following the same procedure as above, P1 is further split into phonon absorption
(P3) and emission (P4) processes (Figure A.1), implying:
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PAbs/PH =
PEmi(1− PAbs)

PAbs(1− PEmi) + PEmi(1− PAbs)
(A.7)

PEmi/PH =
PAbs(1− PEmi)

PAbs(1− PEmi) + PEmi(1− PAbs)
(A.8)

The probability to emit or absorb a phonon is thus given by:

P3 = (1− PBAL) ·PPH/nonBAL ·PAbs/PH (A.9)

P4 = (1− PBAL) ·PPH/nonBAL ·PEmi/PH (A.10)

The sum of the probabilities of all the possible events (the termination of all
branches of Figure A.1) is thus equal to 1:

P2 + P3 + P4 + PBAL = 1 (A.11)

Hence, when Impact Ionization is included and keeping the same notations as in
Figure 3.4, the upward and downward �uxes are given by:

PUP = P3 (A.12)

PDOWN = P2 + P4 (A.13)

In the case when Impact Ionization is not included in the simulations (Optical
Phonons only), the Equations A.1, A.9, A.10 are readily modi�ed, thus obtaining:

PBAL = PAbs ·PEmi (A.14)

P3 = (1− PBAL) ·PAbs/PH (A.15)

P4 = (1− PBAL) ·PEmi/PH (A.16)

These are indeed the expressions used in section 3.2.
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Appendix B

Perpendicular Flux Calculation

This appendix shows the details of the calculation of the normal �ux as a function of
the normal energy starting from the carrier distribution function expressed in total
energy. This projection involves the discretization of the distribution function by
a Dirac comb. Thus, the calculation of the impulse response of the system is �rst
performed before generalizing to the comb.

Let the carrier distribution function in total energy n(ε) (in units of: cm−3eV −1)
be centred at ε0. The total carrier density n (in units of: cm−3) can be calculated
as:

n =

∞∫
0

n(ε)δ (ε− ε0) dε =

∞∫
0

f(ε)g(ε)dε (B.1)

In this equation, f(ε) is the probability function (in units of: φ) and g(ε) is the
density of states (in units of: cm−3eV −1). Identifying both sides of the equation, it
is possible to write:

f(ε)g(ε) = n(ε)δ (ε− ε0) =⇒ f(ε) =
n(ε)

g(ε)
δ (ε− ε0) =

n(ε0)

g(ε0)
δ (ε− ε0) (B.2)

The value of the carriers' concentration at ε0 (n(ε0), in units of: cm−3) is already
known. g(ε) is instead calculated as:

g(ε) =
2

(2π)3

∞∫
−∞

δ
(
ε(~k)− ε(~k′)

)
d~k′ (B.3)

Assuming parabolic bands and isotropic distributions in ~k, the projection of
Cartesian to spherical coordinates yields:

g(ε) =
2

(2π)3

∞∫
0

π∫
0

2π∫
0

δ

(
~2k2

2m
− ~2k′2

2m

)
k′2 sin θ dkdθdφ (B.4)

k is the amplitude of the momentum vector, θ is the polar angle with the kz
direction and φ is the angle between the momentum vector with the kx direction in
the xy-plane projection. After both angle integrations and exploiting Dirac-delta
properties, we obtain the density of states:
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g(ε) =

√
2m3ε

π2~3
(B.5)

Evaluating Equation B.5 at ε0 (g(ε0), in units of: cm−3) and combining it with
Equation B.2, the probability function in total energy is �nally written as:

f(ε) =
n(ε0)π2~3

√
2m3ε0

δ (ε− ε0) = Aδ (ε− ε0) (B.6)

The constant A concentrates the information concerning the distribution func-
tion and the density of states at a given total energy. The next step is to calculate
the �ux perpendicular to the Si/SiO2 interface as a function of the normal energy.
Let kz be the perpendicular direction which, under the working assumptions, is
equivalent to all the other directions. Using the same variable change as previously,
the perpendicular �ux in spherical coordinates can thus be written as:

J⊥ =
2

(2π)3

∞∫
0

π
2∫

0

2π∫
0

f (ε(k)) v⊥(k)k2 sin θ dkdθdφ (B.7)

In the parabolic band approximation, the normal velocity is given by:

v⊥(k) =
~k cos θ

m
(B.8)

Replacing Equation B.8 in Equation B.7 and integrating over φ, yields:

J⊥ =
4π~

(2π)3m

∞∫
0

f (ε(k)) k3 dk

π
2∫

0

cos θ sin θdθ (B.9)

As the perpendicular energy is de�ned as:

ε⊥ =
~2k2 cos2 θ

2m
(B.10)

, the integration on θ in B.9 is not immediately calculated in order to keep the
ε⊥ dependence till the end. The �rst integral is computed by �rst making a variable
change from k to ε and then using the Dirac delta properties:

J⊥ =
Am

π2~3
ε0

π
2∫

0

cos θ sin θdθ (B.11)

As �xed carrier energy has been assumed (ε0), the perpendicular energy only
depends on the θ value and becomes a single variable function. It is therefore
possible to make a variable change such as:

dε⊥ = −~2k2
0

m
cos θ sin θdθ = −2ε0 cos θ sin θdθ (B.12)
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k0 is the momentum corresponding the the �xed ε0 carrier energy. Inserting B.12
into B.11 yields:

J⊥ =
Am

2π2~3

ε0∫
0

dε⊥ (B.13)

The perpendicular energy is a positive value smaller than the total carrier energy.
Hence the normal �ux as a function of the normal energy can be �nally written as:

J⊥(ε⊥) =
Am

2π2~3
Θ (ε0 − ε⊥) (B.14)

Θ is the Heaviside function limiting the validity of this expression in the con-
cerned energy range. Replacing the value of A from Equation B.6, the normal �ux
(in units of: Acm−2eV −1) is expressed as a function of the carrier density at ε0:

J⊥(ε⊥) =
n(ε0)

2
√

2mε0
Θ (ε0 − ε⊥) (B.15)

This constitutes the impulse response of the system and can be generalized by
considering a discretization of the distribution function with a Dirac comb with a
spacing of ∆ε0 (in units of: eV ) and an index p:

n(ε) =
n∑
p=0

n(p∆ε0)δ (ε− p∆ε0) (B.16)

From the Dirac-delta to the full distribution case, we notice that:

ε0 = p∆ε0 (B.17)

n(ε0) = ∆ε0 ·n(p∆ε0) (B.18)

, the normal �ux at a given normal energy ε⊥0i is thus given by:

J⊥ (ε⊥0i) = q
n∑
p=i

∆ε0 ·n (p∆ε0)

2
√

2mp∆ε0
Θ(p∆ε0 − ε⊥0i) (B.19)
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