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soufflerie

THÈSE
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Résumé de thèse

L’amélioration de la précision des munitions d’artillerie est une problématique faisant l’objet d’un
certain nombre de travaux de recherche d’initiative privées et publiques. Les projectiles balistiques se
caractérisent traditionnellement par une faible précision liée aux incertitudes et perturbations extérieures,
telles que les conditions de tir et les rafales de vent. La dispersion élevée qui en résulte limite l’emploi de
ces munitions dans les scénarios de conflit modernes, qui interviennent de plus en plus souvent en terrain
complexe ou urbain. Ces études visent à améliorer la précision du point d’impact afin de réduire les
dommages collatéraux et les coûts de traitement associés, tout en maintenant un faible coût unitaire. Dans
ce contexte, les projectiles guidés constituent une réponse possible à cette problématique. L’amélioration
de la précision est obtenue grâce à l’ajout de fonctionnalités de guidage, navigation et contrôle (GN&C)
inspirées des systèmes de missiles et illustrées à la Figure 1. Cette forme générique est composée de
deux boucles imbriquées. La boucle extérieure, dite de guidage, génère les consignes permettant de
mener à bien la mission au moyen des données issues de la solution de navigation. La boucle interne
est une boucle de régulation et d’asservissement, ayant pour objectif de piloter le projectile afin que les
consignes issues de la boucle de guidage soient effectivement réalisées. C’est sur la mise au point de
cette dernière que portent les présents travaux de thèse.

La synthèse des lois de pilotage est une tâche complexe. Les outils de l’Automatique moderne issus
de la commande robuste nécessitent la connaissance d’un modèle mathématique du système étudié, afin
de synthétiser les lois de commande et d’en étudier la stabilité et la robustesse, notamment vis-à-vis des
incertitudes liées à la modélisation. Dans le cas des projectiles guidés, la modélisation est le plus souvent
réalisée au moyen des outils de la mécanique du vol, où les forces et moments subis par le projectile
sont décrits par des décompositions en coefficients aérodynamiques. Les modèles ainsi obtenus sont
typiquement non-linéaires et leurs paramètres sont dépendant des conditions de vol (pression dynamique,
nombre de Mach, angles d’incidence, etc.).

ProjectileActionneurs

Capteurs

Matériel

Contrôle
CommandesGuidage

Navigation
Mesures

Logiciels embarqués

lente rapide

Mission

FIGURE 1: Boucle de guidage, navigation et contrôle (GNC).
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x Résumé de thèse

Dans les processus de développement actuels, la détermination des coefficients aérodynamiques est
une tâche complexe, faisant appel à différentes techniques complémentaires : mesures en soufflerie,
essais en vol libre, codes de calcul aérodynamiques type CFD (Computational Fluid Dynamics), codes
de calcul semi-empiriques. Cette dernière technique permet d’obtenir un résultat rapidement mais de
faible précision, tandis que les méthodes CFD, plus précises, sont coûteuses en temps de calcul. Enfin,
les mesures en vol ou en soufflerie requièrent de longues campagnes d’essais et font appel à du matériel
coûteux. La validation expérimentale des lois de commande préalable aux essais en vol réel se fait le
plus souvent au moyen de tables tournantes, dispositifs onéreux et ne reproduisant qu’imparfaitement la
dynamique du vol. Ces étapes, nécessaires au développement de lois de commande pour les projectiles
guidés, sont lourdes à mettre en œuvre tant en temps qu’en coût. Cette thèse se propose ainsi de mettre au
point une méthodologie novatrice, bas-coût et plus rapide pour la mise au point et la validation desdites
lois lors de phases d’avant-projet. L’approche envisagée consiste à placer un prototype fonctionnel de
projectile guidé dans une soufflerie au moyen d’un support à rotule, permettant la rotation de la maquette
dans tous les axes (cf. Figure 2). Ce banc d’essais est par la suite exploité afin de construire un modèle du
projectile au moyen de données recueillies au cours d’essais d’identification, puis dans un second temps
afin de valider les lois de commande développées.

Présentation du dispositif expérimental

Dans ce travail, nous nous intéressons à l’évaluation de cette méthodologie sur un cas pratique.
L’application présentée consiste à développer des autopilotes de type skid-to-turn afin de commander la
dynamique en tangage et en lacet d’un projectile. Pour ce faire, un dispositif expérimental complet a été
entièrement développé durant ces travaux et mis à contribution pour l’application de la méthodologie.
Celui-ci est basé sur un prototype de projectile empenné de calibre 80 mm, muni de quatre surfaces
de contrôle au niveau de son nez. Cette configuration présente une symétrie de rotation, pour laquelle
les approches skid-to-turn sont particulièrement adaptées. Ce prototype est placé dans une soufflerie
subsonique par le biais du support à rotule illustré à la Figure 2.

Encodeur de l’axe de lacet Support à rotule

Projectile

Connexions du tube de Pitot

Vent

FIGURE 2: Vue d’ensemble du dispositif expérimental développé au cours de ce travail.
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Une première phase de travaux a porté sur la conception et la réalisation du banc d’essais. Les
critères de choix et les solutions technologiques retenues pour la mise au point de ce dispositif expéri-
mental sont exposés dans le Chapitre 1. Un des objectifs principaux de ce développement est la mise
en place d’un environnement de prototypage rapide de lois de commande (Rapid Controller Prototyp-
ing), afin d’accélérer le déploiement des algorithmes qui seront conçus par la suite. Pour cela, une ap-
proche de type Hardware-In-the-Loop a été appliquée, dans laquelle le prototype de projectile est conçu
comme un système autonome. Les surfaces de commande sont actionnées au moyen de servomoteurs, et
l’orientation du projectile est mesurée au moyen d’une centrale inertielle et de capteurs externes. Un cal-
culateur embarqué coordonne l’ensemble des capteurs et actionneurs, et évalue les lois de commande en
temps réel. Enfin, un environnement de développement basé sur MATLAB/Simulink permet la mise au
point des algorithmes de commande, leur déploiement rapide sur l’ordinateur embarqué, la supervision
de l’exécution et la collecte des données mesurées. Ce dispositif et l’ensemble de la chaine d’acquisition
et de traitement ont été validés et ont donné entière satisfaction par rapport à l’application envisagée.

Modélisation et identification

La seconde phase a porté sur l’exploitation du dispositif expérimental pour le développement de lois
de commande. Les méthodes de l’Automatique moderne, telle que la commande robusteH∞, permettent
de concevoir des lois de commandes robustes et à performances élevée à partir de modèles relativement
simples. Dans cette optique, nous nous sommes attachés à caractériser le comportement dynamique du
projectile au moyen de familles de modèles linéaires dont les paramètres sont obtenus expérimentale-
ment. Ces études sont présentées dans le Chapitre 2.

Dans un premier temps, le projectile est modélisé au moyen des outils de la mécanique du vol, en
tenant compte des contraintes induites par le banc d’essais. Le modèle ainsi obtenu se distingue de
celui décrivant le vol libre d’un projectile, par l’absence des équations décrivant la cinématique et la
dynamique en translation (le projectile étant maintenu en son centre de gravité par la rotule), et par la
présence de composantes d’inertie non négligeables induites par la rotule. Les forces et moments aéro-
dynamiques appliqués au projectile sont décrits par des décompositions en coefficients aérodynamiques,
dont les valeurs ne sont pas connues a priori. L’ensemble des équations décrivant le comportement
du projectile résulte en un modèle non-linéaire à paramètres variants, dépendant notamment du nombre
de Mach et de l’altitude. Néanmoins, les méthodes de commandes envisagées portent sur des struc-
tures de modèles linéaires, nécessitant une linéarisation du comportement du système au voisinage de
ses points de fonctionnement. Ceux-ci sont caractérisés expérimentalement et conduisent à des surfaces
d’équilibrage, dont un exemple est donné à la Figure 3. Cette cartographie traduit les points d’équilibre
du système obtenus en fonction d’une entrée donnée. Elle conduit à un domaine de fonctionnement
symétrique et linéaire, de forme identique pour la quasi-totalité des vitesses d’écoulement de la souf-
flerie étudiées. La linéarisation du modèle non-linéaire conduit alors au modèle d’état suivant :

[
ẋδ
yδ

]
=

[
A B

C D

][
xδ
uδ

]
=


0 1 0 0 0 0

Mqα Mqq Mqβ 0 Mqδm 0

0 0 0 − 1
cosα 0 0

Mrα 0 Mrβ Mrr 0 Mqδn

I4 O4×2





αδ
qδ
βδ
rδ
δm,δ
δn,δ


(1)
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FIGURE 3: Surfaces d’équilibre en tangage et en lacet du projectile à V = 25 m/s.

Dans ce modèle, les paramètres Mij sont dépendants du point de fonctionnement, tandis que les
variables vectorielles xδ, uδ et yδ caractérisent les variations autour du point de fonctionnement. Le
vecteur d’état x du modèle non-linéaire correspondant contient les angles d’incidence (angle d’attaque
α et angle de dérapage β) et les vitesses angulaires en tangage (q) et en lacet (r). Le vecteur d’entrée se
compose des commandes virtuelles δm et δn, qui sont distribuées sur les 4 surfaces de contrôle selon un
plan horizontal et un plan vertical, tel qu’illustré à la Figure 4.

Dans un second temps, une étude d’identification a visé à estimer les coefficients Mij intervenant
dans les matrices d’état de l’Équation (1) au moyen de données expérimentales. La détermination de
ces paramètres constitue un problème inverse, qui peut être impossible à résoudre s’il est mal posé ou
difficile à résoudre s’il est mal conditionné. Une procédure d’identification a été suivie afin de garantir
l’existence et la qualité des estimées des paramètres du modèle. Celle-ci consiste à vérifier si le prob-
lème est bien posé et bien conditionné au moyen d’études d’identifiabilité respectivement a priori et a
posteriori. Ces études ont permis de démontrer que les paramètres décrivant le couplage entre les deux
axes (Mqβ et Mrα) ne sont pas identifiables a posteriori, bien que la structure de modèle soit globale-

B
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FIGURE 4: Position des surfaces de contrôles du projectile (δi), commandes virtuelles (δm, δn), vitesses angulaires
(p, q, r) et angles d’incidence (α, β).
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FIGURE 5: Evolution de la dynamique en boucle ouverte des modèles estimés, en fonction de la vitesse de l’air.

ment identifiable. Par conséquent, il est plus difficile d’obtenir un résultat précis pour ces paramètres.
Comme chaque modèle ne décrit que le comportement local du projectile, les paramètres ont été estimés
sur plusieurs points de fonctionnement afin de couvrir le domaine de vol complet. Pour cela, le projectile
est stimulé autour de chacun de ces points de fonctionnement. L’algorithme d’estimation consiste alors à
chercher le vecteur de paramètres minimisant l’erreur quadratique entre la réponse du modèle et les sor-
ties mesurées. L’incertitude relative des paramètres obtenus est acceptable, à l’exception des paramètres
de couplage (Mqβ et Mrα) et de certains points de fonctionnement proches des limites du domaine de
vol. Le comportement fréquentiel des modèles ainsi estimés est illustré à la Figure 5 et montre une forte
dépendance vis-à-vis de la vitesse de l’air, illustrée par les différentes couleurs. En revanche, pour une
vitesse donnée, le comportement du système varie modérément en fonction des angles d’incidence à
l’équilibre.

Développement de lois de commande

Les familles de modèles issues de l’étude d’identification sont mises à contribution pour la concep-
tion de lois de commande du projectile au Chapitre 3. Ces lois de commande, ou autopilotes, visent
à remplir différents objectifs : augmentation de la stabilité, rejet de perturbations, suivi de consigne et
robustesse vis-à-vis de l’incertitude de modèle. Ces correcteurs sont par la suite implémentés sur le dis-
positif expérimental pour validation, ce qui requiert une étape de discrétisation introduisant des retards
supplémentaires. Les méthodes de commande basées sur la synthèse H∞ sont particulièrement intéres-
santes pour le développement des lois de commande. En effet, ces méthodes fournissent des correcteurs
robustes dont la stabilité et les performances nominales sont garanties. L’analyse de la robustesse vis-à-
vis des incertitudes sur le modèle se fait dans un second temps et fait intervenir des techniques telles que
la µ-analyse.

Trois applications de complexité croissante visent à valider l’approche envisagée. Une première
étude a porté sur l’asservissement en tangage du projectile à vitesse constante et permet de comparer
les performances de plusieurs méthodes de synthèse de contrôleurs basées sur la commande H∞. Elle
est détaillée en Annexe B. La seconde application (à la Section 3.3) tire parti des enseignements du cas
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simple et vise à étendre le domaine de vol à l’axe de lacet, formant un autopilote de type skid-to-turn à
vitesse constante.

Les points de fonctionnement du système dépendent de la vitesse de l’air et des angles d’incidence
α et β. Cependant, ces derniers ne sont en général pas mesurés pour les missiles et projectiles guidés.
De plus, l’adaptation du contrôleur en fonction de ces angles est un problème complexe car ceux-ci
exhibent des dynamiques rapides induisant des termes de couplage cachés. Pour ces raisons, la com-
mande à vitesse constante est réalisée via un unique contrôleur robuste. Dans le cas présent, les faibles
variations du comportement du projectile à vitesse constante liées aux angles d’incidence, permettent de
caractériser celui-ci au moyen d’un modèle nominal unique. Comme les angles d’incidence atteignables
en pratique restent faibles (moins de 10◦), l’incertitude induite par cette simplification reste modérée, et
les correcteurs obtenus via cette approche conservent des marges de robustesse suffisantes.

La dernière application (présentée dans la Section 3.4) constitue une première extension de l’autopilote
skid-to-turn au domaine de vol complet et tient compte des variations de la vitesse de l’écoulement de
l’air dans la soufflerie.

Formulation du problème pour la synthèse

La structure de commande considérée pour les autopilotes skid-to-turn est illustrée à la Figure 6
et vise à asservir les angles d’incidence α et β en fonction des consignes αr et βr. Cette structure se
compose de deux boucles imbriquées. La première est une boucle de régulation consistant en un retour
de sortie stabilisant via la matrice de gain KR. La seconde est une boucle de rejet de perturbations
et d’asservissement, où KS est un correcteur intégral agissant sur l’erreur de suivi de consigne afin
de l’annuler en régime permanent. Finalement, un correcteur feedforward KF permet de façonner la
réponse en boucle fermée du système afin qu’elle suive un modèle de référence donné à l’avance, dont
les caractéristiques sont modulables par le concepteur.

La synthèse de ces trois correcteurs est réalisée en une seule étape, au moyen de techniques de
synthèseH∞ à ordre et structure fixes. Ces méthodes permettent de fixer la structure des correcteurs afin
de privilégier des architectures de commande peu complexes, par opposition aux techniques classiques
produisant un correcteur d’ordre plein. Pour cela, le problème est reformulé sous la forme standard
illustrée à la Figure 7. Les performances souhaitées en rejet de perturbations et en suivi de consigne
sont imposées par le biais des filtres de pondération Wij , tandis que la réponse souhaitée en boucle
fermée est spécifiée par le modèle de référence Tref . Ces deux objectifs sont traités indépendamment

Gol y =

[
α

β

]
d

Fro

uc =

[
δm,c
δn,c

]

KR

yR =
[
α q β r

]>
+

KS
+

KF

+
r =

[
αr
βr

]
+ e

−

FIGURE 6: Structure de commande de l’autopilote.
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FIGURE 7: Schéma de synthèse de l’autopilote skid-to-turn sous forme standard.

mais simultanément au moyen d’une méthode de synthèse multi-objectifs. Le problème de synthèse
du contrôleur K = {KR,KS,KF} peut alors se formuler de la façon suivante: pour γ donné, trouver
l’ensemble des correcteurs K stabilisant le système tels que

max {||Tw1→z1(P,K)||∞, ||Tw2→z2(P,K)||∞} < γ (2)

où les Twi→zi(P,K) décrivent les fonctions de transfert en boucle fermée relatives à chaque objectif de
commande. Une étape supplémentaire vise à analyser la stabilité robuste des contrôleurs ainsi obtenus
au moyen de la µ-analyse, en tenant compte du modèle incertain du système.

Cas du tangage-lacet à vitesse constante

Cette approche a tout d’abord été appliquée pour la conception d’un autopilote de tangage-lacet à
vitesse constante V = 25 m/s. Les objectifs de commande, à savoir le rejet des perturbations et le suivi
des consignes, ont été validés par des simulations du modèle nominal ainsi que des essais expérimentaux.
Le rejet de perturbations, en particulier le facteur d’atténuation et le temps de retour à l’équilibre, a
été évalué sur plusieurs points de fonctionnement par le biais de créneaux de perturbations appliqués à
l’entrée de l’actionneur. Ces résultats sont illustrés à la Figure 8 et montrent des performances conformes
à la simulation, avec une annulation complète de l’erreur statique.

Une seconde étude expérimentale, illustrée à la Figure 9, a visé à valider les performances de suivi
de consigne sur l’ensemble de l’enveloppe de vol. Bien que les dynamiques en tangage et en lacet soient
sensiblement différentes, le contrôleur obtenu offre un niveau de performance similaire au modèle de
référence utilisé lors de la synthèse.
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Cas du tangage-lacet à vitesse variable

Dans le dernier cas considéré, les variations de la dynamique du système liées à la vitesse de l’air ne
permettent plus d’envisager une approche de commande basée sur un correcteur unique. Afin de prendre
en compte ces variations, les techniques de séquencement de gains permettent d’adapter les contrôleurs à
un ensemble réduit, mesurable et représentatif des conditions de vol, afin de maintenir un niveau constant
de performance et de stabilité de l’autopilote. Parmi les techniques existantes, les approches de type
divide-and-conquer permettent de réemployer les résultats obtenus à vitesse constante. Ces approches
consistent à diviser le domaine de fonctionnement via un maillage de points de séquencement, et à
calculer un contrôleur local pour chaque point de séquencement. Dans le cas présent, des correcteurs
similaires à ceux illustrés à la Figure 6, sont calculés pour des vitesses de l’air comprises entre 15 et
40 m/s, par pas de 5 m/s.

Pour la construction du contrôleur complet, une approche ad-hoc couramment employée en pratique
consiste à interpoler les gains, zéros et pôles de ces contrôleurs locaux en fonction du point de fonction-
nement. Bien que cette approche ne fournisse aucune garantie théorique de stabilité, de performance
et/ou de robustesse, les résultats obtenus expérimentalement, illustrés à la Figure 10 sont conformes aux
spécifications attendues. En effet, les performances en suivi de consigne restent identiques malgré les
variations de la vitesse de l’air dans la soufflerie. Ces résultats montrent également que le système reste
stable dans toute sa plage de fonctionnement, bien que le projectile soit plus sensible aux perturbations
aux vitesses élevées.

Conclusion et perspectives

Cette thèse propose une approche novatrice permettant la mise au point de lois de commande de pro-
jectiles guidés durant des phases d’avant-projet, au moyen d’une méthodologie basée sur l’exploitation
d’un environnement expérimental mettant en œuvre une maquette du concept étudié. Un premier démon-
strateur centré sur un projectile empenné dans une soufflerie subsonique a visé à évaluer la faisabilité de
cette approche sur un cas concret. Ses caractéristiques ont permis la mise en place d’approches de com-
mande robuste utilisant des familles de modèles linéaires identifiés expérimentalement. Dans l’ensemble
des cas étudiés (conception d’autopilotes de tangage seul et de tangage-lacet à vitesse fixe puis à vitesse
variable), les mesures expérimentales sont sensiblement identiques aux résultats de simulation, ce qui
confirme la validité des approches présentées.

Plusieurs axes de recherche se dégagent des résultats de cette première étude. Sur le plan expérimen-
tal, il sera nécessaire de se rapprocher des conditions du vol réel d’un projectile (nombre de Mach> 0,5)
au moyen de souffleries pouvant atteindre des vitesses plus élevées. À ces vitesses plus élevées, les ef-
forts induits sur les surfaces de commande (moments de charnière) ainsi que les modes flexibles ne sont
alors plus négligeables et doivent être pris en compte lors de la conception. Afin d’améliorer la fidélité
du dispositif expérimental en vue de réaliser des simulations HIL à 6 degrés de liberté, les forces induites
par l’aérodynamique doivent être prises en considération, au moyen de balances aérodynamiques par ex-
emple. Enfin, il serait intéressant d’adapter cette approche à d’autres architectures, tel que les projectiles
gyrostabilisés munis d’une fusée découplée, qui ont reçu une attention accrue ces dernières années.

Les prolongements sur le plan méthodologique portent à la fois sur la modélisation et l’identification
du comportement du projectile et la mise au point de lois de commande. Afin d’améliorer la fidélité
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du modèle non-linéaire, notamment dans le cas d’architectures faisant apparaître une dépendance plus
marquée envers les conditions de vol, il peut être intéressant de considérer une description polynomiale
des coefficients aérodynamiques intervenant dans le modèle. La difficulté principale consiste alors à
estimer ces coefficients de polynômes à partir de mesures en soufflerie car la structure de modèle est
non-linéaire. Du point de vue commande, les différents axes de recherche portent sur l’amélioration
de la méthodologie présentée. Ainsi, des méthodes de commande multi-modèles permettraient de tenir
compte de tous les membres des familles de modèle estimés, évitant ainsi l’approximation par un modèle
nominal unique. Il sera également nécessaire de s’intéresser à des méthodes de séquencement de gain
présentant des garanties de stabilité et de performance, en portant une attention particulière aux termes de
couplage cachés pouvant appraraître. La performance des autopilotes aux limites de l’enveloppe de vol
pourrait être améliorée au moyen de techniques anti-saturation et anti-windup. Sur le plus long terme,
il serait intéressant de mettre en œuvre des méthodes de commande LPV, qui présentent des garanties
de stabilité et de performance plus rigoureuses. Cependant, certains points du cadre théorique associé à
l’identification de modèles LPV à temps continu sont encore des problèmes ouverts à ce jour.
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Nomenclature

Notation Rules

x Scalar
x Vector
X Matrix
x> (or X>) Transpose of x (or X)
In Identity matrix of size n× n
On×m Zero-filled matrix of size n×m

Rigid-Body Mechanics Notations

vB
A Velocity of point A w.r.t. frame B

aB
A Acceleration of point A w.r.t. frame B

ωAB Rotational velocity vector of frame A w.r.t. frame B

ΩAB Skew-symmetric rotational velocity tensor of frame A w.r.t. frame B

[·]A Projection in coordinate system A

[T]BA Transformation matrix from coordinate system A to B

DA Rotational time derivative w.r.t. frame A

lAB
C Angular momentum of body A w.r.t. frame B expressed at point C

hAB
C Rate of change of the angular momentum of body A w.r.t. frame B expressed at point C

IA
B Inertia tensor of body A expressed at point B

Frames and Coordinate Systems

B Body frame
E Earth frame
]B Body coordinate system
]L Local coordinate system
]W Wind coordinate system

xxi
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Projectile Model Quantities and Variables

α Angle of attack (deg)
β Angle of sideslip (deg)
φ, θ, ψ Euler angles (roll, pitch and yaw) (deg)
fa,mB Aerodynamic forces and moments (N) (Nm)
h Altitude (m)
CX , CY , CZ Axial force, sideforce and normal force aerodynamic coefficients
Cl, Cm, Cn Roll, pitch and yaw moment aerodynamic coefficients
M Mach number
S Projectile reference area (m2)
V Airspeed (m/s)
m Mass (g)
u ,v, w Translational velocities along the body axes (m/s)
p, q, r Body angular rates (deg/s)
δl, δm, δn Virtual roll, pitch and yaw fin deflections (deg)
g, g Gravity norm (m/s2) and vector
q̄ Dynamic pressure (N/m3)

Linearized Model Quantities and Variables

Mij Linear model parameters
θ Parameters vector
ρ Equilibrium (trim) point vector
σ Operating point (external parameters) vector
·̄ Value of · at equilibrium
F Fisher information matrix
Sy, Ŝy Sensitivity and scaled sensitivity matrices
sy/θi Sensitivity of output y w.r.t. parameter θi

Control-related Symbols

Notations

Ai, Bi, Ci, Di State-space matrices associated to transfer function Gi

Fl(·, ·) Lower linear fractional transformation
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Introduction

War theaters in the last two centuries have seen the increasing use of artillery as one of the most lethal
class of weapons. While the origins of artillery can be traced back as far as the Roman siege engines or
the invention of gunpowder, the age of modern artillery started during the Industrial Revolution [Kopp,
2005; Bastable, 1992]. Advances in metallurgy allowed the introduction of the rifled barrel, which im-
parts a spin movement to the munition improving the in-flight stability (gyrostabilization). The majority
of past and current artillery projectiles are non-propelled, unguided gun-fired shells, which can be mass-
produced at very low unit costs. However, these projectiles follow an unguided ballistic trajectory after
launch, rendering them ineffective against moving targets. The trajectory is also affected by the launch
conditions and in-flight disturbances such as wind gusts, degrading the impact point precision and limit-
ing the usable range to a few0 tens of kilometers. While conventional artillery has traditionally been used
for barrage fires, using a high volume of rounds to create a psychological effect on enemy combatants,
attacking a specific target also requires a large number of rounds due to the impact dispersion associated
with unguided shells. The large expenditure of ammunition necessary to accomplish the mission results
in a high logistics demand as well as a high risk of collateral damage.

Between the First and the Second World War, several efforts were made to overcome these limita-
tions, leading to the development of the first guided missiles. Early examples, such as the German Fritz
X, were unpowered aircraft-dropped guided bombs. Advances in rocketry led to the development of
the first long-range missiles, such as the German Vergeltungswaffe (retaliation weapons) 1 and 2. The
V2 was the first operational guided ballistic missile, carrying a 1 tonne payload over a range of 300 km
[Becklake, 1995] and relied upon a simple guidance system to keep the missile stable on a preplanned
trajectory [MacKenzie, 1993]. Later developments of ballistic, or strategic missiles culminated during
the Cold War with the introduction of intercontinental ballistic missiles (ICBMs) such as the Atlas mis-
sile [Siouris, 2004], with ranges over 10000 km. Another class of missiles are tactical missiles, which
are characterized with a shorter range but high maneuverability and the ability to engage and follow
fast moving targets. These improvements in precision, range and maneuverability are obtained using
advanced, high-performance Guidance, Navigation and Control subsystems. However, the unit cost of
missiles remains several orders of magnitude higher than classical artillery shells.

The last decades have also seen an increasing interest in the development of cannon-launched guided
projectiles. These munitions aim at improving the precision and range of artillery by providing integrated
guidance, navigation and control functions while remaining significantly cheaper than missiles. The
improved precision of these projectiles reduces the number of shells required for a given target, hereby
decreasing the logistic burden and limiting the risk of collateral damage. Although the development of
these munitions has started in the 1960s [Ross, 1963], they have recently received a renewed interest
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for both technical and operational reasons. Advances in semiconductor manufacturing have resulted
in the widespread availability of low-cost, small-footprint sensors and embedded computers, allowing
their integration in small munitions. At the same time, army budgets are becoming tighter while the
operational requirements in artillery precision and range are increasingly stricter. Indeed, modern combat
scenarios may take place in complex and urban terrain, where collateral damage, supply chain demand
and operational effectiveness are primary concerns.

Guided Projectile Technologies

Guided projectile concepts can be classified upon the means of achieving airframe stability: fin-
stabilization or spin-stabilization. Fin-stabilized projectiles, such as those illustrated in Figure 1, achieve
airframe stability using aerodynamic surfaces such as wings and tail fins, and are similar in shape and
aerodynamics to missiles. The US Army M712 Copperhead [Morrison and Amberntson, 1977] and
XM982 Excalibur [Wells, 2000] as well as the Russian GRAN1 are field-operational examples of this
class of projectiles, using canards for steering the airframe. Similar concepts, such as MPM2 (Metric Pre-
cision Munition) and Vulcano3 have been studied or are developed in Europe. Spin-stabilized projectiles
are similar to classical artillery shells in that they use a high spin rate for achieving gyroscopic stabiliza-
tion. In this context, an interesting guided projectile concept are Course-corrected fuzes (CCF), which
are screw-on replacements for conventional fuzes, allowing the reuse of exsiting unguided ammunition
stockpiles with added guidance and control functionality. Several CCFs have been studied or developed
for operation with 155 mm caliber ammunition, such as the Spacido fuze [Campion, 2007], the European
Correction Fuze [Perrin, 2011] and the XM1156 Precision Guidance Kit [Burke and Pergolizzi, 2009],
which are illustrated in Figure 2. The Spacido and ECF fuzes provide one-dimensional course correction
using a deployable air brake, while the PGK provides two-dimensional guidance using an roll-orientable
set of fixed canards.

(A) (B) (C) (D)

FIGURE 1: Fin-stabilized projectile concepts: (A) XM982 Excalibur, (B) GRAN, (C) Vulcano and (D) MPM
projectiles.

1http://kbptula.ru/
2http://www.nexter-group.fr/
3http://www.diehl.com/

http://kbptula.ru/
http://www.nexter-group.fr/
http://www.diehl.com/
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(A) (B) (C)

FIGURE 2: Course-Correction Fuzes: (A) XM1156 Precision Guidance Kit, (B) Spacido fuze and (C) European
Correction Fuze.

Several technological solutions have been explored for influencing the trajectory of the projectile
during flight, and three main categories of steering mechanisms can be distinguished:

• Aerodynamic effectors, which are by far the most common: all operational or almost operational
concepts presented in the above paragraph fall under this class. The most common type of effector
is the rotating wing surface, usually mounted at the aft or at the nose, in which case it is also called
a canard. Other types of aerodynamic effectors include deflectable cones [Costello and Agarwalla,
2000; Landers et al., 2003] and retractable pins [Fresconi et al., 2011; Libsig, 2016].

• Impulse Thrusters, which are based on the reaction force provided by gas generators [English
et al., 2006] or miniature explosive charges [Corriveau et al., 2011].

• Inertial effectors based on internal moving parts, which act on the mass distribution by offsetting
the center of gravity from the main axis of the projectile in order to create control authority [Rogers
and Costello, 2008].

The number and type of actuators as well as the means of achieving airframe stability have a great
influence on the design of the autopilot. Two types of maneuvering strategies are commonly employed
in the design of the autopilot and guidance system: bank-to-turn and skid-to-turn. The bank-to-turn
maneuver is similar to banking turns performed with aircraft. It consists in rolling the airframe such
that the maximum aerodynamic normal force is oriented in the plane of the commanded direction and
is carried out in two steps: first the airframe is rolled towards the commanded direction, then a pitching
maneuver is performed to achieve the commanded acceleration [Carter and Shamma, 1996]. This method
is interesting in that actuators are only required for controlling the roll and pitch of the munition, and
is particularly suited to airframe architectures with no rotational symmetry. However it is sensitive to
sideslip disturbances and has a limited maneuver capability. By contrast, the skid-to-turn maneuver
consists in actuating the airframe in its two lateral planes, generating normal and sideslip forces, while
the roll angle is kept constant or ignored. Since there is no need to perform an inital roll maneuver, skid-
to-turn vehicles have high maneuvering capabilities. This maneuver is especially adapted to architectures
with rotational symmetry, however more actuators may be required than in the bank-to-turn case.

The design of guided projectiles involves some unique technical and scientific challenges. The gun
launch represents one of the major issues due to the high shock forces involved (over 10,000 gs), which
requires g-hardening of the components. The cost-driven philosophy tends to favor off-the-shelf, low-
cost actuators and sensors which come at a fraction of the cost of missile components but with severe
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limitations in performance and accuracy. In the context of spin-stabilized projectiles, the high spin rate
induces complex aerodynamic effects (e.g. the Magnus moment [Klatt et al., 2014]) as well as significant
coupling between the pitch and yaw axes caused by the gyroscopic effect. While these effects are well-
mastered in conventional ballistics, they represent challenging control issues due to the high dynamics
involved, the cross-coupling effects and limitations in the actuators and sensors. One interesting solu-
tion to reduce the actuator demand are dual-spin architectures [Wernert and Theodoulis, 2011], which
decouple the nose, where the canards are installed, from the fast spinning projectile body.

The Guidance, Navigation and Control Loop

The improvements in precision of guided projectiles are obtained with the integration of Guidance,
Navigation and Control (GN&C) functions. These functions are responsible for piloting the attitude
and position of mobile systems using high-level commands, reducing or avoiding human intervention
during operation. GN&C functions are present at the core of almost all autonomous or semi-autonomous
systems such as manned and unmanned aircraft, spacecraft, missiles, robots and autonomous cars [Marin
et al., 2014; Paull et al., 2013]. They are implemented using a combination of actuators, sensors, and
embedded software processing. The roles of each function in a GN&C system is as follows:

• Guidance consists in determining the system trajectory according to a high-level mission (e.g. go
to a given location, follow another vehicle) and generate reference signals according to the current
navigation solution.

• Navigation consists in determining the current attitude, velocity and position of the system using a
combination of proprioceptive sensors (e.g. accelerometers, gyroscopes) and exteroceptive sensors
(e.g. magnetometers, GPS).

• Control consists in driving the system so as to follow the guidance reference signals. This low-level
function is responsible for ensuring the stability and performance of the system.

The GN&C functionality is typically implemented using two cascaded loops as illustrated in Figure 3. In
this block diagram, the high-level guidance functionality is implemented in the outer loop and the inner
loop deals with the low-level control function. This thesis focuses on the design of the control loop,
which is one essential step in the integration of GN&C functionality since it directly affects the stability
of the vehicle as well as the overall performance of the system.

AirframeActuators

Sensors

Hardware

Control
Commands

Guidance

Navigation
Measurements

Software

slow fast

Mission

FIGURE 3: The Guidance, Navigation and Control loop.
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Autopilot design for Guided Projectiles

Designing control laws for aerospace systems is a complex task, as their behavior is usually nonlinear
and depends on the craft’s flight conditions. Typically, the control law development processes can be
divided in three main steps: system modeling, control law synthesis, and control law validation (or
certification). The first step consists in capturing the behavior of the plant using a mathematical model,
which is not only used for controller synthesis, but also required for evaluating the stability, performance,
and robustness of the control laws. Flight dynamics is the study of the motion of flying vehicles through
the air or space. In this framework, the vehicle kinematics and dynamics are modeled using classical
rigid-body mechanics involving Newton’s and Euler’s laws. The aerodynamic forces and moments,
acting on the vehicle and induced by its motion through the air, are governed by fluid dynamics laws.
These aerodynamic forces and moments depend on the flight conditions and the vehicle geometry, and
are notoriously difficult to model. They are generally described using decompositions in aerodynamic
coefficients, of which the determination is an extensive and complex research subject. To this end, several
complementary techniques may be employed: numerical methods and experimental techniques based on
wind tunnel or free-flight tests. Some of these techniques are illustrated in Figure 4.

Aerodynamics Modeling

Multiple numerical methods for determining aerodynamic coefficients have been developed. Empir-
ical and semi-empirical techniques are based on theoretical models, and databases of experimental and
simulation results for known projectile architectures. These techniques are computationally efficient,
making them especially useful in preliminary design phases. However the precision of the results largely
depends on the quality of the database, and whether the studied configuration is close to reference cases
contained in the database. These codes are hence application-specific and dedicated to one class of vehi-
cles, for instance the US Air Force DATCOM for aircraft, Missile DATCOM [Rosema et al., 2011] and
ONERA MISSILE for missiles, or PRODAS for projectiles.

Computational Fluid Dynamics (CFD) is another class of numerical techniques, which consists in
solving the fundamental equations of fluid dynamics in a discretized domain around the vehicle [An-
derson, 1995]. This technique can provide the three-dimensional flow structure as well as the pressure

(A) (B) (C)
FIGURE 4: Illustration of several techniques for investigating the aerodynamics of a Basic Finner reference pro-
jectile [Libsig, 2016]: (A) Wind tunnel measurements using pressure sensitive paint, (B) pressure distribution in the
presence of actuating pins computed using CFD predictions, (C) high-speed camera capture showing the separation
of the projectile and its sabot in free-flight tests.
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and velocity distribution, allowing the study of complex, nonlinear aerodynamic phenomena. However,
this powerful technique comes at a high computational cost. A CFD simulation describes the vehicle
behavior for a given, static operating point, and covering the complete flight envelope would require a
very long computation time. Moreover, the characterization of dynamic effects (i.e. dynamic stability)
requires even more complex simulations.

Wind tunnel testing is carried out on a scaled or full-size model of the craft to be studied and in-
volves multiple measurement techniques, such as force and moment balance measurements, pressure
distribution measurements or flow visualization [Barlow et al., 1999]. Using positioning systems, mul-
tiple combinations of incidence angles and Mach numbers may be tested in a timely manner. However
the similarity with free flight is only partial, and interactions between the model, support system and the
wind tunnel boundaries may result in incorrect determinations of some aerodynamic coefficients (e.g.
the damping, the Magnus or the drag coefficients).

Finally, flight tests allow the characterization of the vehicle behavior in real operating conditions.
In this method, aerodynamic forces and moments are not measured directly, but estimated from state
measurements performed during the flight. This technique is frequently invoked for the development of
human-piloted air vehicles, where the pilot applies specific stimuli to the aircraft during a test flight [Jate-
gaonkar, 2006; Klein and Morelli, 2006]. In the case of artillery projectiles, the fast dynamics and short
flight times, as well as the absence of means of control, pose significant challenges for the estimation
of the aerodynamic coefficients [Albisser, 2015; Demailly, 2011]. While the free-flight techniques can
provide the most accurate results, these techniques require a sufficiently mature, flightworthy prototype
and hence may only be used late in the development process.

Control Law Design

Control law design for aerospace applications has been one of the major users and drivers of research
on control theory, due to the complexity of flying vehicle dynamics and increasingly stringent safety
requirements. While the literature is abundant with aircraft and missile applications, flight control for
projectiles has received interest only recently; however most low-spin rate projectiles share common
dynamics with missiles.

Even though classical methods on successive SISO loop closures have been successfully applied to
early guided projectiles such as the M712 Copperhead [Morrison and Amberntson, 1977], a single linear
controller may not provide sufficient stability and performance guarantees throughout the flight envelope
due to the nonlinear, parameter-varying behavior of projectiles. To this end, nonlinear controllers based
on adaptive methods such as Model Predictive Control (MPC) [Ollerenshaw et al., 2008] or dynamic
model inversion [Calise et al., 1998], have been applied with success. However, these fully adaptive
control techniques usually involve high computation costs, which are prohibitive for low-cost embedded
computers, or lack theoretical robustness guarantees.

Another widely used class of adaptive techniques is gain scheduling (illustrated in Figure 5), either
based on linear parameter varying (LPV) control theory [Wu et al., 2002], or based on the interpolation
of linear time-invariant (LTI) controllers with respect to the flight condition [Theodoulis et al., 2015]
(linearization-based gain scheduling). Linearization-based gain-scheduling is especially interesting in
that for each considered operating point, the plant model is an LTI system, enabling the use of well-
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FIGURE 5: Gain-scheduling control configuration.

mastered linear control techniques. A design procedure for this control strategy is exposed in Jackson
[2010]. Several techniques may be employed to design the corresponding controllers, for instance op-
timal control techniques such as linear quadratic regulators [Fresconi et al., 2015], or robust control
techniques such as H∞ synthesis [Nichols et al., 1993; Sève et al., 2014]. The latter class of techniques
has received significant interest as a result of the development of efficient solutions to the H∞ control
problem [Doyle et al., 1989]. H∞ techniques are attractive in that they are able to deal with multivari-
able systems exhibiting cross-coupling between channels in an efficient yet practical manner, providing
stability, performance and robustness guarantees on the obtained controllers.

Control Law Validation

The final step of typical flight control law development processes consists in the validation of the
control law. This step assesses whether the system complies to the design requirements, in terms of
stability, performance and robustness, in order to ensure safe operation throughout the flight envelope.

In general, validation procedures include classical gain, phase and delay margin analysis, nonlinear
Monte-Carlo simulations, and Hardware-In-the-Loop (HIL) simulations [Kharisov et al., 2008]. Monte-
Carlo simulations are based on the full nonlinear aerodynamic model and consist in running multiple
simulations using randomly sampled values of uncertain parameters (e.g. aerodynamic coefficients, ini-
tial conditions). HIL simulation consists in including real-world components in the simulation loop,
which then runs in real time. The interest of this technique is twofold: First, it allows testing the con-
trol laws using components which may be difficult to model, e.g. actuators [Ilg, 2008]. Secondly, as
the simulation runs in real time, it can be used to ensure whether the controller implementation can de-
liver the control output within a specified control period. In these simulations, the vehicle dynamics and
aerodynamics are generally simulated using the nonlinear model.

Flight testing is the final step of flight control law validation, in which the real-world performance of
the controllers can be assessed. However these test campaigns are usually expensive and may only occur
towards the end of the development.

The main limitation of these traditional validation approaches is that they can miss worst-case com-
binations of environmental conditions, uncertain parameters, input vectors and flight conditions which
lead to degraded stability and performance margins. In order to assess the robustness of the designed
control laws in a systematic manner, methods based on uncertain modeling such as the structured singu-
lar value µ framework have received significant interest in the last decades [Miotto and Paduano, 1995;
Bates and Postlethwaite, 2002]. Under this framework, the various sources of uncertainty and limitations
in the system are cast into a single uncertain model, and the robustness of the system is then tested for
the worst-case combination of the uncertain parameters.
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Motivation and Contributions

This thesis proposes a novel approach for the design of guided projectile control laws, which aims
at overcoming the difficulties of the conventional approach, namely the determination of aerodynamic
coefficients involved in the nonlinear model, and the lack of experimental validation facilities in early
project phases. Since free-flight testing is not tractable in early project phases, an innovative experi-
mental technique, based on the combination of dynamic wind-tunnel testing and Hardware-in-the-Loop
simulation, is proposed. To this end, a fully-functional projectile prototype including its actuators and
sensors is installed in a wind tunnel, by the means of a support structure which allows all three rotational
degrees of freedom. This technique aims at reproducing the in-flight behavior of the studied projectile in
a controlled environment, in order to gather experimental data describing the projectile behavior as well
as to perform control law validation.

In order to assess the validity of this approach, this thesis investigates the design of a skid-to-turn
autopilot for a proof-of-concept setup based on a fin-stabilized, canard-guided projectile prototype with
tetragonal symmetry. While this class of projectiles does not present the various issues associated with
spin-stabilized projectiles, there are still some challenges due to the nonlinear and uncertain nature of the
system, as well as aerodynamic interaction between the fins and the canards.

As stated in the previous section, control techniques such as linearization-based gain scheduling and
H∞ synthesis operate on LTI approximations of the nonlinear dynamics at specific operating points,
and robustness validation of the control laws can be carried out using uncertain models. In this regard,
the complete knowledge of the aerodynamic coefficients in the nonlinear model may not be necessary
for control law design. Instead, the approach considered herein consists in linearizing the nonlinear
analytical flight mechanics model into an LTI model structure, whose parameters are identified from
experimental data.

To this end, a standard identification procedure is followed. It aims at evaluating the existence and
uniqueness of solutions to the parameter estimation problem, first in an idealized context and then taking
the actual input/output data into account. This knowledge is leveraged to build an optimal excitation
signal, in order to maximize the fidelity of estimated models. Experimental data for parameter estima-
tion are then collected for several operating points at different airspeeds, in order to build linear model
families. The autopilot design is then carried out withH∞-based control techniques for these families of
models. The resulting control laws are validated against stability, performance and robustness objectives,
first using theoretical robustness conditions, then by actual implementation on the experimental setup.

This thesis has been done in collaboration with the French-German Research Institute of Saint-Louis
(ISL) and the MIPS laboratory (Modeling, Intelligence, Process and Systems) from the Université de
Haute-Alsace in Mulhouse. The core mission of ISL is to conduct research and predevelopment studies
in the defence and security fields. The GNC group, which initiated this project, focuses on the develop-
ment and performance evaluation of guidance, navigation and control algorithms for gun-lauched guided
projectiles. Flight techniques for projectiles are one of the main research topics at ISL, with other teams
focusing on aerodynamics and exterior ballistics, measurement and simulation techniques, and sensors,
telemetry and communication. The MIAM team (Modélisation, Identification en Automatique et Mé-
canique) from the MIPS laboratory focuses on modeling, identification and control of complex systems,
diagnosis and reconfiguration applied to the development of intelligent vehicles.
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Related Work

While this type of approach has been used for other types of systems, or for the design and validation
of projectile subsystems, there are very few examples in the literature regarding Hardware-In-the-Loop
testing of a complete guided projectile.

An example of HIL simulation for a projectile subsystem is given in Ilg [2008]. In his thesis, the
author investigated the design of a voice-coil-actuated canard system for a spinning projectile. Instead of
de-spinning the projectile or decoupling the canard system from the body, the actuators are attached to
the rolling frame and modulated w.r.t. the roll angle. In order to assess the performance of the actuator
design and associated controller, HIL simulations are performed, in which a real prototype of the canard
actuation system is integrated in the loop, while the 6-DoF aerodynamics are simulated.

In Hann et al. [2012], the nonlinear roll dynamics of a sounding rocket are investigated using a
parameter identification technique. To this end, a scale model of a sounding rocket is installed in a
vertical wind tunnel, with a support allowing the rocket to roll freely about its primary axis. In this setup,
the roll motion of the rocket is controlled by servo-actuated tail fins, while the roll angle is measured by
an optical encoder. Using piecewise-constant fin inputs, the roll dynamics of the rocket are stimulated
and the roll response is recorded to perform estimation.

Perhaps one of the most similar approaches and setups is proposed by Fresconi et al. [2014, 2013].
These articles detail the design of a fin-stabilized, canard-guided projectile using low-cost commercial-
off-the-shelf actuators and sensors, with a strong focus on qualifying these components for use in high-g
environments. The performance of a linear quadratic roll autopilot is demonstrated in a wind tunnel,
where the projectile is mounted on a sting allowing rotation along the roll axis. In this work, the pro-
jectile is modeled using aerodynamic coefficients given by PRODAS, which were further refined using
parameter identification.

Both cases presented above currently focus only on the roll dynamics, with possibly future extensions
to the pitch and yaw axes, whereas the proof-of-concept setup proposed here potentially aims at allowing
motion on all three axes.

Manuscript Organization

Chapter 1 introduces the wind-tunnel-based experimental setup. A detailed review of the hardware
components, namely the actuators, sensors, embedded computer, wind tunnel and support structure, is
given. The software environment designed for rapid controller prototyping is also presented.

Chapter 2 deals with modeling and identification of the projectile prototype. In the first part of this
chapter, the flight mechanics of gun-launched projectiles are developed, first in the free-flight case, then
in the wind-tunnel environment where linear motion is prevented. More specifically, this study focuses
on a roll-fixed configuration, where only pitch and yaw motions are allowed. The corresponding non-
linear, parameter-dependent model is then linearized around equilibrium points, to derive a linear model
structure suitable for identification and control. The second part of this chapter consists in the application
of a parameter identification procedure, and on the estimation of families of linear models which describe
the projectile behavior on its complete flight envelope.
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Chapter 3 leverages the knowledge obtained in Chapter 2 to design skid-to-turn autopilots for the
ACHILES projectile, with disturbance rejection, reference tracking and robust stability objectives. The
cases of constant and variable airspeed are considered and discussed. The autopilots are synthesized
using multi-objective fixed-structure H∞ synthesis, which yields low-complexity, robustly stable con-
trollers with guaranteed performance requirements. The robustness of the proposed autopilots is assessed
using an uncertain model, which takes into account the differences between estimated models and the
nominal model, as well as uncertainties on the estimated parameter values. These controllers are then
validated on the experimental setup and results are compared with numerical simulations.



Chapter 1

Experimental Setup
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1.1 Introduction

In this chapter, a custom test bench for guided projectile research and development is presented in de-
tail. The ACHILES (for Automatic Control Hardware-in-the-Loop Experimental Setup) testbench is the
basis of the modeling, identification, control and validation studies presented in the subsequent chapters.
It is composed of a fully autonomous projectile prototype, installed in the test section of a wind tunnel
by the means of a support structure allowing only angular motion. This setup is illustrated in Figure
1.1. The development procedure presented in the introduction involves frequent control law testing on
the projectile hardware in laboratory conditions, a procedure known as rapid control prototyping, which
shares multiple characteristics with Hardware-in-the-Loop (HIL) testing.

Hardware-in-the-Loop simulation is a technique combining real hardware with a real-time simulation
loop [Isermann et al., 1999; Bacic, 2005; Schuette and Waeltermann, 2005]. Thus, the modeled process
can consist of both real and simulated components. This technique has found widespread use in the
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FIGURE 1.1: Overview of the ACHILES test setup, including the projectile prototype, the support structure and
the test section of the subsonic wind tunnel.

industry, as it fills the gap between full software simulation and real-world testing. A typical use case is
the development of control algorithms for complex plants, which cannot be tested on a real prototype in
operating conditions for timing, cost and/or safety reasons. For example, consider the development of
a missile guidance algorithm based on an optical seeker and a laser designator. In this case, the actual
missile actuators and seeker are employed, while the aerodynamics, the sensors and the control loop are
simulated in real-time. Another typical use case is the validation of control units against edge cases4 or
failure conditions. These test cases would prove unrealizable or create hazards when assessed on the real
system, while HIL simulation provides a safe and repeatable testing environment. One typical application
is the development of Electronic Control Units (ECUs) in the automotive industry, for example in the
design of Anti-lock Braking Systems (ABS). In this case, the hardware consists in the ECU under test,
and the vehicle dynamics and sensors are simulated.

The ACHILES test setup stands at the intersection between HIL simulation and (rapid) control proto-
typing. In this case, the complete control loop runs on the projectile prototype and no part of the system
is emulated by an external computer. The free-flight is emulated through a local environment, formed by
the wind tunnel airflow and the supporting structure. Bacic [2005] introduces the notion of transparency
in a HIL simulation: in a perfectly transparent HIL simulation, the real system does not feel the differ-
ence between the HIL simulator and operation in real conditions. In the current version of the setup,
this local environment is fixed and cannot be influenced by the simulation. The simulation transparency
is then adequate for fixed-operating conditions studies but presents some limitations when considering
complete flight trajectories.

This chapter is organized as follows: the test setup design goals and the overall ACHILES archi-
tecture are presented in Section 1.2. Section 1.3 describes the different hardware components in both
the projectile prototype and the supporting environment, namely the airframe, the actuators, sensors,
embedded computer, wind tunnel and support structure. In this section, the focus is mainly set on the

4An edge case means the system is operating outside of its nominal parameters or conditions.
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custom-designed actuators, for which a detailed description is given. The counterpart of the hardware is
the software environment, which consists in both embedded software and a development environment,
presented in Section 1.4.

1.2 The ACHILES Test Setup

The main objective of the ACHILES testbench is to provide a rapid prototyping environment for
the development of guided projectile control laws, the ultimate goal being the development of a proof
of concept for the design methodology presented in the introduction. A synopsis of its architecture is
given in Figure 1.2 and shows the interactions between the projectile prototype and the development
environment.

The central component of the ACHILES setup is the projectile prototype. It is designed as an au-
tonomous system, where the developed algorithms are executed on an embedded computer onboard and
aims at reproducing the behavior of a free-flying projectile. The industry trends, as well as the Ministry
of Defense requirements, tend towards the use of low-cost actuators and sensors for guided ammunition
applications. These components are subject to harsh conditions in this application, mainly due to accel-
erations at gun launch on the order of ten thousand gs [Fresconi et al., 2013]. In the present case, the
acceleration survivability was not retained as a design criteria since this projectile is not meant to be used
in free-flight tests. As the presented setup is a first iteration of the concept, the projectile should present
a stable open-loop behavior, while providing sufficient control authority.

The key goal of the ACHILES software environment is to provide a rapid control prototyping envi-
ronment, enabling the user to quickly test and iterate on control strategies. Such an environment provides
a seamless transition from controller simulation using a numerical model to HIL testing, allowing shorter
development-to-test cycles. In this regard, industry-standard tools such as MATLAB/Simulink offer code
generation functionalities, which relieve the user from manual implementation of the control algorithms
in the HIL embedded computer. The identification and control algorithms are developed in the MAT-
LAB/Simulink environment and deployed on the embedded computer using code generation toolboxes
(see Section 1.4.2). The resulting program consists of a main task corresponding to the Simulink diagram
and support tasks for interacting with the projectile hardware.

In respect to the HIL nature of this setup, these tasks are executed in real time to guarantee the
execution time of the algorithms. The simulation program must guarantee a deterministic, bounded
response time within a sampling period. In order to streamline the simulation process, an embedded
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FIGURE 1.2: Overview of the ACHILES test setup hardware and software architecture.
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operating system is preferable over a standalone programming approach5 since it provides a complete
programming interface with multi-tasking support, as well as hardware drivers, standard protocols and
interfaces, such as TCP/IP. Combined with the above mentioned real-time constraint, this application
mandates the use of a real-time operating system (RTOS), which is presented in Section 1.4.1.

1.3 Hardware Components

1.3.1 Mechanical Structure and Aerodynamics

The ACHILES projectile airframe is based on a missile-like projectile architecture, consisting of an
80mm caliber, 400mm long outer shell with aerodynamic control and stabilization surfaces. The various
hardware components are placed on the internal structure shown in Fig. 1.3, and are placed around the
projectile’s longitudinal axis so as to minimize imbalance. The internal structure enables fine adjustment
of the projectile center of gravity by moving the central sled with an externally accessible screw.

As presented in the introduction, there are several technological solutions for both airframe control
and stabilization. In the present case, aerodynamic stabilization was preferred over gyroscopic stabiliza-
tion. The high roll rate in the latter case induces inter-axis coupling, which prevents independent studies
of each axis, and also imposes several constraints on the mechanical design, as the rolling motion must
be maintained (e.g. using a motor). On the other hand, a projectile is aerodynamically stable when its
center of gravity (CoG) lies ahead of the aerodynamic center of pressure. The position of the latter is
influenced by the geometry of aerodynamic surfaces and can be moved towards the aft with the addition
of tail fins. This missile-like configuration is much simpler mechanically and results in an open-loop
stable projectile even at null roll rate.

Guided projectiles may be steered using aerodynamic surfaces, impulse thrusters, or inertial masses.
In the present case, the aerodynamic surfaces solution is retained for its ease of implementation, and
consists of four independently actuated canards located at the front of the shell. The sizing of these

Actuators

Battery

Mainboard

IMU (behind)

FIGURE 1.3: Internal view of the ACHILES projectile exposing the structure and hardware components.

5The program directly runs on the target hardware without an operating system
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surfaces is the result of a compromise between open-loop stability and control authority. Indeed, larger
canards produce a higher steering moment but tend to shift the aerodynamic center forward, which
decreases the airframe stability. The canards are mounted at a 45◦ angle relative to the tail fins (see Figure
1.4) in order to minimize aerodynamic interaction between the two sets of surfaces. Tests conducted with
both surface sets aligned showed a decrease in stability, which is due to canard trailing vortex interactions
with the tail fins [Silton and Fresconi, 2015].

The projectile’s mass, center of gravity position and moments of inertia have been measured using a
commercial Space Electronics measurement system and are presented in Table 1.1. These results show
a homogeneous mass distribution with identical pitch and yaw moments of inertia, while the center of
gravity is only off the main axis by a negligible amount.

TABLE 1.1: ACHILES projectile mass properties

Center of Mass (mm) Moments of Inertiaa (kg.m2)
Mass (g) xCG

b yCG zCG Ixx Iyy Izz

2282.5 168.72 0.07 −0.15 3.801 · 10−3 3.353 · 10−2 3.346 · 10−2

aAt the projectile’s center of mass
bRelative to the aft

Tail fins

Control canards

Roll bearing

FIGURE 1.4: The ACHILES projectile prototype installed in the support structure.

1.3.2 Actuators

In the ACHILES setup, the actuators are responsible for driving the guidance canards with respect to
commands provided by the embedded algorithms. For this task, hobby radio control servomotors were
selected for their wide availability, very reasonable cost and standardized dimensions. Each actuator is
mounted on the internal structure with an offset from the canard axis and is linked to the corresponding
canard through a toothed belt drive with a 16/18 reduction ratio, as shown in Figure 1.5.
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However, as hobby servomotors were initially designed for remote control of model aircraft, there
is no provision for measuring the output shaft position, nor acting on the control algorithm parameters.
Indeed, these actuators aim at tracking a reference angle change as fast as possible, without concern for
saturations and the linearity of their response. Furthermore, the accuracy of standard hobby servomotors
is usually limited due to the use of low-cost potentiometers as the main position sensor, and this informa-
tion is seldom indicated on servo datasheets. For these reasons, a custom actuator has been developed,
based on the mechanical parts of a standard servomotor and a purpose-built control board.

The actuator design objectives were set as follows: first, the communication between the servomotor
and the embedded computer should be bidirectional. This enables reporting of the achieved angular
position over time, setting the home position of the actuator and fine-tuning of the controller gains.
Secondly, the output position should be accurate, with trueness6 better than ±0.5◦ and repeatability
under ±0.1◦7. Finally, the control laws should be user-adjustable, and provide a linear response for any
reference step under ±30◦ in amplitude. This last requirement allows the servomotor to be modeled as
an LTI system, which greatly simplifies the design of projectile control laws.

Belt drive

Control canards

Actuators

FIGURE 1.5: The ACHILES control canards and driving actuators.

6Trueness, or accuracy, designates the proximity of a measurement to the true value (systematic error).
7Repeatability, or precision, relates to the variation of a measurement repeated under identical condition (random error).
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1.3.2.1 Hardware Design

The overall architecture of the ACHILES actuator is presented in Figure 1.6. The motor drives the
output shaft through a geared reduction mechanism, which increases the available torque at the expense
of speed. The position sensor measures the output shaft angle y, which is used by the control algorithm to
compute the error between the actual and target positions. This algorithm is implemented on a microcon-
troller, which communicates with the embedded computer over a bidirectional I2C bus. The controller
output is the PWM control signal uPWM, which is amplified by an H-bridge amplifier and applied to the
motor. In this case, the average motor voltage is proportional to the duty cycle of the PWM signal.

Microcontroller

H-bridge amplifier

Motor + gear train
Position sensor

I2C bus

ym

uPWM u

y

FIGURE 1.6: ACHILES actuator architecture.

The accuracy of the actuator is entirely defined by the position sensor. It is located at the output
shaft in order to avoid the effects of backlash in the geartrain. Absolute magnetic sensors are a good
alternative to potentiometers as they provide excellent characteristics (in terms of linearity, repeatability,
resolution) in a small footprint. They consist of two parts: a 2-pole, diametrically-polarized magnet is
mounted on the output shaft, and the sensor integrated circuit (IC) is mounted on the chassis below the
magnet. The IC combines an array of Hall sensors with an analog front-end and a digital signal processor
(DSP) in a single package, and provides analog and/or digital readout of the measured angle. As there is
no mechanical contact between the magnet and the IC, the reliability of the sensor is excellent.

A HobbyKing HK47010MG servomotor based on this principle was chosen as the mechanical base
for the ACHILES actuators. This model features a coreless motor, metal gearbox and double shaft bear-
ings, and the original sensor is replaced with an AMS AS5045 12-bit sensor [ams AG, 2010]. This
resolution leads to a 0.088◦ quantization step, and the chosen sensor provides better than 0.03◦ repeata-
bility and a maximum ±0.5◦ integral nonlinearity error (INL)8.

The servo control laws are implemented on a Microchip dsPIC30F3012 microcontroller. This 16-bit
device has 24 KiB9 of Flash memory, 2 KiB of RAM and 1 KiB of EEPROM memory and provides
up to 20 MIPS (Millions of Instructions Per Second) when running at 80 MHz [Microchip Technology,
2010]. Although this device specification may be oversized for the application, the development time
was significantly reduced with the use of the C programming language and the large memory resources.

The microcontroller program performs several tasks: running the control loop, handling the commu-
nication bus and processing the command messages. Considering the actuator bandwidth, the control
loop (highest priority task) runs at a fixed rate of 1 kHz, set by a hardware timer interrupt. The com-
munication bus handler is also implemented as an interrupt routine and stores the received messages in

8The maximum difference between actual and measured values. This corresponds to the sensor’s trueness.
91 KiB equals 1024 bytes.
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a buffer for processing by the message parser, which runs at a lower priority. Finally, the control loop
can be turned off and the clock speed reduced when the actuators are not in use so as to reduce power
consumption.

Communication is carried out over an I2C bus, which is a multi-master/multi-slave bidirectional
serial bus supporting speeds from 100 kbit/s to 5 Mbit/s [NXP Semiconductors, 2014]. Each I2C device
has a unique 7-bit address, thus up to 127 devices are supported on a single bus (address 0x00 is reserved
for general calls)10. In the present configuration, the embedded computer acts as an I2C master and each
of the 4 actuators is an I2C slave with a unique address, with all actuators sitting on the same bus. The
actuators are accessed sequentially when setting the target position and reading the achieved position,
while the general call address is used for commands which have to be executed by all servos at the same
time (acquire position and define reference), as further explained in Section 1.4.1.2.

1.3.2.2 Control Design

The embedded servo controller is designed using the same principles that are applied to the complete
guided projectile prototype in the subsequent chapters of this manuscript. Hence the reader is encouraged
to consult these chapters for more details on the identification (Chapter 2) and control techniques (Chap-
ter 3), as only the results will be discussed in this section. The overall controller structure is shown in
Figure 1.7 and exhibits a cascaded structure, with an inner velocity regulation loop and an outer position
control loop. Compared to a single position control loop, this structure showed a better compensation of
friction inside the gear train.

K

1 + τs

1

s
kp +

ki
s

kposr y

Controller Motor + gear train

+ + u ẏ

−−

FIGURE 1.7: Servo controller structure.

Modeling and Identification The open-loop plant corresponds to the complete servo chain, which
consists in the PWM modulator, H-bridge amplifier, DC motor, gear train and the absolute magnetic
position encoder (Figure 1.6). In this chain, the PWM modulator and H-bridge acts as a power digital-to-
analog converter that provides the motor with a voltage proportional to the discrete controller output. As
the slowest part in the servo chain is the mechanical time constant of the motor, the open-loop velocity
dynamics are modeled as a first-order system [Butler et al., 1989]:

GA,OL(s) =
K

1 + τs
(1.1)

The gain K and time constant τ were determined by Recursive Least Squares (RLS) estimation
using experimental data. The experimental procedure consists in exciting the actuator with a piecewise-
constant random input signal u(t) and observing the sensor measurement ym(t). As this is a sampled-
data system, the first step consists in discretizing the open-loop model (1.1). In the controller imple-
mentation, the output (PWM duty cycle) is held constant between sampling instants (zero-order hold),

10Greater capacity can be achieved using the 10-bit addressing variant and/or port expanders.
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leading to the discrete open-loop plant:

GA,OL(z) = (1− z−1)Z
{

1

s

K

1 + τs

}
(1.2)

=
k1z
−1

1− k2z−1
=
y(z)

u(z)
(1.3)

with k1 = K
(
1− e−Ts/τ

)
and k2 = e−Ts/τ , where Ts is the sampling period.

The RLS technique consists in computing the least squares estimates of the model parameters k1 and
k2 recursively, instead of collecting data and performing the estimation afterwards [Simon, 2006; Well-
stead and Zarrop, 1991; Krneta et al., 2005]. This algorithm was applied to the open-loop servomech-
anism using a sampling period of 5 ms. This period is the result of a compromise between sampling
bandwidth and sensitivity to noise, since the velocity signal is derived numerically from the position sen-
sor measurements. Under these conditions and after conversion to the continuous domain, the following
parameter estimates were obtained for a 7 V supply voltage: K = 326.2 ◦/s/V and τ = 0.0182 s.

Controller Design and Synthesis The servo controller is designed around the two nested loops shown
in Fig. 1.7. The inner velocity control loop is based on a proportional-integral (PI) controller, while the
outer position controller consists in the proportional gain kpos, giving the continuous transfer function:

u(s) =

(
kp +

ki
s

)[
kpos −1

] [r(s)− ym(s)

ẏm(s)

]
(1.4)

The closed-loop transfer function of the actuator is then given by:

GA(s) =
Kkpos(kps+ ki)

τs3 + (1 +Kkp)s2 +K(ki + kposkp)s+Kkposki
(1.5)

and a state-space representation of GA is given by:

GA
ss
:

[
AA BA

CA DA

]
=


0 1 0 0

0 0 1 0

−Kkposki −K(ki + kposkp) − 1
τ (1 +Kkp)

1
τ

Kkposki Kkposkp 0 0

 (1.6)

The three controller gains kpos, ki and kp are determined using a structured H∞ design procedure
[Apkarian and Noll, 2006], which is presented in greater detail in Chapter 3. The synthesis aims at
obtaining a closed-loop response similar to a second-order system Tref with bandwidth ω0 = 50 rad/s
and damping ζ = 0.78 (fastest 2% response). An additional constraint is that the motor control voltage
must remain under the supply voltage of 7 V for a reference step of ± 30◦, in order to avoid saturation.

These constraints are implemented as weighting filters in a mixed sensitivity and model-matching
formulation, which is illustrated in Figure 1.8. The weighting filters WS, WKS and WMM respectively
act on the position error transfer function Sr→ep , control transfer Tr→uv and model-matching transfer
Tr→eMM , and are selected according to the principles presented in Chapter 3. The structured H∞ op-
timization problem then consists in finding the controller gains kpos, ki and kp such that the system is
stable and

||Tw→z||∞ < γ, γ > 0 (1.7)
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FIGURE 1.8: Mixed-sensitivity S/KS and model-matching servo controller synthesis diagram in standard form.

where Tw→z is the global exogenous input to performance output transfer obtained by the lower linear
fractional transformation (LFT) Tw→z = Fl(P,K). Applying the structured H∞ synthesis procedure
yields the following gain values:

kpos = 29.4, ki = 0.3941, kp = 0.052

The cascaded controller (1.4) is implemented numerically in the microcontroller firmware with a
control update rate set to 1 kHz. This control period is small w.r.t. the open-loop system bandwidth,
hence the continuous controller may be directly converted to a discrete equivalent instead of performing
a complete redesign in the discrete domain [Åström and Wittenmark, 2011]. The integrator in the velocity
controller is approximated with the backward Euler equivalent zTs

z−1 , while the velocity is estimated using
a numerical derivative, yielding the discrete controller transfer function:

u(z) =

(
kp +

kiTsz

1− z

)[
kpos − z−1

Tsz

] [r(z)− ym(z)

ym(z)

]
(1.8)

The Bode magnitude diagrams and simulated step responses of the reference model as well as the
continuous and discrete closed-loop systems are visible in Figure 1.9. The responses achieved with the
continuous and discrete controllers are fairly similar and present a 5 % settling time of 70 ms. These
responses are close to the desired response but do not present overshoot as they contain a real dominant
pole at 40 rad/s.

Implementation and Results An important aspect of the controller implementation on the real actu-
ator is the presence of saturations, due to the finite supply voltage. An increase of the controller output
above the supply voltage introduces integral error buildup, or windup, which can lead to overshoot or
instability when the system stops saturating. To avoid this issue, a simple anti-windup scheme consists
in bounding the integral error variable to the supply voltage.
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FIGURE 1.9: Bode diagram and unit step response of the continuous (solid red) and discrete (solid blue) closed-
loop systems, and the reference model (dashed green).

The response of the implemented digital controller to various step signals is given in Figure 1.10.
In this figure, the actuator reference signal consists in pulses of various amplitudes, and the measured
output is normalized to 1 for comparison. The time response of the actuator transfer function GA for
a unit pulse signal is shown in dashed thick black for reference. For angular amplitudes under 60◦, the
measured responses are almost indistinguishable and follow the simulated response closely, with the
same 5% response time of 70 ms. Therefore the actuator behavior can be accurately modeled by the
transfer function GA for angular steps smaller than 60◦.

For steps larger than 60◦, the actuator does not behave linearly anymore due to saturation: the con-
troller commands a motor voltage higher than the available supply voltage. This results in a gentler rising
slope and a higher response time, as the maximal velocity is bounded. However the response does not
present overshoot when the controller output no longer saturates, thanks to the implemented anti-windup
scheme.

1.3.3 Sensors

The guidance, navigation and control algorithms require a precise knowledge of the projectile’s state
vector, which is measured using onboard sensors. The state vector typically consists in the projectile
attitude (orientation), angular rates, accelerations, velocities, and absolute position. These quantities are
measured and/or estimated using an Attitude and Heading Reference System (AHRS) or an Inertial Mea-
surement Unit (IMU), usually associated to a Global Navigation Satellite System (GNSS) for absolute
positioning [Grewal et al., 2013]. Depending on the guidance scheme, imaging sensors may be used to
locate the target, e.g. using a four-quadrant seeker with a laser designator on the ground [Katulka et al.,
2008].
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FIGURE 1.10: Measured and normalized actuator time response for a set of reference angles. Thin lines: mea-
sured responses, thick dashed line: simulated response of the actuator transfer function GA.

The ACHILES setup focuses on the control part of the GNC functionalities, while the support struc-
ture restrains the projectile’s linear motion. As the center of mass remains static, there is no need for
measuring the absolute position of the projectile, leaving only the angular motion quantities and the
relative wind velocity to be measured. These quantities are measured using an onboard Inertial Measure-
ment Unit with integrated data fusion, and an external Pitot tube and yaw encoder (see their location in
Figure 1.1).

1.3.3.1 Inertial Measurement Unit

An inertial measurement unit (IMU) is a navigation device based on triplets of orthogonal accelero-
meters, rate gyroscopes, often associated with magnetometers. These sensors respectively measure linear
acceleration, angular velocity and magnetic bearing. The orientation and position of an object, relative
to a starting point, can be determined using inertial navigation, or dead reckoning, which consists in
integrating the measured accelerations and angular variations [Woodman, 2007].

Inertial measurement units are used in a broad range of applications, and are typically used in naval
and air vehicle navigation, including ships, aircraft, spacecraft and missiles. A recent breakthrough in
inertial navigation devices comes from the MEMS (Micro ElectroMechanical System) semiconductor
technology, which enables the manufacturing of single-chip, solid-state inertial sensors. The resulting
availability of low-cost, lightweight and small inertial measurement units has broadened the range of ap-
plications of inertial navigation, including motion capture devices used by the film industry, smartphones,
gaming devices and light UAVs. IMUs can be divided in two categories depending on the integration in
the vehicle: stable platform and strapdown [Titterton and Weston, 2004; Barbour and Schmidt, 2001].

Stable platform IMUs In stable platform systems, the sensors are mounted on a stabilized platform
kept in alignment with the Earth coordinate system. This platform is isolated from the vehicle’s motion
using a gimbal mount, which allows three rotational degrees of freedom. Angular deviations of the plat-
form are detected by the platform-mounted gyroscopes. They are canceled out using motors to rotate the
gimbal, effectively maintaining constant alignment of the platform with the global frame. The object’s
orientation is directly obtained using angular sensors which measure the gimbal angles, while position
is obtained by double integration of the accelerometer readings (after substraction of the vertical gravity
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FIGURE 1.11: Overall principle of (A) stable platform inertial navigation and (B) strapdown inertial navigation.
E denotes the Earth frame, B denotes the body-attached frame and the [·]X notation expresses projection in the
coordinate system X. [g]

E is the gravity vector expressed in the Earth coordinate system.

vector), as shown in Figure 1.11A. Stable platform IMUs are mechanically complex devices and are
thus usually large and expensive. However, they deliver excellent precision and the required computa-
tion power is low. These systems are typically used in heavy vehicle applications, where the very high
estimated position precision is essential, as in aircraft, ships and missiles.

Strapdown IMUs In strapdown IMUs, the sensors are rigidly mounted on the vehicle body and thus
measure quantities in the vehicle’s coordinate system. The orientation of the vehicle is obtained by in-
tegration of the gyroscope measurements. The accelerometer readings are first projected into the Earth
coordinate system using the estimated orientation, then doubly integrated to estimate the vehicle’s posi-
tion, as shown in Figure 1.11B. Compared to stable platform systems, strapdown IMUs are very simple
mechanically, with little or no moving parts. This greatly reduces the cost and footprint, but come at
the cost of much higher computational power requirements. The obtained precision is also less than
stable platform systems, due to the extra integration step in the orientation calculation. Thanks to the
decreasing costs of computational power, these sensors are widespread in all fields requiring a low-cost,
low-footprint navigation solution, such as UAVs and motion capture systems.

Microstrain 3DM-GX3-25 IMU The choice of an inertial measurement unit for the ACHILES project
was mostly constrained by the available footprint and the cost factor, since guided projectiles are typically
based on low-cost actuators and sensors. For these reasons, a Microstrain 3DM-GX3-25 IMU strapdown-
type IMU based on MEMS sensors was selected for this task. This device is relatively low-cost (∼2000
euro), lightweight (18 g) and has a small footprint. It is equipped with MEMS accelerometers, rate gyros
and magnetometers, and contains a data fusion algorithm for attitude estimation and drift compensation.

In this application, the most critical measurements are the orientation and angular velocities, which
are derived from the rate gyro measurements. MEMS rate gyros are based on the effect of the Coriolis
force on micro-machined silicon vibrating elements. Despite their many advantages, including low cost,
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FIGURE 1.12: ACHILES Inertial sensors. Left: Microstrain 3DM-GX3 IMU, Right: MBDA Germany Mini-IMU
(not used in this study).

high reliability, ruggedness and small size, these devices have limited accuracy compared to mechani-
cal and optical gyroscopes due to high angular random walk and bias instability [Grewal and Andrews,
2010]. For these reasons, they are associated to other types of sensors (accelerometers and magnetome-
ters) in order to provide an absolute reference to readjust the orientation estimate and compensate angular
drift. Therefore, even if we are only interested in the orientation, the IMU should be positioned as close
as possible to the projectile’s center of mass (which is also its center of rotation) so as to avoid measuring
rotation-induced accelerations. The Microstrain IMU is visible in Figure 1.12 and its characteristics are
summarized in Table 1.2.

TABLE 1.2: IMU Specfications [MicroStrain Inc., 2012]

Accelerometers Rate gyros Magnetometers
Measurement range ±5 g ±300◦/s ±2.5 Gauss
Non-linearity ±0.1 % fs ±0.03 % fs ±0.4 % fs
Bias stability ±0.04 mg 18◦/h –
Initial bias error ±2 mg ±0.25◦/s ±3 mGauss
Scale factor stability ±0.05 % ±0.05 % ±0.1 %
Noise density 80 µg/

√
Hz 0.03◦/s/

√
Hz 100 µGauss/

√
Hz

Alignment error ±0.05◦ ±0.05◦ ±0.05◦

Bandwidth 225 Hz 440 Hz 230 Hz
Sampling rate 30 kHz 30 kHz 7.5 kHz
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The IMU provides orientation estimates in quaternion, rotation matrix or Euler angles format. As the
quaternion form is used internally, there are no gimbal lock issues [Diebel, 2006]. The inertial navigation
integrals are updated at a 1 kHz rate, and the estimates can be retrieved at a user-definable rate between
1 Hz and 1 kHz. Communication with the IMU takes place over an RS232 serial link at a baudrate
up to 921600 baud using a message-based protocol. Two operating modes are provided by the IMU.
In the polling mode, the embedded computer requests the most recent data from the IMU, while in the
continuous mode the IMU periodically sends the latest estimates at the user-defined data rate. The latter
mode is preferred, as it guarantees the lowest delay between the acquisition of inertial sensor values and
the availability of the estimates on the embedded computer.

1.3.3.2 External Sensors Acquisition Interface

Data measured by the external sensors, namely the Pitot tube and the yaw encoder (visible in Figure
1.1), are gathered with a custom-built acquisition interface shown in Figure 1.13. This interface transmits
the data to the projectile using a wireless link, and is built around a Microchip dsPIC33FJ128MC804 mi-
crocontroller and a Nordic Semiconductor nRF24L01+ 2.4GHz radio. The microcontroller acquires the
angular data from the yaw encoder using an integrated quadrature encoder interface, and the differential
pressure from the Pitot tube is digitized using an Amphenol NPA-700B-10WD digital pressure sensor
interfaced on the microcontroller’s I2C bus. An USB-to-Serial interface allows the user to fine-tune the
interface parameters, such as the radio channel and address, and the sensor offsets.

The radio link is built upon two nRF24L01+ transceivers, one on the acquisition board and the other
in the projectile prototype. These modules provide a fast, low-latency radio link with a maximum radio
data rate of 2 Mbit/s and are easily interfaced with the host processor (dsPIC on the acquisition board,
Gumstix in the projectile prototype) using the SPI bus. However, despite the short distance between
the two radio modules, packet loss may occur at about 1 packet dropped ever 100 packets sent. This
limitation has thus to be taken into account when using the external sensor data.

1.3.3.3 Yaw Encoder

As the projectile evolves in a severly disturbed magnetic environment (presence of large steel masses,
magnetic encoder in the actuators), the IMU magnetometer cannot be relied upon to generate an absolute
heading reference (North vector). Moreover the gyrometers are subject to drift, and the yaw angle thus
cannot be estimated using simple integration. To this end, an absolute external reference is provided by
an incremental encoder mounted on the support structure’s yaw axis. This encoder has a 2000 optical
step/turn resolution, which amounts to 8000 edges per revolution using quadrature decoding. As an

Acquisition board

Pitot Tube

Yaw Encoder

nRF24L01+nRF24L01+Embedded Computer

FIGURE 1.13: Interfacing of external sensors with the projectile prototype.
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incremental encoder only provides a relative position measurement, the angular position of the yaw
gimbal is not known when the acquisition interface is powered on. The encoder provides an index signal,
which is active only one step per turn. This signal is employed to determine the axis origin at system
startup in a procedure known as homing.

The encoder measurements are transmitted wirelessly to the embedded computer thanks to the ex-
ternal acquisition interface. However, this measurement cannot be used directly, since packet loss has
a direct impact on the control algorithms. Furthermore, the encoder resolution leads to a 0.045◦ quan-
tization step, and thus the numerical derivative of the yaw angle (e.g. when used in a PID scheme)
may become noisy. To overcome these shortcomings, the yaw encoder and the IMU-derived yaw rate
measurements are combined using a complementary filter. This simple type of filter corresponds to a
steady-state Kalman filter, where no detailed description of the noise processes are considered [Higgins,
1975]. A complementary filter operates on two measurements x and y of a same quantity z, where x is
affected by low-frequency noise and y is affected by high-frequency noise. An estimate ẑ of z is obtained
by filtering y with a low-pass filter G(s) and x with the complementary high-pass filter (1−G(s)), and
summing the result.

The complementary filter scheme is presented in Figure 1.14. The yaw encoder measurement ψQ is
subject to high-frequency noise induced by the quantization steps, while the gyro yaw rate ψ̇G is subject
to low-frequency bias variations and white noise. The integration of the yaw rate ψ̇G attenuates the
high-frequency noise and gives ψG, which is subject to drift due to the gyro bias. The yaw encoder
measurement ψQ is then fed through a first-order low-pass filter with time constant τ , while ψG is fed
to the complementary high-pass filter, giving the yaw estimate ψ̂. By combining the integrator and the
high-pass filter, the complementary filter equation is written as:

ψ̂ =
1

τs+ 1

(
τψ̇G + ψQ

)
(1.9)

This filter equation is then discretized using the backward Euler approximation s = z−1
zTs

[Franklin
et al., 1998] with sampling time Ts = 0.01 s, yielding the difference equation:

ψ̂k = (1− f)
(
ψ̂k−1 + Tsψ̇Gk

)
+ fψQk (1.10)

where f = Ts
Ts+τ

is the filter parameter. The optimal value of τ was found to be 5 seconds during initial
testing, and corresponds to the usual range (2 to 6 seconds) found in the literature [Higgins, 1975]. This
difference equation is implemented in the embedded software source code. When no yaw encoder data
is available due to packet loss, f is set to zero and ψ̇G is directly integrated.

1

τs+ 1

τs

τs+ 1
1

s
ψ̇G

ψQ

ψ̂
+

+

ψG

1

τs+ 1

τψ̇G

ψQ

ψ̂
+

+

FIGURE 1.14: Yaw angle complementary filter. Left: basic complementary filter with integrator. Right: actual
continuous-time realization.
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1.3.3.4 Pitot Tube

The second external sensor used in the ACHILES setup is a Pitot-static tube, or Prandl antenna,
which is installed in the wind tunnel test section. This device is composed of a flow-facing tube and
one or more static pressure ports perpendicular to the flow direction, as shown in Figure 1.15. These
pressure inside these ports corresponds to the ambient, or static pressure. The innermost tube is open at
its forward-facing extremity. As there is no outlet for the flow to exit the tube, the pressure inside this
tube corresponds to the total pressure, which is the sum of the static pressure and the velocity-dependent
dynamic pressure. A differential pressure sensor measures the difference of pressure between these two
tubes, which is the dynamic pressure. The air velocity is then obtained with the following equation:

v =

√
2(pt − ps)

ρ
(1.11)

where v is the air velocity, pt is the total pressure, ps is the static pressure and ρ is the air density
(1.2 kg/m3 at 20◦ at sea level). In our application, the dynamic pressure (pt − ps) is measured using
an Amphenol NPA-700B-10WD I2C differential pressure sensor. This digital sensor is temperature-
compensated and provides a 14-bit resolution over a ±10 inH2O range (±2490 Pa), corresponding to a
maximum measurable speed of 64 m/s.

pt ps

V

Total pressure port Static pressure ports

Total pressure Static pressure

Differential pressure sensor

FIGURE 1.15: Pitot-static tube with static and total pressure ports.

1.3.4 Embedded Computer and Support Electronics

The control algorithms are executed on an onboard embedded computer, which acquires the sensor
measurements and drives the actuators accordingly. This fully autonomous approach is common in the
field of mobile robotics, where it may be complex to offload computation on a separate computer: phys-
ical tethers may be impractical or unfeasible, and wireless links introduce latency, which has negative
impact on control loop performance and stability. In any case, a communication channel is necessary to
upload the algorithm executable code, monitor the Hardware-In-the-Loop simulation and download the
recorded data. To this end, Linux-based solutions reduce the development time since they provide stan-
dard protocols and functions for general-purpose computing (e.g. file management, networking) which
would otherwise require a custom implementation.

Embedded Linux computer Several embedded Linux-compatible computers-on-board are available
on the market, using mostly microprocessors based on the ARM architecture, with processing power
ranging from low-end routers to high-end quad-core smartphone processors and with prices starting
as low as 25 euro (Raspberry Pi Model A). The ACHILES embedded computer is a Gumstix Overo
FireSTORM board, which is based on a 800 MHz Texas Instruments DM3730 ARM Cortex-A8 pro-
cessor with 512 MiB RAM. This module is easily integrated into the projectile shell thanks to its small
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dimensions (58 mm x 17 mm x 4.2 mm). Contrary to most System-on-Chips (SOC) on embedded Linux
boards, the Texas Instruments processor documentation is thorough and detailed [Texas Instruments,
2012], which is critical for writing custom device drivers. The Gumstix Overo FireSTORM supports
several standard embedded serial bus protocols, with three available UARTs (asynchronous serial bus)
ports, one I2C bus and one SPI bus. In the ACHILES prototype, these busses are allocated as follows:
one serial port is dedicated to communication with Microstrain IMU, and an other serial bus provides a
console session. The I2C bus is employed for communication with the four actuators, and the SPI bus is
connected to a nRF24L01+ module for establishing a wireless link with the external sensors acquisition
board. The embedded computer is also equipped with a WiFi chipset, which is used for communication
with the development computer for development, monitoring and data-logging purposes.

Main board The Gumstix embedded computer is installed on the projectile’s main board, which is
represented in Figure 1.16. In addition to providing mechanical support to the Gumstix, the main board
also provides signal level translation, different power supplies as well as battery monitoring. The signal
level translation enables the interconnection of the Gumstix CPU with the actuators and sensors. Indeed,
the DM3730 input/output voltage is 1.8 V, whereas the actuators and sensors use higher voltage levels:
the Microstrain IMU uses±12 V RS-232 signaling, the nRF24L01+ I/O voltage is 3.3 V and the actuators
I2C bus uses 5 V signaling.

Power supply The ACHILES prototype is powered with a LiFePO4 battery composed of three A123
ANR26650 cells in series, resulting in a 9.90 V nominal voltage and a 2.5 Ah capacity. The battery
voltage is stepped down to 5 V for the Gumstix board, the Microstrain IMU and the actuator logic using a
Texas Instruments PTH08080W switching regulator module. A second Texas Instruments PTH78020W
regulator generates the 7.5 V rail for the actuator drive train. Finally, a switchable voltage divider enables
battery monitoring using one of the Gumstix’s analog inputs. The system can then warn the user when
the battery runs low, and turn off the system to prevent battery overdischarge.

Servo power supply

5 V power supply Gumstix

Servo I2C bus

FIGURE 1.16: Gumstix Overo Computer-on-Module installed on ACHILES main board.
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1.3.5 Wind Tunnel

In the ACHILES experimental setup, the projectile free-flight motion is emulated with the help of a
wind tunnel. The French-German research institute of Saint-Louis has three wind tunnels in service: a
subsonic (Mach 0 to 0.15) continuous wind tunnel with a test section of 70 cm x 90 cm, visible in Figure
1.17, a supersonic (Mach 1 to 4.5) blow-down wind tunnel with a test section of 20 cm x 20 cm and a
trisonic blow-down wind tunnel (Mach 0.5 to 4.5) with a test section of 30 cm x 30 cm. Even though
the flight speed of guided projectiles is usually in the high subsonic (Mach > 0.5) to supersonic range,
we selected the subsonic wind tunnel to carry out this study. The larger test section enables the use of a
full-size projectile prototype and simplifies the mechanical design. As the wind speed remains low, the
support structure can be lighter than if a supersonic wind tunnel were employed. Finally, the continuous
airflow enables long-duration identification and control experiments. In the case of blow-down wind
tunnels, the experiment duration is usually limited to 1 or 2 minutes.

The ISL’s subsonic wind tunnel was commissioned in 1979 and was initially dedicated to the study
of two-dimensional flows on wing profiles using laser velocimetry [Jaeggy, 1982]. It is a closed-return
design, where the air is recirculated through the 70 cm x 90 cm test section. The latter is open, which
facilitates the installation of experimental setups. Air is set in motion using a 1.40 meter fan driven by a
40 kW DC motor for generating airflows up to 50 m/s. The motor is driven using a three-phase variable
rectifier and regulator. In its current configuration, the airspeed is not regulated. Instead, the motor speed
reference is set using a dial on the wind tunnel control panel. An overall schematic drawing of the wind
tunnel is given in Figure 1.18.

1.3.6 Support Structure

The projectile prototype is installed in the test section of the subsonic wind tunnel by the means of
a support structure presenting three angular degrees of freedom, which is presented in Figure 1.19. This
structure consists in a support frame and two concentric gimbals.

The outer gimbal frame rotates along the vertical axis, which corresponds to the yaw axis in the flight
mechanics Euler angles convention (see Chapter 2). The rotation of this frame relative to the chassis is

FIGURE 1.17: Panoramic view from inside the subsonic wind tunnel loop.
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FIGURE 1.18: ISL subsonic wind tunnel schematic drawing [Jaeggy, 1982].

measured using the incremental encoder introduced in Section 1.3.3.3. The outer gimbal has a large
size of about 1 m × 1 m so that it does not interfere with the airflow. Nevertheless, this gimbal has a
reasonable moment of inertia along the vertical axis thanks to the selected materials (aluminium bracing
and carbon fiber tubing), and thus does not modify significantly the yaw dynamics.

The inner gimbal frame rotates along the horizontal axis of the outer gimbal frame, corresponding to
the Euler pitch angle in the chosen convention. It consists in an central ring and two lateral axes, which
connect to the outer gimbal through ball bearings. These axes are put under tension so as to limit sag on
the central ring. However, due to the 180◦ angular spacing of the anchor points, sagging is unavoidable.
An 80 mm ultra-thin ball bearing connects the projectile prototype to this central ring. The resulting
degree of freedom corresponds to the Euler roll angle, effectively completing the gimbal-like structure.
The high ball density of the roll bearing, combined with a very small ball diameter (approximately
1 mm) result in considerable friction, which unfortunately cannot be overcome by the aerodynamic roll
moment. For this reason alone, the roll axis will not be considered in this work. The high spread of
the outer gimbal results in low torsional rigidity along the vertical axis (the horizontal and out-of-plane
motions are restricted thanks to the top and bottom bearings). Combined with the carbon fiber tubing,
this results in a torsional vibrating mode around 12.27 Hz affecting the yaw axis.

Other mechanical solutions, such as an inner gimbal or a tensioned wire mesh, have also been con-
sidered. The inner gimbal solution severely restricts the hardware integration inside the projectile and
requires careful mass balancing. However, in this solution the Euler angles may be measured directly
using angular sensors, removing the need of an IMU. Most of the support electronics can be moved out-
side the projectile, as the wiring can follow or go through the stinged support. Finally, in this solution the
aerodynamic forces and moments can be measured directly using an aerodynamic balance. This solution
was not retained though due to the implementation complexity, but may be considered in future work.
The tensioned wire mesh solution was not retained, as it does not solve the roll friction issue. It also
results in parasitic angular moments at high incidence angles and may also present vibrating modes.
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Support structure

Projectile

Yaw encoder

Outer (yaw) gimbal

Inner (pitch) gimbal

Roll bearing

FIGURE 1.19: Three-degrees of freedom support structure components.

1.4 Software Environment

This section describes the ACHILES software environment, which consists in the embedded operat-
ing system and associated real-time framework on the one hand, and on the development environment
based on MATLAB/Simulink on the other hand.

1.4.1 Embedded Software

The main purpose of the ACHILES embedded software is to provide an execution environment for
the developed algorithms on the target hardware. To this end, this software provides several support
functionalities, namely interfaces with the embedded actuators, embedded sensors and external sensor
interfaces and a communication link with the development environment for monitoring and interacting
with the simulation. The embedded software also provides a remote console access for housekeeping
tasks, such as zeroing the actuators, and for retrieval of the collected data.

In the context of HIL simulation and rapid controller prototyping, the embedded software is subject to
a real-time constraint. This constraint arises when a system has to guarantee a response within specified
time constraints. Several classes of real-time constraints can be defined, depending on the application
and the consequences of a missed deadline [Bernat et al., 2001; Brown and Martin, 2010]:

Hard real-time : an event must be reacted to within a strict deadline. A failed deadline results in
total system failure, possibly endangering human lives and/or property. For example, automotive
powertrain and chassis control ECUs, medical devices such as pacemakers, industrial process
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controllers are hard real-time systems.

Firm real-time : these systems tolerate deadline misses up to a certain amount as long as they are
sufficiently spaced, but the usefulness of the result is null after the deadline. An example of such a
system is an automated production line, where missed deadlines result in manufacturing defects.

Soft real-time : these systems allow frequently missed deadlines. The result has still value after the
deadline, but the quality of service is degraded. For instance, a video streaming system can tolerate
deadline misses, resulting in lower quality or playback stall.

Based upon this classification, a projectile guidance, navigation and control system is a hard real-
time system, as missed deadlines could result in collateral damage. In general, hard real-time systems
require very specific real-time operating systems, and are subject to strict code quality and certification
requirements, like in the automotive or aerospace industries. The ACHILES setup on the other hand is
a firm real-time system, as a missed deadline could only result in a failed experimental run. In order to
meet these real-time requirements, the embedded software is built upon a Linux-based real-time oper-
ating system, and the developed algorithms are implemented using a multi-threaded, real-time software
framework. These components are described in the following subsections.

1.4.1.1 Real-Time Operating System

Depending on the application, real-time constraint, processing power, there are several real-time
operating system (RTOS) options available for the designer, both from commercial sources and from
the free/open-source software community. Commonly used RTOSes in the industry include Wind River
VxWorks, QNX Neutrino, FreeRTOS and Real-time Linux distributions. Most of these solutions are
designed for highly integrated, hard real-time embedded development and lack the flexibility of a fully-
fledged desktop operating system. Moreover, proprietary solutions usually have high licensing costs.

Contrary to traditional embedded RTOSes, which aim at minimizing their computational and memory
footprint at the expense of flexibility, real-time Linux-based operating systems retain full functionality
with the addition of soft or hard real-time capabilities. Several methods are available for extending Linux
with real-time capabilities [Vun et al., 2008]. PREEMPT patches such as CONFIG_PREEMPT_RT try
to reduce the blocking durations of high-priority operations, at the expense of overall throughput11. Co-
kernel approaches, such as Xenomai [Gerum, 2004], add a real-time subsystem besides the Linux kernel
and expose their functionality to Linux applications. They require the application to be written using
a specific application programming interface (API) but provide better low-level hardware control. This
latter approach was retained in the development of ACHILES.

The overall architecture of the Xenomai solution is exposed in Figure 1.20. In a vanilla Linux
distribution, the kernel has direct access to the processor and peripherals, and the user-space software
interact with the hardware through the Linux kernel. In the Xenomai co-kernel approach, the hardware
is shared between the two kernels by the Adeos/I-pipe nano-kernel [Yaghmour, 2001]. This software
shim12 handles hardware interrupt requests (IRS), such as the system timer IRQ and serial busses IRQs

11Number of transactions per unit of time.
12Lightweight software layer that transparently intercepts and rewrites, handles or redirects API calls.
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FIGURE 1.20: Embedded software structure.

and passes them to the upper software layer in order of priority. The Xenomai kernel has the highest
priority and therefore has the opportunity of responding first.

As the two kernels operate on different models, device drivers for the peripherals used in the real-
time application (namely, the serial, I2C and SPI bus peripherals) have been written for use with the
Xenomai kernel. These drivers coexist in a mutually exclusive way with the existing Linux drivers,
enabling access to these peripherals to non-realtime applications. When used in a real-time application,
the existing Linux driver is entirely bypassed and the Xenomai driver interacts with the hardware instead.

1.4.1.2 Application Framework

The data-collection experiments and control algorithms are designed in MATLAB/Simulink. Using
code-generation facilities, the Simulink diagram (hereafter called model) are converted to C source code,
which is implemented on the embedded computer with the help of a purpose-built application framework.
This software environment provides an interface with the projectile hardware, a communication channel
with the development environment, and executes the model code at the specified sampling frequency.

This framework is a multi-threaded application, composed of both real-time and non-real-time tasks.
The starting thread, or main task, runs in the Linux domain and manages the simulation startup, exe-
cution and shutdown. More specfically, this thread configures the IMU to send the desired data values,
activates the actuators control loops and starts the real-time tasks. During the simulation, it provides a
remote management channel with the development environment over a wireless network link. When the
simulation is terminated (either by user action or after a certain duration), this thread stops the real-time
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FIGURE 1.21: Real-time tasks execution sequence.

tasks, writes the collected data to the embedded SD card and cleans up before exiting.

The real-time part of the application framework consists in the model task, as well as hardware
interface tasks for the IMU, actuators and external sensors. These timing-sensitive threads are executed
in the Xenomai domain in order to minimize latency and meet the real-time constraints. The main timing
source in the ACHILES application framework is the IMU update rate, which is set by default to 100 Hz.
This solution is preferred over a polling approach with a system timer, as it guarantees the lowest latency
between the sampling of inertial sensors, and the availability of inertial estimates.

The real-time task execution sequence is detailed in Figure 1.21. In order to synchronize sampling
instants across all actuators and sensors, the interface tasks are in a waiting state until the first byte of an
IMU message is received. The following actions are then performed simultaneously:

• The IMU Task waits for the complete IMU message to be received. The inertial data are then
stored in memory, and the IMU data ready flag is set.

• The Servo Task sends a general call command to all actuators over the I2C bus. This command
stores the actual fin position in an internal buffer, and defines the new position setpoint to the value
defined at the previous cycle. Then, all fin positions are read from the actuators sequentially and
stored to memory, then the servo data ready flag is set.

• The Wireless Task sends a request packet to the external sensors acquisition board, and waits
for the response packet. If the packet is received within a specified timeframe, the response is
processed and stored to memory. Otherwise, the packet is considered lost and the wireless data for
this cycle are considered invalid. The task then sets the wireless data ready flag.

These tasks interact with the projectile hardware through custom-developed real-time drivers running
on top of the Xenomai nucleus. The collected sensor data are stored in memory and made accessible to
the model task through access functions.
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The model task is in a locked state until all interface task flags are set. When these tasks are ready, one
simulation step is performed by calling the generated source code, which may retrieve the stored sensor
data using the access functions provided by the interface tasks. The model outputs are then written to the
servo setpoint buffers for application on the next cycle, thus ensuring a fixed 1-cycle delay between the
controller inputs and outputs.

1.4.2 Development Environment

A key element in the design of a HIL simulation or a rapid control prototyping platform is the de-
velopment environment. Ideally, this environment should allow the complete algorithm development
workflow to be followed using a single paradigm, to avoid re-implementation between design phases.
The ACHILES development is based on MATLAB/Simulink, which is a widely used tool in the control
community. This environment is also well-suited for the development of HIL and rapid control proto-
typing setups [Hercog and Jezernik, 2005; Bucher and Balemi, 2006], thanks to flexible code-generation
tools suitable for a wide selection of platforms [The Mathworks, 2012].

In this regard, identification and control algorithms are developed in the MATLAB environment,
while the controllers are implemented as Simulink diagrams, which can be exploited for numerical sim-
ulation as well as for testing on the projectile prototype. The deployment of Simulink diagrams is per-
formed with the help of the MATLAB Coder and Simulink Coder toolboxes, for which an ACHILES-
specific code generation target has been developed. This target specifies the embedded computer charac-
teristics, defines the compilation process and also provides a Simulink block library for interacting with
the projectile’s hardware through the embedded application framework.

1.4.2.1 Code Generation and Compilation Process

Simulink diagrams for implementation on the projectile hardware differ from numerical simulation
diagrams on several points. The diagram is no longer executed on the development computer, but has
to run in External mode, where the Run/Stop buttons on the main toolbar are completed with a Connect
button and a Build button. As the main timebase is set by the IMU, only fixed-step solvers (continuous
or discrete) may be used, with the major timestep set to the IMU update period (10 ms). Moreover, the
code generation toolbox imposes some restrictions on the blocks that may be used in the diagram (see
the Simulink Coder User’s Guide [The Mathworks, 2012], pages 128 to 147), and more specifically, the
use of different sample times in a same diagram must be defined explicitly.

The code generation and compilation process is detailed in Figure 1.22A. The Generate Code step
consists in converting all blocks appearing in the Simulink diagram and its subsystems to the correspond-
ing C source code. The generated model code is then contained in the function blocks detailed in Figure
1.22B, which presents the model execution flow chart. Functions in shadowed blocks are visible from the
global application scope and are called from the model task of the application framework during execu-
tion. The next step, Generate Makefile, generates a compilation script involving the model source code
as well as the embedded application framework source files. Then, all source files are cross-compiled
using the ARM-gcc compiler, and the produced executable is uploaded to the embedded computer over
the Wifi connection.

Finally, the executable is started over a remote login session, and the user may connect the Simulink



36 Chapter 1. Experimental Setup

(A) Simulink Coder build process. (B) Model execution flow chart.

FIGURE 1.22: Simulink Coder build process and model execution flow chart [The Mathworks, 2012].

diagram to the target using the External Mode controls of the main toolbar. The execution of the simu-
lation can then be supervised using standard blocks (e.g. the Scope block), and parameters can be tuned
during execution. At the end of the simulation, the monitored variables are available in the MATLAB
workspace for post-processing, and are also saved in a MAT-file on the embedded computer.

1.4.2.2 Interface with the Application Framework

For HIL and rapid control prototyping simulations, the controller is no longer interfaced with a
simulated plant but directly acts on the projectile hardware. To this end, a custom Simulink block library
has been developed to provide an easy-to-use interface with the projectile actuators and sensors. These
blocks are implemented using fully-inlined S-Functions, which consist in a C/C++ MEX S-function and
a target language compiler (TLC) file. The MEX S-function is not used during code generation but
defines the block behavior, notably the number of inputs and outputs with their data types, the number of
discrete or continous states. It also indicates if the block has a direct feedthrough, as this influences on
the execution order of the blocks. The corresponding TLC file is processed during code generation, and
contains the actual block algorithm source code. In the ACHILES case, this corresponds to the access
functions mentioned in Section 1.4.1.2.
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1.5 Concluding Remarks

In this chapter, an innovative guided projectile Hardware-In-the-Loop setup for model identification
and controller validation has been presented. This setup aims at providing an intermediate step in a
guided projectile design workflow, between numerical simulation and free-flight testing campaigns. The
developed experimental setup is composed of a fully autonomous guided projectile prototype based on a
missile-like structure with four independently-actuated, front-located control canards and four aft-located
stabilization fins. This projectile is suspended in the test section of a wind tunnel using a gimbaled sup-
port structure, which enables the emulation of the projectile’s free-flight angular behavior in a controlled
environment.

One of the main design goals was to provide a complete rapid controller prototyping environment
in order to streamline the controller development workflow and reduce time spent on implementation
details. This objective is fulfilled by a customized software environment based on real-time Linux on the
projectile prototype, and MATLAB/Simulink on the development computer.

The experimental setup satisfies all of its design objectives, and has been used with success through-
out this thesis. There are some minor limitations due to the support structure, which affects the dynamic
response due to the gimbals’ inertia, and the limited usability of the roll axis due to excessive bearing
frictions. In future developments, the projectile will be held in the airflow by the means of an internal
gimbal. Although this solution is mechanically more complex and restricts the angular range, it has less
impact on the projectile behavior thanks to lower inertia. Moreover, the actual forces and moments acting
on the projectile may be measured using a 6-DoF internal balance, allowing direct control of the load
factor.
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2.1 Introduction

Modeling is the first and foremost step of model-based control design, aiming at describing the plant’s
behavior via a mathematical model. This plant model consists of a model structure, which describes the
relationships between the model variables, and of model parameters. The model structure may be derived
from first principles, such as physical or chemical equations, or inferred from observations of the plant
behavior. The model parameters are either directly measured physical properties (e.g. mass, resistance)
or estimated via system identification techniques, in which case the estimated parameters may have no
direct physical interpretation.

This chapter focuses on the derivation of a model structure representing the flight behavior of the
ACHILES projectile, and then on the estimation of the model parameters around fixed operating points.
This task is carried out using a flight mechanics framework widely used in the aircraft and missile fields
[Zipfel, 2007; Hull, 2007; Siouris, 2004]. In this context, the model can be divided into two parts. The
first part describes both the dynamic and kinematic behavior of the airframe using classical rigid-body
mechanics. The second part aims at modeling the aerodynamic forces and moments acting on the flying
vehicle. However, the aerodynamic behavior of a flying body (as opposed to the rigid-body behavior)
relies on complex partial differential equations which cannot be solved analytically in the general case
[Nielsen, 1988]. The aerodynamic forces and moments are thus approximated using polynomial descrip-
tions based on aerodynamic coefficients, whose determination is a complete field of study in its own.
The combination of both parts results in a highly nonlinear model with a large number of parameters.

As mature robust control techniques are more easily applicable to LTI or LPV systems, a further
linearization or transformation step is required. In order to reduce model complexity as well as the
number of parameters to be estimated, the non-linear model is linearized around a number of operating
points. The parameters of these linear models are estimated for each operating point, and the set of
models then forms a family of linear models (which through a slight abuse in notations can be called a
quasi-LPV model), suitable for autopilot design [Leith and Leithead, 2000].

The estimation of the model parameters is an inverse problem, which can be challenging or im-
possible to solve if ill-posed or ill-conditioned. To this end, a systematic identification procedure is
applied. This procedure starts with evaluating whether the parameter estimation is well-posed and well-
conditioned through respective a priori and a posteriori identifiability analyses. In the former, the ex-
istence and unicity of a solution is assessed in an ideal noise-free case, in which the input and output
signals can be chosen freely. In the latter, sensitivity functions are computed from the actually available
input and output signals in order to determine which parameters are identifiable in practice. The follow-
ing step consists in the design of an optimal input signal, which satisfies an excitation criterion and aims
at minimizing the estimates variance. This signal is applied to the system during data-collection experi-
ments. These measurements are used in the final steps of the procedure to estimate the model parameters
and the uncertainties on these estimates.

This chapter is organized as follows. The general case of a free-flying projectile is considered first
in Section 2.2, which covers the involved frames and coordinate systems, the six-degrees of freedom
mechanical model and the modeling of the aerodynamic forces and moments acting on the projectile.
In the ACHILES case, the projectile is no longer in free flight and translational degrees of freedom are
restricted by the support structure. These considerations are taken into account in Section 2.3, where
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an ACHILES-specific model is derived and various axis-locked configurations are detailed. Section 2.4
then deals with the trimming and linearization of the ACHILES-specific nonlinear models. Finally, the
identification procedure necessary for estimating the model parameters is presented in Section 2.5. The
parameter estimation results are finally presented and discussed in Section 2.6

2.2 Flight Mechanics of a Free-Flying Projectile

This section focuses on the derivation of a nonlinear model describing the behavior of a projectile
in free-flight. The frames and coordinate systems involved in the mechanical modeling are presented in
Section 2.2.1. The complete 6-DoF mechanical model of a free-flying projectile is then derived. Finally,
Section 2.2.3 deals with the aerodynamic forces and moments modeling.

2.2.1 Frames and Coordinate Systems

This section aims at describing the frames and coordinate systems which are involved in the deriva-
tion of a flying craft’s equations of motion in the flight mechanics framework. Although they are com-
monly considered as synonyms and used interchangeably, the terms frame and coordinate system refer
to different notions: a frame models a physical reference, such as the Earth or the vehicle, whereas a
coordinate system associates a vector with scalar coordinates in the Euclidean space [Zipfel, 2007]. A
frame is a set of points with invariant distances containing at least three non-collinear points. Hence,
for any given frame, an infinite number of coordinate systems may be defined. An orthonormal triad,
consisting of a base point and three mutually orthogonal unit vectors, is sufficient to define a frame. In
this case, the preferred coordinate system is the one aligned with the triad’s base vectors.

Earth Frame Modeling an aerospace vehicle consists in expressing its position and motion relatively
to an inertial reference frame (in the Newtonian sense). In the flight mechanics framework, three ref-
erence frames are most used: the Sun-centered (heliocentric) frame, the Earth-centered (Geocentric-
inertial) frame and the Earth frame. Depending on the application, either of these frames can be consid-
ered as inertial. The Sun-centered frame is employed in space travel applications, while the Geocentric-
centered frame is used for most Earth-orbiting applications. The Geocentric-centered frame and the
Earth frame differ in that the Geocentric-centered frame keeps a constant orientation along the Earth
orbit, while the Earth frame rotates with the Earth itself. In the case of Earth-bound flights, the rotation
of the Earth is neglected and the Earth frame is considered as inertial. This is the case for most guided
projectile applications, and especially in the ACHILES case. The Earth frame is defined as follows. The
base point E is located at the Earth’s center, and the first base vector e1 points towards the intersection
of the Greenwich meridian and the Equator plane. The third base vector e3 is directed along the Earth
rotation axis, pointing towards the North Pole, and the second base vector e2 completes the triad.

Body Frame In the general case, the studied flying vehicle is considered to be a rigid body. The vehicle
can then be represented by the body frame, which is used for modeling its position and orientation w.r.t.
a (potentially inertial) reference frame. The base point B of the body frame is located at the vehicle’s
center of mass, and the base vectors are directed along the main axes of the moment-of-inertia tensor.
The first base vector b1 is directed along the main axis of the vehicle, pointing out of the nose. The sec-
ond base vector b2 exits the vehicle through the right wing and the third base vector b3 points downwards.
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Although each of the above-defined frames embeds a preferred coordinate system, additional coordi-
nate systems are required in the development of an aerospace vehicle model, depending on the applica-
tion. As for reference frames, several coordinate systems are defined in the flight mechanics framework,
however only the coordinate systems relevant to ACHILES and the associated transformations will be
presented in the sequel.

Local Coordinate System Let us consider an arbitrary point on the Earth surface, e.g. the projectile
launch point. The local coordinate system, denoted ]L, is then defined such that its 1L and 2L axes define
a plane tangent to the Earth at the considered point, with the 1L axis pointing North and the 2L axis
pointing East. The 3L axis points towards the center of the Earth, completing a North-East-Down (NED)
coordinate system.

Body Coordinate System The body coordinate system, denoted ]B, corresponds to the preferred co-
ordinate system of the body frame, defined previously by the triad (b1, b2, b3). The orientation of the
body coordinate system relative to the local coordinate system is described using the aircraft convention
for Euler angles, which is highlighted in Figure 2.1. The Euler angles transformation consists in three
consecutive rotations by the roll, pitch and yaw angles, respectively φ, θ and ψ. In the aircraft or ’ZYX’
convention, the first rotation, of angle ψ, is about the vertical 3L axis, giving the first intermediate X co-
ordinate system. The second rotation, of angle θ, is about the 2X axis and yields the second intermediate
coordinate system, Y. Finally, the last rotation is of angle φ about the 1Y axis, closing the chain between
the local and the body coordinate systems.

B

1L

2L

3L, 3X

1X
2X, 2Y

ψ
ψ

θ

θ

1Y, 1B

3Y

2B

3B

φ

φ

FIGURE 2.1: Body coordinates w.r.t. local coordinates using the aircraft Euler angles convention.

These transformations are expressed in matrix form as:

[T]XL =

 cosψ sinψ 0

− sinψ cosψ 0

0 0 1

 , [T]YX =

cos θ 0 − sin θ

0 1 0

sin θ 0 cos θ

 , [T]BY =

1 0 0

0 cosφ sinφ

0 − sinφ cosφ


The chain multiplication of these matrices then yields the complete transformation:

[T]BL = [T]BY [T]YX [T]XL (2.1)
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[T]BL =

 cosψ cos θ sinψ cos θ − sin θ

cosψ sin θ sinφ− sinψ cosφ sinψ sin θ sinφ+ cosψ cosφ cos θ sinφ

cosψ sin θ cosφ+ sinψ sinφ sinψ sin θ cosφ− cosψ cosφ cos θ cosφ

 (2.2)

Wind Coordinate System The Cartesian13 wind coordinate system ]W is defined upon the vehicle
relative wind vector vA

B , describing the velocity of the vehicle’s center of mass B w.r.t. the air frame A,
illustrated in Figure 2.2. The 1W axis is collinear and pointing in the same direction as vA

B , while the 2W

and 3W are defined using an intermediate stability coordinate system ]S. The 1S axis is parallel and in
the direction of the projection of the velocity vector in the plane (1B, 3B), and the 2S axis coincides with
2B. By convention, the angle of attack (AoA) α is taken positive from 1S to 1B and the angle of sideslip
(AoS) β is positive from 1S to 1W. This leads to the transformation matrix [Zipfel, 2007]:

[T]WB =

 cosα cosβ sinβ sinα cosβ

− cosα sinβ cosβ − sinα sinβ

− sinα 0 cosα

 (2.3)

B

1B2B

3B
1S

α

1W

βvA
B

FIGURE 2.2: Wind coordinates w.r.t. body coordinates, showing the angle of attack α and the angle of sideslip β.

2.2.2 Free-Flight 6-Degrees of Freedom Model

Before deriving the actual equations of motion involved in the ACHILES experimental setup, it is
first desirable to consider the more general case of a free-flying projectile. In the context of gun-fired
guided and artillery projectiles, the following assumptions are made:

1. The projectile is a rigid body with invariant mass m and mass distribution,

2. The Earth frame is considered as an inertial reference frame,
13For missiles with rotational symmetry, the aeroballistic wind coordinate system is also commonly used. The relative wind

direction is then expressed by the polar aeroballistic angles: the total angle of attack α′, which is the angle formed by the wind
vector and the 1B axis, and the aerodynamic roll angle φ′, which is the angle between the projection of the wind vector in the
(2B, 3B) plane and the 3B axis.
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3. The Earth surface can be approximated by a plane.

After the initial launch acceleration, the only remaining efforts on the projectile are its own weight
mg and aerodynamic forces fa and moments mB. The forces are applied at the projectile’s center of
mass (c.m.), and moments are also expressed at this point. As the projectile is an isolated rigid body,
Newton’s and Euler’s second laws apply directly [Zipfel, 2007]:

mDEvE
B = mg + fa (2.4)

DElBE
B = mB (2.5)

In the above equations, vE
B is the projectile c.m. velocity w.r.t. the Earth frame and lBE

B = IB
Bω

BE

is the angular momentum of the projectile body w.r.t. the Earth frame referred to its c.m., where IB
B is

the moment of inertia (MOI) tensor of the projectile body referred to its c.m. and ωBE is the angular
velocity vector of the projectile body w.r.t. the Earth frame. The DE notation designates the rotational
time derivative with respect to the inertial frame E. Shifting the rotational time derivative of Equations
(2.4)–(2.5) through the Euler transformation so as to derive these equations in the body frame then gives:

mDBvE
B +mΩBEvE

B = mg + fa (2.6)

DBlBE
B + ΩBElBE

B = mB (2.7)

where ΩBE is the skew-symmetric tensor of ωBE. These equations are then expressed in the body coor-
dinate system ]B, and in this case the rotational time derivative DB becomes an ordinary time derivative:

m

[
dvE

B

dt

]B

+m
[
ΩBE

]B [
vE

B

]B
= m [T]BL [g]L + [fa]

B (2.8)

[
IB

B

]B [dωBE

dt

]B

+
[
ΩBE

]B [
IB

B

]B [
ωBE

]B
= [mB]B (2.9)

The gravity vector is available in the local coordinate system as [g]L = [0 0 g]>, where > denotes
matrix transposition. Its expression in the body coordinate system is obtained by premultiplication with
the transformation matrix [T]BL. The linear and angular velocities vE

B and ωBE are expressed in the
body coordinate system as (see Figure 2.3):

[
vE

B

]B
=

uv
w


B

,
[
ωBE

]B
=

pq
r


B

(2.10)

The skew-symmetric tensor ΩBE related to ωBE is defined in ]B as:

[
ΩBE

]B
=

 0 −r q

r 0 −p
−q p 0


B

(2.11)
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FIGURE 2.3: Projectile angular velocity ωBE and linear velocity vA
B expressed in body coordinates.

The projectile’s inertia tensor can be considered diagonal and is expressed in the body coordinate
system as:

[
IB

B

]B
=

I1 0 0

0 I2 0

0 0 I3


B

(2.12)

Combining Equations (2.8) to (2.12), the scalar differential equations describing both the transla-
tional and rotational dynamic behavior of a flying vehicle can be expressed as:

u̇ = rv − qw + 1/mfa1 + t13g (2.13)

v̇ = pw − ru+ 1/mfa2 + t23g (2.14)

ẇ = qu− pv + 1/mfa3 + t33g (2.15)

ṗ = I−1
1 [(I2 − I3)qr +mB1 ] (2.16)

q̇ = I−1
2 [(I3 − I1)pr +mB2 ] (2.17)

ṙ = I−1
3 [(I1 − I2)pq +mB3 ] (2.18)

In the above equations, tij denotes the ith row, jth column component of the Euler transformation
matrix [T]BL. Aerodynamic forces fa and moments mB are expressed in the body coordinate system,
and the i subscript in fai and mBi denotes the respective vector component.

In the development of a projectile model for controller synthesis, the air is assumed to be static
w.r.t. the air, hence the geographic velocity vector vE

B is equal to the relative wind vector vA
B . From the

definition of the wind coordinate system, the expression of the relative wind is
[
vA

B

]W
= [Vw 0 0]>

where Vw also corresponds to the geographic velocity V =
√
u2 + v2 + w2. Applying the coordinate
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system transformation
[
vA

B

]W
= [T]WB [vA

B

]B then yields:V0
0

 =

 cosα cosβ sinβ sinα cosβ

− cosα sinβ cosβ − sinα sinβ

− sinα 0 cosα


uv
w

 (2.19)

The incidence angles α and β are then given by:

α = arctan
(w
u

)
(2.20)

β = arcsin
( v
V

)
(2.21)

Conversely, the linear velocities u, v and w can be expressed as:

u = V cosα cosβ (2.22)

v = V sinβ (2.23)

w = V sinα cosβ (2.24)

The set of differential equations (2.13)–(2.15) governing the translational dynamics may then be
rewritten in terms of V , α and β by taking the derivative of the definition of V and Equations (2.20) and
(2.21):

V̇ =
uu̇+ vv̇ + wẇ

V
(2.25)

α̇ =
uẇ + wu̇

u2 + w2
(2.26)

β̇ =
−uvu̇+ (u2 + w2)v̇ − vwẇ

V 2
√
u2 + w2

(2.27)

Combining the above with the values of u, v, w from Equations (2.22)–(2.24) and their derivatives u̇, v̇,
ẇ from Equations (2.13)–(2.15), the final translational dynamics equations are obtained:

V̇ =
1

m
(fa1 cosα cosβ + fa2 sinβ + fa3 sinα cosβ)

+ g (t13 cosα cosβ + t23 sinβ + t33 sinα cosβ) (2.28)

α̇ = q − tanβ (p cosα+ r sinβ)

+
1

mV cosβ
(−fa1 sinα+ fa3 cosα) +

g

V cosβ
(−t13 sinα+ t33 cosα) (2.29)

β̇ = p sinα− r cosα+
1

mV
(−fa1 cosα sinβ + fa2 cosβ − fa3 sinα cosβ)

+
g

V
(−t13 cosα sinβ + t23 cosβ − t33 sinα sinβ) (2.30)

In the above, Equation (2.28) describes the projectile’s axial dynamics while Equations (2.29) and
(2.30) respectively describe the normal and the lateral projectile dynamics14.

14For a projectile exhibiting rotational symmetry, both dynamics are equivalent and are designated as the lateral dynamic.
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2.2.3 Aerodynamic Forces and Moments

The equations of motion reviewed in the previous section involve the external efforts applied on the
projectile. Aside from gravitational forces, projectiles are subject to aerodynamic forces and moments
induced by their motion through the air. These forces are influenced by the flow characteristics (Mach
number, Reynolds number), the incidence angles and their derivatives, the body rates, the control deflec-
tions, the projectile shape, surface and c.m. location [Zipfel, 2007]. However, the aerodynamic behavior
of a projectile cannot be obtained analytically, and thus the aerodynamic forces and moments are usually
modeled through aerodynamic coefficients given in lookup tables or from polynomial decompositions.
The force and moment vectors fa andmB are expressed in body coordinates as:

[fa]
B =

fa1

fa2

fa3

 = q̄S

CXCY
CZ

 [mB]B =

mB1

mB2

mB3

 = q̄Sd

 ClCm
Cn

 (2.31)

where q̄ is the dynamic pressure, S is the projectile reference area (cross section) and d is the projectile
reference length (caliber). The dynamic pressure is a function of the airspeed V and the air density ρ at
altitude h, expressed as:

q̄ =
1

2
ρ(h)V 2 (2.32)

The aerodynamic coefficients CX , CY , CZ , Cl, Cm and Cn in Equation (2.31) are nondimensional.
This property enables the use of reduce-scaled models in wind tunnel studies, where the obtained coeffi-
cients also describe the full-scale craft. These coefficients are functions of the flight conditions, typically
the Mach numberM, the altitude h, the incidence angles α and β, the body rates p, q, r and the control
surface deflections δ:

Cj = Cj(M, α, β, p, q, r, δ), j = X,Y, Z, l,m, n (2.33)

The ACHILES projectile has four front-located, independently-actuated control canards of which
the deflections δi, i = 1 · · · 4 are illustrated in Figure 2.4. In order to simplify the expressions of the
aerodynamic coefficients, these canards are grouped together horizontally and vertically to form virtual
roll, pitch and yaw control surfaces δl, δm and δn using the following mixing logic [Siouris, 2004]:

 δlδm
δn

 =

−1/4 −1/4 −1/4 −1/4
1/2 0 −1/2 0

0 1/2 0 −1/2

 ·

δ1

δ2

δ3

δ4

 (2.34)

The sign convention of the virtual deflection angles is chosen such that positive control angles δm
and δn induce positive incidence angles α and β, and a positive virtual roll control δl induces a positive
rolling moment. This convention is non-unique and alternative hypotheses may be made [Zipfel, 2007;
Siouris, 2004].

Using the above virtual control deflections, an approximation of the aerodynamic coefficients in
Equation (2.31) can be proposed. As the ultimate goal of the presented modeling procedure is to obtain
a linearized state-space model, a linear decomposition in first-order terms is employed, based on the
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FIGURE 2.4: Configuration of the control canards on the ACHILES projectile and virtual deviation angles.

variables mentioned in Equation (2.33). One suitable form is given in Tayfun [2011] for a missile model,
using the incidence angles α and β and is adjusted to keep only the first-order terms. Additional terms
have been included to take into account the cross-coupling between the pitch and yaw channels, giving
the following decomposition of force and moment coefficients:

CX = CX0 + CXα′α
′ + CXδeff

δeff (2.35)

CY = CY 0 + CY ββ +

(
d

2V

)
CY rr + CY δnδn (2.36)

CZ = CZ0 + CZαα+

(
d

2V

)
CZqq + CZδmδm (2.37)

Cl = Cl0 +

(
d

2V

)
Clpp+ Clδmδl (2.38)

Cm = Cm0 + Cmαα+ Cmββ +

(
d

2V

)
Cmqq + Cmδmδm (2.39)

Cn = Cn0 + Cnαα+ Cnββ +

(
d

2V

)
Cnrr + Cnδnδn (2.40)

where the aerodynamic derivatives Cij = Cij(M, α, β) are functions of the Mach number and the
incidence angles. The expression of the axial force coefficient CX involves the total angle of attack
α′ = arccos (cosα cosβ) and the effective fin deflection δeff = 1

4Σ4
i=1|δi|. In the expression of these

aerodynamic coefficients, the terms Ci0 are static coefficients, terms in α and β are the static stability
derivatives15, terms preceded by

(
d

2V

)
are the dynamic stability derivatives16 and terms in δ are the

control derivatives. Finally, Cmβ and Cnα describe the cross-axis coupling between the pitch and yaw
axes.

15These derivatives are representative of the static stability of a vehicle, i.e. its tendency to return to an equilibrium when
disturbed: negative values indicate a statically stable vehicle while positive values imply static instability.

16These derivatives characterize the damping of the vehicle’s motion. Negative values indicate a dynamically stable vehicle
and positive values imply dynamic instability.
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2.3 Flight Mechanics of a Translation-Denied Projectile

In the ACHILES framework, the projectile is no longer in free flight. The support structure, presented
in Section 1.3.6, inhibits the linear motion of the projectile, while allowing rotation on all axes. In this
case, the projectile is no longer an isolated rigid body, but is attached to the Earth frame via the inner
and outer gimbals of the support structure and the roll bearing, which form an equivalent ball joint.
The linear and angular dynamics derived for the free-flight case are then not directly applicable, as the
gimbals’ inertia and joint reactions have to be considered in the model.

The kinematic diagram of the complete system is given in Figure 2.5 and illustrates the connections
between the different components of the support assembly. In the ACHILES case, the air is no longer
static w.r.t. the Earth, but moves at velocity V in the wind tunnel test section. The definition of the local
coordinate system ]L is also modified such that 1L is directed along the wind direction in the wind tunnel.
In addition to assumptions made for the free-flight case, the inner and outer gimbals are considered as
rigid bodies, and all joints are frictionless. The coordinate systems associated to the inner gimbals as well
as the joints between the components of the support structure are discussed in the following paragraphs.

B

1L

3L, 3X

1X

2X, 2Y
ψ

2

2’

1

θ

1Y, 1B

3

Roll bearing

2B

φ

FIGURE 2.5: Kinematics diagram of the ACHILES projectile and support structure.

Outer gimbal The outer gimbal is connected to both the support frame and the inner gimbal by two
revolute joints with perpendicular axes. These axes intersect at point B, which is the base point of the
reference frame X attached to the outer gimbal. Its preferred coordinate system is defined such that 3X

is vertical (parallel with 3L) and 2X is parallel to the inner gimbal revolution axis. The revolute joint
1© connecting the outer gimbal with the Earth frame is along 3L with joint angle ψ. Due to its size

and required strength, the outer gimbal has a non-negligible mass and moment of inertia. Since it has a
single rotation w.r.t. the Earth frame, only the moment of inertia component along the vertical axis IX3

is considered in the model.
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Inner gimbal The inner gimbal is connected to the outer gimbal and the projectile body by two revolute
joints with perpendicular axes, intersecting at point B. A reference frame Y is attached to the inner
gimbal, with base point B and its preferred coordinate system such that 2Y is aligned with 2X and 1Y is
along the projectile’s main axis 1B. The first revolute joint 2©, connecting the inner gimbal to the outer
gimbal, is along 2Y , with joint angle θ and the second revolute joint 3© connects the inner gimbal to the
projectile body along 1B with joint angle φ. Note that the angular joint parameters are designated with
the same nomenclature as for the Euler angles, as the order of transformation is identical to the definition
of the Euler angles (’ZYX’ convention). The support structure was indeed designed such that the Euler
angles measured by the onboard IMU correspond to the revolute joint angles. Finally, the inner gimbal’s
mass and moment of inertia are negligible compared to the other elements of the system.

2.3.1 Dynamic Model of the Translation-Denied Projectile

The presence of a linkage chain between the projectile body and the Earth frame induces internal
reaction forces and moments at each joint. The equations of motion for this multibody system can be ob-
tained either using analytical methods, such as the Lagrange equations or the principle of virtual power,
or by successive applications of Newton’s and Euler’s laws for each body in the system [Wittenburg,
2008]. In the latter case, the joint reaction forces and moments introduce supplementary unknown vari-
ables into the equations of motion for each isolated body. These unknown variables can either be solved
for (e.g. in order to determine the loads on a bearing), or removed in order to obtain the equations of
motion for the complete system. This systematic method however requires the derivation of the complete
equation set.

For an open kinematic loop (as it is the case here), the reaction unknowns can also be eliminated by
carefully selecting bodies (or subsystems of bodies) in order to keep only one joint between the set of
isolated bodies and other bodies in the system. For any given joint, the reaction effort corresponding to
the joint’s mobility is zero since the joints are assumed to be ideal (frictionless): e.g. for a revolute joint
the reaction moment is zero along the joint axis. Then, the projection of Euler’s and Newton’s laws along
the mobility axes does not contain reaction unknowns.

In the present configuration, the linear motion of the c.m. is prevented by the support structure, hence
only the angular kinematics and dynamics are considered in the following. The motion unknowns are
the angular rate derivatives ṗ, q̇ and ṙ, therefore three independent equations are required to obtain the
complete angular dynamics. To this end, three subsystems are successively isolated: first the projectile
alone (Σ17 = B), then the projectile with the inner gimbal (Σ = B + Y) and finally the complete system
(Σ = B + Y + X).

The derivation of the associated equations is carried out in Appendix A.1. For each considered
subsystem, Euler’s law is applied and the resulting vector equation is projected along the adequate joint
axis, yielding three scalar equations in total.

For Σ = B, the projection along 1B gives:

ṗI1 + (I3 − I2)qr = mB1 (2.41)

17Here Σ denotes the set of bodies to which Euler’s and Newton’s laws are applied. For convenience, the individual bodies
are designated with the same letter as their preferred coordinate system.
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For Σ = B + Y, the projection along 2Y yields:

[q̇I2 + pr(I1 − I3)] cosφ− [ṙI3 + pq(I2 − I1)] sinφ = mB2 cosφ−mB3 sinφ (2.42)

For Σ = B + Y + X, the projection along 3L gives:

ψ̈IX3 − [ṗI1 + qr(I3 − I2)] sin θ + [q̇I2 + pr(I1 − I3)] cos θ sinφ+ [ṙI3 + pq(I2 − I1)] cos θ cosφ

= −mB1 sin θ +mB2 cos θ sinφ+mB3 cos θ cosφ (2.43)

These equations are then solved for the angular rate derivatives ṗ, q̇ and ṙ, resulting in the angular
dynamics of the ACHILES projectile in the support structure. In opposition to the free-flight case, these
expressions are far from trivial due to the outer gimbal inertia IX3 acting on the yaw axis:

ṗ = I−1
1 [(I2 − I3)qr +mB1 ] (2.44)

q̇ =
1

A2

[
k2

(
1 +

IX3

I3

cos2 φ

cos2 θ

)
− k3

IX3

I3

sinφ cosφ

cos2 θ
− kψIX3

sinφ

cos2 θ

]
(2.45)

ṙ =
1

A3

[
−k2

IX3

I2

sinφ cosφ

cos2 θ
+ k3

(
1 +

IX3

I2

sin2 φ

cos2 θ

)
− kψIX3

cosφ

cos2 θ

]
(2.46)

where symbols A2, A3, k2, k3 and kψ are defined as follows:

A2 = I2 + IX3

1

cos2 θ

[
sin2 φ+

I2

I3
cos2 φ

]
(2.47)

A3 = I3 + IX3

1

cos2 θ

[
cos2 φ+

I3

I2
sin2 φ

]
(2.48)

k2 = mB2 − pr(I1 − I3) (2.49)

k3 = mB3 − pq(I2 − I1) (2.50)

kψ =
1

cos θ

[
pq cosφ− pr sinφ+ 2(q2 − r2) tan θ cosφ sinφ+ 2qr tan θ(1− 2 sin2 φ)

]
(2.51)

The projectile’s angular kinematics can be described by the Euler angle differential equations:φ̇θ̇
ψ̇

 =

p+ q sinφ tan θ + r cosφ tan θ

q cosφ− r sinφ

q sinφ/ cos θ + r cosφ/ cos θ

 (2.52)

These equations are seldom used in the development of flight simulations due to a singularity at θ = ±π/2
which can severely deteriorates the numerical integration accuracy. Modern flight simulators avoid this
singularity by using either the direction cosine matrix (DCM) differential equations or quaternions to
compute the angular kinematics [Shuster, 1993]. These methods rely on a higher number of differential
equations and require extra transformation steps to obtain the Euler angles. However in the present case,
the singularity in θ is not reached since θ remains small, and hence the Euler angle differential equations
may be used directly.
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2.3.2 Airframe incidence angles

In the ACHILES case, the expressions of the incidence angles given in Equations (2.20)–(2.21) are
no longer valid since the support structure ensures that the linear velocities u, v andw are zero. However,
recall that the local coordinate system is modified such that 1L is directed along the wind direction in the
wind tunnel test section. As by definition 1W is directed along the wind, the projection of unit vectors
directed respectively along 1L and 1W in the body coordinate system yields:

[T]BW

1

0

0


W

= [T]BL

1

0

0


L

(2.53)

cosα cosβ

sinβ

sinα cosβ

 =

 cosψ cos θ

cosψ sin θ sinφ− sinψ cosφ

cosψ sin θ cosφ+ sinψ sinφ

 (2.54)

The incidence angles can then be expressed as functions of the Euler angles:

α = arctan (tan θ cosφ+ tanψ sinφ sec θ) (2.55)

β = arcsin (cosψ sin θ sinφ− sinψ cosφ) (2.56)

2.3.3 Roll-Locked Case

In addition to the complete three-degrees of freedom configuration, the roll and yaw axes of the
ACHILES support structure can be locked individually to focus on the pitch-yaw and pitch-only behav-
iors of the guided projectile prototype. This thesis concentrates on these two situations. On one hand, the
roll behavior of projectiles is well-known and has already been studied by other research groups [Fres-
coni et al., 2014; Hann et al., 2012], and on the other hand mechanical difficulties with the roll bearing
(high friction) prevent the exploitation of the roll axis.

The roll-locked case consists in imposing φ̇ = 0 by locking the joint between the projectile and the
inner gimbal. In addition, the projectile roll angle is considered to be zero (φ = 0), such that the 2B axis
lies in the horizontal plane. In this case, the body frame B and inner gimbal frame Y are identical. The
procedure for deriving the motion equations is similar to the three-degrees of freedom case, except there
are only two remaining unknowns q̇ and ṙ. The projectile angular velocity vector then becomes:

[
ωBE

]B
=

−ψ̇ sin θ

θ̇

ψ̇ cos θ

 =

pq
r

 (2.57)

In the above equation, both p and r are related to the yaw velocity ψ̇. The angular velocity p is no
longer independent and can be written as p = −r tan θ. This situation corresponds to the body-fixed
frame (BFF) used for modeling spinning projectiles [Costello and Agarwalla, 2000]. Equation (2.41) is
no longer applicable as there is a reaction moment induced by the locked roll joint. However, Equation
(2.42) still applies as the locked roll joint reaction forces and moments are internal to the isolated system
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Σ = B + Y, yielding the pitch dynamics:

q̇ =
1

I2

[
r2 tan θ(I1 − I3) +mB2

]
(2.58)

Similarly, Equation (2.43) still holds, and its application in the roll-locked case gives:

ψ̈IX3 − [ṗI1 + qr(I3 − I2)] sin θ + [ṙI3 + pq(I2 − I1)] cos θ

= −mB1 sin θ +mB3 cos θ
(2.59)

This expression involves the second derivative of ψ and the derivative of p, which are respectively in the
roll-locked case:

ψ̈ =
d

dt

( r

cos θ

)
(2.60)

=
1

cos2 θ
(ṙ cos θ − qr sin θ) (2.61)

ṗ =
d

dt
(−r tan θ) (2.62)

= −ṙ tan θ − qr 1

cos2 θ
(2.63)

Rewriting Equation (2.59) using the above then yields the angular dynamics in r:

ṙ =
cos2 θ

IX3 + I1 sin2 θ + I3 cos2 θ

[
qr tan θ

(
I3 − I1 −

IX3 + I1

cos2 θ

)
−mB1 tan θ +mB3

]
(2.64)

The projectile angular dynamics about the 3B axis are much more complicated in the roll-locked
case than in the free-flight case. In the roll-free cases, the roll moment mB1 only acts on the projectile
body, thanks to the roll bearing which decouples it from the support structure. In the roll-locked case,
this moment is transfered to the support structure, which acts as a universal (or Cardan) joint between
the projectile body and the outer gimbal. This results in a term in mB1 in the expression of ṙ. Note that
this expression is no longer valid if the projectile is close to vertical (θ = ±π

2 ).

Finally, the incidence angles equations (2.55), (2.56) trivially reduce to α = θ and β = −ψ in the
roll-locked case, while the angular kinematics are simply:

θ̇ = q (2.65)

ψ̇ = −r/ cos θ (2.66)

Equations describing the dynamics (2.58), (2.64) and the kinematics (2.65), (2.66) are rewritten in
the state-space form using the incidence angle relations and the actual description of the aerodynamic
forces and moments given in Section 2.2.3. The state vector is selected as x = [α q β r]>, leading
to the non-linear parameter-dependent state-space model:

ẋ(t) = f [x(t),u(t),σ(t)]

y(t) = g [x(t),u(t),σ(t)]
(2.67)
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where u = [δm δn]> is the input vector and σ = [V h]> is an external parameter vector. The output
of this system, which is measured by the ACHILES sensors, is given by y = x, i.e., the state vector is
completely known.

The state functions f = [fα fq fβ fr]
> are then expressed as:

fα = q (2.68)

fq =
1

I2

[
r2 tanα(I1 − I3) + q̄Sd

(
Cm0 + Cmαα+ Cmββ +

(
d

2V

)
Cmqq + Cmδmδm

)]
(2.69)

fβ = −r/ cosα (2.70)

fr =
cos2 α

IX3 + I1 sin2 α+ I3 cos2 α

[
q̄Sd

(
Cn0 + Cnαα+ Cnββ +

(
d

2V

)
Cnrr + Cnδnδn

)
+qr tanα

(
I3 − I1 −

IX3 + I1

cos2 α

)
+ q̄Sd

(
−Cl0 +

(
d

2V

)
Clpr

)
tanα

]
(2.71)

2.3.4 Roll/Yaw-Locked Case

A third configuration of the ACHILES support structure consists in locking both the roll and yaw
axes, leaving only the pitch axis as the single degree of freedom. The projectile angular velocity vector
is then ωBE = θ̇b2, thus p = 0, q = θ̇ and r = 0. The equations of motion describing this configuration
are trivially obtained from the two-degrees of freedom configuration, as the reaction forces of the locked
joints do not impact the pitching motion. The pitch dynamics are then expressed by:

q̇ =
1

I2
q̄Sd

(
Cm0 + Cmαα+ Cmββ +

(
d

2V

)
Cmqq + Cmδmδm

)
(2.72)

Using the same formalism as for the two-degrees of freedom case, the pitch dynamics and kinematics
can be formulated in the nonlinear state-space form of Equation (2.67). The state vector then becomes
x = [α q]> and the input and outputs are respectively u = δm and y = [α q]>. An additional
assumption is that the yaw angle is set to zero, that is, ψ = 0. The nonlinear state equation is then
written as: [

α̇

q̇

]
=

 q
1

I2
q̄Sd

(
Cm0 + Cmαα+

(
d

2V

)
Cmqq + Cmδmδm

) (2.73)

Despite being limited to a single degree of freedom, this model was used with success in the initial
design phases for the identification, control and validation studies [Strub et al., 2014, 2016]. This proof
of concept stage was a necessary step towards the design of identification and control methods targeted
at the two-axes case.
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2.4 Trimming and Linearization

The model structures developed in the previous section are nonlinear and are thus not directly suitable
for robust control techniques operating on linear parameter-varying (LPV) or linear time-invariant (LTI)
systems. To this end, these nonlinear dynamics are approximated using a family of linearized models
computed for a selection equilibrium points of the system. This procedure is divided in two steps. First, a
stick-fixed trimming procedure is carried out to obtain the trim maps of the projectile, then the linearized
dynamics are derived for any given operating point. The obtained linearized structure then serves as the
basis for system identification and controller design.

2.4.1 Trimming

In aviation, trimming refers to a procedure which consists in setting an aircraft’s controls such that
the vehicle keeps a constant attitude without requiring constant pilot action. When properly trimmed, the
system is effectively at an equilibrium: aerodynamic moments acting on the body and wings are entirely
compensated by moments induced by the control surfaces. More generally, finding the trim map of any
flying vehicle consists in solving the equilibrium condition for a given value of the parameter vector σ̄:

˙̄x , 0 = f(x̄, ū, σ̄) (2.74)

where the bar symbols denote the equilibrium values of the involved variables. In this equation, both the
equilibrium state vector x̄ =

[
ᾱ q̄ β̄ r̄

]> and the equilibrium input vector ū are unknowns. This
results in an under-constrained problem as there are more unknowns than equations.

This issue is solved by imposing a given value for the inputs or a part of the state (e.g. in aerospace
applications it may be the incidence angles α and β), hence forming an extended parameters (or trim)
vector ρ = [σ x]. The equilibrium solutions are usually solved numerically [Garza and Morelli, 2003],
as an analytical solution may be difficult to compute. The flight envelope is discretized and the trimming
procedure is repeated for each operating point, resulting in a multi-dimensional equilibrium manifold.

In the ACHILES case, the actual values of the aerodynamic coefficients are a priori unknown. Con-
sequently, the numerical resolution of (2.74) is not possible, and hence the trim map is may only be deter-
mined experimentally. In the two-degrees-of-freedom case, applying the equilibrium condition (2.74) to
the nonlinear state equations (2.68)–(2.71) yields q̄ = 0 and r̄ = 0: the projectile has a constant attitude
at equilibrium. The projectile’s trim map can then be determined by measuring the steady-state angles
of incidence ᾱ and β̄ for any given control inputs δ̄m and δ̄n, corresponding to the so-called stick-fixed
trimming case. In this case, the trim vector is composed of the control inputs u = [δm δn]> and the
operating conditions σ = [V h]>, that is, ρ = [σ u]>.

2.4.1.1 Experimental Trimming Procedure

The experimental trimming procedure consists of the following steps:

1. Impose the projectile operating conditions σ = [V h]>. In the ACHILES experimental setup,
the altitude h remains constant and the airspeed V can be adjusted from the wind tunnel’s control
panel.

2. Define an equidistant gridding for the controls δm and δn along their operating range.
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3. For each trim condition ρ, apply the virtual deflections δm and δn to the four canards using the
mixing logic of Equation (2.34), and record the steady-state value of the incidence angles α and β.
These quantities are respectively measured by the IMU and the structure-mounted yaw encoder.

4. The measured trim incidence angles are subsequently stored in two respective two-dimensional
arrays indexed by the trim fin deflections.

This procedure assumes that the projectile is open-loop stable. For unstable projectiles, a baseline
stabilizing controller would be required. In this case, the equilibrium points are unstable and may be
determined by fixing either the initial control inputs δm and δn, or the target incidence angles α and β,
then measuring the steady-state value of the free parameters. The flight envelope then corresponds to the
domain in which the projectile can be brought to a static equilibrium.

2.4.1.2 Experimental Results

The above trimming procedure was applied to the ACHILES projectile prototype for an airspeed
range of 15 ≤ V ≤ 40 m/s. The virtual fin deflections δm and δn are considered in the [−10◦, 10◦]

range with 2◦ increments, resulting in a uniform 11 × 11 grid. These limits have been determined
experimentally and roughly correspond to the usable projectile flight domain. Outside of this domain
the canards enter a stalling regime, which results in a reduced control efficiency and may also lead to
quasi-unstable behavior (limit cycles) for high deflections.

The overall shape of the projectile’s flight envelope is illustrated in Figure 2.6, which represents
the trim angle of attack ᾱ and angle of sideslip β̄ for each considered trim condition ρ̄. This three-
dimensional representation is built upon ‘slices’ corresponding to the evaluation of the trimming pro-
cedure for each value of the airspeed. These slices have identical dimensions and shapes, except for
V = 15 m/s and V = 20 m/s, for which the slices are slightly smaller and offset from the center axis
towards positive values of the yaw trim. The smaller slice size at low airspeeds correspond to a reduced
flight envelope due to lower canard effectiveness, while the bias in the yaw measurements is due to a
small torsional moment in the support structure’s yaw axis caused by a minor misalignment in the sup-
port’s yaw axis. At higher airspeeds, this biasing moment becomes insignificant w.r.t. the aerodynamic
moments.

The shape of these flight envelope slices are discussed in greater detail thereafter, using the trim
data for V = 25 m/s. The individual trim surfaces corresponding to the incidence angles α and β

are respectively represented in Figures 2.7A and 2.7B, while the corresponding slice has been isolated
in Figure 2.7C. The trim surfaces exhibit good linearity for control inputs in the [−8◦, 8◦] range, and
show no visible static cross-axes coupling: the trim angle of attack ᾱ depends almost only of the virtual
pitch control δ̄m, and the situation is similar for the yaw axis. Cross-axes couplings would manifest as
a dependency of each trim angle of incidence to both control inputs. These observations carry over to
the flight envelope slice, which corresponds to the mapping of the (δ̄m, δ̄n) grid to a (ᾱ, β̄) grid. The
resulting grid is relatively uniform with almost straight constant-deflection lines. The boundaries of the
flight envelope are visible at high values of the fins deflections : the constant-deflection lines are closer,
which corresponds to reduced canard efficiency.
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FIGURE 2.6: Overview of the ACHILES projectile flight envelope for airspeeds ranging from 25 m/s to 40 m/s.
Each vertical slice corresponds to the mapping from a uniform 11 × 11 grid in (δ̄m, δ̄n) to an (ᾱ, β̄) grid for a
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FIGURE 2.7: Trim surfaces for (A) the angle of attack α and (B) the angle of sideslip β, and (C) projectile trim
map, obtained at h = 0 and V = 25 m/s and based on an uniform 11× 11 grid of control deflections (δ̄m, δ̄n) in
the range [−10◦, 10◦].
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2.4.2 Linearization

The linearization step consists in approximating the nonlinear projectile behavior described in Equa-
tions (2.67-2.71, 2.73) using a family of linear systems. For any trim point ρ̄ and its associated equi-
librium conditions x̄, ū, ȳ, the nonlinear state-space equation (2.67) can be approximated using series
expansion theory [Leith and Leithead, 2000]. Neglecting the higher-order terms, the projectile behavior
in the vicinity of ρ̄ is given by the following linear state-space system:

ẋδ(t) '
∂f

∂x

∣∣∣∣
ρ̄

xδ(t) +
∂f

∂u

∣∣∣∣
ρ̄

uδ(t)

yδ(t) '
∂g

∂x

∣∣∣∣
ρ̄

xδ(t) +
∂g

∂u

∣∣∣∣
ρ̄

uδ(t)

(2.75)

where xδ = x − x̄, uδ = u − ū and yδ = y − ȳ are deviations from equilibrium. However, this
description is only valid in the local neighborhood of the considered operating condition ρ, restricting
the validity domain of the linearized model.

In order to span the complete projectile flight envelope, multiple operating points covering the trim
map at each airspeed are considered, forming a family of linear systems indexed by the trim conditions18:

ẋ(t) = A(ρ̄)x(t) + B(ρ̄)u(t)

y(t) = C(ρ̄)x(t) + D(ρ̄)u(t)
(2.76)

where the A, B, C and D matrices correspond to the partial derivatives found in Equation (2.75). This
representation is similar to a quasi-linear parameter-varying (quasi-LPV) form, since the model depends
on both external and state-dependent parameters. However, it must be stressed that this family of linear
models is not a direct representation of the nonlinear projectile behavior. Indeed, the state and output
equations (2.76) describe perturbation quantities around a given equilibrium point, while the nonlinear
state and output equations (2.67) describe the complete system behavior. As a result, the quasi-LPV form
may not be used directly for numerical simulations of the projectile. However, it is possible to establish
a relationship between the local stability of a non-linear system and the stability of the associated series
expansion equilibrium linearizations [Leith and Leithead, 2000], which allows to use families of linear
systems as an approximation of a nonlinear system for control law design.

The state-space matrices A, B, C and D are obtained by applying the first-order series expansion
of Equation (2.75) to the ACHILES nonlinear state-space dynamics. In the roll-locked 2-DoF case,
these dynamics are represented by Equations (2.68)–(2.71) and the state vector x = [α p β q]> is
entirely measured, thus y = x. Recalling that at equilibrium, q̄ = 0 and r̄ = 0, the state, input and
output matrices are:

[
A B

C D

]
=


0 1 0 0 0 0

Mqα Mqq Mqβ 0 Mqδm 0

0 0 0 − 1
cosα 0 0

Mrα 0 Mrβ Mrr 0 Mqδn

I4 O4×2

 (2.77)

18In the following, the δ subscript and the approximation sign are omitted in order to simplify the notation.
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where I4 denotes the 4 × 4 identity matrix and O4×2 denotes a 4 × 2 null matrix, i.e., the system is
strictly proper (no direct feedthrough). This model structure is observable and controllable, as shown in
Appendix A.3

The Mij coefficients in the expression of A and B are functions of the trim vector ρ, and their
detailed expressions are obtained by evaluating the partial derivatives of the state functions with respect
to the state and input vectors, as in Equation (2.75):

Mqα =
1

I2
q̄Sd

(
Cmα +

∂Cm0

∂α
+ ᾱ

∂Cmα
∂α

+ β̄
∂Cmβ
∂α

+ δ̄m
∂Cmδm
∂α

)
(2.78)

Mqq =
1

I2
q̄Sd

(
d

2V

)
Cmq (2.79)

Mqβ =
1

I2
q̄Sd

(
Cmβ +

∂Cm0

∂β
+ ᾱ

∂Cmα
∂β

+ β̄
∂Cmβ
∂β

+ δ̄m
∂Cmδm
∂β

)
(2.80)

Mqδm =
1

I2
q̄Sd Cmδm (2.81)

Mrα =
IX3 + 3(I3 − I1) cos2 α+ I1(
IX3 + I1 sin2 α+ I3 cos2 α

)2 · q̄Sd (Cn cosα sinα− Cl0 sin2 α
)

+

Aq̄Sd

[
Cl0 (2 cotα− 3)− 3Cn + Cnα +

∂Cn0

∂α
+ ᾱ

∂Cnα
∂α

+ β̄
∂Cnβ
∂α

+ δ̄n
∂Cnδn
∂α

− ∂Cl0
∂α

tanα

]
(2.82)

Mrβ =Aq̄Sd

(
Cnβ +

∂Cn0

∂β
+ ᾱ

∂Cnα
∂β

+ β̄
∂Cnβ
∂β

+ δ̄n
∂Cnδn
∂β

− ∂Cl0
∂β

tanα

)
(2.83)

Mrr =Aq̄Sd

(
d

2V

)[
Cnr + Clp tan2 α

]
(2.84)

Mrδn =Aq̄Sd Cnδn (2.85)

where all the Cij are evaluated at the trim point (V̄ , ᾱ, β̄) and where the factor A is introduced for
readability purposes, with

A =
cos2 α

IX3 + I1 sin2 α+ I3 cos2 α

Note that the complexity of the Mrα coefficient is mainly due to the trigonometric terms in α in the
expression of ṙ in Eq. (2.71), which are differentiated w.r.t. α during linearization. If these terms are
assumed to be constant during linearization, the resulting expression of Mrα has the same form as Mrβ :

Mrα = A · q̄Sd
(
Cnα +

∂Cn0

∂α
+ ᾱ

∂Cnα
∂α

+ β̄
∂Cnβ
∂α

+ δ̄n
∂Cnδn
∂α

− ∂Cl0
∂α

tanα

)
For any operating point ρ, the projectile behavior in its neighborhood is entirely determined by

the values of the Mij coefficients. The exact knowledge of the aerodynamic coefficients and the pro-
jectile mass properties is thus no longer necessary, as the Mij coefficients can be determined directly
through system identification. This is a more direct approach compared to the painstaking procedure
of aerodynamic coefficient determination through numerical simulations (CFD) or aerodynamic balance
measurements.
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2.5 System Identification

In the general case, a system identification problem consists of two inverse problems, namely deter-
mining a model structure and estimating its parameters. In the present case, the model structure is derived
from a linearized first-principles model and some parameters are free unknowns. Such a model is called
a grey-box model [Bohlin, 2006], and in this case the system identification problem is reduced to param-
eter estimation. In both cases, it is necessary to ensure the problem is well-posed and well-conditioned
in order to guarantee the validity of the solution. In this respect, these conditions are assessed in the first
steps of the identification procedure presented thereafter and followed throughout this section.

This section focuses on estimating the parameters of the linearized state-space model from experi-
mentally collected data. These parameters cannot be determined directly in an easy way, because of their
dependence upon unknown aerodynamic derivatives. This inverse problem, does not only depend on the
model structure, but also on the quality of the input/output data and thus requires careful attention.

2.5.1 Identification Procedure

Due to the nature of the parameter estimation problem, several tasks must be performed before actu-
ally collecting any experimental data and proceeding with estimation, in order to guarantee the validity
of the results. The identification procedure presented hereafter, and illustrated in Figure 2.8 was adapted
from [Franceschini and Macchietto, 2008; Dobre, 2010; Albisser, 2015]. This procedure consists of
several steps introduced below:

1. Construct a mathematical model structure describing the behavior of the system.

2. Assess the theoretical or a priori identifiability of the model structure. This step consists in analyz-
ing the existence and uniqueness of a solution to the parameter estimation problem in an idealized
framework. This is a necessary condition which results in a set of theoretically identifiable param-
eters, but does not guarantee the success of parameter estimation from real data.

3. Determine an initial estimate of the model parameters, using for example a priori knowledge or a
first data-collection experiment.

4. Perform an a posteriori identifiability analysis, which consists in assessing the uniqueness of the
solution for given input-output data. In order to ensure the estimation problem is well-conditioned,
the set of practically identifiable parameters is selected based on the sensitivity of the outputs with
respect to the model parameters.

5. Design an optimal input signal, that is, a sufficiently exciting input signal such that the collected
experimental data are informative, in order to maximize parameter influence on the output and
minimize uncertainty on the parameter estimates. In practice, this step is carried out simultane-
ously with the sensitivity analysis.

6. Collect experimental data using the previously designed input signal.

7. Estimate the model parameters and compute the uncertainty on the estimates.
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FIGURE 2.8: System identification procedure.

2.5.2 Model Postulation

The model structure considered herein was presented in Equations (2.76) and (2.77). In this case,
the parameters to be estimated are the Mij coefficients of the A and B matrices. In the considered
model structure, the body rates p and q are directly related to the derivatives of the incidence angles α
and β. Since these measurements do not bring supplementary knowledge on the system state, they are
removed from the output vector to relax constraints on the estimation problem. In order to account for
measurement and process noise, an error model consisting in a 4×2 disturbance matrix K and a residuals
signal e(t), assumed to be uncorrelated white noise, are incorporated into the model. This results in the
following model structure:

ẋ(t) = A(θ)x(t) + B(θ)u(t) + K(θ)e(t)

y(t) = C(θ)x(t) + D(θ)u(t) + e(t)
(2.86)
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where θ = [Mqα Mqq Mqβ Mrα Mrβ Mrr Mqδn Mrδn ]> is the vector of parameters to be
estimated and the output vector is y = [α β]>. The A and B matrices were defined in Equation (2.77),
while the expressions of C and D are now

C =

[
1 0 0 0

0 0 1 0

]
D =

[
0 0

0 0

]
(2.87)

since the body rate measurements are not exploited.

The discrete form of this model structure is called a directly parametrized innovations form [Ljung,
1999], where e(t) is the prediction error. This form naturally leads to the estimation of a predictor model,
where the input and previous outputs are used to estimate the future outputs. In the present case, the
estimated model will be used for control law synthesis, therefore the model will simulate the projectile
dynamics, without using measured outputs. This difference is of great importance when considering the
identification procedure. Indeed, in the predictor focus, the parameters and the error model have to be
estimated simultaneously, whereas in the simulation focus, the error model is estimated separately.

2.5.3 A priori Identifiability

The a priori or theoretical identifiability property of a model structure indicates the existence and
uniqueness of a solution to the parameter estimation problem [Walter and Pronzato, 1997]. It is evaluated
in an idealized framework where

1. the process and the model have an identical structure (no characterization error),

2. data are noise-free, and

3. input signals u and measurement times can be chosen at will.

Let θ denote the parameters of the model and θ∗ the parameters of the process. The parameter θi
will be globally identifiable if for almost any admissible parameter vector θ∗:

∃u ∈ RR+
, y(t,θ, u(t)) = y(t,θ∗, u(t)) ∀t ∈ R+ ⇒ θi = θ∗i (2.88)

Proving global identifiability of a model structure is not always realizable [Dobre, 2010]. A similar local
identifiability condition exists, which considers the above condition in the neighborhood of θ∗.

There are several techniques for assessing the a priori identifiability of a model structure M , based
on state isomorphisms [Peeters and Hanzon, 2005], power series expansion [Walter and Pronzato, 1997],
Laplace transform [Bellman and Åström, 1970], etc. In the present study, as the model structure of
Equation (2.77) is an observable and controllable linear state-space system, a similarity transformation
approach [Walter and Pronzato, 1997] has been employed. The application of this method to the problem
at hand (detailed in Appendix A.4) concluded that all model parameters θi are globally identifiable. This
global property, which indicates the uniqueness of the parameter vector, should not be confused with the
fact that the postulated model is only valid locally (in the neighborhood of an operating point).
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2.5.4 A posteriori Identifiability

A posteriori identifiability differs from a priori identifiability in that the input signal and measure-
ment times are imposed. Even if a parameter is a priori identifiable, it may not be identifiable in practice
because of a lack of information in the experimental data. For a given model structure, input signal u and
measurement times tk, the parameter θi is a posteriori identifiable if for almost any admissible parameter
vector θ∗:

y(tk,θ,uk) = y(tk,θ
∗,uk) ∀k ∈ [[1, N ]] =⇒ θi = θ∗i

where N is the number of samples. As with a priori identifiability, there is a local definition where a
neighborhood of θ∗ is considered. For a single-output system, this condition can be expressed, with np
the number of parameters, as [Dobre, 2010]:

∀k ∈ [[1, N ]],

np∑
i=1

∂y(tk,θ,uk)

∂θi

∣∣∣∣
θ∗︸ ︷︷ ︸

sy/θi (tk,θ
∗,u)

·dθi = 0 =⇒ dθ = 0 (2.89)

where sy/θi(tk,θ
∗,uk) is the sensitivity of the output with respect to the parameter θi, for an input signal

u and measurement time tk, and dθ = θ − θ0 is the difference with the nominal parameters vector θ0.

The parameters and model outputs may have different measurement units and/or orders of magnitude.
In order to allow dimension-free comparison of the sensitivity functions, they must first be normalized
w.r.t. the output variables and the parameters. In the present study, as both outputs have the same units
and order of magnitude, the sensitivity functions are only scaled w.r.t. the model parameters as follows:

ŝy/θi(tk,θ
∗,uk) = θi · sy/θi(tk,θ

∗,uk) (2.90)

From the above two equations, the parameters θ∗ is a posteriori identifiable if the empirical Fisher
Information Matrix

F = Ŝy(θ∗,u)>Ŝy(θ∗,u) (2.91)

is full rank, with Ŝy(θ
∗,u) the sensitivity matrix defined as:

Ŝy(θ
∗,u) =


ŝy/θ1(t1,θ

∗,uk) · · · ŝy/θnp (t1,θ
∗,uk)

...
. . .

...
ŝy/θ1(tN ,θ

∗,uk) · · · ŝy/θnp (tN ,θ
∗,uk)

 (2.92)

This condition can be extended to a system with ny outputs [Dobre, 2010] with the N · ny × np global
sensitivity matrix:

Ŝy(θ∗,u) =
[
Ŝy1(θ∗,u)>, · · · , Ŝynp (θ∗,u)>

]>
(2.93)

where the Ŝyi(θ
∗,u)> matrices are defined as in Equation (2.92). This corresponds to a vertical con-

catenation of the sensitivity matrices of each individual output.

If the empirical Fisher Information Matrix F is not full rank, or has full rank but is ill-conditioned,
then some model parameters are not a posteriori identifiable and a subset of a posteriori identifiable
parameters has to be determined. In that direction, several procedures exist in the literature [Banks
et al., 2012; Weijers and Vanrolleghem, 1997] which consist in finding parameter subsets satisfying the
following two conditions:
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(C1) The model outputs must be sufficiently sensitive to individual changes in each parameter.

(C2) The sensitivity functions must be linearly independent, as changes in the model output due to a
variation of one parameter may be compensated by appropriate changes in the other parameters.

The (C1) condition is assessed by ranking the parameters in decreasing order of importance, using
parameter importance indices based on the scaled sensivity functions [Brun et al., 2001; Omlin et al.,
2001]. One suitable ranking criterion is the mean-square distance δmsqri , defined as:

δmsqri =

√√√√ 1

N

N∑
k=1

ŝy/θi(tk,θ
∗,uk)2 (2.94)

This first condition only takes into consideration the effect of a an individual parameter variation on
the output. Even if the individual parameters have strong influence on the model output, the solution may
be non-unique due to linear dependence between the sensitivity functions. In order to evaluate the degree
of colinearity, the second condition (C2) is based on a colinearity index γK computed for all parameter
subsets. The colinearity index γK is defined as:

γK = cond(FK(θ∗,u)) (2.95)

with FK being the empirical Fisher Information Matrix related to the parameter subset θ∗K , nK < np:

FK = Ŝy(θ∗K ,u)>Ŝy(θ∗K ,u) (2.96)

The index γK is computed for each possible subset and quantifies the degree of linear dependence be-
tween the sensitivity functions of the model outputs w.r.t. the parameters in the subset. In order to qualify
the degree of colinearity, indicative thresholds are given in [Gujarati and Porter, 2004, p. 362] as follows:

γK < 100 low colinearity
100 ≤ γK < 1000 moderate colinearity

1000 ≤ γK strong colinearity

A subset of parameters is then a posteriori identifiable if its colinearity index γK indicates a low to
moderate colinearity.

In the present application, the sensitivity functions were derived from the output equation of the
considered model (2.86) using the procedure described in Appendix A.5, leaving out the error model as
it is estimated separately. Since the parameter vector is not known a priori, a first set of parameters must
be estimated using experimental data. Results presented hereafter were obtained with the refined input
vector designed in the next step of the procedure (see Section 2.5.5), at the zero-incidence trim point
for V = 25 m/s. Initial tests showed similar trends on the entire flight envelope, hence only a single
operating point has been considered throughout this study.

The (C1) condition assesses the relative importance of the model parameters θ. To this end, the
parameters are ranked in decreasing order of importance using the δmsqri criterion, as illustrated in Figure
2.9. The most influential parameters are Mrβ and Mrδn , which characterize the input/output gain of the
yaw channel, and are followed in terms of importance by the pitch channel parameters Mqα and Mqδm .
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FIGURE 2.9: Classification of model parameters by decreasing importance index δmsqri .
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FIGURE 2.10: Classification of model parameters by the multicolinearity index γK for parameter subsets, where
nK denotes the size of the subset.

The damping parameters Mrr and Mqq are less influent, and are associated to the aerodynamic damping
derivatives Cmq and Cnr, which are usually difficult to estimate using traditional techniques [McGowan
et al., 2014]. Finally, the coupling coefficients Mqβ and Mrα are the least influent parameters, and
therefore may not be estimated precisely.

The degree of colinearity is evaluated using the (C2) condition. The resulting colinearity indices
γK are represented in Figure 2.10, where the green-filled circles represent the minimal γK for each
subset dimension. From these results, it appears the uncoupled system exhibits moderate colinearity,
while the addition of the coupling parameters Mqβ and Mrα introduces severe colinearity, suggesting
these parameters are non-identifiable given the chosen a priori parameter vector. This limitation may be
overcome by estimating the uncoupled model parameters first, by forcing Mqβ and Mrα to zero. These
coupling parameters are then estimated in a second step, with the other parameters fixed to the values
found in the first step.

2.5.5 Experiment Design

The design of the data-collecting experiment has a direct influence on the observed data and is crucial
for successful estimation of the model parameters. In general, experiment design involves the selection
of several design variables: the measured signals and manipulated inputs, the sample time, the input
signal characteristics and the number of samples.

Depending on the application, several types of input signals may be considered, such as pseudo-
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random binary sequences (PRBS), multi-sines or filtered white noise, where the main decision factors
are the signal spectrum and crest factor [Ljung, 1999]. For the experiment to be informative enough (i.e.
the data contains enough information to allow the complete determination of the model parameters), the
persistence of excitation order of the input signals must be higher or equal than the model order: a signal
u(t) is said to be persistently exciting of order n if its spectrum Φu(ω) is different from zero on at least n
points in −π ≤ ω ≤ π [Ljung, 1999]. In order to select the input signal parameters, the most commonly
used optimal signal design criterion is the maximization of the determinant of the Fisher Information
Matrix [Walter and Pronzato, 1997]:

JD(u) = det F(θ,u) (2.97)

An input signal uD which maximizes JD is called D-optimal and minimizes parameter variance.

In the studied case, the outputs of (2.77) are the angles of incidenceαm
19 and βm, which are measured

using the onboard and external sensors at the main clock rate of 100 Hz. The inputs of this model are the
fin deflections δm,m and δn,m, which are measured on the actuators, while the excitation signal is applied
to the actuators inputs using the virtual fin commands δm,c and δn,c.

Since the behavior of the projectile prototype around an equilibrium point is modeled using a linear
system, a suitable input signal in this case is the PRBS. This class of signal has white-noise-like properties
but is deterministic, periodic and most importantly bounded, as the input amplitude must be limited to
remain in the neighborhood of the equilibrium point. The clock periods Tδm and Tδn of the PRBS signals
are chosen based on the jD criterion, as illustrated in Figure 2.11. In order to limit the duration of the
data-collection experiments, the PRBS signal duration is limited to 90 s. In practice, the D-optimal
bit durations lead to a degraded model fit for the edge cases as the system may not reach steady-state.
Therefore, the actually implemented clock periods are four times the D-optimal values so that the fit is
improved and the input is still close to optimality. The chosen clock periods are then Tδm = 1.28 s and
Tδn = 5.12 s.

Taking into account the duration limit, this has resulted in a 64 bits PRBS sequence for the pitch
axis and a 16 bits sequence for the yaw axes. These sequences are respectively generated using 6-bit
and 4-bit linear feedback shift registers (LFSR) with different polynoms and seeds for the estimation
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FIGURE 2.11: Input signal D-optimality criterion as a function of the PRBS bit periods Tδm and Tδn .

19The m subscript denotes a measured quantity.
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and validation sequences. As the sequence generated by an LFSR is at most 2n − 1 bits long, with n
the depth of the LFSR, an extra ’0’ bit is added at the end of the sequence such that the input signals
are zero-mean. For a PRBS sequence of length M , the order of persistence of excitation is M − 1. In
the present case where a fourth-order model is considered, the data-collection experiment is informative
enough since the two input signals are persistently exciting of orders 15 and 63.

2.5.6 Experimental Data Collection

In this step, the optimal input signal is applied to the ACHILES guided projectile in data-collection
experiments. In order to cover the complete flight envelope, these experiments are carried out in the
neighborhood of several operating points, of which the selection is detailed hereafter.

The equilibrium points on which parameter identification is performed are defined by the operating
conditions σ̄ =

[
V̄ h̄

]> and the trim angles of incidence ᾱ and β̄. The selection of these operating
points is based on the constant-airspeed trim maps determined in Section 2.4. Therefore, the same
airspeed range was considered as for the trim map determination, with V̄ varying from 15 m/s to 40 m/s
in 5 m/s increments. The selection of the trim angles of incidence must cover adequately the constant-
airspeed flight domain while keeping a reasonable experiment duration. Since the trim maps exhibit
horizontal and vertical symmetry, it is reasonable to assume that only a single quadrant needs to be
estimated. The chosen equilibrium angles of incidence are summarized in Table 2.1 and are considered
for each airspeed, except at V = 15 m/s where trim points with ᾱ > 3 are removed because of the
reduced flight envelope at this speed.

TABLE 2.1: Selected operating points for system identification.

Index 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
AoA ᾱ (◦) 0 0 0 0 0 1 1 1 1 2 3 3 3 3 5 5 5 5
AoS β̄ (◦) 0 1 2 4 6 6 4 2 0 0 0 2 4 6 0 2 4 6

In order to reduce the number of experiments, all operating points for a given airspeed are consid-
ered sequentially in the data-collection experiments. The initialization procedure for these experiment
first consists in obtaining the corresponding trim fin deflections using the inverse interpolation proce-
dure described in Appendix A.2. These coordinates are projected back on the trim surfaces, where the
local slope is used to compute the input signal amplitude such that each input channel (pitch and yaw)
produce a ±1◦ steady-state deflection on the incidence angles around the operating point. These experi-
ments are then performed using a data acquisition program built using the MATLAB-based development
environment presented in Chapter 1.

A sample sequence of the collected data corresponding to the operating point V = 25 m/s, ᾱ = 2◦,
β̄ = 3◦ is presented in Figure 2.12. The pitch and yaw sequences are offset relative to each other: at the
beginning and at the end of the sequences, only a single channel is active and the other is at rest, in order
to better capture the interaxis coupling. This behavior is notably visible on the pitch axis at the beginning
of the sequence. These data also show the sharp contrast between the projectile pitch and yaw dynamics.
Even though the aerodynamic structure presents tetrahedral symmetry, the yaw axis is largely affected
by the inertia of the support structure, which results in a noticeably lower natural frequency.
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FIGURE 2.12: System input/output behavior around (V = 25 m/s, ᾱ = 2◦, β̄ = 3◦). Top plot is the angle of
attack channel, bottom plot is the angle of sideslip channel; blue curves correspond to the input signals δm,m and
δn,m, green curves correspond to the measured outputs αm and βm.

2.5.7 Parameter Estimation and Uncertainty Analysis

The parameter estimation step is a numerical optimization problem which consists in finding the
parameter vector θ that minimizes the quadratic cost function

J(θ) =

N∑
k=1

|ym(tk)− y(tk,θ,uk)|2 (2.98)

where y(tk,θ,uk) is the model output and ym(tk) is the corresponding measured output vector at sam-
pling instant tk. In general, this problem is non-convex and algorithms such as the Gauss-Newton method
or the Leverberg-Marquardt procedure [Walter and Pronzato, 1997] are employed.

Since the experimental data are affected by noise, and some parameters have a low influence on the
output, there is a need for establishing a degree of confidence on the estimated parameter values. The
uncertainty on parameters estimates is also useful for building uncertain models that are used for ro-
bustness analysis during control law design. Intuitively, this uncertainty can be determined by repeating
the data-collection and parameter estimation several times for each operating point, then observing the
distribution of estimated parameters. By all means, such an approach is hardly practical due to the dura-
tion of the experiments. The experiments can however be repeated virtually using bootstrap techniques
[Efron and Tibshirani, 1993; Zoubir and Boashash, 1998], which generate fictive data vectors from the
measured data using the following procedure:

• Estimate the parameter vector θ̂ from the measured input and output vectors u and y.

• Compute the residual vector e using these values and the noise model.

• The fictive data sets are generated as follows:

– Create a fictive residuals vector ef by applying random permutations to e



2.6. Parameter Estimation Results 69

– Using the original input u, the fictive residuals ef and the estimated parameters vector θ̂,
generate a fictive output vector yf .

The parameter estimation procedure is then repeated for each of these fictive data sets, yielding a
population of estimated parameters of which the statistical characteristics can be studied. The confi-
dence interval for each parameter may then be determined using the standard error or percentiles of this
population, and the relative uncertainty on each parameter θi is:

∆θi =
max(|θ̂i − θimax|, |θ̂i − θimin|)

|θ̂i|
(2.99)

In order to ensure convergence to the global minimum of J(θ), the initial parameter vector θ0 must
be chosen carefully. To this end, the initial values are based on the observed behavior of the open-loop
system and a priori aerodynamics knowledge. Static stability implies the stability derivatives Mqα,Mrβ

are negative with respect to the incidence angles (Mrβ > 0 as β = −ψ). Similarly, dynamic stability
implies the damping coefficients Mqq,Mrr are all negative. Finally, the fin deflections are defined such
that a positive deflection induces a positive change in the incidence angles, thus Mqδm > 0 and Mrδm <

0.

In practice, the estimation problem is solved in two steps to take into account practical limitations on
parameters identifiability: the parameters describing uncoupled dynamics (Mqα, Mqq, Mrβ , Mrr, Mqδn

and Mrδn) are estimated first, with the coupling parameters Mqβ , Mrα set to zero. These parameters
are estimated separately using the same input/output data and with the uncoupled dynamics parameters
being fixed to the values found in the first step. Finally, an identical procedure aims at minimizing the
quadratic norm of the prediction error yp(tk,θ,uk,yk)− ym(tk) to determine the error matrix K.

2.6 Parameter Estimation Results

As mentioned previously, the parameters of the model depend on three trim parameters: the airspeed
and the incidence angles. Thus, in order to properly cover the projectile flight envelope, 104 different
operating points have been considered for the estimation step, as presented in Section 2.5.6. In addition
to presenting the estimated parameter values, it is also essential to assess the model validity for each
of these operating points. One of the main objectives of this work is to develop a full flight-envelope
autopilot, based on gain scheduling techniques. In this regard, the airspeed V is a slow parameter, while
the incidence angles are fast parameters. It then makes sense to study the dependence of the parameters
on the airspeed and on the incidence angles separately.

For practical reasons, this section is divided as follows. First, the overall trends over the complete
flight envelope are discussed in Section 2.6.1. The model evaluation results over the flight domain are
investigated in Section 2.6.2, and the parameter uncertainties are discussed in Section 2.6.3. Constant-
speed results are discussed for V = 25 m/s and extended to the other airspeeds in Section 2.6.4. The
zero-incidence aerodynamic coefficients are computed and compared with PRODAS results in Section
2.6.5. Finally, results for the pitch-only configurations are mentioned in Section 2.6.6.



70 Chapter 2. Modeling and Identification

2.6.1 Overall Trends

The evolution of the projectile dynamics w.r.t. the trim incidence angles and the airspeed is illustrated
in Figure 2.13, and the variations of the estimated parameters w.r.t. these variables are represented in
Figure 2.14. For each considered airspeed, the model parameters are represented as a function of ᾱ and
β̄. As the operating points grid is sparse, the estimated values are interpolated to form tri-dimensional
surfaces. The color of these surfaces represents the trim airspeed, where dark blue corresponds to V =

15 m/s and red corresponds to V = 40 m/s. Several conclusions can be drawn from these overall results.
The stability derivatives Mqα and Mrβ as well as the input coefficients Mqδm and Mrδn are highly
speed-dependent. On the other hand, the damping coefficients Mqq and Mrr as well as the coupling
coefficients Mqβ and Mrα exhibit a lower amount of dependence with respect to the airspeed, as the
surfaces are much closer to each other or even superposed. An exception is the higher yaw damping
coefficient for V = 15 m/s. Due to the size and weight of the yaw gimbal, friction in the yaw bearing
induces additional damping. As the speed increases, the aerodynamic damping becomes more prevalent,
reducing the impact of the bearing friction.

The shape of the constant-speed surfaces also suggests that the model parameters do not change
significantly with respect to the chosen operating point, for a given value of the airspeed. Put in per-
spective with the above discussion on fast and slow scheduling parameters, this behavior is interesting
for gain-scheduling control design. Indeed, while gain-scheduling on a slow parameter like the airspeed
is relatively simple, scheduling on fast parameters like the incidence angles, which are also part of the
linearized system state vector, introduces additional complex dynamics that must be considered carefully.

In the present case, the constant-speed projectile behavior may then be described with a single model,
enabling a simple airspeed-based gain-scheduling control scheme. This is illustrated by the Bode dia-
grams in Figure 2.13, which show that the system bandwidth and damping ratio does not vary sig-
nificantly for all operating points at a given airspeed, except for the yaw channel where the observed
deviations correspond to operating points close to the flight envelope boundaries. The observation of the
Bode diagrams also indicate that the system bandwidth increases with an increase in airspeed, while the
damping factor decreases.
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2.6.2 Model Fit Evaluation

Evaluating a model consists in assessing its ability to reproduce the measured output signals. This
consists in comparing the measured outputs with simulated results obtained with the estimated parame-
ters. This evaluation is thus carried out on an independent data set, which has not been used for parameter
estimation. A suitable measurement of the model’s ability to reproduce a given data set is the normalized
root mean square error (NRMSE):

NRMSE = 1− ||ym − ye||2
||ym − ȳm||2

(2.100)

where ym is the measured validation output vector, ye is the simulated output vector, ȳm is the mean of
ym and || · ||2 denotes the 2-norm. The NRMSE varies between −∞ to 1, where 1 is a perfect fit.

The fit values have been computed for each operating point and are presented in Figure 2.15. The
horizontal scale corresponds to the trim point index, where the corresponding trim incidence angles are
given in Table 2.1. The fit results are grouped by the trim airspeed, with the leftmost bar corresponding
to V = 15 m/s. The average fit values for the pitch and yaw channels are respectively 77.9% and 74.2%,
which show that the models are able to simulate the system output around the considered operating
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The horizontal scale refers to the index of the trim point in Table 2.1.
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points. The model fit degrades for extreme values of the incidence angles, at the edge and corners of the
trim map, with the yaw channel being the most affected. This degradation of fit is due to unmodeled and
nondeterministic perturbations of the output signal. As the projectile reaches the edge of the trim map,
the efficiency of the canards is reduced and the projectile is more sensitive to aerodynamic disturbances,
which induce pitching and/or oscillations superposed with the modeled input/output behavior.

2.6.3 Uncertainty Evaluation

Another indicator of model quality is the confidence interval of the estimated parameters and their
relative uncertainty. These values, together with the estimated parameter values, are illustrated in Figures
2.16 and 2.17. In both figures, the horizontal scale also corresponds to the index of the trim points in
Table 2.1. The stability coefficientsMqα, Mrβ and the input coefficientsMqδm , Mrδn exhibit the tightest
confidence intervals and lowest relative uncertainty figures. These values are better for the pitch channel,
with relative uncertainties under 5% for both coefficients. The yaw-related coefficients exhibit a higher
uncertainty, especially for trim points close to the edge of the trim map and at low speeds. Under these
conditions, the uncertainty can attain 30% and even more than 100% for the trim point (V̄ = 15 m/s,
ᾱ = 3◦, β̄ = 6◦), which indicates this point may not be usable in practice. Indeed, at this point the yaw
data shows severe asymmetry, indicating operation outside the nominal flight domain. At higher speeds
and lower incidence angles, the uncertainty on the yaw static coefficients is under 15%. As predicted by
the sensitivity analysis, the pitch and yaw damping coefficients Mqq and Mrr exhibit higher uncertainty
figures than the static coefficients, respectively under 20% and 40% (excluding edge cases). Finally, the
coupling coefficients Mqβ and Mrα show the highest uncertainty figures. This observation has two root
causes. First, these coefficients were deemed non-identifiable by the a posteriori identifiability analysis,
thus poor confidence in these results is expected. Secondly, these coefficients have values close to zero
on some points, resulting in high relative uncertainty.

These observations suggest that the projectile’s in-flight behavior is well-defined for most of the flight
domain, and that the extreme-incidence points should be considered with caution as they result in high
parameter uncertainty on the yaw axis. Secondly, the coupling coefficients may not be represented using
relative (multiplicative) uncertainty, as their nominal values are often close to zero.

2.6.4 Constant-Airspeed Trends

Let us now discuss the parameter trends at a constant airspeed. The following discussion concerns
the trim points for V = 25 m/s, for which the parameter surfaces are illustrated in Figure 2.18, but the
results are mostly similar at other airspeeds, and differences will be discussed thereafter.

In Section 2.6.1, the overall observed trend is that the parameters are more dependent on the airspeed
than on the incidence angles, as shown by the flatness of most of the parameter surfaces in Figure 2.14.
Following the assumption made in this subsection, a nominal constant-airspeed model can be defined,
with its parameters being the respective means of the model parameters at the considered airspeed. In
this case, the incidence angle dependence of the model parameters is relatively moderate, since at V =

25 m/s the observed relative variation range for the direct channel parameters with respect to the nominal
(mean) value is less than 30%. This relative variation is much higher for the coupling parameters, which
have however little influence on the output as shown in Section 2.5.4. An additional observation is that
parameters Mqα, Mrα, and Mqδm , which are associated with the pitch-related states and input are more
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0
1

2
3

4
5

0
1

2
3

4
5

0
1

2
3

4
5

0
1

2
3

4
5

0
1

2
3

4
5

6

0
1

2
3

4
5

6

0
1

2
3

4
5

6

0
1

2
3

4
5

6

−0.2

0

0.2

0.4

−8

−6

−4

−2

0

2

−4

−3

−2

−120

−100

−80

−60

M
r
δ
n

β̄ (◦) ᾱ (◦)
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dependent on the value of ᾱ and do not vary significantly about the β̄ axis. The same holds true for the
yaw-dependent parameters Mqβ , Mrβ , and Mrδn , which are more sensitive to β̄ than ᾱ.

This discussion mostly holds for other airspeeds, except at the lowest setting (V = 15 m/s) and for
the yaw damping coefficient at high speeds. At the lowest speed, the variation on the yaw channel input
parameter Mrδn is over 75%. At this setting, the flight envelope is reduced and the observed effect is due
to reduced canard efficiency at high angles of sideslip. At high speeds, the yaw damping coefficient Mrr

variation attains 100% with respect to the nominal value along the flight envelope, with higher absolute
values for high incidence angles.

2.6.5 Comparison with PRODAS-derived Aerodynamic Coefficients

In Section 2.4.2, the model parameters Mij were defined as gradients of the nonlinear model state
functions, and are related to the local derivatives of the aerodynamic coefficients by the expressions given
in Equations (2.78)–(2.85). However, it must be remembered that the linear models only describe the
local, tangent behavior around an equilibrium point and are not a direct representation of the nonlinear
projectile behavior. The same goes for the model parameters, which cannot describe the overall shape
of the aerodynamic coefficients functions. Nevertheless, at the zero-incidence trim points, the model
parameters are effectively related to the actual values of the aerodynamic coefficients since the unknown
trim-related terms cancel themselves. As the mass properties of the projectile have been measured, it is
then possible to compare these aerodynamic coefficients obtained through parameter estimation against
values obtained with other methods.

The determination of aerodynamic coefficients using wind tunnel tests and Computational Fluid
Dynamics software (CFD) is particularly time-consuming, especially when dynamic coefficients are
required, such as the damping coefficient Cmq. Conversely, semi-empirical codes such as PRODAS can
provide with an answer in reasonable time, but the accuracy of these results is highly dependent on the
quality and thoroughness of the databases used for interpolation. In particular, these tools are mainly
suited for spinning supersonic projectiles and results may not be precise for finned projectiles, especially
at low speeds. An additional assumption in these tools is that the coefficients are almost constant in the
low subsonic regime (M < 0.4), also called the incompressible regime.

Aerodynamic coefficients concerning the pitch axis static and dynamic stability were obtained using
a model of the ACHILES projectile in PRODAS. For low Mach numbers, the software only provides
values forM = 0.01 andM = 0.4. These values have been represented together with the coefficients
derived from the estimated parameters in Figure 2.19. These figures show an excellent agreement be-
tween these two methods for the static stability derivative Cmα, and a larger difference for the dynamic
stability derivative Cmq. Nonetheless, both methods produces values of Cmq of about the same order of
magnitude. The difference between these two methods originates from several sources. First, the PRO-
DAS coefficients have an expected error of about 25% in the transonic and supersonic regimes. As this
tool is based on databases of wind tunnel and free-flight results, the accuracy of these databases at low
Mach number may also be questioned. Moreover, the ACHILES fin and nose geometry is not common
along classical projectiles, and thus this configuration may not be well covered by PRODAS. Finally, dif-
ferences in the estimation of Cmq are to be expected, as this coefficient is notoriously difficult to measure
or estimate, and comparisons in the literature also show high dispersions between experimental results
and semi-empirical aeroprediction codes [Albisser, 2015; Bhagwandin and Jubaraj, 2014].
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FIGURE 2.19: Comparison of aerodynamic stability derivatives obtained using PRODAS and from the estimated
parameters.

2.6.6 Pitch-only case

The pitch-only case is a particular case of the two-degrees of freedom discussed in this chapter. As
the yaw axis is locked, β = 0 and r = 0 and thus the fourth-order linear model of Equation (2.86)
reduces to the following second-order single-input, two-outputs model:

Gb :

[
ẋ

y

]
=

[
A B

C D

][
x

u

]
=

 0 1 0

Mqα Mqq Mqδm

I2 O2×1


 α

q

δm,c

 (2.101)

where x = y = [α q]> is the state and output vector, and u = δm,c is the input signal.

This simple model has served as the first step in developing the identification and control procedures
presented in this work [Strub et al., 2014, 2016]. These results have been exploited in the development
of a pitch-only autopilot, detailed in Appendix B and [Strub et al., 2015a,b].

As this simpler model only involves three parameters (Mqα, Mqq, Mqδm), it is not necessary to
present the identification procedure again. The identification procedure presented in Section 2.5 indeed
also applies to this reduced-order case and results concerning the system a priori and a posteriori identi-
fiability are similar. In particular, the three parameters keep the same relative importance order as in the
two-degrees of freedom, and there are no parameter collinearity issues.

The chosen aerodynamic configuration is different than in the two-degrees of freedom case, with the
canards at a 45◦ angle and the tail fins lying in the horizontal and vertical planes. This configuration
indeed extends the flight domain for a single degree of freedom, and roughly corresponds to a diagonal
of the two-degrees of freedom trim map. The corresponding trim map is presented in Figure 2.20 and
exhibits a larger flight domain with a sharp boundary. In this configuration, the accessible flight domain
extends from ᾱ = −8◦ to ᾱ = 8◦, for fin deflections δ̄m in the [−12◦, 12◦] range. For higher angles of
attack, the efficiency of the canards rapidly degrades and the projectile enters a stalling behavior.

Model parameters have been estimated for values of the trim angle of attack ᾱ from 0◦ to 7◦ in 1◦

steps, at a constant airspeed V = 25 m/s. As this was the first step in a bottom-up design approach for
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FIGURE 2.20: Projectile pitch-only trim map at V = 25 m/s.

the identification procedure, other values of the airspeed were not considered at the time. The estimated
parameter values and relative uncertainties are summarized in Table 2.2. These parameters show similar
trends to the two-axes case, with only a moderate variation of the values with respect to the trim angle
of attack. Similarly, the uncertainty figures for the static parameters Mqα, Mqδm are lower than for the
damping parameter Mqq, and have a similar range (respectively under 10% and 20%).

TABLE 2.2: Estimated parameters and associated uncertainties for values of ᾱ from 0◦ to 7◦ in 1◦ steps.

ᾱ Mqα ∆Mqα Mqq ∆Mqq Mqδ ∆Mqδ Fit
0◦ −50.3 6% −2.9 15% 38.8 6% 74%

1◦ −53.0 9% −2.7 20% 34.3 10% 75%

2◦ −54.6 7% −2.8 16% 36.2 7% 82%

3◦ −56.1 2% −2.6 8% 40.8 3% 86%

4◦ −52.5 4% −2.4 12% 40.5 4% 89%

5◦ −51.5 5% −2.2 15% 40.3 5% 89%

6◦ −52.7 3% −2.1 17% 41.5 4% 89%

7◦ −54.4 3% −2.0 8% 38.5 3% 86%

2.7 Conclusion

In this chapter, the complete modeling process for the ACHILES projectile prototype has been carried
out, from the derivation of the nonlinear differential equations to estimation of the model parameters
through system identification. Before taking into account the specificities of the ACHILES setup, the
flight mechanics of a generic free-flying vehicle have been presented in order to introduce the notations
and modeling of the aerodynamic forces and moments. This model also serves as a comparison point to
highlight the differences with the ACHILES projectile models.

The ACHILES projectile has been modeled using the same framework as in the free-flying case,
taking into account the mechanical restraints imposed by the support structure. As a result, the transla-
tional equations of motion vanish and only the angular equations of motion remain. Since the support
structure introduces a non-neglibible inertia component on an intermediary axis, the equations of mo-
tion are much more complicated, despite similitudes in form. Two additional cases were considered and
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modeled, where first the roll axis is locked at a zero roll angle and secondly the yaw axis is also locked
to zero, resulting in respectively two- and one-degree of freedom models.

All these models are highly nonlinear, due to the involved trigonometric functions and to the un-
known formulation of the aerodynamic coefficients. In order to perform control design using modern
robust control techniques targeted to linear systems, these nonlinear models are approximated using
families of LTI models defined around the equilibrium points of the system. The projectile equilibrium
manifold has been assessed for airspeeds between 15 m/s and 40 m/s, which correspond to the usable
range of the wind tunnel. Results show that the usable flight domain remains constant across the airspeed
range, except at low speeds which conducts to a smaller flight envelope.

The second part of the chapter presented the system identification procedure and parameter estima-
tion results for the linear model describing the projectile pitch and yaw behavior. A standard identifi-
cation procedure was applied, in which the identifiability of the model structure and of the individual
parameters was assessed. Results indicate that the cross-axes coupling parameters are not a posteriori
identifiable and that the estimation may not be precise for these parameters.

The model parameters were estimated for 18 angular trim points at 6 different airspeeds, resulting in
a total of 103 considered operating points (several points were removed at low speeds due to the reduction
in the flight envelope). These results show a strong dependence of several coefficients (Mqα,Mqδm ,Mrβ ,
Mrδn) with respect to the airspeed, while damping Mqq, Mrr and coupling coefficients Mqβ , Mrα are
less sensitive to the airspeed. The parameter estimation results show good confidence in the estimated
parameter values, except for the coupling coefficients and extreme values of the incidence angles. At
these conditions, the projectile behavior is severely affected and the linearity hypotheses required for the
considered system identification method are no longer respected. Except for the coupling coefficients,
the model parameters also exhibit a moderate relative variation across the flight envelope for a constant
airspeed, which is essential for the development of an airspeed-based gain-scheduled control law. As a
result, the projectile behavior at a constant airspeed can be approximated by a single nominal model, and
deviations from this model can be taken into account as parametric uncertainty.
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3.1 Introduction

This chapter focuses on autopilot design for the ACHILES projectile prototype, leveraging the model
structures and parameter estimates presented in Chapter 2. The autopilot lies at the core of the Guidance,
Navigation and Control (GNC) loop, in which it is responsible for the "Control" function. The main
objective of any control system is to drive the plant input such that a desired output behavior is obtained,
while ensuring the stability of the plant. Depending on the plant and application, the desired behavior
may consist in disturbance rejection and/or reference tracking. Disturbance rejection corresponds to the
regulator problem, which consists in attenuating the effects of external disturbances on the plant input
and output. Reference tracking corresponds to the servo problem, in which the plant output must follow
an external reference signal. Both objectives are characterized by performance specifications, such as
the response time, overshoot level, or noise/disturbance attenuation level.

In the general case, the exact plant behavior may not be known, either due to various sources of
uncertainties, or by deliberately neglecting some aspects so as to simplify the model. In order to deal with
these inaccuracies, the plant may be modeled as a nominal part associated to an uncertainty description.
This uncertain model aims at capturing all the possible realizations of the (perturbed) plant. Under this
framework, the stability and performance objectives of the control system can be classified depending on
whether the uncertainty is taken into account for evaluation or not [Skogestad and Postlethwaite, 2007]:
nominal stability (NS) and nominal performance (NP) are evaluated with no model uncertainty, while
robust stability (RS) and robust performance (RP) are evaluated for any perturbed realization of the plant,
up to the worst-case uncertainty.

In the aerospace field, the design of an autopilot satisfying the nominal and robust objectives is a
complex task. On the one hand, aerospace vehicles have typically highly nonlinear dynamics with time-
and parameter-dependent behavior. On the other hand, the designer is faced with multiple limitations,
requiring a careful trade-off between performance and robustness. Limitations and constraints include
limited actuator bandwidth and saturation-free operation range, unmodeled and neglected dynamics in
the system, parameter uncertainty, delays, nonlinearities, sensor noise and external disturbances.

Aerospace applications have been major users and drivers of research on automatic control [Åström
and Kumar, 2014], from the first airplane autopilots to the space race, ballistic missile systems and
fighter jets. Even though classical control methods based on successive closures of SISO loops have
been successfully employed for decades, the challenges posed by modern high-performance aircraft
configurations, as well as safety requirements, call for multivariable robust control methods [Bates and
Postlethwaite, 2002] such as H∞ or H2 [Doyle et al., 1989]. These methods are able to treat the above
limitations efficiently, yet in a practical manner for the control designer, and have been applied success-
fully to a wide variety of applications, including missile autopilot design [Apkarian et al., 1995; Nichols
et al., 1993].

In its classical formulation, theH∞ synthesis method consists of a design step followed by an analy-
sis step. The actual controller synthesis is performed in the design step, by shaping several closed-loop
transfer functions (mixed-sensitivity or signal-based H∞ synthesis). At this step, the H∞ controller en-
sures the nominal stability and performance objectives. The robust stability and performance objectives
are assessed a posteriori in the analysis step, using an uncertain model of the plant that takes into account
the various sources of uncertainties in the system. Another technique called H∞ loop-shaping consists
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in shaping the open-loop transfer functions to satisfy performance requirements, then robustifying the
augmented plant to coprime factor uncertainty [McFarlane and Glover, 1992]. Finally, while techniques
such as µ-synthesis are able to tackle all four objectives at once, they rely on tight bounds of the struc-
tured singular value µ which are notoriously difficult to compute and may yield high-order controllers,
hence they are seldom used in the industry [Bates and Postlethwaite, 2002].

Control design for the ACHILES projectile prototype provides with some interesting challenges.
While the operating envelope is not as wide as for a free-flying projectile, the ACHILES dynamics
are still nonlinear and parameter-dependent. Additionally, the experimental setup is subject to different
dynamics on the pitch and yaw axes as well as flexible modes due to the large size of the support structure.
Furthermore, the autopilot is to be implemented in a Hardware-In-the-Loop scheme with a main clock
rate of 100 Hz and a one-cycle controller delay due to software considerations, as presented in Section
1.4.1. All these constraints, along with modeling uncertainty, make the autopilot design a complex task
and justify the need forH∞ control methods.

The main difference in autopilot design between the ACHILES projectile and a free-flying projectile
is on the controlled variables. In the present case, the autopilot reference tracking acts on the projectile
angles of incidence (the angle of attack α and the angle of sideslip β), which are directly related to the
Euler angles measured by the IMU. In the free-flying case, the tracked outputs are the projectile accelera-
tions, as in most cases the incidence angles cannot be measured directly. In the present monograph, only
the first three autopilot objectives (namely nominal stability and performance, and robust stability) will
be discussed since the robust performance objective is not as critical in the present case. The autopilot
performance requirements consist in both disturbance rejection and reference tracking, the latter being
specified by the means of a reference model exhibiting the desired behavior.

An incremental approach was followed for the design of the ACHILES autopilot, with increasing
complexity and increasing dimension of the allowable flight domain at each step. Three cases have been
considered:

• A pitch motion control at a constant airspeed of 25 m/s. In this case, the flight envelope is reduced
to a single direction, which results in a SIMO control problem.

• A combined pitch and yaw motion control at a constant airspeed of 25 m/s. Naturally, the flight
domain is extended to a second dimension and coupling effects have to be considered between
both axes.

• Pitch and yaw motion control with a variable airspeed, allowing the full identified flight envelope
to be exploited.

For every case, the full controller synthesis procedure is detailed and the robustness of the closed-
loop system is studied. Results are discussed from both a simulation and an experimental point of view.
Nevertheless, to shorten the presentation, only the combined pitch and yaw motion control at constant
and variable airspeeds will be described in the following. The pitch-only case has been discussed in
[Strub et al., 2015a,b] and is presented in Appendix B. Before treating these application cases, this
chapter begins with some theoretical considerations.
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3.2 Design and Analysis Tools

This section aims at introducing the design and analysis tools that will be used throughout this chap-
ter. The first step in applying any model-based control technique such as H∞ consists in modeling the
plant behavior. Recalling the control system objectives, namely nominal/robust stability and peformance,
two models are actually required: a nominal model for control design, and an uncertain model taking into
account the various sources of uncertainty in the plant for robustness analysis. Determining these models
is straightforward when an analytical model is available and the plant is linear time-invariant (LTI).

For systems with moderate nonlinearities (e.g the fixed-airspeed ACHILES case), instead of building
a nonlinear controller, a sensible design approach is to construct a single robust controller. To this end,
the plant behavior at any operating point may be approximated using a single linear nominal model,
and plant variations due to the nonlinearities may be taken into account as uncertain dynamics. In
the ACHILES case, the analytical model cannot be used directly for control due to the aerodynamic
coefficients being modeled as unknown functions. Instead, the airframe behavior is approximated using
families of linear models which have been estimated from experimental data. Sections 3.2.1 and 3.2.2
provide tools for respectively constructing nominal and uncertain models of the airframe from these
results. The standard H∞ design problem and associated synthesis techniques are introduced in Section
3.2.3. However, practical applications may include somewhat conflicting specifications, in which case
standard H∞ synthesis may not offer sufficient performance, hence multi-objective design techniques
suitable to these design problems are presented in Section 3.2.4. Finally, classical and modern robustness
analysis tools are briefly introduced in Section 3.2.5.

3.2.1 Nominal Model Selection

Considering a family of estimated linear models issued from a nonlinear plant, a moderate nonlin-
earity should result in similar behavior across the members of the family. As a nominal model should be
representative of the average behavior of the plant, it should then exhibit the lowest possible difference
in behavior w.r.t. all members of the family. A good metric for assessing this difference is the ν-gap
metric δν [Vinnicombe, 2001; Zhou and Doyle, 1998], which describes the difference in closed-loop
performance between two plants under the same controller. The ν-gap δν(P1,P2), for two plants of the
same size, is defined as:

δν(P1,P2) =



∣∣∣∣∣
∣∣∣∣∣[−M̃2 Ñ2
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]
)) = 0

1 otherwise

(3.1)

where Pi = NiM
−1
i = M̃−1

i Ñi are normalized right (resp. left) coprime factorizations of the plants,
and wno denotes the winding number20. The distance δν(P1,P2) is then small when the two plants P1

20The winding number of a function g(s) is the the number of encirclements of the origin made by g(s) as s follows any
closed path, which is equal to the numbers of zeros of g(s) enclosed by the path minus the number of poles of g(s) enclosed
by the path [Vinnicombe, 2001]
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and P2 exhibit a similar behavior with the same feedback controller, and tends towards unity when the
two systems exhibit large differences in behavior [Cantoni and Vinnicombe, 1999].

Using this metric, a nominal model selection algorithm minimizing the largest ν-gap distance be-
tween the nominal model and the family members can be constructed using the following criterion:

J(P) = max
Pi∈Π

δν(P,Pi) (3.2)

where P is the nominal model and Pi ∈ Π the family of estimated models.

Finding the optimal nominal model P is a complex, non-convex optimization problem and hence two
more computationally tractable strategies are considered. In the first strategy, the nominal model has the
same structure as the family members and each parameter is the mean of the corresponding estimated
parameters. The second strategy consists in selecting the nominal model as the member of the family
of estimated models which exhibits the lowest maximum ν-gap distance w.r.t. all other models in the
family:

P =

{
Pk ∈ Π|J(Pk) = min

Pj∈Π
J(Pj)

}
(3.3)

3.2.2 Uncertainty Modeling

Uncertain models are used for analyzing the robustness of control laws and aim at capturing the var-
ious sources of plant model uncertainty, which can be classified in two classes [Skogestad and Postleth-
waite, 2007]: dynamic (or unstructured) uncertainty and parametric (or structured) uncertainty.

3.2.2.1 Dynamic Uncertainty

Dynamic uncertainty takes into account unmodeled dynamics, such as the high-frequency behavior
of the plant, and high-order dynamics (such as flexible modes) which may be neglected in order to carry
out the controller synthesis on simpler models. This class of uncertainty considers a full (unstructured)
complex perturbation matrix ∆ scaled by frequency-dependent weights. The ∆ matrix is any stable
transfer function matrix satisfying ||∆||∞ ≤ 1, and has usually compatible dimensions with those of the
plant. There are several common representations for this class of uncertainty [Skogestad and Postleth-
waite, 2007], one of the preferred form being multiplicative (input) uncertainty, which is illustrated in
Figure 3.1 and contains perturbed models P̃ of the form:

ΠI : P̃ = P (I + wI∆I) (3.4)

In the above equation, ∆I is any stable transfer function matrix satisfying ||∆I ||∞ ≤ 1. The multi-
plicative weight wI bounds the relative difference in frequency response between the nominal model and

P

∆IwI

u y
+

+

P̃

FIGURE 3.1: Multiplicative uncertainty at the plant input.
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uncertain systems in the perturbed set Π. It is usually chosen as a stable, minimum-phase, scalar-valued
transfer function satisfying |wI(jω)| ≥ `I(jω),∀ω. The envelope of relative differences is characterized
by the uncertainty radius `I , defined as:

`I(ω) = max
P̃∈Π

σ̄
[
P−1

(
P̃−P

)
(jω)

]
, ∀ω (3.5)

This class of uncertainty has been used in the pitch-only case (see Appendix B) to model the open-
loop dynamics variations across the flight domain. In this case, the uncertainty radius corresponds to
the maximum difference between the nominal model P and the set of experimentally estimated models,
including the bootstrapped models.

3.2.2.2 Parametric Uncertainty

Parametric uncertainty considers model parameters which are known only approximately, or are
subject to variations induced by nonlinearities and/or operating point variations. In this representation,
each (real-valued) uncertain parameter θ̃i, with nominal value θ̄i and variation range [θi,min, θi,max] is
modeled as:

θ̃i = θ̄i(1 + riδi) (3.6)

where δi is any real number satisfying |δi| ≤ 1 and ri is the relative uncertainty defined as

ri =
θi,max − θi,min

θi,max + θi,min
(3.7)

This uncertainty representation can be employed to describe uncertain gains, poles or zeros in a transfer
function, or uncertain state-space system matrices. These descriptions usually involve multiple perturba-
tions δi, which may be separated from the transfer function or system matrices and collected in a larger,
diagonal21 ∆ perturbation matrix with ∆ = diag {δi}. Depending on the number of occurrences of an
uncertain parameter θi in the model, the associated perturbation δi may be repeated in the ∆ matrix.

To carry out this separation, the uncertain model may be written using linear fractional transforma-
tions [Hecker and Varga, 2004; Lambrechts et al., 1993]. The corresponding upper LFT is illustrated in
Figure 3.2, and is given by:

P̃ = Fu(P∆,∆) (3.8)

where P∆ contains to the nominal model P, augmented with the relative uncertainties ri and intercon-
nections u∆, y∆ with the ∆ matrix.

P∆

∆

yu

y∆u∆

FIGURE 3.2: Uncertain plant represented using a Linear Fractional Transformation.

21In this case, the perturbation matrix is said to be structured, as opposed to unstructured uncertainty where ∆ is full.
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Both dynamic and parametric uncertainty representations may be combined in a same uncertain
model, in which case the ∆ matrix has a block-diagonal structure. In practice, evaluating the robust
stability condition is more complex for structured uncertainty but this representation gives the least con-
servative results. However, for SISO systems parametric uncertainty may be approximated with a single
lumped dynamic uncertainty since it often reduces conservativeness [Skogestad and Postlethwaite, 2007].
Moreover, the associated robust stability condition is much more computationally tractable.

3.2.3 StandardH∞ Control

TheH∞ control problem consists in designing a controller ensuring closed-loop internal stability and
a desired exogenous input to exogenous output frequency behavior. The exogenous inputs may contain
reference signals and external disturbances. H∞ synthesis leads to controllers which attenuate the impact
of these exogenous inputs on the exogenous outputs. If model uncertainties are also taken into account
in the problem formulation, then the obtainedH∞ controller is also robust w.r.t. these uncertainties.

3.2.3.1 Standard form

TheH∞ control framework considers the standard configuration illustrated in Figure 3.3.

P

K

zw

vu

FIGURE 3.3: StandardH∞ problem.

In this representation, K is the controller and P is the augmented plant, containing the plant to be
controlled G as well as the design specifications in the form of weighting filters. The inputs of P are
the exogenous inputsw, such as reference signals and disturbances, and the control inputs u. Its outputs
are the performance (or exogenous) outputs z, which are to be minimized, and the measured variables v.
The relations governing the standardH∞ problem are:[

z

v

]
= P(s)

[
w

u

]
=

[
P11(s) P12(s)

P21(s) P22(s)

][
w

u

]
(3.9)

u = K(s)v (3.10)

with a state-space realization of the augmented plant P given by:

P
ss
:

 A B1 B2

C1 D11 D12

C2 D21 D22

 (3.11)

From Equations (3.9) and (3.10), the closed-loop transfer function fromw to z can be obtained using
the lower linear fractional transformation (LFT):

Tw→z = Fl(P,K) (3.12)

= P11 + P12K (I−P22K)−1 P21 (3.13)
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3.2.3.2 H∞ Problem Resolution

The H∞ control problem consists in finding a controller K which minimizes, in the sense of the
H∞ norm, the influence of exogenous inputs on performance outputs. Mathematically, the optimal H∞
problem is formulated as follows: find all stabilizing controllers K which minimize [Duc, 2000]:

||Fl(P,K)||∞ = max
ω

σ̄ (Fl(P,K)(jω)) (3.14)

The H∞ norm has several interpretations in terms of performance: in the above equation, it min-
imizes the peak maximum singular value of Fl(P,K). The H∞ norm can also be interpreted in the
time-domain as the induced L2 norm on signals. Let z = Fl(P,K)w, then:

||Fl(P,K)||∞ = max
w(t)6=0

||z(t)||2
||w(t)||2

(3.15)

where the L2 norm on signals is defined as:

||z(t)||2 =

√∫ ∞
0

∑
i

|zi(t)|2dt (3.16)

Thus, minimizing the H∞ norm corresponds to minimizing the amplification of the exogenous inputs,
hence improving disturbance rejection and reference tracking performance.

The resolution of the H∞ problem is performed on the augmented plant, which typically consists
in the system to be controlled with additional weighting filters. The design specifications are enforced
by the means of these filters, which are applied to signals of interest in order to shape their frequency
content in the closed-loop system. Two approaches for selecting these filters are commonly employed:
the mixed-sensitivity approach and the signal-based approach. In the mixed-sensitivity approach [Kwak-
ernaak, 1993], the weigting filters are applied to the closed-loop sensitivity function SO = (I + GK)−1

and one or more other closed-loop transfer functions such as KSO or the complementary sensitivity
function TO = I − SO. The signal-based approach is more general and considers weighting filters ap-
plied to both the exogenous inputs, where they describe the relative importance or the frequency content
of these signals, and to the performance outputs, where they describe the desired frequency content. In
all cases, the selection of weighting filters is usually a tedious process subject to trial-and-error, where
the designer needs to conduct a careful trade-off between closed-loop performance, control signal energy
and robustness, even though guidelines for their selection do exist [Skogestad and Postlethwaite, 2007].

In practice, it is generally not necessary to obtain an optimal controller for theH∞ problem and it is
often more computationally tractable to find a suboptimal controller. Let γmin be the H∞-optimal gain,
i.e. the minimum value of ||Fl(P,K)||∞ over all stabilizing controllers K. TheH∞ suboptimal control
problem is then formulated as follows: given γ > γmin, find all stabilizing controllers K such that

||Fl(P,K)||∞ < γ (3.17)

One of the major milestones inH∞ control was reached with the state-space solution to the subopti-
malH∞ problem formulated by Doyle et al. [1989], which consists in solving two Riccati equations with
iteratively reducing γ. A more recent approach is based on semidefinite programming and consists in for-
mulating the suboptimalH∞ control problem as a system of Linear Matrix Inequalities (LMIs) [Gahinet
and Apkarian, 1994]. Both techniques are based on the state-space representation of the augmented plant
P given in Equation (3.11).
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3.2.3.3 Fixed-Structure and Fixed-Order Design

The main disadvantage of these standard synthesis techniques is that the obtained controller is full
order, or unstructured, and its order is equal to the order of the open-loop system plus the order of
the weighting filters. These controllers have many practical limitations, which has slowed the adop-
tion of traditional H∞ synthesis in the industry [Gahinet and Apkarian, 2011]. Indeed, H∞ controllers
are monolithic with high order, whereas most embedded control architectures are based on decentralized
collections of low-complexity elements such as gains, lead/lag filters and PID controllers. The interpreta-
tion ofH∞ controllers in terms of these structured architectures is often difficult, and optimization-based
tuning or manual tuning remains the norm in many applications.

For these reasons it is desirable to introduce constraints on the controller structure and order. Contrary
to the traditional full-orderH∞ synthesis techniques, theH∞ problem with structural constraints on K is
typically a non-convex, non-smooth problem. The main challenge with this method was to find efficient
algorithms to solve the underlying optimization problem. While solutions involving bilinear matrix
inequalities (BMIs) have been explored [Chung, 2003], they are usually limited by numerical difficulties
even for problems of moderate size. More efficient approaches based on state-of-the-art nonsmooth
optimizers have been proposed in the last decade and have resulted in robust and user-friendly tools for
the control practitioner. The technique developed by Apkarian and Noll [2006] is based on evaluating
theH∞ norm using the Hamiltonian bisection algorithm in an iterative descent procedure, and forms the
algorithmic foundation of the hinfstruct tool of the MATLAB Robust Control Toolbox. An open-
source equivalent of this tool is the HIFOO (H-Infinity Fixed-Order Optimization) solver introduced by
Burke et al. [2006] and Gumussoy et al. [2009]. Both hinfstruct and HIFOO rely on algorithms that
search for local minima, hence in addition to the augmented plant and the controller structure, it is also
necessary to specify initial values of the controller parameters. Even though these solvers do not aim at
finding global minima, the obtained controllers often compare favorably with full-order solutions [Řezáč
and Hurák, 2013]. In recent MATLAB releases, the functionalities of hinfstruct have been included
in the systune tool.

3.2.4 Multi-objectiveH∞ Control

Multiobjective control aims at designing a feedback control law meeting potentially conflicting spec-
ifications defined on various input/output channels [Gumussoy et al., 2009; Scherer, 2000]. For instance,
in most control systems keeping the control error at a minimum conflicts with control input energy
usage. Consider also the case of a simultaneous disturbance-rejection and reference-tracking problem
with model-matching, discussed later in this chapter as well as in Appendix B. In classical H∞ synthe-
sis diagrams, the model-matching error depends both on the reference and the disturbance inputs. The
latter transfer is not relevant to the reference tracking objective and may result in degraded controller
performance. Using multi-objective synthesis, these two objectives can be considered separately. More
generally, these frameworks offer much more flexibility to the designer than the classical H∞ control
framework, and design specifications may include H2 and H∞ performance, passivity, time-domain
constraints, etc.
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As for the classical H∞ synthesis, any control architecture can be transformed into a standard con-
trol configuration, as illustrated in Figure 3.4. Unlike classical H∞ synthesis, multi-objective control
techniques do not require the exogenous inputs and performance outputs to be the same for all control
objectives. Instead, multiple wi → zi performance channels are considered, with possibly different
signals and weighting filters for each objective. Furthermore, multi-objective control techniques can
also provide a practical way of taking plant variations and uncertainties into account, by tuning the con-
troller against a set of plant models representative of plant variations during operation [Apkarian et al.,
2014]. In its most general form, the multi-objective control problem can be formulated as a constrained
optimization problem with hard (mandatory) and soft (desirable) requirements:

minimize
K

max
i,k
{||Twi→zi(Pk,K)||}

subject to max
j,k
{||Twi→zi(Pk,K)||} ≤ 1

(3.18)

where Pk is the k-th plant model in the set and || · || denotes either the H2 norm or the H∞ norm. This
problem aims at minimizing the worst-case value of the soft requirements ||Twi→zi || while enforcing
the hard requirements ||Twj→zj ||.

If only H∞ performance is considered, with no distinction between hard and soft constraints and
for a single plant, the multi-objective design problem can be formulated similarly to a suboptimal H∞
optimization problem: given γ > γmin, find all stabilizing controllers K such that

max
i
{||Twi→zi(P,K)||∞} < γ (3.19)

LMI solutions to the multi-objective design problem have been proposed [Scherer et al., 1997;
Scherer, 2000] for objectives which can be formulated in a common Lyapunov function. However, these
approaches are not tractable in the general case, nor when structural constraints on the controller are
applied. More general algorithms based on nonconvex optimization such as those provided in HIFOO

[Gumussoy et al., 2009] or MATLAB’s systune function [Apkarian et al., 2014] are formulated on
finding coefficients of a fixed-structure, fixed-order controller. As finding the global optimum is a com-
putationally difficult problem, these algorithms search for local minima, using several starting points to
avoid unsatisfactory local solutions.

P

K

z1w1
z2w2
. . .. . .

yu

FIGURE 3.4: Multi-objective synthesis problem in standard form.
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3.2.5 Robustness Analysis

The main goal of any control system is to ensure the closed-loop system remains stable at all times,
with sufficient margin against instability for the considered sources of uncertainty. This section consid-
ers linear robust stability analysis techniques, which evaluate this requirement by calculating stability
margins for the considered linear representations of the system.

3.2.5.1 Stability Margins

In classical control design approaches, stability robustness requirements are given in terms of mini-
mum gain and phase margins for each loop of the system, typically GM > 6 dB and PM > 30◦. These
margins are robustness measures defined using the nominal SISO open-loop transfer function LO = GK

and indicate the closeness of the curve L(jω) to the −1 point in the complex plane. For systems which
include pure time delays (such as those induced by discrete-time controller implementations), a partic-
ularly important interpretation of the phase margin is the maximum time delay that may be introduced
before the system becomes unstable (delay margin):

θmax =
PM

ωc
(3.20)

where ωc is the gain crossover frequency, at which |L(jωc)| = 1.

For MIMO systems, the classical gain and phase margins may be calculated on a loop-by-loop basis
by breaking one loop at a time, while the other loops remain closed, and analyzing the resulting SISO
open-loop transfer function. However these margins do not constitute a sufficient robust stability condi-
tion for MIMO systems as they can be unreliable for systems exhibiting significant coupling, as shown
in Bates and Postlethwaite [2002]. In the latter, multivariable gain and phase margins based on singu-
lar value robustness measures of the S − T transfer with unstructured gain and phase uncertainty are
proposed, where S = (I + L)−1 is the sensitivity function and T = L(I + L)−1 is the complemen-
tary sensitivity function. Using the Small Gain Theorem, guaranteed lower bounds on these margins are
defined as follows:

GMST =

[
1− rmin
1 + rmin

,
1 + rmin
1− rmin

]
(3.21)

PMST =
[
−2 tan−1 rmin, 2 tan−1 rmin

]
(3.22)

where

rmin = inf
ω∈R

1

σ̄
[
(I− L) (I + L)−1

] (3.23)

These margins are valid for simultaneous uncertainty in gain or phase in multiple loops of the system.

The classical and multivariable gain and phase margins are necessary robust stability conditions,
but they are not sufficient in that they do not consider simultaneous gain and phase uncertainty. They
also do not take into account explicit uncertainty representations, which are essential to guarantee the
identification of the real worst-cases. Modern robust control theory provides necessary and sufficient
conditions for evaluating robust stability for all perturbations in a given uncertain model.
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3.2.5.2 Robust Stability

The closed-loop system taking into account the modeled uncertainty can be represented using the
general framework illustrated in Figure 3.5A. In this general control configuration, the uncertainty block
∆ is "pulled out" by augmenting the plant model with inputs and outputs to the ∆ block, forming the
generalized plant P∆. Robustness analyses are conducted using the N−∆ representation illustrated in
Figure 3.5B, in which the nominal closed-loop system N is related to P∆ and K by the lower LFT:

N = Fl
(
P∆,K

)
(3.24)

The resulting transfer function N can be partitioned as:[
y∆

z

]
= N

[
u∆

w

]
=

[
N11 N12

N21 N22

][
u∆

w

]
(3.25)

The uncertain closed-loop transfer function is then given by the upper LFT of N and ∆:

T∆
w→z = Fu (N,∆) (3.26)

= N22 + N21∆ (I−N11∆)−1 N12 (3.27)

Assuming the nominal system N and the uncertain block ∆ are stable, the only remaining source of
instability in (3.27) is (I−N11∆)−1. Hence, robust stability analysis consists in assessing the stability
of the M∆ transfer represented in Figure 3.5C, where M = N11.

When M and ∆ are SISO transfer functions, the Nyquist stability criterion may be applied. The
system is then robustly stable (RS) if and only if the loop transfer function M∆ does not encircle the
(−1, 0) point for all ∆ [Skogestad and Postlethwaite, 2007]:

RS⇔ |1 + M∆| > 0, ∀ω,∀ |∆| ≤ 1 (3.28)

The worst case is obtained for ∆ selected at each frequency such that |∆| = 1 and M∆ has negative
sign. Then, the above condition can be rewritten as:

RS⇔ 1− |M(jω)| > 0, ∀ω (3.29)

P∆

∆

K

zw

y∆u∆

yu

(A) General control configuration
with uncertainty.

N

∆

zw

y∆u∆

(B) N − ∆ structure for robust
performance analysis.

M

∆

y∆u∆

(C) M − ∆ structure for robust
stability analysis.

FIGURE 3.5: Uncertain control configurations.
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RS⇔ |M(jω)| < 1, ∀ω (3.30)

which is a necessary and sufficient stability condition.

For MIMO systems, a similar robust stability condition can be obtained using the small gain theorem
[Bates and Postlethwaite, 2002]. Assuming the nominal system is stable and ∆ is a full (unstructured)
complex transfer function matrix satisfying ||∆||∞ ≤ 1,

RS⇔ σ̄ [M(jω)] < 1, ∀ω (3.31)

When structured uncertainty representations are considered, the ∆ is no longer full but has a block-
diagonal structure ∆ = diag {∆i}. In this case, the robust stability condition given in Equation (3.31) is
only sufficient. The result will be conservative since the small gain theorem considers a full ∆ matrix,
while most elements are zero in a structured ∆ matrix. In order to take into account the structure of ∆

in the analysis and thus to reduce conservatism, the structured singular value µ has been introduced by
Doyle [1982]. This function is based on finding the smallest factor km making the matrix I − kmM∆

singular, where ∆ is structured and σ̄ (∆) ≤ 1:

µ(M) =
1

min [km s.t. det (I− kmM∆) = 0 for structured ∆, σ̄ (∆) ≤ 1]
(3.32)

The robust stability condition for structured uncertainty is then given in terms of µ. Assuming M

and ∆ are stable, with ||∆||∞ ≤ 1,

RS⇔ µ(M) ≤ 1, ∀ω (3.33)

The main difficulty associated with this robust stability condition is that the computation of µ is a
NP-hard problem. This means there may not be a polynomial-time algorithm for finding the exact value
of µ and thus the number of required operations is an exponential function of the problem size. In order
to reduce the problem complexity, the exact value of µ is not computed but approached with upper and
lower bounds. The upper bound then provides a sufficient stability condition for a given amount of
structured uncertainty, while the lower bound gives a sufficient condition for instability. Thus the tighter
these bounds are, the less conservative this robustness condition is.

An additional difficulty is that polynomial-time algorithms for determining an accurate upper bound
of µ are only available for complex or mixed (complex and real) structured uncertainties. In the purely
real case, for which the exact µ plot is often a discontinuous function of the frequency, µ upper bounds
(necessarily obtained by a mixed µ algorithm for a high dimensional problem) are generally conservative.
Moreover, for such cases, it is quite difficult to evaluate this conservatism since the µ lower bound will
often fail to converge. A practical workaround is then to introduce a small amount of fictitious complex
uncertainty to the system until a pseudo lower bound is obtained for the modified system. Next, by a
migration technique, using standard optimization routines, a lower bound can be deduced for the initial
system. Such a method is detailed in Ferreres and Biannic [2001] and implemented in the latest version
of the SMART library of the SMAC toolbox [Biannic et al., 2016]. See also Roos and Biannic [2015]
for a detailed comparison of all existing algorithms.
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3.3 Fixed-Airspeed Autopilot

The mathematical tools presented in the last sections will now be used for the design of a skid-to-turn
autopilot for the ACHILES prototype. In this first application, the objective is to control simultaneously
the pitch and yaw motions of the projectile, while the roll axis remains fixed at zero. The airspeed in the
wind tunnel is set to V = 25 m/s. The flight domain is thus two-dimensional and the projectile’s dynamic
behavior can be locally described by the 2-inputs, 4-outputs linear model given in Equation (2.77). The
full design procedure will be detailed in the next paragraphs and consists in the following steps:

• Definition of a nominal model for the control synthesis and computation of the associated uncertain
model.

• Choice of a control architecture. Low-complexity controller structures are desirable in order to
allow implementation on low-power, low-cost embedded computers, and to serve as the basis for
the gain-scheduled autopilot.

• Controller synthesis, based on the desired specifications.

• Robustness analysis.

• Simulation and experimental validation to demonstrate the ability of the proposed approach to
achieve the expected performance.

This procedure naturally relies on the estimation results obtained in Chapter 2. The combined pitch
and yaw case extends the pitch-only case, which is reproduced in Appendix B and discussed in [Strub
et al., 2015a,b]. In this preliminary study, the different controller synthesis techniques introduced in
the previous section were compared for the design of an autopilot achieving reference tracking and
disturbance rejection objectives. While both full-order H∞ synthesis and fixed-order H∞ synthesis
produced high-performance disturbance rejection controllers, a supplementary step was necessary to
achieve satisfying reference tracking with the addition of an inverse-based feedforward controller. Multi-
objectiveH∞ synthesis aims at achieving both objectives in a single design step, which greatly simplifies
the designer’s task, and results in a single controller structure with similar performance to the above
mentioned two-step approaches.

The reader is encouraged to consult the Appendix and [Strub et al., 2015a,b] for greater detail con-
cerning the pitch-only case. Both for the pitch-only case and the pitch and yaw case, similar conclusions
can be drawn, and the main differences between these two cases will be pointed out.

3.3.1 Synthesis Model

3.3.1.1 Open-Loop Plant

The open-loop model considered for controller synthesis is illustrated in Figure 3.6. It consists in
the linearized plant dynamics GB given in Equation (2.77), augmented with the actuator dynamics GA.
The GCGZ block is added to account for the delays introduced by the embedded electronics. Indeed,
the designed autopilot will be implemented on the ACHILES embedded computer using a discrete-
time approximation of the continuous-time controllers. The discretized controller is interfaced with
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α

β

y

α q β r

yR

GB

δu

ksc,δc

ksc,d +

I2 ·GCGZ I2 ·GA
+

d

u =

[
δm,c
δn,c

]
Gol

FIGURE 3.6: Open-loop plant with delays.

the continuous plant using sample and hold circuits, which introduce a hold delay in the control loop.
Moreover, the software framework introduces an additional 1-cycle computation delay to account for
latencies in the actuator and sensor communication interfaces. Contrary to the pitch-only case, where the
controllers were designed with a delay-free nominal model, in the present case these delays are included
in the synthesis models to improve the performance and stability of the discrete autopilots [Stevens
and Lewis, 2003]. The transfer functions of the computation delay and the sample-and-hold circuit are
respectively given by, with T the sampling period:

GC = e−sT GZ =
1− e−sT

sT
(3.34)

These non-rational transfer functions can be approximated using a first-order Padé approximation of the
e−sT term, resulting in the following rational transfer functions, suitable for controller synthesis:

ĜC =
1− sT/2
1 + sT/2

ĜZ =
1

1 + sT/2
(3.35)

The open-loop transfer function of the system illustrated in Figure 3.6 can then be expressed as:

Gol :

 ẋ

y

yR

 =

 A B1 B2

C1 D11 D12

C2 D21 D22


 x

d

u

 (3.36)

where the state vectorx is of dimension 14 and contains the 4 airframe dynamics state variables α, q, β, r,
the actuator states (2×3 states) and the linearized delays (2×2 states). The outputs y = [α β]> are the
Cartesian angles of incidence to be tracked and yR = [α q β r]> are the available measurements
for control, where q and r are the body angular rates. d is the disturbance input and u = [δmc δnc]

> are
the control inputs. These inputs are virtual fin deflections, which are distributed over the four actuating
canards. In the considered projectile configuration, the canards are placed so that they form a ‘+’ shape
at rest as illustrated in Figure 2.4. The virtual fin deflections are applied to the control canards using the
mixing logic of Equation (2.34).

Finally, the actuator and disturbance inputs are scaled with respective factors ksc,δc , ksc,d such that
the open-loop plant has unity steady-state gain. This scaling ensures both channels are treated similarly
duringH∞ synthesis [Skogestad and Postlethwaite, 2007].

Partitioning the state vector in terms of the blocks appearing in Figure 3.6, i.e.

x =
[
x>B

[
x>A x>A

] [
x>C x>C

] [
x>Z x>Z

]]>
(3.37)
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the matrices of Equation (3.36) can be detailed as follows 22:

A =


AB BB ⊗CA 0 0

0 I2 ⊗AA I2 ⊗BACC I2 ⊗BADCCZ

0 0 I2 ⊗AC I2 ⊗BCCZ

0 0 0 I2 ⊗AZ

 (3.38)

B1 =


BBksc,d

0

0

0

 B2 =


0

0

0

I2⊗ksc,δc

 (3.39)

C1 =

[[
1 0 0 0

0 0 1 0

]
O2×10

]
C2 =

[
I4 O4×10

]
(3.40)

D11 = 0 D12 = 0 D21 = 0 D22 = 0 (3.41)

where Ai, Bi, Ci, Di are the state-space matrices corresponding to the transfer function Gi, and⊗ is the
Kronecker product. The state-space representations of GB and GA were respectively given in Equations
(2.77) and (1.6), and state-space representations of the Padé approximations of GC and GZ are given as
follows:

ĜC :

[
ẋC

yC

]
=

[
− 2
T

1
T

4 −1

][
xC

uC

]
ĜZ :

[
ẋZ

yZ

]
=

[
− 2
T

2
T

1 0

][
xZ

uZ

]
(3.42)

3.3.1.2 Nominal Model Selection

In the open-loop system of Figure 3.6, careful attention should be paid to the subsystem GB, which
characterizes the dynamic behavior of the ACHILES projectile in the wind tunnel. Indeed, the linearized
model (2.77) is only valid in the neighborhood of an equilibrium point. Even if the airspeed is fixed at
V = 25 m/s, the model parameters are subject to non-negligible variations as the angle of attack α and
the angle of sideslip β change (see Figure 2.18). In this case, a family of 18 linear models has been
estimated to cover the flight envelope, with the corresponding operating points summarized in Table
2.1. The parameter estimation results at constant airspeed V = 25 m/s were discussed in Section 2.6.4.
Since the incidence angles are fast variables which cannot be used for controller scheduling, and since
the variations of the model parameters remain moderate w.r.t. changes in the trim angles of incidence, it
becomes then preferable to consider a single controller to account for these variations. Consequently, a
nominal model has to be selected to cover the entire flight envelope. The resulting approximations will
be treated as model uncertainty in a second step.

In order to select an appropriate nominal model, the two selection strategies based on the ν-gap
metric and outlined in Section 3.2.1 are applied. The mutual ν-gap distances between each model in
the estimated set are presented in Figure 3.7A, and the ν-gap distances between the estimated models
and the mean-parameters model are illustrated in Figure 3.7B. In the set of estimated models, P10

(which corresponds to the trim conditions ᾱ = 2◦ and β̄ = 0◦) is the best nominal model candidate,
22For clarity, in matrices of matrices, 0 denotes a matrix of zeros with compatible dimensions; the dimensions are given

only when necessary.
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with J(P10) = 0.33. Applying the mean-parameters strategy leads to the mean-parameters model P̄,
with J(P̄) = 0.31. From Figure 3.7, models P4, P5, P15 and P16 exhibit the highest ν-gap distances
with respect to the mean-parameters model and to other models in the set. These models correspond to
operating points close to the edges of the flight envelope, where the model fit is degraded due to high
external disturbances.

The Nyquist diagrams for the complete set of estimated models and the two nominal model candi-
dates (P10 and P̄) are illustrated in Figure 3.8 and show that both candidate model responses lie within
the set of estimated models. Since the mean-parameters model P̄ presents the lowest value of the J
criterion defined in Equation (3.2), it is chosen as the nominal model.

3.3.1.3 Uncertain Model

The differences between the nominal model and the set of estimated models, as well as the uncer-
tainty on each estimated model, are taken into account into an uncertain model. This representation
allows the designer to assess the robustness of the closed-loop system against the modeled uncertainty.
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j
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(A) Mutual ν-gap distances.
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(B) ν-gap distances against the mean-parameters model P̄.

FIGURE 3.7: Mutual ν-gap distances (A) for all estimated models at V = 25 m/s and (B) against the mean-
parameters nominal model P̄. For readability, only the upper diagonal part of the ν-gap distances matrix is shown,
as δν(Pi,Pj) = δν(Pj ,Pi).
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from this set (green line) and the mean-parameters nominal model candidate (red line).

In Section 3.2.2, two approaches for uncertainty modeling were presented. In the present case, the model
is a 2-input, 4-output, 14th-order system. The unstructured uncertainty representation is frequently used
for SISO systems, where all sources of uncertainty are lumped into a single complex perturbation. How-
ever this simple approach is often unsuitable for MIMO systems and can result in a too conservative
representation, i.e. the set of perturbed models captured by the uncertain model is much larger than the
set of observed models [Skogestad and Postlethwaite, 2007].

For this reason, a parametric uncertainty representation is preferred. In this framework, the model
parameters Mij are modeled as uncertain parameters using Equations (3.6-3.7). In these equations, the
minimum and maximum values θi,min and θi,max are obtained from the minimum and maximum values
of the estimated parameters, taking the uncertainty on parameter estimates (obtained with the bootstrap
procedure in Section 2.5.7) into account. Rewriting the plant dynamics (2.77) withMij = M̄ij(1+rijδij)

results in an uncertain state-space system, which can be written as the upper LFT interconnexion:

GBp = Fu(G∆
B ,∆) (3.43)

where ∆ is a diagonal matrix of dimension 8, with ||∆||∞ ≤ 1. G∆
B

23 corresponds to the nominal plant
GB augmented with the relative uncertainty, and inputs and outputs to the ∆ block:

G∆
B :

 ẋ

y∆

y

 =

 A B∆ B

C∆ D∆∆ D0,∆

C D∆,0 D


 x

u∆

u

 (3.44)

23Can also be denoted as HB following standard notation in [Skogestad and Postlethwaite, 2007; Ferreres, 1999].



3.3. Fixed-Airspeed Autopilot 99

with matrices B∆, C∆, D∆∆, D∆,0 and D0,∆ defined as follows:

B∆ =


0 0 0 0 0 0 0 0

1 1 1 1 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 1 1 1 1

 (3.45)

C∆ =



M̄qαrqα 0 0 0

0 M̄qqrqq 0 0

0 0 M̄qβrqβ 0

0 0 0 0

M̄rαrrα 0 0 0

0 0 M̄rβrrβ 0

0 0 0 M̄rrrrr
0 0 0 0


D0,∆ =



0 0

0 0

0 0

M̄qδmrqδm 0

0 0

0 0

0 0

0 M̄rδnrrδn


(3.46)

D∆∆ = O8×8 D∆,0 = O4×8 (3.47)

Time- and frequency-domain responses of the uncertain model GBp = P̃, the nominal model GB =

P̄ and the family of estimated models Π are illustrated in Figure 3.9. In Figure 3.9C, the difference in
pitch and yaw dynamics is clearly visible. Even though the uncertain model is slightly more conservative
for the yaw channel than for the pitch channel, the nominal and uncertain models offer an excellent
coverage of the family of estimated models. The higher coverage provided by P̃ comes from considering
directions of the hypercube ∆ which were not present in Π.
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FIGURE 3.9: Time- and frequency-domain responses of the nominal model P̄, the family of estimated models Π

and the envelope of uncertain models P̃, obtained from 1000 randomly sampled realizations of P̃.
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3.3.2 Autopilot Design

The tasks of the autopilot are threefold; its most important task being to ensure the stability of the
system at all times. Secondly, the influence of external disturbances d on the regulated outputs should
be minimized, and its key goal is to drive the plant input so as to track reference angle of incidence
signals αr and βr issued by the guidance module. Since the open-loop dynamics exhibit non-negligible
variations throughout the flight envelope, closed-loop control configurations are preferred over open-
loop schemes, which are highly sensitive to disturbance and uncertainty. The controller structure should
present low complexity, for practical implementation issues and to allow adaptation to large operating
condition variations with simple interpolation schemes.

In this regard, simple controller structures involving low-complexity elements such as gains and PIDs
and that consider each axis separately have been successfully applied to missile and projectile autopilot
design problems [Theodoulis et al., 2015; Sève et al., 2014; Jackson, 2010; Nichols et al., 1993]. For the
above reasons, low-complexity controllers are often preferred to full-order or nonlinear controllers, yet
may offer comparable performance and robustness if carefully designed.

3.3.2.1 Autopilot Structure

The choice of the autopilot structure is motivated by the design specifications and the limitations of
the system. These requirements typically include constraints on the plant inputs, acceptable steady-state
tracking errors and/or minimum stability margins. As stated above, practical implementation also fosters
low-complexity controller structures. The choice of a structure is often not unique, since in general
several structures may fit these requirements.

The skid-to-turn autopilot structure that has been considered here is illustrated in Figure 3.10 and is
inspired from multiloop structures found in [Mracek and Ridgely, 2005; Gahinet and Apkarian, 2011].
It is based around three controller blocks arranged in two nested feedback loops: an inner regulation
loop with proportional gain matrix KR and an outer servo loop based on the error-tracking controller
KS. These two loops are responsible for stability augmentation (KR), rejection of external disturbances
and steady-state tracking error cancellation (KS). The feedforward controller KF shapes the frequency
content of the reference signal to provide the desired closed-loop reference tracking behavior. An addi-
tional roll-off filter Fro protects the plant from high-frequency control signal injection. The structure of
the autopilot blocks is discussed thereafter. The tunable controller parameters of each block are denoted

Gol y =

[
α

β

]
d

Fro

uc =

[
δm,c
δn,c

]

KR

yR =
[
α q β r

]>
+

KS
+

KF

+
r =

[
αr
βr

]
+ e

−

FIGURE 3.10: Structure of the constant-airspeed skid-to-turn autopilot.
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kj,mA , where k indicates a gain (resp. p for a pole and z for a zero), A corresponds to the role of the block,
j corresponds to the signal on which the parameter acts, and m refers to the pitch channel (resp. n for
the yaw channel).

The regulation controller KR is chosen as a 2 × 4 proportional controller which is applied to the
measured incidence angles and body rates. The off-channel gains are fixed to zero since the coupling
terms of the model are highly uncertain but moderate in magnitude, resulting in the following structure:

KR =

[
kα,mR kq,mR 0 0

0 0 kβ,nR kr,nR

]
(3.48)

The servo controller KS is chosen as a diagonal integral controller applied to the angle of attack and
the angle of sideslip tracking errors, eα and eβ respectively:

KS =

1

s
keα,mS 0

0
1

s
k
eβ ,n
S

 (3.49)

This controller ensures the output does not present static error. Together with the regulation loop
based on KR, this structure is analogous to a PID controller but presents the advantage of not introducing
an extra zero and hence the reference-to-actuator transfer rolls off naturally.

The feedforward controller is implemented in injection form, i.e. the filtered reference signal is
summed with the feedback controllers outputs as shown in Figure 3.10. In the present case, the feedfor-
ward block is a diagonal array of first-order lead or lag filters:

KF =


kαr,mF

zαr,mF s+ 1

pαr,mF s+ 1
0

0 kβr,nF

zβr,nF s+ 1

pβr,nF s+ 1

 (3.50)

This filter will be tuned so that the closed-loop systems matches the expected tracking performance,
specified in terms of a reference model Tref explained further below.

The open-loop system exhibits a flexible mode near ωflex = 77 rad/s on the yaw channel due to the
long reach between the pitch bearings and the roll bearing, and initial experimental tests showed that
sufficient excitation of this mode can cause closed-loop instability. In order to prevent excitation of this
mode, a first-order roll-off filter with corner frequency ωro,δn = 15 rad/s is applied to the input signal
corresponding to this channel. On the other hand, the pitch axis does not exhibit flexible behavior and
thus the pitch channel of Fro has unity gain at all frequencies. The expression of Fro is:

Fro =

1 0

0
1

1/ωro,δns+ 1

 (3.51)

In this configuration, the control inputuc, the tracked output y and the associated closed-loop transfer
functions Tr→uc , Td→uc , Tr→y and Td→y are expressed as:

uc = (I− Luc)
−1Fro(KS + KF)r
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+ (I− Luc)
−1Fro(KRGol,d→yR

−KSGol,d→y)d

= Tr→ucr + Td→ucd (3.52)

y = Gol,uc→y(I− Luc)
−1Fro(KS + KF)r

+
[
Gol,d→y + Gol,uc→y(I− Luc)

−1Fro(KRGol,d→yR
−KSGol,d→y)

]
d

= Tr→yr + Td→yd (3.53)

with
Luc = Fro(KRGol,uc→yR

−KSGol,uc→y) (3.54)

3.3.2.2 Controller Synthesis Framework

The structured nature of the autopilot configuration in Figure 3.10 naturally calls for fixed-structure
H∞ synthesis techniques. The design of the three controller blocks KR, KS, and KF is carried out using
a H∞ mixed-sensitivity formulation [Kwakernaak, 1993] with model-matching constraints [Ho et al.,
1992]. The latter technique consists in specifying the closed-loop tracking performance requirements
by the means of a reference model exhibiting the desired time-domain response. The model-matching
constraint is enforced during synthesis and consists in minimizing the difference between the closed-loop
system response and the reference model.

To this end, the design problem is cast into the standard control configuration illustrated in Figure
3.11. The augmented plant P includes the open-loop system Gol whose state-space representation is

W22

W21

W12

W11 z11

z12

z1

z21

z22

z2

Tref

GolFro

w2 = r

w1 = d

KS

KR
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r

+

+
+

+
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u

yR yR

y − e e

+
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eMM

v

FIGURE 3.11: Skid-to-turn multi-objective autopilot synthesis diagram.
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given in Equation (3.36), the roll-off filter of Equation (3.51), the reference model Tref and the weighting
filters Wij . Below the augmented plant, the block K = [KR KS KF] contains the three controllers
to be determined during the synthesis. The inputs of P are the exogenous inputs d = w1, i.e. the
disturbances, and r = [αr βr]

> = w2, i.e. the references, and the control inputs u containing the
virtual canards deflections. Likewise, the outputs of P combine the performance signals (or exogenous
outputs) z =

[
z>1 z>2

]>, which will be further detailed, and the signals used by the controllers, i.e. the
references r, the tracking errors e and the open-loop system outputs yR.

The augmented plant P has been chosen in order to distinguish two control objectives, namely the
disturbance rejection objective and the reference tracking one, using the multiobjective framework of
Section 3.2.4. This kind of approach is also often referred to as a 2 degrees-of-freedom design problem
[Skogestad and Postlethwaite, 2007]. First, the disturbance rejection issue considers the transfer function
from the disturbance input d to the performance signal z1 =

[
z>11 z>12

]>. The considerations are
double. On the one hand, it has to limit the effect of the disturbance on the tracking error e by shaping
the closed-loop sensitivity function Sd→e = −Td→y via the weighting filter W11. On the other hand,
the design objective takes care of the actuator limitations, i.e. bandwidth and amplitude, via the weighting
filter W12, such that the control signal uc does not exceed the actuator input specifications.

In the same way, the reference tracking objective aims at tuning the controller K accordingly with
the expected closed-loop performance in terms of precision, response time and overshoot. To this end, a
reference model Tref is introduced in order to specify explicitly the desired performance. The main idea
is that the closed-loop transfer function Tr→y fits the reference model in the desired frequency band.
Tref is traditionally specified as a second-order transfer function:

Tref =
ω2

0

s2 + 2ζω0s+ ω2
0

(3.55)

The model-matching requirement is translated in the frequency domain with the weighting function W21,
which permits to discriminate frequentially the model-matching error eMM = (Tref − Tr→y)r. In the
same manner as W12, the weighting filter W22 is used to constrain the control input uc.

Under these considerations, the performance signals vector z can be expressed as follows:

z =


z11

z12

z21

z22

 =


W11(r − y)

W12uc

W21(Trefr − y)

W22uc

 (3.56)

and the closed-loop transfer function from the exogenous input w to the performance signal z can then
be expressed under the form:[

z1

z2

]
= Tw→z

[
w1

w2

]
=

[
Tw1→z1 Tw2→z1

Tw1→z2 Tw2→z2

][
d

r

]
(3.57)

=


W11Sd→e W11 (I−Tr→y)

W12Td→uc W12Tr→uc

W21Sd→e W21 (Tref −Tr→y)

W22Td→uc W22Tr→uc


[
d

r

]
(3.58)
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From these expressions, it clearly appears that the off-diagonal transfers Tw2→z1 and Tw1→z2 are
nonzero. However, these transfer functions are not relevant to the corresponding control objective and
hence should not be taken into consideration for synthesis. In order to consider only the diagonal trans-
fers, the 2-DoF synthesis problem can be formulated as the following multi-objective H∞ problem:
given γ > γmin, find all stabilizing controllers K with the structure given in Equations (3.48) – (3.50)
such that:

max {||Tw1→z1(P,K)||∞, ||Tw2→z2(P,K)||∞} < γ (3.59)

3.3.2.3 Weighting Filter Selection

As mentioned previously, the selection of weighting filters is a tedious process [Kwakernaak, 1993].
In this context, the weighting filtersWij in Figure 3.11 are diagonal arrays of first-order transfer functions
with the same form:

W−1
i =

ki,HFs+ ki,LFωi
s+ ωi

(3.60)

This formulation enables the designer to directly define the shape of the filter inverse, which cor-
responds to the desired maximum bound of the closed-loop transfer function of interest. The filter pa-
rameters directly define this template, which is illustrated in Figure 3.12: kij,HF is the maximum high-
frequency gain, kij,LF is the maximum low-frequency gain, and ωij the −3dB inverse filter bandwidth.
24

The disturbance rejection objective is specified with the weighting filter W11, which defines the de-
sired shape of the closed-loop sensitivity function Sd→e. As the system already exhibits an open-loop
low-pass behavior, the role of the weighting filter is to enforce low disturbance sensitivity at frequencies
near the desired disturbance-free bandwidth specified by ωij , and to limit the allowed disturbance ampli-
tude with k11,HF. The low-frequency gain k11,LF sets the steady-state error, but cannot be zero in order
to avoid numerical issues during synthesis. Since the open-loop pitch and yaw channels exhibit largely
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FIGURE 3.12: Inverse of the weighting filter Wi and associated parameters.

24Another commonly used form is given by W−1
i =

ki,HFs+ωi
s+ωi/ki,LF

, for which |W−1
i |ω=∞ = ki,HF, |W−1

i |ω=0 = ki,LF and

|W−1
i |ω=ωi =

√
k2i,HF+1

(1/ki,LF)2+1
≈ 1 = 0 dB as ωi corresponds to the gain crossover frequency. This form is implemented in

MATLAB’s makeweight function.
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different dynamics and sensitivity to disturbances, the filter parameters are adapted to each channel in-
dividually. A classical rule consists in selecting the bandwidth of W11 close to the open-loop system
bandwidth. This rule is applied for the yaw channel, but cannot be used for the pitch channel due to
the limited actuator bandwidth. For the pitch channel, ω11,α is selected to be a good trade-off between
disturbance rejection and control signal bandwidth.

The reference tracking performance specifications are implemented as a model-following constraint,
which aims at shaping the closed-loop transfer function Tr→y according to the reference model Tref .
The corresponding weighting filter W21 defines the maximum acceptable model-matching error eMM at
each frequency. It attains a maximum at medium frequencies, and the acceptable peak magnitude of the
model-matching error is set with the k12,HF parameter. At higher frequencies, eMM falls off as both the
reference model and the closed-loop system exhibit low-pass behavior. The low-frequency parameter
k12,LF controls the steady-state error and most of the time-domain response fit. It is thus set to a small
non-zero value, while ω12 is set to the reference model bandwidth. 25

The actuators have a limited bandwidth and saturation-free amplitude range, while the open-loop
system exhibits a flexible mode on the yaw channel. For these reasons, the control signal uc must be
bandwidth- and amplitude-limited so as not to include unmodeled dynamics in the feedback loop. These
constraints are imposed using filters W12 and W22, which aim at limiting the high-frequency gain to
the actuators. To this end, the corner frequency ωi2 is set at one-third the actuator bandwidth, and the
low-frequency gain is limited by parameters k12,LF and k22,LF. The aforementioned limitations must be
respected at all times in the disturbance rejection case, which entirely defines the feedback controller
blocks KR and KS. In the reference tracking case, the actuator input constraints mostly affect KF,
and the allowed low-frequency control gain k22,LF may be higher as the injection of higher-frequency
dynamics at this point may not jeopardize system stability, the feedback loop being already band-limited.

3.3.2.4 Controller Synthesis Results

The synthesis problem described in the previous section consists in finding the 12 parameter values
describing the controller blocks KR, KS and KF. The synthesis constraints are specified by the weight-
ing filters whose parameters are given in Table 3.1, and the desired closed-loop tracking performance is
specified by the second-order reference model Tref as in Equation (3.55) with damping factor ζ = 0.78

(fastest 2% response) and bandwidth ω0 = 3 rad/s for both channels. Under these constraints, the multi-
objectiveH∞ synthesis procedure presented in Section 3.2.4 results in a relatively low final performance
level γ = 1.49, and the obtained controller responses are illustrated in Figure 3.13.

TABLE 3.1: Parameters of the weighting filters Wij .

W11 (α channel) W11 (β channel) W12 W21 W22

k11,LF 0.001 k11,LF 0.001 k12,LF 2 k21,LF 0.001 k22,LF 4
k11,HF 0.8 k11,HF 0.8 k12,HF 0.001 k21,HF 0.1 k22,HF 0.001
ω11 6 rad/s ω11 2 rad/s ω12 15 rad/s ω21 3 rad/s ω22 15 rad/s

25Generally, constant-valued weighting filters are employed for model-matching. In the present case, a constant filter leads
to a high low-frequency model-matching error, which introduces a steady-state error in the tracking response. Hence the chosen
filter structure.
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(A) Feedback controller KR + KS.
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FIGURE 3.13: Singular values of (A) the feedback controller KR + KS and (B) the feedforward controller KF.

The synthesis results are illustrated in Figure 3.14, both in the time domain (Figures 3.14E-3.14F) and
in the frequency domain (Figures 3.14A-3.14D). In these plots, the plant model uses the actual modeled
delays of Equation (3.34) and not the Padé approximation of Equation (3.35) which was required for the
synthesis. The frequency results of Figure 3.14 emphasize on the four transfers which are constrained
by the weighting filters Wij in Figure 3.11. For better understanding these plots, the dashed black
line represents the inverse of the selected weighting filter, and the minimum and the maximum singular
values σ

¯
and σ̄ are shown in solid gray lines. Finally, the individual channel transfer functions, i.e. the

pitch and yaw channels, are plotted in colored dash-dotted lines. One can observe that the singular value
plots and the individual transfer function plots are almost superimposed on each other, proving that the
cross-coupling between the two axes is small.

The sensitivity to disturbances Sd→e is illustrated in Figure 3.14A. This transfer function has low
gain at low frequencies as prescribed and thus constant disturbances are canceled out. This is visible in
Figure 3.14E, which shows no steady-state error when a disturbance step is applied. The high-frequency
gain is also close to zero, as the disturbance is filtered by the plant transfer function. At frequencies close
to the desired bandwidth, this function exhibits a peak, which though exceeds a bit the desired shape for
the pitch channel. This peak value is the result of a trade-off between disturbance rejection bandwidth
and control input bandwidth.

Regarding the control input Td→uc , shown in Figure 3.14B, both channels conform to the specifi-
cation and exhibit high-frequency roll-off. The yaw channel has a steeper high-frequency slope due to
the additionnal roll-off filter Fro. The gain on this channel is −39 dB at the frequency of the observed
flexible mode (77 rad/s), hence its dynamics are efficiently attenuated by the feedback loop.

Concerning the reference tracking objective, the transfers which refer to the model-matching error
are illustrated in Figure 3.14C. These transfers have zero DC gain, indicating the closed loop transfer
function has the expected unity gain, as shown in the step response of Figure 3.14F. The model-matching
error exhibits peaks at frequencies close to those of Sd→e, with a maximum of 0.13 on the pitch channel.
This slight difference in mid-frequency behavior is also visible in the pitch step response, which is more
damped and exhibits a higher deviation wrt the reference model than the yaw step response.
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(A) Sensitivity transfers Sd→e and constraint 1/W11.
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(C) Model-matching transfers Tref −Tr→y and con-
straint 1/W21.
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FIGURE 3.14: Closed-loop transfer functions against inverse weighting filters for (A) the tracking error e and
(B) the control input u in the disturbance rejection case, (C) the model-matching error ermMM and (D) the control
input u in the reference tracking case, and unit step responses for (E) the disturbance rejection and (F) the reference
tracking cases.
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In the reference tracking case, the control input sensitivity Tr→uc includes the dynamics of the
feedforward filter KFF. This filter allows more input energy for the reference tracking objective, since
the dynamics in the feedback loop are already limited by W12. As the yaw channel is slower than
the pitch channel by an order of magnitude, its associated feedforward transfer acts as a lead filter and
amplifies the reference signal at medium and high frequencies to accelerate the closed-loop response.
This is visible on Figure 3.14D with the yaw channel response of Tr→uc being slightly higher than the
specified filter shape. Conversely, the feedforward filter associated to the pitch channel acts as a low-
pass filter so as to provide the same closed-loop dynamics on both axes, and the associated control input
sensitivity is much lower than for the yaw channel.

The time-domain performance of the autopilot is evaluated with the step responses illustrated in
Figures 3.14E and 3.14F. Regarding the disturbance rejection objective, an incoming disturbance step
does not introduce a steady-state offset. A unit pitch disturbance results in an output deviation less than
0.65◦ and is rejected (to less than 5% of its peak value) in 0.67 s. A similar disturbance on the yaw axis
results in a 0.21◦ output deviation and is rejected in 2.25 s.

Concerning the reference tracking performance, the step response of both channels is close to the
desired second-order reference model Tref . The 5% response time26 of both channels are given by
Tr5%,α = 1.26 s and Tr5%,β = 1.13 s respectively, while the reference model response time is 1.10 s.
Both channels exhibit unity gain as expected, and the closed-loop responses are similar despite the large
difference in open-loop dynamics.

3.3.3 Robustness Analysis

A first robustness indicator is given by the classical gain and phase margins, which are calculated
on a loop-by-loop basis by opening one loop at a time. In the present case, the loops are broken at the
actuator input signal uc, and the resulting open-loop gain and phase responses are illustrated in Figure
3.15. The pitch channel exhibits a 9.59 dB gain margin and a 41.7◦ phase margin. Concerning the yaw
channel, the gain margin is 12.7 dB and the phase margin is 33.6◦. Even though these margins still
comply to the specifications, they are much lower than in the single-axis case (see Section B.4) due to
the time delays now being included in the nominal plant.

These margins only consider either a gain or phase uncertainty on a single loop. A more reliable
tool for MIMO systems is the multivariable gain and phase margins introduced in Section 3.2.5, which
considers uncertainty on multiple loops and takes couplings into account. Applying these definitions to
the open-loop MIMO plant then leads to a multivariable gain margin GMST = [−5.42 dB, 5.42 dB] and
phase margin PMST = [−33.6◦, 33.6◦]. These margins are lower than the loop-by-loop gain and phase
margins, and the multivariable gain margin is slightly under specification. However, the definitions of
these margins assume a full uncertainty matrix, whereas gain and phase uncertainty in the individual
loops of a MIMO system correspond to diagonal (structured) uncertainty, hence introducing conserva-
tiveness. As a result, these values are minimum bounds of the actual gain and phase margins. The
combination of the classical SISO margins and these MIMO margins presumes then a priori sufficient
stability of the nominal closed-loop system.

26Although Tref is specified with the optimal 2% damping ratio ζ = 0.78, the 5% response time is used for evaluation as it
better reflects the similarity between the pitch and yaw step responses.
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FIGURE 3.15: Loop-at-a-time classical gain and phase margins for the skid-to-turn autopilot.

To assess the robust stability of the closed-loop w.r.t. the modeled uncertainty, the closed-loop system
is written using the uncertain airframe model given in Equation (3.36) and is cast into the M − ∆

configuration in Figure 3.16. In order to consider the diagonal structure of the ∆ matrix in the analysis,
the structured singular value robust stability criterion of Equation (3.33) is employed.

In the present case, the upper and lower µ bounds were computed using the MATLAB mussv func-
tion. This function operates on the pointwise frequency response of M, where the chosen frequency
vector contains 250 points from 10−2 rad/s to 103 rad/s for good precision near the system bandwidth.
In order to obtain accurate, tight upper and lower bounds, an LMI solver is used for computing the upper
bound, and a gain-based algorithm is used for the lower bound with reinitialization of computation at

G∆
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I2 ·GAI2 ·GCGZksc,δc
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∆ y∆u∆
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FIGURE 3.16: Pitch-yaw autopilot in the M−∆ configuration.
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FIGURE 3.17: Upper and lower bounds of the structured singular value µ for the robust stability transfer M.

each frequency point. Using these options, the lower bound computation does not present convergence
issues hence it is not necessary to introduce ’fictive’ complex uncertainty in ∆. The resulting upper and
lower µ bounds are tight, as shown in Figure 3.17. As the upper bound remains below 1 at all consid-
ered frequencies, the system is robustly stable and can tolerate up to 250% of the modeled uncertainty.
Given that the robustness margins and the simulation results are very good, the controller may then be
implemented on the projectile prototype.

3.3.4 Experimental Validation

In this section, the proposed autopilot is implemented both for disturbance rejection and reference
tracking on the ACHILES test bench, and several experiments are conducted to assess its real-world
performance, with comparisons to numerical simulations. The two control objectives are first assessed
for each axis taken independently with the other axis remaining at rest. A second validation step evaluates
the reference tracking objective for inputs combining the pitch and yaw axes, in order to assess the
rejection of cross-coupling effects.

3.3.4.1 Controller Discretization

The embedded computer and software framework presented in Chapter 1 results in a discrete-time
control implementation, while the plant to be controlled is a physical, continuous-time process. Digital
control systems for such plants can be represented as the block diagram shown in Figure 3.18. Since the
plant is a continuous-time analog process whereas the controller is a discrete-time digital system, these
two systems are interfaced using analog-to-digital (A/D) and digital-to-analog converters (D/A). These
blocks also contain sample-and-hold circuits for interfacing the continuous and discrete domains. Here,
the A/D function is performed within the IMU and external sensors, and the D/A function is performed
within the actuators.

The discrete-time controller K(z) can be designed either directly in the discrete domain or by ap-
proximation of a continuous-time controller. The former first involves the discretization of the contin-
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P(s)D/AK(z)

A/D

y(t)r(kT )
+ u(kT ) u(t)

y(kT )

−

FIGURE 3.18: Typical digital control system.

uous plant P(s). The controller is then designed using discrete-time control techniques. The second
approach, called design by emulation and used here, consists in finding the discrete equivalent of a
continuous-time controller, using a short sample period and discrete-time approximations of the contin-
uous controller [Åström and Wittenmark, 2011]. This latter approach is particularly interesting, as it
allows the continuous-time controllers to be implemented on the experimental setup in a straightforward
way with only minor modifications. Several methods exist for approximating a continuous controller
with a discrete equivalent, such as discrete derivative approximations (Euler’s method, the backward dif-
ference, or the bilinear transformation), the matched pole-zero technique, and step and ramp invariance
approximations [Franklin et al., 1998].

Besides the discretization of the controller, there are several other considerations to take into account
for the implementation of the control law on the real system:

• Computation delays due to the control law computation and input/output processing.

• Antialias filtering of sampled signals so as to respect the Shannon-Nyquist theorem. The high-
frequency content of controller input signals must be filtered to avoid aliasing issues. Even though
the plant generally acts as a low-pass filter, the measurement noise may not be bandlimited. In this
case an additional antialias filter is required before the A/D converter.

• Integrator windup induced by magnitude and/or rate-of-change saturations in the real-world
plant. Windup corresponds to a continuous increase of the controller states even though the con-
trol input cannot be further increased, which takes considerable time to unwind as the control error
changes sign, hence causing large degradations of the transient behavior and even instability. To
avoid this behavior, antiwindup techniques consist in limiting the state of the controller so that the
controller output does not increase past the actuator limits.

• Quantization errors due to the finite resolution of the A/D and D/A converters.

• Numerical errors in floating-point implementations.

Concerning the ACHILES case, the selection of the sampling period T is constrained by the system
dynamics, the bandwidth of the communication channel between the IMU and the embedded computer,
the available computing power and the latency of the various communication channels. Furthermore, the
design by emulation technique assumes that the sampling frequency is larger than the system bandwidth.
The maximum open-loop bandwidth is ωn = 12.96 rad/s on the pitch channel at V = 40 m/s, while there
is a flexible mode at ωflex = 77 rad/s on the yaw channel. Hence, choosing T = 10 ms gives sufficient
computing and communication margins, and yields a sampling frequency 8 times higher than the fastest
dynamics in the open-loop system.
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(A) Feedback controller Bode diagram
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FIGURE 3.19: Bode diagram of the feedback multi-objective controller using different discretization methods and
corresponding closed-loop step responses, for the pitch-only case.

Given this sampling period, discrete-time approximations are compared in a simple case, which
consists in the discretization of the multi-objective pitch-only feedback controller discussed in Appendix
B. These results are presented in Figure 3.19, in which the zero-order hold produces a poorly-performing
discrete feedback controller while the other methods yield very similar performance to the continuous-
time controller. In the present case, Tustin’s method has been retained for the discretization of the
feedback controller. The same discussion holds for the discretization of the feedforward controller, as
the autopilot may be included in a guidance loop. In the present case, stepwise reference signals will be
considered for performance evaluation and hence the zero-order hold approximation is suitable.

The input acquisition latency in the ACHILES setup is variable and may take up to 2 ms. In order to
avoid introducing a variable control delay, the outputs are delayed by a full period in the digital controller
implementation. The resulting delays have been taken into account during the synthesis of the pitch-yaw
controllers. Regarding the windup issue, the ACHILES actuator presents a rate limitation for step inputs
larger than 60◦ and its magnitude is limited to±30◦ to avoid drag. The maximal achievable fin deflection,
however, is limited by the loss of control authority at the edges of the flight envelope. The controllers
designed in Chapter 3 do not integrate explicit antiwindup schemes as these saturations are not reached
during normal operation.

3.3.4.2 Disturbance Rejection

The experimental validation of the disturbance rejection objective consists in evaluating the peak de-
viation, the response time and the presence of a steady-state error consecutive to a disturbance step when
the system is at equilibrium. However, in the general case, the disturbance input may not be measurable
and/or may not be influenced (see input d(real) in Figure 3.20). In order to assess the disturbance rejec-
tion performance, an artificial disturbance step d(simulated) of known amplitude is injected at the actuator
input, as illustrated in Figure 3.20. Nevertheless, it must be remembered that the system can also be
affected by the real disturbances during these experiments.
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ᾱr
β̄r

]
+ e

−

FIGURE 3.20: Injection point of the simulated disturbance signal. The feedforward block is omitted for clarity
since the reference inputs remain constant.

The disturbance rejection performance of the fixed-airspeed skid-to-turn autopilot is illustrated in
Figure 3.21 for the pitch and yaw channels. To this end, the rejection is evaluated for different operating
points (shown as thin lines in Figure 3.21) and only the variations αδ and βδ of α and β w.r.t. these
operating points are represented to make comparisons easier. The observed disturbances are the result of
a unit step disturbance applied to the control surfaces.

As expected from the synthesis results, the pitch channel is more sensitive to disturbances than the
yaw channel. Indeed, the experimental results exhibit visible oscillations, which are due to aerodynamic
interactions between the support rods and the tail fins, flow unsteadiness around the control and tail
surfaces as well as backlash in the actuator linkage. The highest level of perturbations is reached at the
zero-incidence operating point (ᾱ = 0◦, β̄ = 0◦), illustrated in dark red in Figure 3.21. At these values
of the incidence angles, the control fins are almost aligned with the support structure, resulting in high
flow interaction. The yaw axis is less sensitive to aerodynamic disturbances as its inertia is much higher
and the outer gimbal is kept out of the airflow by design.

Experimental results for both channels conform to the simulations, and the observed performance
is similar to synthesis results, with a 20% attenuation in less than 1 s of disturbance steps entering the
pitch channel, and a 80% attenuation in 2.5 s of disturbance steps entering the yaw channel. Both output
signals shows no steady-state error, confirming that the low frequencies of the disturbance signal are
effectively rejected.
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FIGURE 3.21: Disturbance rejection performance of the skid-to-turn autopilot for V = 25 m/s at operating points
(ᾱ, β̄) = (0◦, 0◦), (0◦, 3◦), (2◦, 3◦) and (2◦, 0◦).



114 Chapter 3. Control Design

 

 

Disturbance

Measured

Simulated

A
o
A

d
ev

ia
ti

o
n
α
δ

(◦
)

Time (s)

0 1 2 3 4 5

−0.2

0

0.2

0.4

0.6

0.8

1

1.2

(A) Angle of attack deviation.

 

 

Disturbance

Measured

Simulated

A
o
S

d
ev

ia
ti

o
n
β
δ

(◦
)

Time (s)

0 1 2 3 4 5

−0.2

0

0.2

0.4

0.6

0.8

1

1.2

(B) Angle of sideslip deviation.

FIGURE 3.22: Disturbance rejection performance of the skid-to-turn autopilot, without taking delays into account
during synthesis, under the same conditions as in Figure 3.21.

Compared to the pitch-only autopilot, the delays introduced by the discrete implementations were
actually taken into account during the design of the skid-to-turn autopilot. The influence of these delays
is illustrated in Figure 3.22, using controllers designed without taking them into account. This results in
a degradation of the disturbance rejection performance as well as reduced stability margins, as shown by
the level of oscillations in the pitch response. Even though these controllers showed sufficient gain and
phase margins with the delay-free nominal plant, the actual margins are lower due to the implementation
delays introducing significant phase lag.

3.3.4.3 Reference Tracking

The reference tracking performance is first evaluated separately for the pitch and yaw channels, with
the other channel kept at a zero reference angle. The measured, simulated and reference outputs are
illustrated in Figure 3.23, together with the associated control signals. Although the system no longer
operates in the neighborhood of operating points during transients, a very good agreement between
experimental and simulated responses can be observed, with only minor overshoot on the yaw channel.
Both channels exhibit similar closed-loop reference-tracking dynamics as specified during synthesis,
with a response time tr5%

around 1 s, even though their open-loop bandwidths are separated by an order of
magnitude. Additionally, the control inputs have similar shapes between the experimental and simulated
controllers. The differences in amplitude are due to different DC gains between the nominal model and
the actual system, which are compensated by the feedback controller.

In the pitch-only case, it was shown that the absence of the feedforward filter resulted in actuator
saturation and a severe degradation of the reference tracking performance (see Figure B.18). The same
experiment is carried out for the skid-to-turn autopilot by removing the injection-form feedforward block.
This case is illustrated in Figure 3.24, with the nominal response shown in dotted blue. Compared to the
pitch-only case, the control input does not show the high-amplitude peaks observed in Figure B.18B, and
the absence of the feedforward filter only results in a faster pitch response and a slower, less damped
yaw response. In the present autopilot structure, the high-frequency content of the tracking error signal
is filtered by the servo controller, which consists in a diagonal integrator. Hence, the feedforward is not
as crucial as in the pitch-only case, and its role is only to shape the reference signals so as to meet the
reference model. Here, the feedforward acts as a lag filter on the pitch channel to slow down its response,
and as a lead filter on the yaw channel to accelerate its response.
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FIGURE 3.23: Per-channel reference tracking performance of the skid-to-turn autopilot for V = 25 m/s. The
reference model Tref response is shown in dotted black.
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FIGURE 3.24: Per-channel reference tracking performance of the skid-to-turn autopilot without the feedforward
controller for V = 25 m/s. The nominal response (with feedforward) is shown in dotted blue for reference.
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FIGURE 3.25: Reference tracking performance for both channels operating simultaneously.

The cross-channel coupling effects are finally investigated in Figure 3.25 using large-amplitude steps
on both channels to exercise a large part of the flight envelope. The off-axis disturbances are well
rejected: as shown in the insets, there is only a barely noticeable change in the output signal when the
input to the other channel changes.

3.3.5 Concluding Remarks

In this section, the development of a skid-to-turn autopilot for the ACHILES prototype has been
presented for a constant airspeed of 25 m/s, and takes into account the pitch and yaw dynamics of the
projectile.

The autopilot structure is based on an output-feedback regulator, augmented with a tracking integra-
tor and an injection feedforward filter. The parameters of this structure are computed using a mixed-
sensitivity, multi-objective structured H∞ synthesis technique with disturbance rejection and model-
matching reference tracking constraints. The synthesized controllers perform according to specifications
and despite large differences in open-loop dynamics between the pitch and yaw channels, both channels



3.4. Variable-Airspeed Autopilot 117

offer similar closed-loop reference tracking performance. The robustness of the control loop with respect
to the airframe model parameter uncertainty is then assessed using the structured singular value µ, and
results in a large robustness margin.

In a final step, the autopilot is implemented on the experimental setup, and several exhaustive valida-
tion tests are conducted to assess the performance of the proposed solution against numerical simulations,
in which the actual projectile follows the simulated responses closely and in accordance to the design
requirements. The disturbance rejection results show a higher sensitivity to aerodynamic disturbances
on the pitch channel than on the yaw channel, but in both cases, a unit disturbance does not introduce
a steady-state error. The importance of taking the control and sample/hold delay into account was also
illustrated. In terms of reference tracking, both channels exhibit similar responses despite the large dif-
ference in open-loop dynamics. These results also show that the cross-axes coupling effects are well
rejected.

3.4 Variable-Airspeed Autopilot

This second control application consists in the extension of the skid-to-turn autopilot to the complete
flight domain. In this context, angular motion is allowed on both the pitch and yaw axes, and the airspeed
V can vary between 15 m/s and 40 m/s. The linearized dynamics model described in Equations (2.76) -
(2.77) depends on the operating condition ρ =

[
α β σ>

]>, which results in a quasi-LPV structure.
Indeed, the linearized dynamics depend both on part of the state vector, via α and β, and on the external
parameters σ = [V h]>, i.e. the airspeed and the altitude. In this application, the altitude is not
considered as a varying parameter as it remains constant in the subsonic wind tunnel.

The previous section considered a constant airspeed V = 25 m/s, and dynamics variations induced
by the incidence angles α and β were taken care of with a single robust controller. In order to take into
account the model variations induced by the airspeed V , the single robust controller approach may not
be applicable. As the controller must guarantee closed-loop stability and sufficient margins with respect
to the large variations in open-loop dynamics, the system performance specifications would have to be
severely degraded.

In order to keep an acceptable performance level, the controller dynamics must be adapted with re-
spect to the airspeed. As mentioned in the introduction, nonlinear or adaptive control techniques such as
model predictive control or dynamic model inversion usually involve high computation costs, which are
prohibitive for low-cost embedded computers. Another widely used class of techniques is gain schedul-
ing, which is more suited to the present case.

3.4.1 Gain-Scheduling Strategy

Gain scheduling is a widely acknowledged control strategy for non-linear systems exhibiting fast
variations of their dynamics with respect to time or operating conditions. This technique has found
successful application in a broad range of fields, especially for aeronautical systems such as aircrafts,
space vehicles and missiles [Apkarian et al., 1995; Jackson, 2010]. The dynamics of these systems are
indeed highly dependent on their operating conditions, such as the altitude, Mach number and incidence
angles. In these applications, a single robust controller would often not be able to guarantee good closed-
loop performance and robustness margins throughout the complete flight envelope.
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FIGURE 3.26: Gain-scheduling control configuration.

Gain-scheduling control schemes, as illustrated in Figure 3.26, consist in updating the controller
parameters θc with respect to scheduling variables ρ. These variables are responsible for the param-
eter dependence of the system and can consist in external parameters, time or state variables. The
gain-scheduling approach is most suitable to systems where the scheduling variables are slowly-varying
[Shamma and Athans, 1992].

The most common gain-scheduling approaches can be classified into two categories: linearization-
based gain scheduling (LBGS) and LPV-based gain scheduling, which are discussed thereafter. These
techniques and other less common techniques such as neural/fuzzy gain scheduling and velocity-based
scheduling are also discussed in greater detail in Theodoulis [2008]; Rugh and Shamma [2000]; Leith and
Leithead [2000]. In both LBGS and LPV methods, the plant is represented as a linear parameter-varying
system, where the state-space matrices are functions of a time-varying parameter vector ρ(t):

P :
ẋ(t) = A(ρ(t))x(t) + B(ρ(t))u(t)

y(t) = C(ρ(t))x(t) + D(ρ(t))u(t)
(3.61)

The parameter vector ρmay also include some states of the system, in which case the model is said to be
quasi-LPV. An LPV system can be reduced to a linear time-varying (LTV) system for a given trajectory
ρ = ρ(t) and to an LTI system for a constant trajectory ρ = ρ0 (frozen-parameters).

LPV gain scheduling involves the direct synthesis of an LPV controller [Poussot-Vassal, 2008; Bian-
nic, 1996]. The main advantages of these techniques are the availability of a theoretical guarantee of
stability and performance for all values of the scheduling variables given a corresponding range and rate
of variation of the aforementioned variables. The controller design is global with respect to the oper-
ating domain, whereas LBGS techniques focus on local properties. However, these control techniques
are more restrictive than classical gain scheduling design which allows any linear control methodology.
The LPV reformulation also introduces a degree of conservativeness in order to arrive to a feasible and
convex problem.

3.4.1.1 Linearization-based gain scheduling

Linearization-based gain scheduling, also referred to as classical gain scheduling or divide-and-
conquer, consists in constructing a nonlinear controller by combining the members of an appropriate
family of LTI controllers. The associated design procedure involves the following steps:

• Divide the operating domain Γ using an appropriate gridding of synthesis points ρeq,i, i = 1...n.
Figure 3.27 illustrates an example gridding for a planar operating domain with scheduling vector
ρ = [ρ1 ρ2]>.
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FIGURE 3.27: Operating domain gridding with synthesis points (2D case).

• Find the plant equilibrium conditions corresponding to every value of the scheduling variables
ρeq,i inside the operating domain Γ.

• Linearize the nonlinear plant dynamics around the equilibrium conditions. For each considered
value of the scheduling variables ρeq,i, the linearization results in an LTI model describing the
system behavior around its equilibrium point. Hence, the collection of scheduling variables ρeq,i

results in a family Π of linear models Pi.

• For each member Pi of the family, design an appropriate controller Ki ensuring the stability,
performance and robustness requirements for the local plant. These controllers are of the generic
form:

Ki :
ẋk(t) = Ak(ρeq,i)xk(t) + Bk(ρeq,i)ek(t)

uk(t) = Ck(ρeq,i)xk(t) + Dk(ρeq,i)ek(t)
(3.62)

One of the main advantages of this technique is that there are no constraints on the generic con-
troller structure, or the synthesis technique used to obtain Ki.

• For any point in the operating domain (not only those considered for synthesis), the local control
law is obtained by interpolation of the family of LTI controllers Ki with respect to the scheduling
variables ρ.

In practice, simple ad-hoc methods such as gain blending or controller blending are sufficient in
most applications. Gain blending requires a constant structure across the family of linear controllers, and
consists in interpolating the controller parameters (gains, poles and zeros) with respect to the scheduling
vector. In the controller blending approach, the complete set of controllers is implemented and adjacent
controller outputs are blended together using a weighted sum w.r.t. the scheduling vector. The practical
implementation of this method requires the addition of output tracking or controller reset signals in order
to provide bumpless transfer between controllers [Hanus et al., 1987; Bates and Postlethwaite, 2002].

However, in general, no stability, performance and robustness guarantees can be given between the
synthesis points for these ad-hoc methods. The validation of these controllers is then performed through
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extensive Monte Carlo simulations using a nonlinear or LPV model of the system. More theoretically
justified methods are exposed in the literature [Lawrence and Rugh, 1995] but their practical imple-
mentation is more difficult. Due to the linearization approach, classical gain-scheduling techniques are
restricted to near-equilibrium operation and slowly-varying scheduling variables.

3.4.1.2 Application to the ACHILES case

In the present case, the variable-airspeed autopilot is designed using a divide-and-conquer gain-
scheduling technique. This class of methods is particularly suited to the modeling and identification
approaches presented in Chapter 2, where the non-linear behavior of the ACHILES projectile was ap-
proximated by families of LTI models covering the complete flight envelope. LPV gain scheduling has
not been considered in this work, since the associated LPV transformation and controller design tech-
niques are more complex and result in more conservative solutions. Furthermore, LPV identification
techniques are not yet as mature as LTI identification techniques.

In the identification study, the flight envelope has been covered using 6 values of the airspeed,
V = {V1 V2 · · · V6}, ranging from 15 m/s to 40 m/s in 5 m/s steps. For each considered airspeed
Vi, a family of models Πi = {Pi,j} has been estimated, where the j index corresponds to the incidence
angles combinations summarized in Table 2.127. The observation of the estimation results showed that
the projectile dynamics are highly dependent of the airspeed, while they exhibit a low to moderate depen-
dency to the incidence angles (see Figure 2.13). Hence, the airspeed V constitutes a suitable controller
scheduling variable, while the incidence dependency is treated in the same way as Section 3.3 using a
robust approach.

This consideration effectively reduces the quasi-LPV model of Equations (2.76) - (2.77) to an LPV
model with a single external parameter (V ). For each considered airspeed value, a fixed-airspeed con-
troller is designed using the approaches presented in Sections B and 3.3. These steps are discussed in
the following paragraphs, highlighting the main differences with the fixed-airspeed cases. The result-
ing controllers are then interpolated using a gain-blending implementation, which is further discussed in
Section 3.4.3.

3.4.2 Local Controller Synthesis

Based on the structure presented in Figure 3.6, the open-loop model considered for the synthesis of
the individual controllers is illustrated in Figure 3.28. The main difference with the fixed-airspeed case
is that the airframe model GB now exhibits a dependence w.r.t. the airspeed V . The scaling gains ksc,δc

and ksc,d are also adjusted w.r.t. V so that the plant keeps unity steady-state gain. The actuator model
and the delays induced by the implementation are identical to the fixed-airspeed case. The open-loop
dynamics at synthesis points Vi are then given by:

Gol,i :

 ẋ

y

yR

 =

 Ai B1,i B2,i

C1 0 0

C2 0 0


 x

d

u

 (3.63)

27At low airspeeds, some of these combinations are ignored since outside the flight envelope
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FIGURE 3.28: Open-loop plant model in the variable-airspeed case.

Ai =


AB,i BB,i ⊗CA 0 0

0 I2 ⊗AA I2 ⊗BACC I2 ⊗BADCCZ

0 0 I2 ⊗AC I2 ⊗BCCZ

0 0 0 I2 ⊗AZ

 (3.64)

B1,i =


BB,iksc,d,i

0

0

0

 B2,i =


0

0

0

I2⊗ksc,δc,i

 (3.65)

C1 =

[[
1 0 0 0

0 0 1 0

]
O2×10

]
C2 =

[
I4 O4×10

]
(3.66)

3.4.2.1 Nominal Model selection

For each synthesis point Vi, the nominal model GB,i is selected using the ν-gap metric-based proce-
dure outlined in Section 3.2.1. The mutual distances between estimated models at each airspeed value are
shown in Figure 3.29 and the maximum ν-gap distances for the two nominal model selection strategies
(mean model and candidate from the set of estimated model) are given in Table 3.2.

At V3 = 25 m/s, these distances are identical to the previously found results. However, the distances
observed at the other scheduling points are much higher, especially at the highest and lowest airspeeds.
At V1 = 15 m/s, the best candidate is the model computed with the mean values of the parameters,
with δν = 0.52, while at V6 = 40 m/s the best candidate is the sixth model P6,6 from the set Π6, with
δν = 0.52 as well. Given that the gap metric δν ranges from 0 to 1, these values are indeed very high and
indicate a poor fit of the nominal model with respect to the model set. This is due to some models in the
set exhibiting large differences in dynamics with the rest of the set. These outliers are visible in Figure
3.29 at operating points indices 5, 6, 14 and 18 for V1 = 15 m/s and V ≥ 30 m/s, where the δν distances
are much higher than for other points in the set. These operating points are close to the edge of the flight
envelope, with β̄ = 6◦. At these operating conditions, the projectile behavior is severely degraded due
to reduced control efficiency and higher sensitiviy to disturbances, as observed in Chapter 2.

In order to keep the maximum ν-gap distances at reasonable values, these operating points are ex-
cluded from the model set, corresponding to a slightly smaller flight envelope. The ν-gap distances
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FIGURE 3.29: Mutual ν-gap distances for all estimated models, for the six considered values of the airspeed V .
For readability, only the upper diagonal part of the ν-gap distances matrix is shown.
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TABLE 3.2: Maximum ν-gap distances between candidate nominal models and the set of estimated models, for
the complete and the reduced flight envelopes

Complete flight envelope Reduced flight envelope
Airspeed Mean model Model from set Mean model Model from set
V1 = 15 m/s 0.52 0.56 P1,6 0.24 0.21 P1,4

V2 = 20 m/s 0.39 0.41 P2,10 0.30 0.37 P2,10

V3 = 25 m/s 0.31 0.33 P3,10 0.31 0.33 P3,10

V4 = 30 m/s 0.46 0.41 P4,15 0.25 0.27 P4,1

V5 = 35 m/s 0.62 0.43 P5,5 0.24 0.25 P5,9

V6 = 40 m/s 0.68 0.52 P6,6 0.26 0.25 P6,9

obtained in this case are presented in Table 3.2 and show a major improvement in model distance over
the full-flight envelope case.

The eigenvalues of the set of estimated models and the nominal models are illustrated in Figure 3.30.
The eigenvalues of the set of estimated models are represented by colored crosses, one color per consid-
ered airspeed, while the filled squares represent the corresponding nominal models. The corresponding
bandwidth and damping factor values of the nominal models are then summarized in Table 3.3. As
observed during the identification study, an increase in the airspeed induces an increase of the system
bandwidth and a reduction of the damping ratio.
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TABLE 3.3: Per-channel open-loop bandwidth and damping factor.

Pitch Channel Yaw Channel
Airspeed ωn (rad/s) ζ ωn (rad/s) ζ

15 m/s 6.67 0.22 1.02 0.47

20 m/s 7.68 0.20 1.36 0.23

25 m/s 9.45 0.15 1.70 0.14

30 m/s 10.08 0.16 2.01 0.12

35 m/s 11.86 0.12 2.37 0.09

40 m/s 12.96 0.11 2.68 0.09

3.4.2.2 Autopilot Design

The autopilot structure is identical to the skid-to-turn autopilot presented in Section 3.3, except for
the feedforward filter which is implemented in filter (series) form. Initial synthesis results showed that
an injection filter can lead to non-minimum phase zeros in the closed-loop Tr→y transfer for some
synthesis points, even if the feedforward filter does not contain right-hand plane (RHP) zeros. These
zeros severely degrade the reference-tracking performance and may complicate the design of a guidance
loop in a complete GNC design. On the opposite, a series feedforward filter is implemented in series with
the closed-loop plant and does not change the location of the existing poles and zeros, but rather adds its
own poles and zeros to the transfer function. The parameters of KF in (3.50) are constrained such that
it has unity DC gain on both channels and all its poles and zeros lie in the left-hand plane (LHP). This
revised autopilot structure is illustrated in Figure 3.31.
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FIGURE 3.31: Individual autopilot structure.

The individual autopilot design is carried out using the synthesis diagram of Figure 3.32, which is
similar to Figure 3.11 except for the location of the feedforward filter. For each considered airspeed Vi,
the three controller blocks KR,i, KS,i and KF,i are computed at once using multi-objectiveH∞ synthesis
under the same design constraints for all airspeeds.

Compared to the fixed-airspeed case, the bandwidth of the reference model Tref is reduced for the
yaw channel, due to the very low open-loop bandwidth observed for low airspeeds. Indeed, if the refer-
ence model bandwidth is kept at 3 rad/s, a significant control gain would be required on the yaw channel
at these airspeeds. The resulting control signal peaks would saturate the actuators and would result in
large fin deviations, in addition to severely deviating from equilibrium. To avoid these issues, the model
reference bandwidth is reduced to ω0,β = 1 rad/s on the yaw channel. The weighting filters Wjk are kept
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FIGURE 3.32: Variable-airspeed skid-to-turn multi-objective autopilot synthesis diagram.

identical, except for the reference-tracking roll-off constraints which are tightened thanks to the lowered
reference model bandwidth, with k22,LF = 2.

3.4.2.3 Controller Synthesis Results

The autopilot synthesis for each scheduling point is done using the multi-objective structured H∞
synthesis method discussed in the previous application cases: for each fixed-airspeed plant Pi, given
γi > γmin, find all stabilizing controllers Ki = [KR,i −KS,i KS,iKF,i] with the structure given in
Equations (3.48) – (3.50) such that:

max {||Tw1→z1(Pi,Ki)||∞, ||Tw2→z2(Pi,Ki)||∞} < γi (3.67)

The peak H∞ gain of the resulting designs monotonically increases from γ1 = 1.57 at V1 = 15 m/s to
γ6 = 1.88 at V6 = 40 m/s. The detailed values of γ are given in Table 3.4 and indicate an overall good
respect of the design constraints.

The controller time- and frequency-domain synthesis results for each local controller are respectively
illustrated in Figures 3.33 and 3.34 for the disturbance rejection and reference tracking objectives. These
results are given separately for the pitch and yaw channels, since the plant exhibits negligible cross-
channel couplings.

TABLE 3.4: PeakH∞ gain γ for the individual autopilots.

Airspeed 15 m/s 20 m/s 25 m/s 30 m/s 35 m/s 40 m/s
PeakH∞ gain γ 1.37 1.39 1.47 1.52 1.74 1.88
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The closed-loop disturbance rejection performance transfers exhibit similar overall trends to the
fixed-airspeed case. However, the mid-frequencies peak of the sensitivity transfer Sd→e is largely depen-
dent of the airspeed as illustrated in Figures 3.33A and 3.33B. The W11 specification is violated at higher
airspeeds on the pitch channel, and on the yaw channel to a lesser extent. This is due to the increase in
open-loop bandwidth and the decrease in damping factor at these airspeeds, while the allowed control
bandwidth remains constant. The value of this peak is the largest contribution to the increase of γ at high
airspeeds. This behavior is also found in the time domain, with a higher peak deflection at high airspeeds
as shown in Figures 3.33E and 3.33F. An incoming disturbance step is rejected in 0.55 s to 0.97 s for the
pitch axis and in 3.8 s to 18 s for the yaw axis.

Regarding the reference tracking objective, the trends are also similar to the fixed-airspeed case.
The model-matching error, illustrated in Figures 3.34A and 3.34B, does not vary significantly with the
airspeed and the maximum difference is less than 15% on both channels. Thanks to the reduced yaw
reference model bandwidth, the control input sensitivity transfers Tr→u meet the specifications with a
significant margin. The high-frequency gain on both channels is higher for low airspeeds, in order to
speed up the system response to follow the reference model. The response to a reference step is shown
in Figure 3.34E for the pitch axis and in Figure 3.34F for the yaw axis. Since the same reference model
is used for all synthesis points, the time-domain performance does not change significantly with respect
to the airspeed and the responses are close to the reference model response. The 5% response times are
1.20 s to 1.28 s for the pitch channel and 3.04 s to 3.88 s for the yaw channel, while the reference model
response times are respectively 1.09 s and 3.28 s.

3.4.2.4 Robustness Analysis

The robust stability of the individual controllers is first verified using the loop-at-a-time and mul-
tivariable gain and phase margins. The results are summarized in Table 3.5 and the pitch and yaw
channels open-loop responses are illustrated in Figure 3.35. The loop-at-a-time gain and phase margin
specifications are respected by all controllers, with slightly decreasing margins as the scheduling airspeed
increases. However, looking at the multivariable gain and phase margins, the obtained values are slightly
under specifications for airspeeds over V3 = 25 m/s but do not foretell instability issues.

The robust stability of the individual controllers is analyzed in the same way as the fixed-airspeed
case. For each synthesis point Vi, an uncertain model is constructed to take into account the uncertainty
on model parameters, but also uncertainty on the scheduling point. To this end, a parametric uncertain
model is constructed using the minimum and maximum values of the estimated parameters at the syn-
thesis point Vi as well as the adjacent synthesis points Vi−1 and Vi+1: the set of models considered for
computing uncertainty is Π∗ = Π∗i−1∪Π∗i ∪Π∗i+1, where each Π∗j contains the set of estimated models
Πj as well as models issued from the bootstrap procedure. The robustness w.r.t. is then assessed for
each controller on its respective scheduling point using µ-analysis. The µ upper and lower bounds are
illustrated for each case in Figure 3.36. All six controllers are robustly stable as they exhibit a peak µ̄
under 1.

The peak µ̄ is the highest for controllers corresponding to V1 = 15 m/s and V6 = 40 m/s. This is
expected from the estimation results analysis, which indicates a higher uncertainty on the estimates at
these airspeeds. Between these extremes, the peak µ̄ is under 0.4: the system can tolerate up to 250% of
the modeled uncertainty.
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(A) Pitch sensitivity transfer Sd→e and constraint
1/W11 (dashed black line).

S
in

g
u
la

r
v
al

u
es

(a
b
s)

Frequency (rad/s)

10
−2

10
−1

10
0

10
1

10
2

10
3

0

0.5

1

1.5

(B) Yaw sensitivity transfer Sd→e and constraint
1/W11 (dashed black line).
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(C) Pitch control sensitivity transfer Td→u and con-
straint 1/W12 (dashed black line).
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(D) Yaw control sensitivity transfer Td→u and con-
straint 1/W12 (dashed black line).
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(A) Pitch model-matching error Tref − Tr→α and
constraint 1/W21 (dashed black line).
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(B) Yaw model-matching error Tref−Tr→α and con-
straint 1/W21 (dashed black line).
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(C) Pitch control sensitivity transfers Tr→u and con-
straint 1/W22 (dashed black line).
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(D) Yaw control sensitivity transfers Tr→u and con-
straint 1/W22 (dashed black line).
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FIGURE 3.35: Loop-at-a-time gain and phase margins for the individual controllers.
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TABLE 3.5: Loop-at-a-time and multivariable gain and phase margins, and peak value of the structured singular
value upper bound µ̄.

Pitch Channel Yaw Channel Multivariable
Airspeed GMα PMα GMβ PMβ GMST PMST supω µ̄(M)

15 m/s 9.66 dB 42.48◦ 11.93 dB 43.93◦ 6.22 dB 37.91◦ 0.9325
20 m/s 9.70 dB 41.12◦ 11.97 dB 44.67◦ 6.04 dB 36.96◦ 0.3474
25 m/s 8.99 dB 40.67◦ 11.05 dB 43.76◦ 5.76 dB 35.47◦ 0.3293
30 m/s 8.90 dB 41.59◦ 10.40 dB 34.82◦ 5.25 dB 32.71◦ 0.3982
35 m/s 8.63 dB 41.67◦ 8.17 dB 34.72◦ 4.74 dB 29.84◦ 0.3691
40 m/s 8.65 dB 42.85◦ 7.45 dB 32.29◦ 4.33 dB 27.43◦ 0.7106

3.4.2.5 Experimental Validation

The disturbance rejection performance of the individual controllers composing the gain-scheduled
autopilot is illustrated in Figure 3.37 for each synthesis airspeed. These curves follow the trends observed
in Section 3.4.2.3, i.e. the rejection ratio and the response time decrease with increasing values of the
airspeed. At high airspeed values, the system is also more sensitive to aerodynamic perturbations, as
shown by the higher level of oscillations for V6 = 40 m/s. In all cases, the disturbances are rejected in
less than 1.5 s on the pitch axis and in less than 4 s on the yaw axis and no steady-state error is visible.

The simultaneous tracking performance is illustrated in Figure 3.38. Compared to the fixed-airspeed
autopilot described in the previous section, the performance requirements on the pitch and yaw chan-
nels are different in order to account for the large variations in yaw dynamics w.r.t. the airspeed. The
reference inputs have been modified accordingly to let both channels reach steady-state. Despite these
large variations in dynamics, all individual controllers achieve the same time-domain reference tracking
performance and conform to the reference models Tref,α and Tref,β with 5% response times in the range
1 ≤ tr5% ≤ 1.3 s for the pitch channel and 3 ≤ tr5% ≤ 3.8 s for the yaw channel.

The only exception to these observations is the synthesis point V1 = 15 m/s, for which the system
cannot reach the±4◦ reference angles of attack. At this point, the reduced flight envelope at this airspeed
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FIGURE 3.37: Disturbance rejection performance of the individual autopilots at the operating point (ᾱ, β̄) =
(2◦, 3◦).
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FIGURE 3.38: Reference tracking performance of the individual autopilots for both channels operating simulta-
neously.

results in a loss of control authority for lower values of the angle of attack, which can be modeled as an
input magnitude saturation. This saturation results in integrator windup for the ±4◦ reference angles of
attack, visible as a delayed fall in the angle of attack response at t = 25, 45 and 65 s. For a slightly
higher airspeed (V = 17 m/s), these effects are no longer present. The cross-channel couplings are
almost nonexistent on the pitch axis, thanks to the reduced yaw dynamics in the present case. The effects
of a pitch step on the yaw angle are visible in the insets of Figure 3.38B. The yaw axis cross-channel
disturbance rejection is better at lower airspeeds but remains acceptable at V6 = 40 m/s with a maximum
deviation of 0.2◦ for a 4◦ step on the pitch channel.

3.4.3 Controller Implementation and Experimental Validation

The individual autopilot is based around the three controller blocks illustrated in Figure 3.31. While
the roll-off filter Fro remains the same throughout the flight envelope, the regulator gain matrix KR, the
servo controller KS and the feedforward filter KF have been designed for each synthesis point.

The global gain-scheduled autopilot retains the same structure, but the controller blocks are now
dependent on the scheduling parameter V . The controller parameters are obtained by linear interpolation
of the individual controller parameters between the synthesis points. For the regulator KR and the
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servo controller KS, these parameters are their gains. For the feedforward filter KF, the zero and pole
of the first-order lead or lag filter are interpolated and its gain remains fixed to unity. This zero-pole-
gain interpolation technique guarantees the unity feedforward DC gain. Given Vi < V < Vi+1, the
parameters kj,mA of the gain-scheduled controller K are then obtained as follows:

kj,mA = (1− a)kj,mA,i + akj,mA,i+1 (3.68)

with

a =
V − Vi
Vi+1 − Vi

(3.69)

where kj,mA,i is the value of kj,mA in the i-th local controller Ki.

The variations of the controller parameters as a function of V are illustrated in Figure 3.39, with re-
spect to the parameter values of K1. The parameters of KR and KS exhibit smooth and almost monotonic
variations. However, the variations of the feedforward parameters are more discontinuous, especially on
the yaw channel.

This ad-hoc scheduling technique does not provide any theoretical stability, performance and robust-
ness guarantees between the synthesis points. In general, the controller validation is carried out with
extensive Monte-Carlo simulations performed on the complete nonlinear or LPV model of the plant. In
the present case, the available models only allow validation in the local case, and hence the complete
gain-scheduled controller is evaluated on the experimental setup instead of numerical simulations.

The performance of the complete gain-scheduled autopilot is assessed using a stepwise input signal
while the airspeed is monotonically increasing from 17 m/s to 40 m/s. These results are illustrated in
Figure 3.40 and show a good agreement between the measured response and the reference models Tref,α

and Tref,β throughout the airspeed variation range. In the observed results, the system remains stable and
provides a constant level of performance even between scheduling points. The angle of attack response
does not show steady-state error. However on the yaw axis response slight over- or undershoots can be
seen near t = 55, 100 and 120 s. These errors can be attributed to the fact that the scheduling vector is
varying, and also due to the interpolation of the controllers.
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3.4.4 Concluding Remarks

In this section, a full flight envelope gain-scheduling autopilot is designed, based on the fixed-
airspeed autopilot design results. As a first approach, a divide-and-conquer strategy is employed, al-
lowing the direct exploitation of the estimated linear model families for building a family of linear
controllers, one for each value of the airspeed considered in the estimation procedure. The individual
controllers are designed with objectives and techniques similar to the fixed-airspeed skid-to-turn autopi-
lot, with minor alterations for taking into account the large variations of open-loop dynamics across the
operating domain. The non-linear, gain-scheduling autopilot is then built upon this family of autopilots
using a zero-pole-gain interpolation scheme.

This ad-hoc gain-scheduling control technique does not provide any stability or robustness guarantee
between scheduling points, even if all of the individual autopilots are robustly stable on their operat-
ing point. As no complete nonlinear simulation model is available, the validation of the gain-scheduled
controller for intermediate operating points has been performed on the experimental testbench. In these
experiments, the gain-scheduled controller has provided consistent tracking performance across the air-
speed range, while keeping the system stable at all times.

3.5 Conclusion

In this chapter, the design of autopilots for the ACHILES projectile with reference tracking, distur-
bance rejection and robust stability objectives has been carried out using modern multivariable robust
H∞ control techniques under mixed-sensitivity formulations. The plant models are built upon the fam-
ilies of linear model resulting from the identification process. Since the constant-airspeed dynamics
exhibit low to moderate variations with respect to the incidence angles, the projectile behavior can be
approximated by a single nominal model. A corresponding uncertain model takes into account the differ-
ences between the estimated and nominal models as well as the uncertainty on the estimated parameters,
and allows testing the robustness of the designed control laws.

Three application cases pertaining to the design of a skid-to-turn autopilot were considered. The first
case considered only the pitch axis in a preliminary study and is detailed in Appendix B. These results are
extended in the second case, where a pitch-yaw autopilot design is carried out for a fixed airspeed using
a multi-objectiveH∞ synthesis technique. Despite large differences in open-loop dynamics between the
pitch and yaw axes, this autopilot provided identical performance on both channels. The third application
considers the fixed-airspeed autopilot results and extends the approach to consider the complete flight
envelope with variable airspeed. In order to cope with the airspeed variations inducing large changes
in dynamics, a nonlinear controller is built using gain-scheduling techniques. The divide-and-conquer
technique is entirely compatible with the identification and control approaches developed previously,
using the airspeed vector selected for model estimation. For each airspeed, a linear controller is designed
using the constant-airspeed techniques applied previously. The complete nonlinear controller is then
obtained by interpolation of the gains, poles and zeros of the individual controllers.

In both application cases, the obtained control laws have conformed to the performance and stability
specifications for the nominal case and were proven to be robustly stable against the model uncertainty.
In a final validation step, each control law was implemented on the experimental setup, and evaluated for
both control objectives. The experimental results were compared with numerical simulations, showing
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that the actual implementation follows the simulated responses closely and in accordance to the design
requirements. Together with the models and associated parameters obtained in Chapter 2, these excel-
lent experimental results validated the appropriateness of the experimental setup and the relative design
methodology. Hence this approach provides a complete control design framework, from the modeling
and characterization of the projectile’s behavior to the validation of the control laws on the real system.
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Conclusion and Perspectives

The objective of this thesis was to conduct a feasibility study on a novel approach for the design
and validation of flight control laws for guided projectiles. In the early stages of projectile design,
classical aerodynamic modeling techniques are indeed relatively time-consuming or inapplicable as some
require a flightworthy prototype. The resulting models are highly complex but have a high degree of
fidelity, but which may not actually be required for the design of control laws. As a matter of fact,
modern control techniques such as H∞ control allow the design of robust control laws from lower-
complexity models, yet still yielding excellent performance on the complete plant. Furthermore, apart
from numerical simulations and free-flight testing, which rely respectively on detailed models and flight-
ready prototypes, experimental means for validating projectile control laws in early design phases are
inexistent.

The method proposed herein consists in approximating the free-flight behavior of a projectile using
a fully actuated, sensor-equipped prototype installed in a wind tunnel by means of a support structure
allowing all rotations. Using this setup, the projectile behavior can be characterized experimentally
using system identification techniques. The obtained models can then used for the design and analysis of
control laws, which can be then evaluated experimentally in realistic conditions. The legitimacy of this
approach was analyzed with a proof-of-concept case study, in which the design of skid-to-turn autopilots
was carried out for a missile-like fin-stabilized, canard-guided projectile.

During this thesis, a complete experimental testbench was developed from scratch. The architecture,
design and components of this setup were discussed in Chapter 1. One of the key design objectives was
to construct a rapid controller prototyping environment, so as to streamline the development and testing
process. The experimental setup was constructed as an Hardware-In-the-Loop platform, involving a fully
autonomous projectile prototype equipped with embedded actuators, sensors and computing capabilities.
The real-time requirements associated with such architectures were taken into account and guaranteed
with a Xenomai-based real-time Linux environment. The flight conditions are emulated by the use of a
subsonic wind tunnel and a gimbal-based support structure. This experimental setup has satisfied all of its
design objectives and has been used with success throughout the various autopilot design and validation
phases.

The construction of control-oriented projectile mathematical models has been considered in Chap-
ter 2. The in-flight behavior of projectiles is governed by the laws of flight dynamics. However, taking
into account the specificities of the experimental setup has yielded a slightly different model as in the
free-flight case. Even though the angular dynamics are more complex in the considered configuration,
the expressions are still comparable to the free-flight case. Since the resulting nonlinear model cannot
be employed directly with modern H∞-based robust control techniques, it is linearized in the neighbor-

137



138 Conclusion and Perspectives

hood of operating points. In the resulting linear model structure, the projectile dynamics and induced
aerodynamic forces and moments are characterized through 12 parameters, which are to be identified.
An experimental trimming procedure has then been carried out to determine the equilibrium conditions
of the projectile in the complete airspeed range allowed by the wind tunnel. Results have shown that
the usable flight domain remains constant and symmetric across the airspeed range, except at low speeds
where the flight envelope is reduced.

The second part of Chapter 2 focused on the estimation of the linear model parameters from ex-
periments carried out on the projectile testbench. The determination of parameters from measured data
is an inverse problem, which can be impossible to solve if it is ill-posed, or difficult to solve if it is
ill-conditioned. In order to guarantee the existence and quality of the estimated parameters, a standard
system identification procedure has been applied. The well-posedness and well-conditioning of the prob-
lem were respectively evaluated through a priori and a posteriori identifiability analyses. These studies
concluded that even though the model structure is globally identifiable, the cross-axes coupling parame-
ters were not a posteriori identifiable and that the estimation may not be precise for these parameters. In
order to cover the flight envelope, data-collection experiments were conducted for several operating con-
ditions. The model parameters were estimated for each data set and presented good confidence intervals.
Analysis of the resulting family of linear models showed a strong dependence of the projectile behavior
with respect to the airspeed, and a moderate variation across the flight envelope for a constant airspeed.

The estimated model families were exploited in Chapter 3 for the design of robust skid-to-turn at-
titude control laws for the projectile prototype. The objectives of these autopilots are threefold. At all
times, the autopilots must ensure the stability of the closed-loop system and be robust with respect to
uncertainty. Secondly, the autopilot should provide efficient rejection of external disturbance signals,
mainly induced by aerodynamic perturbations. Finally, the plant should track reference angle of attack
and angle of sideslip signals, with a fast response time and no steady-state error. Based on the estima-
tion results, it was observed that the projectile behavior at a constant airspeed can be approximated by
a single nominal model, and deviations from this model can be considered as parametric uncertainty.
Three application cases were then considered: the first and the second respectively dealt with the design
of fixed-airspeed pitch-only and pitch-yaw autopilots, and the third case extended the autopilot design to
take variations of the airspeed into account using a gain-scheduled approach. To this end, low-complexity
controller structures were favored, as they can be adapted to varying operating conditions with simple
interpolation schemes, and they present a low implementation computational burden. The controller
gains were optimized in accordance to the design requirements using a multi-objective fixed-structure
H∞ synthesis technique, leading to robustly stable controllers for all considered cases.

In a final step, the autopilots were implemented on the experimental setup, and several exhaustive
validation tests were conducted to assess the performance of the proposed solution against numerical
simulations. In all considered cases, the actual projectile followed the simulated responses closely and
in accordance to the design requirements, hence validating the legitimacy of the proposed approaches.
Using the proposed experimental setup the complete control design process can be mastered, from the
modeling and identification steps to the validation of control laws in a realistic environment.
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This first application allowed the presented methodology to be tested and validated on a concrete
real-world case. Identification and control results showed this approach is suitable for complete control
design studies based on an experimental setup. Several research axes emerge for improving the realism
of this experimental approach and generalizing this methodology to more complex cases.

From an experimental viewpoint, one of the first research axes aims at improving the realism of the
experimental setup. In order to take into account the actual free-flight airspeeds (Mach number over 0.5),
further testbenches should be based on transsonic or supersonic wind tunnels. However, the technical
solutions presented here may not apply due to the smaller test sections of these wind tunnels, and the
higher airspeed induces larger wind forces. Hence, a redesign of the projectile prototype and support
structure will be required and additional aspects, such as hinge moments on the control surfaces and
flexible modes, will have to be taken into consideration. Furthermore, the considered experimental setup
limited the study to the angular motion of the projectile. Even though it is not possible to allow linear
motion on all three axes, it may still be possible to take the aerodynamic forces into account, for instance
with a 6-DoF aerodynamic balance. Hence, the projectile accelerations and linear dynamics may be
simulated using force measurements in order to conduct 6-DoF HIL simulations.

In further studies, other projectile configurations may be considered. It would be interesting to
apply this methodology to spin-stabilized projectile concepts, notably spin-decoupled course-correction
fuzes. The main difficulties in this case are from an engineering perspective, due to size and integration
constraints, and the presence of multiple fast-spinning elements. From a control perspective, the high
spin rates lead to a very strong coupling between axes and complex aerodynamic effects.

From an algorithmic viewpoint, there are also several perspectives. Regarding the modeling and
identification of the projectile dynamics, in the present case, the parameters of a linear model structure
were estimated for each operating point, which resulted in a family of linear models. In order to improve
the fidelity of the projectile model, especially in more complex cases with higher parameter dependency,
the aerodynamic coefficients in the nonlinear model may be described using polynomial decompositions.
The main difficulty then consists in the estimation of the polynomial coefficients from experimental
data. In addition to the selection of the polynomial description, proving the a priori and a posteriori
identifiability of the model structure as well as the estimation of the parameters, are much more difficult
due to the nonlinear model structure.

Regarding control design, the proposed methodology may be improved in several axes. Multi-model
synthesis techniques may be applied, in order to avoid the approximation introduced by using a single
nominal model at each airspeed, by taking into account all members of the families of estimated mod-
els. Gain-scheduling techniques with better theoretical stability and performance guarantees should be
investigated, and careful attention should be paid to the hidden coupling terms which may be introduced.
Furthermore, anti-windup and anti-saturation control techniques could improve the autopilot response
near the limits of the operating domain. In the longer term, linear parameter varying (LPV) control
techniques with theoretical stability and performance guarantees may also be investigated. To this end,
continuous-time state-space LPV representations of the system are interesting in that they keep the phys-
ical interpretation of the model parameters. However the associated identification techniques are much
more complex, and several theoretical issues are still open.
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Řezáč, M. and Hurák, Z. Structured MIMO H∞ design for dual-stage inertial stabiliza-
tion: Case study for HIFOO and Hinfstruct solvers. Mechatronics, 23(8):1084–1093, 2013.
doi:10.1016/j.mechatronics.2013.08.003.

Rogers, J. and Costello, M. Control Authority of a Projectile Equipped with a Controllable
Internal Translating Mass. Journal of Guidance, Control, and Dynamics, 31(5):1323, 2008.
doi:10.2514/1.33961.

Roos, C. and Biannic, J. M. A detailed comparative analysis of all practical algorithms to compute
lower bounds on the structured singular value. Control Engineering Practice, 44:219–230, 2015.
doi:10.1016/j.conengprac.2015.06.006.

Rosema, C., Doyle, J., Auman, L., Underwood, M., and Blake, W. B. Missile DATCOM User’s Manual -
2011 Revision. Technical Report AFRL-RB-WP-TR-2011-3071, Air Force Research Laboratory, Air
Vehicles Directorate, Wright-Patterson AFB, OH, USA, 2011.

http://dx.doi.org/10.2514/3.57205
http://dx.doi.org/10.2514/6.2005-6380
http://dx.doi.org/10.1109/87.238400
http://dx.doi.org/10.1115/1.2957624
http://dx.doi.org/10.1016/S0304-3800(01)00257-5
http://dx.doi.org/10.1016/S0304-3800(01)00257-5
http://dx.doi.org/10.1109/TMECH.2012.2213607
http://dx.doi.org/10.1016/j.automatica.2004.11.019
http://dx.doi.org/10.1016/j.mechatronics.2013.08.003
http://dx.doi.org/10.2514/1.33961
http://dx.doi.org/10.1016/j.conengprac.2015.06.006


148 Bibliography

Ross, S. Gun Launched, Terminal Guided Projectile. 1963. Patent US3072055A.

Rugh, W. J. and Shamma, J. S. Research on Gain Scheduling. Automatica, 36(10):1401–1425, 2000.
doi:10.1016/s0005-1098(00)00058-3.

Scherer, C. An Efficient Solution to Multi-Objective Control Problems with LMI Objectives. Systems &
Control Letters, 40(1):43–57, 2000. doi:10.1016/s0167-6911(99)00122-x.

Scherer, C., Gahinet, P., and Chilali, M. Multiobjective Output-Feedback Control via LMI Optimization.
IEEE Transactions on Automatic Control, 42(7):896–911, 1997. doi:10.1109/9.599969.

Schuette, H. and Waeltermann, P. Hardware-in-the-Loop Testing of Vehicle Dynamics Controllers – A
Technical Survey. SAE Technical Paper 2005-01-1660, SAE International, Warrendale, PA, 2005.

Sève, F., Theodoulis, S., Wernert, P., Zasadzinski, M., and Boutayeb, M. Pitch/yaw Channels Control
Design for a 155 mm Projectile with Rotating Canards, Using aH∞ Loop-Shaping Design Procedure.
In AIAA Guidance, Navigation, and Control Conference. 2014. doi:10.2514/6.2014-1474.

Shamma, J. and Athans, M. Gain scheduling: Potential hazards and possible remedies. Control Systems
Magazine, IEEE, 12(3):101–107, 1992.

Shuster, M. D. A Survey of Attitude Representations. Journal of the Astronautical Sciences, 41(4):439–
517, 1993.

Silton, S. I. and Fresconi, F. Effect of Canard Interactions on Aerodynamic Performance
of a Fin-Stabilized Projectile. Journal of Spacecraft and Rockets, 52(5):1430–1442, 2015.
doi:10.2514/1.A33219.

Simon, D. Optimal State Estimation: Kalman, H∞, and Nonlinear Approaches. John Wiley & Sons,
2006.

Siouris, G. M. Missile Guidance and Control Systems. Springer, New York, NY, 2004.

Skogestad, S. and Postlethwaite, I. Multivariable Feedback Control: Analysis and Design, Second Edi-
tion, volume 2. John Wiley & Sons, 2007.

Stevens, B. L. and Lewis, F. L. Aircraft Control and Simulation. John Wiley & Sons, 2003.

Strub, G., Gassmann, V., Theodoulis, S., Dobre, S., and Basset, M. Hardware-In-the-Loop Experimental
Setup Development for a Guided Projectile in a Wind Tunnel. In 2014 IEEE/ASME International
Conference on Advanced Intelligent Mechatronics (AIM), pages 458–463. Besançon, France, 2014.
doi:10.1109/AIM.2014.6878120.

Strub, G., Theodoulis, S., Gassmann, V., Dobre, S., and Basset, M. Pitch Axis Control for a Guided
Projectile in a Wind Tunnel-based Hardware-In-the-Loop Setup. In AIAA Modeling and Simulation
Technologies Conference. Kissimmee, FL, 2015a. doi:10.2514/6.2015-0153.

Strub, G., Theodoulis, S., Gassmann, V., Dobre, S., and Basset, M. Pitch Axis Control for a Guided Pro-
jectile in a Wind Tunnel Hardware-in-the-Loop Setup. Journal of Spacecraft and Rockets, 52(6):1614–
1626, 2015b. doi:10.2514/1.A33330.

http://dx.doi.org/10.1016/s0005-1098(00)00058-3
http://dx.doi.org/10.1016/s0167-6911(99)00122-x
http://dx.doi.org/10.1109/9.599969
http://dx.doi.org/10.2514/6.2014-1474
http://dx.doi.org/10.2514/1.A33219
http://dx.doi.org/10.1109/AIM.2014.6878120
http://dx.doi.org/10.2514/6.2015-0153
http://dx.doi.org/10.2514/1.A33330


149

Strub, G., Dobre, S., Gassmann, V., Theodoulis, S., and Basset, M. Pitch Axis Identification for a Guided
Projectile using a Wind Tunnel-based Experimental Setup. IEEE/ASME Transactions on Mechatron-
ics, 21(3):1357–1365, 2016. doi:10.1109/tmech.2016.2525719.

Tayfun, Ç. A Generic Approach to Missile Autopilot Design using State-Dependent Nonlinear Control.
In 18th IFAC World Congress, pages 9587–9600. 2011. doi:10.3182/20110828-6-IT-1002.03744.

Texas Instruments. AM/DM73xx Technical Reference Manual. 2012. Rev. R.

The Mathworks. Simulink Coder User’s Guide. 2012.

Theodoulis, S. Robust Control in a Nonlinear Context for Large Operating Domains. Ph.D. thesis,
Université Paris-Sud, 2008.

Theodoulis, S., Sève, F., and Wernert, P. Robust Gain-Scheduled Autopilot Design for Spin-Stabilized
Projectiles with a Course-Correction Fuze. Aerospace Science and Technology, 42:477–489, 2015.
doi:10.1016/j.ast.2014.12.027.

Titterton, D. and Weston, J. L. Strapdown Inertial Navigation Technology. IET, second edition, 2004.

Vinnicombe, G. Uncertainty and Feedback: H∞ Loop-shaping and the ν-gap Metric. World Scientific,
2001.

Vun, N., Hor, H. F., and Chao, J. W. Real-Time Enhancements for Embedded Linux. In
14th IEEE International Conference on Parallel and Distributed Systems, pages 737–740. 2008.
doi:10.1109/ICPADS.2008.108.

Walter, E. and Pronzato, L. Identification of Parametric Models from Experimental Data. Springer, 1997.

Weijers, S. R. and Vanrolleghem, P. A. A Procedure for Selecting Best Identifiable Parameters in Cal-
ibrating Activated Sludge Model No. 1 to Full-Scale Plant Data. Water Science and Technology,
36(5):69–79, 1997. doi:10.1016/s0273-1223(97)00463-0.

Wells, L. L. The projectile GRAM SAASM for ERGM and Excalibur. In IEEE Position Location and
Navigation Symposium, page 106–111. IEEE, 2000. doi:10.1109/PLANS.2000.838290.

Wellstead, P. E. and Zarrop, M. B. Self-Tuning Systems. John Wiley & Sons, 1991.

Wernert, P. and Theodoulis, S. Modelling and Stability Analysis for a Class of 155 mm Spin-stabilized
Projectiles with Course Correction Fuse (CCF). In AIAA Atmospheric Flight Mechanics Conference.
Portland, OR, 2011.

Wilkie, D. F. and Perkins, W. R. Generation of Sensitivity Functions for Linear Systems Us-
ing Low-Order Models. IEEE Transactions on Automatic Control, AC-14(2):123–130, 1969.
doi:10.1109/tac.1969.1099129.

Wittenburg, J. Dynamics of Multibody Systems. Springer, second edition, 2008.

Woodman, O. J. An Introduction to Inertial Navigation. Technical report, University of Cambridge,
Computer Laboratory, 2007.

http://dx.doi.org/10.1109/tmech.2016.2525719
http://dx.doi.org/10.3182/20110828-6-IT-1002.03744
http://dx.doi.org/10.1016/j.ast.2014.12.027
http://dx.doi.org/10.1109/ICPADS.2008.108
http://dx.doi.org/10.1016/s0273-1223(97)00463-0
http://dx.doi.org/10.1109/PLANS.2000.838290
http://dx.doi.org/10.1109/tac.1969.1099129


150 Bibliography

Wu, F., Packard, A., and Balas, G. Systematic Gain-Scheduling Control Design: A Missile Autopilot
Example. Asian Journal of Control, 4(3):341–347, 2002. doi:10.1111/j.1934-6093.2002.tb00362.x.

Yaghmour, K. Adaptive Domain Environment for Operating Systems. Technical report, Opersys Inc,
2001.

Zarchan, P. Tactial and Strategic Missile Guidance. Number 239 in Progress in Astronautics and Aero-
nautics. AIAA, sixth edition, 2012.

Zhou, K. and Doyle, J. C. Essentials of Robust Control. Prentice Hall, 1998.

Zipfel, P. H. Modeling and Simulation of Aerospace Vehicle Dynamics. American Institute of Aeronautics
and Astronautics, 2007.

Zoubir, A. M. and Boashash, B. The Bootstrap and its Application in Signal Processing. IEEE Signal
Processing Magazine, 15(1):56–76, 1998. doi:10.1109/79.647043.

http://dx.doi.org/10.1111/j.1934-6093.2002.tb00362.x
http://dx.doi.org/10.1109/79.647043


Appendix A

Modeling & Identification Complements

Contents
A.1 Attitude equations of motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

A.1.1 Roll Angular Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

A.1.2 Pitch Angular Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

A.1.3 Yaw Angular Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

A.2 Inverse Trim Map Interpolation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
A.3 Controllability and Observability of the Linearized Pitch-Yaw Model . . . . . . . 155
A.4 A priori Identifiability of the Model Structure . . . . . . . . . . . . . . . . . . . . . 156
A.5 Sensitivity Functions for a Linear System . . . . . . . . . . . . . . . . . . . . . . . 157

This Appendix provides additional information regarding the derivation of the nonlinear model equa-
tions, the practical exploitation of the experimental trim maps, the proofs of the controllability, observ-
ability and identifiability properties of the linear model and a simple method for computing the sensitivity
functions of a linear system.

A.1 Attitude equations of motion

The equations of motion describing the angular dynamics of the ACHILES projectile are presented
in Section 2.3.1. In this case, the support structure prevents all translations of the projectile and the free-
flight equations of motion no longer apply, as illustrated in Figure A.1. The presence of a kinematic chain
between the projectile body and the Earth introduces joint reaction forces and moments into the dynamics
equations. These reaction unknowns are eliminated by selecting bodies (or subsystems of bodies) so as
to keep only one joint between the set of isolated bodies and other bodies in the system. For any given
joint, the reaction effort corresponding to the joint’s mobility is zero since the joints are assumed to be
ideal (frictionless): e.g. for a revolute joint the reaction moment is zero along the joint axis. Then, the
projection of Euler’s and Newton’s laws along the mobility axes does not contain reaction unknowns.

In the present configuration, the motion unknowns are the angular rate derivatives ṗ, q̇ and ṙ, therefore
three independent equations are required to obtain the complete angular dynamics. The equations of
motions are obtained by successively isolating the projectile (Σ28 = B), then the projectile with the

28Here Σ denotes the set of bodies to which Euler’s and Newton’s laws are applied. For convenience, the individual bodies
are designated with the same letter as their preferred coordinate system.
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FIGURE A.1: Kinematics diagram of the ACHILES projectile and support structure.

inner gimbal (Σ = B + Y) and finally the complete system (Σ = B + Y + X), resulting in three scalar
equations.

A.1.1 Roll Angular Dynamics

The first of these equations is obtained by isolating the projectile alone (Σ = B). This is similar to the
situation described in Section 2.2.2, except the projectile body is also subject to the reaction moment of
the roll bearingmB−Y. Projecting Equation (2.9) along the roll axis 1B eliminates the reaction unknown
and yields Equation (2.16), which is still valid in the present case.

A.1.2 Pitch Angular Dynamics

The second equation is obtained by isolating the projectile body with the inner gimbal: Σ = B + Y.
As the joint between the projectile and the inner gimbal is internal to the system, its reaction forces and
moments do not appear in Newton’s and Euler’s equations. This subsystem is subject to the same efforts
than the free-flying projectile, with the addition of the reaction forces and moments coming from the
joint between the inner and the outer gimbal. Euler’s law then becomes:

DElBE
B +DElYE

B = mB +mY−X (A.1)

where mY−X is the reaction moment of the revolute joint between the inner and the outer gimbals.
Since the inner gimbal’s moments of inertia are negligible, the term DElYE

B is assumed to be zero. The
resulting form is then similar to Equation (2.5). The rate of change of the projectile’s angular momentum,
DElBE

B , is shifted to the body reference frame through the Euler transformation and expressed in the body
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coordinate system:

[
hBE

B

]B
=
[
DBlBE

B + ΩBElBE
B

]B
=

ṗI1 + qr(I3 − I2)

q̇I2 + pr(I1 − I3)

ṙI3 + pq(I2 − I1)

 (A.2)

As the reaction momentmB−Y is zero along 2Y, the reaction unknowns are eliminated by projecting
Euler’s equation in the intermediate coordinate system ]Y and taking the scalar product with 2Y:[

0 1 0
]Y

[T]YB [hBE
B

]B
=
[
0 1 0

]Y
[T]YB [mB]B +

[
0 1 0

]Y
[mB−Y]Y︸ ︷︷ ︸

0

(A.3)

where [T]YB is the transformation matrix from the body coordinate system to the intermediate coordinate
system attached to the inner gimbal. Equation (A.3) then becomes:

[q̇I2 + pr(I1 − I3)] cosφ− [ṙI3 + pq(I2 − I1)] sinφ = mB2 cosφ−mB3 sinφ (A.4)

A.1.3 Yaw Angular Dynamics

The third equation is obtained by applying Euler’s equation to the complete system, Σ = B+Y+X.
As before, only externally applied efforts are considered when writing these equations. In this case the
system is subject to the aerodynamic moments and the reaction moments in the revolute joint between the
outer gimbal and the support frame. As the inner gimbal’s inertial characteristics are negligible, Euler’s
second law can be written as:

DElBE
B +DElXE

B = mB +mX−E (A.5)

wheremX−E is the reaction moment of the joint between the outer gimbal and the Earth frame. The rate
of change of the outer gimbal’s angular momentum is:

hXE
B = DElXE

B = DE
[
IX

Bω
XE
]

(A.6)

where the angular velocity of the outer gimbal is ωXE = ψ̇e3. The expression of hXE
B in the local

coordinate system is then:

[
hXE

B

]L
=
[
IX

B

]L [dωXE

dt

]L

= ψ̈IX3 (A.7)

The reaction moment is then eliminated by projecting Euler’s equation (A.5) in the local coordinate
system and taking the scalar product with the joint axis 3L:[

0 0 1
]L ([

hXE
B

]L
+ [T]LB [hBE

B

]B)
=
[
0 0 1

]L
[T]LB [mB]B +

[
0 0 1

]L
[mX−E]L︸ ︷︷ ︸

0

(A.8)

which results in:

ψ̈IX3 − [ṗI1 + qr(I3 − I2)] sin θ + [q̇I2 + pr(I1 − I3)] cos θ sinφ+ [ṙI3 + pq(I2 − I1)] cos θ cosφ
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= −mB1 sin θ +mB2 cos θ sinφ+mB3 cos θ cosφ (A.9)

Combining Equations (2.16) and (A.9) eliminates the term in mB1 , and regrouping the acceleration
terms on the left-hand side yields:

ψ̈IX3 sec θ + q̇I2 sinφ+ ṙI3 cosφ = [mB2 − pr(I1 − I3)] sinφ+ [mB3 − pq(I2 − I1)] cosφ (A.10)

This equation involves the second derivative of ψ, which is a function of the body rates and their deriva-
tives. The projectile angular velocity ωBE is obtained by the following chain of rotations:

ωBE = ψ̇x3 + θ̇y2 + φ̇b1 (A.11)

Projecting ωBE in the body coordinate system then gives the correspondence between the time
derivatives of the Euler angles and the body rates:

[
ωBE

]B
=

 −ψ̇ sin θ + φ̇

ψ̇ sinφ cos θ + θ̇ cosφ

ψ̇ cosφ cos θ − θ̇ sinφ

 =

pq
r

 (A.12)

Solving for φ̇, θ̇, ψ̇ gives the Euler angle differential equations:φ̇θ̇
ψ̇

 =

p+ q sinφ tan θ + r cosφ tan θ

q cosφ− r sinφ

q sinφ/ cos θ + r cosφ/ cos θ

 (A.13)

Taking the second derivative of ψ then yields:

ψ̈ =
1

cos θ
[q̇ sinφ + ṙ cosφ+ pq cosφ− pr sinφ+ 2(q2 − r2) tan θ cosφ sinφ

+ 2qr tan θ(1− 2 sin2 φ)
] (A.14)

The expressions of q̇ and ṙ are then obtained by replacing ψ̈ by its value in Equation (A.10), and
then by combining it with Equation (A.4). In opposition to the free-flight case, these expressions are far
from trivial due to the outer gimbal inertia acting on the yaw axis. Finally, the angular dynamics of the
translation-denied projectile are given by:

ṗ = I−1
1 [(I2 − I3)qr +mB1 ] (A.15)

q̇ =
1

A2

[
k2

(
1 +

IX3

I3

cos2 φ

cos2 θ

)
− k3

IX3

I3

sinφ cosφ

cos2 θ
− kψIX3

sinφ

cos2 θ

]
(A.16)

ṙ =
1

A3

[
−k2

IX3

I2

sinφ cosφ

cos2 θ
+ k3

(
1 +

IX3

I2

sin2 φ

cos2 θ

)
− kψIX3

cosφ

cos2 θ

]
(A.17)

where symbols A2, A3, k2, k3 and kψ are defined as follows:

A2 = I2 + IX3

1

cos2 θ

[
sin2 φ+

I2

I3
cos2 φ

]
(A.18)
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A3 = I3 + IX3

1

cos2 θ

[
cos2 φ+

I3

I2
sin2 φ

]
(A.19)

k2 = mB2 − pr(I1 − I3) (A.20)

k3 = mB3 − pq(I2 − I1) (A.21)

kψ =
1

cos θ

[
pq cosφ− pr sinφ+ 2(q2 − r2) tan θ cosφ sinφ+ 2qr tan θ(1− 2 sin2 φ)

]
(A.22)

A.2 Inverse Trim Map Interpolation

The experimentally-determined, stick-fixed trim maps in Section 2.4.1 are discrete mappings from
the sampled control deflections (δ̄m, δ̄n) to the corresponding incidence angles (ᾱ, β̄). However, for
identification and control purposes it is more convenient to select the angles of incidence as trimming
variables. In this case, the trim map provides the steady-state control deflections for given values of the
incidence angles. The determination of this control-oriented trim map then consists in finding the inverse
of the experimental trim map. In the direct case, the incidence angles for values of the fin deflections
between the actually sampled points can easily be approximated using 2D interpolation. This is no longer
true for the inverse mapping, which is determined as follows.

Let ᾱ, β̄ be the desired angles of incidence and α = fα(δm, δn), β = fβ(δm, δn) the trim surfaces
determined experimentally. For each angle of incidence (ᾱ, β̄), find the fin deflections giving the de-
sired value using the respective trim surface (fα, fβ). This corresponds to determining the following
isocontour curves:

Cα = {(δm, δn)|fα(δm, δn) = ᾱ} (A.23)

Cβ =
{

(δm, δn)|fβ(δm, δn) = β̄
}

(A.24)

The trim control deflections (δ̄m, δ̄n) corresponding to the desired angles of incidence are then given by
the coordinates of the intersection of Cα and Cβ .

The obtained fin deflections can be validated using interpolation of the direct mapping to obtain the
corresponding incidence angles. The implementation in MATLAB using the contourc and interp2
functions leads to a less than 1% error between the desired incidence angles and the obtained incidence
angles, which is largely sufficient for this application.

A.3 Controllability and Observability of the Linearized Pitch-Yaw Model

Controllability and observability are crucial properties of state-space systems for system identifica-
tion and control. State controllability indicates whether the system input vector is able to move the state
vector from any initial state to any final state in a finite time. The system is controllable if and only
if the rank of the controllability matrix is equal to the number of states n (i.e. full rank), where the
controllability matrix is defined as:

C ∆
=
[
B AB · · · An−1B

]
(A.25)

Likewise, state observability indicates whether the state vector may be determined using the knowl-
edge of the system outputs. The system is observable if and only if the observability matrix is full rank,
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where the observability matrix is defined as:

O ∆
=


C

CA

· · ·
CAn−1

 (A.26)

These definitions are non-unique and are however limited to low-order systems due to numerical
conditioning issues in the computation of the controllability and observability matrices.

The controllability matrix corresponding to the system of Equation (2.77) is:

C =


0 0 Mqδm 0

Mqδm 0 MqδmMqq 0

0 0 0 − secαMrδn

0 Mrδn 0 MrδnMrr

 (A.27)

which is full-rank provided Mqδm and Mrδn are non-zero.

The state vector x in Equation (2.77) is directly measured using the IMU, resulting in the output ma-
trix C being identity. However, the angular rate measurements do not bring additional state information
and the system remains observable when only the incidence angles are measured (corresponding to the
first and third lines of the C matrix). The observability matrix in this case is given by:

O =


1 0 0 0

0 0 1 0

0 1 0 0

0 0 0 − secα

 (A.28)

which is full-rank. The angular rate measurements are however useful for control purposes since they
avoid numerical derivatives of the incidence angles, which are more sensitive to noise.

A.4 A priori Identifiability of the Model Structure

The a priori identifiability of the model structure (2.77) is assessed in Section 2.5.3. As this model
structure is observable and controllable, its a priori identifiability can be assessed using a similarity
transformation approach [Walter and Pronzato, 1997]. Let x̂ = Tx∗, where T is the invertible matrix of
a state-space similarity transformation. A necessary and sufficient condition set for M(θ̂) = M(θ∗) is
then 

A(θ̂) = TA(θ∗)T−1,

B(θ̂) = TB(θ∗),

C(θ̂) = C(θ∗)T−1,

D(θ̂) = D(θ∗),

x0(θ̂) = Tx0(θ∗)

(A.29)

The state-space matrices defined in Eqs. (2.77) and (2.87) describe a structurally controllable and
observable model structure for non-zero values of the input matrix coefficients (Mqδm 6= 0 and Mrδn 6=
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0), therefore the similarity transformation approach applies. Exploiting the structure of the observation
matrix C and the control matrix B yields:

C(θ̂)T = C(θ∗)

B(θ̂) = TB(θ∗)

}
⇒ T =


1 0 0 0

t21 1 t23 0

0 0 1 0

t41 0 t43 1

 (A.30)

Applying the first condition A(θ̂) = TA(θ∗)T−1 yields:

A(θ̂) =



−t21 1 −t23 0

Mqα + t23t41
cosα

− t21(Mqq + t21)
Mqq + t21

Mqβ + t23t43
cosα

− t23(Mqq + t21)
− t23

cosα

t41

cosα
0

t43

cosα
− 1

cosα

Mrα − t21t41

− t41(Mrr − t43
cosα)

t41

Mrβ − t23t41

− t43(Mrr − t43
cosα)

Mrr −
t43

cosα


(A.31)

In the state matrix A, the coefficients of the first and third lines are zero, except for the second and
fourth columns respectively. In application of the first condition, the remaining coefficients t21, t23, t41,
and t43 are then zero. The transformation matrix T is then the identity matrix, therefore θ̂i = θ∗i and the
structure is globally identifiable.

A.5 Sensitivity Functions for a Linear System

The a posteriori identifiability conditions presented in Section 2.5.4 involve the computation of the
sensitivity functions of the model outputs w.r.t. changes in the parameter values. For a linear state-
space system, these functions can be computed in a straightforward way by applying the definition of a
sensitivity function to the output equation (assuming D = 0):

sy/θi =
∂y

∂θi
=
∂C

∂θi
x+ C

∂x

∂θi
(A.32)

The partial derivative of the state x with respect to parameter θi corresponds to the state sensitivity
function:

sx/θi =
∂x

∂θi
=
∂A

∂θi
x+ A

∂x

∂θi
+
∂B

∂θi
u (A.33)

The output sensitivity functions are then the outputs of a linear state-space system defined using the
above equations. Since the system state x is involved in the expressions of the sensitivity functions,
the resulting system is of order (np + 1) · n, with n the number of states in the original system. A
major drawback of this simple method is thus the possibly high order of the sensitivity model. More
sophisticated methods produce a lower-order sensitivity model by exploiting the properties of linear
systems [Walter and Pronzato, 1997; Denery, 1971; Wilkie and Perkins, 1969]. However the above
method is sufficient in the present case, as simulating the resulting 36th-order model is fast on modern
computers.
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This Appendix presents a preliminary study concerning the single-axis case, which only considers the
pitch motion of the projectile. This case has been presented in [Strub et al., 2015a,b] and is reproduced
in greater detail here. This application considers the roll- and yaw-locked case, which has been presented
and modeled in Section 2.3.4, where the airspeed is fixed to V = 25 m/s and the yaw axis remains locked
at β = 0. This effectively reduces the flight envelope to a single dimension, where the only degree of
freedom is on the angle of attack α. The corresponding model can be reduced to a single-input, single-
output (SISO) model, allowing the comparison of different synthesis methods on a simpler case (w.r.t. the
pitch/yaw case). The design goal is to obtain a low-order fixed-structure controller in order to simplify
implementation as well as to prepare the ground for a future airspeed scheduling, while maintaining high
performance levels.

159



160 Appendix B. Pitch-Only Autopilot

B.1 Synthesis Model

The open-loop plant model Gol considered for synthesis is illustrated in Figure B.1 and consists in
the series interconnection of the actuator model GA, given in Equation (1.5), and the airframe model
GB, given in Equation (2.101); the sensor dynamics are neglected as the IMU is assumed to be ideal.
The inputs to this model are the external disturbance d and the fin deflection command δm,c. The distur-
bance mainly corresponds to unsteady aerodynamic effects and wind gusts, and is modeled as an input
disturbance acting on the projectile body. Both inputs are scaled with respective gains ksc,δm,c , ksc,d such
that the open-loop plant has unity steady-state gain. The outputs are the angle of attack α and the pitch
rate q, which are measured by the IMU. The open-loop transfer function of the system is given by:

Gol :

[
α

q

]
= GB

[
ksc,d ksc,δm,cGA

] [ d

δm,c

]
(B.1)

B.1.1 Nominal Model Selection

The selection of the nominal airframe model GB is carried out with the δν-based procedure presented
in Section 3.2.1. In the pitch-only case, the family of models Π = {Pi} contains 8 linear models, which
were estimated for values of the angle of attack α from 0◦ to 7◦ in 1◦ steps and for a constant airspeed
V = 25 m/s (see Section 2.6.6).

Applying the first selection strategy to Π results in the mean-parameters model P̄, with J(P̄) =

0.093. The ν-gap distances of P̄ w.r.t. the members of Π are illustrated in Figure B.2B. Following the
second strategy, the fifth model of the set is selected, with J(P5) = 0.121. The mutual ν-gap distance
between any two models from Π is illustrated in Figure B.2A: the distance is lower for consecutive
values of the angle of attack and higher between the extremes of the set. The frequency response of both
nominal model candidates is compared against the family members on the Nyquist plot of Figure B.3.
In this figure, both nominal model candidates have the same overall frequency response shape as other
models in Π and are in the middle of the set of responses. As both strategies lead to low J values, the
obtained models are good approximations of the overall behavior of the family, with an advantage for
the mean-parameters model which has the lowest J value.

B.1.2 Uncertainty Modeling

The uncertain model is used for analyzing the robustness of the control laws and aims at capturing the
various sources of uncertainty in the plant model. In the present case, the model parameters are subject
to variations due to the non-linear, parameter-dependent nature of the system. They are also not known

GBGAksc,δm,c

ksc,d

δm,c

d

α

q+

+

Gol

FIGURE B.1: Open-loop plant.
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exactly but were estimated from experimental data. The plant uncertainty can then be described using
only parametric uncertainty. However, the robust stability condition is generally much more complex
for parametric uncertainty than for dynamic uncertainty. Moreover in the SISO case it may be interest-
ing to approximate parametric uncertainty with a single lumped dynamic uncertainty, as it can reduce
conservativeness [Skogestad and Postlethwaite, 2007]. Both approaches are discussed below.

Concerning the parametric uncertainty representation, the nominal values of the parameters corre-
spond to the parameters of the nominal model. The variation range of each uncertain parameter corre-
sponds to the minimum and maximum parameter values of models in the set Π∗. This set contains the
estimated models Π as well as models issued from the bootstrap procedure, in order to take into account
the uncertainty on each estimated model. The pitch-only linear model is governed by three parameters,
leading to a 3× 3 diagonal ∆ matrix. This representation can be approximated by a single scalar uncer-
tain perturbation using dynamic uncertainty. In the present case, the multiplicative input form illustrated
in Figure 3.1 is selected. The multiplicative weight wI is chosen as a second-order transfer function,
which provides a good coverage of the uncertainty radius, as shown in Figure B.4.
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Both uncertainty representations are compared against the nominal model in Figure B.5. The re-
sponse shown for the uncertain models corresponds to the worst-case (maximum) gain response, and
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both uncertainty representations exhibit similar responses with the same degree of conservatism. The
unstructured representation is preferred since the corresponding robust stability condition is much sim-
pler than for parametric uncertainty, as discussed in Section 3.2.5.

B.2 Autopilot Structure

The overall structure of the pitch axis autopilot is illustrated in Figure B.6 and is inspired by autopilot
structures found in the aircraft and missile literature [Zipfel, 2007; Bérard et al., 2012; Zarchan, 2012].
This autopilot is made up of three controllers, configured in two nested loops. The inner loop aims
at improving the dynamic stability of the projectile in its pitching motion and is built around the rate
damping gain kq, acting on the pitch rate q. The outer loop consists in the feedback controller KFB acting
on the angle of attack tracking error e. These two loops are responsible for the closed-loop stability and
the rejection of external disturbances d. Finally, the feedforward filter KFF shapes the reference signal
αr to provide the desired closed-loop reference tracking behavior. In the present case, this behavior is
defined by a second-order reference model Tref with bandwidth ω0 = 3 rad/s and damping ζ = 0.78.

Gol

α

kq

d

q
δm,c

+
KFB

δm,FB

+
KFFαr

αf

+

e

−

FIGURE B.6: Angle of attack autopilot structure.

Two H∞ synthesis methods for the feedback controller KFB are presented and compared in the
sequel: a classical H∞ synthesis method resulting in a full-order controller, and a fixed-order, fixed-
structured synthesis based on numerical optimization. The rate damping gain kq is selected beforehand,
as the full-order synthesis is unable to enforce a specific controller structure. In both cases, the feed-
forward filter is computed by interconnecting the reference model with the inverse of the closed-loop
transfer function, and approximating the obtained transfer function with a low-order filter. In a third
case, the feedback and feedforward controllers are synthesized in a single step using a multi-objective
fixed-structure design technique.

B.2.1 Rate Damping Controller

One of the first functions of the autopilot is to improve the pitch-plane dynamic stability of the
projectile. This function is accomplished by virtually increasing the aerodynamic damping derivative
Mqq through the use of the rate feedback loop presented in Figure B.6 [Zipfel, 2007]. The airframe
model GB can be decomposed in two transfers GBα and GBq, with GBq = sGBα from Equation
(2.101). The pitch rate transfer function is then written as:

q = GBq

(
GAksc,δm,cδm,c + ksc,dd

)
(B.2)
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The pitch rate q is then fed back to the actuator input and summed with the reference signal issued by
the feedback controller KFB:

δm,c = δm,FB + kqq (B.3)

Replacing δm,c in the pitch rate transfer function expression then yields the transfer function of the rate
feedback loop:

q =
GBqGAksc,δm,c

1− kqGBqGAksc,δm,c

δm,FB +
GBqksc,d

1− kqGBqGAksc,δm,c

d (B.4)

where kq effectively acts on the location of the closed-loop poles.

In the present case, the open-loop nominal plant is largely underdamped with a damping ratio of 0.17.
Using a pole placement approach, the feedback gain kq is selected such that the closed-loop damping
approaches 0.7, while keeping the natural frequency of the actuator and body poles separated by a factor
of at least three. The obtained rate damping gain is kq = 0.125, achieving the desired closed-loop
dominant pole damping. The poles of the resulting rate damped system are shown on Figure B.7.

The simulated and experimental responses of the closed loop against the open-loop response are pre-
sented in Figure B.8. Obviously, the rate damping controller can not constitute a tracking autopilot on
its own, as plant gain uncertainty will lead to a static error, and the system output is very sensitive to
disturbances. Nevertheless, the system damping is vastly improved and there is an overall good agree-
ment between the simulated and the experimentally observed responses. The difference between these
two responses is caused by aerodynamic disturbances on the real system, which are not present in the
simulation.

B.2.2 Disturbance Rejection Controller

In the autopilot structure presented in Figure B.6, the feedback controller KFB is entirely responsible
for rejection of external disturbances, as the feedforward controller KFF does not act on the tracking
error. This paragraph focuses on the design of KFB, using modern robust H∞ control techniques in a
S/KS-like mixed-sensitivity setup.

The H∞ design problem is represented using the standard form interconnection illustrated in Fig-
ure B.9. In this representation, the design objectives and constraints are included in the augmented plant
P, of which the inputs are the exogenous signal w = d (disturbance) and the control input u = δm,c.
The outputs of P are the performance signals z = [z1 z2]>, which are to be minimized, and the mea-
sured variable v = −α. The H∞ control problem then consists in finding KFB, such that the system is
nominally stable and

||Tw→z||∞ < γ, γ > 0 (B.5)

where Tw→z is the transfer function from w to z, which is obtained by the lower linear fractional
transformation (LFT) Tw→z = Fl(P,KFB).

The external disturbance d is modeled as an input disturbance to the airframe model GB, which
exhibits a low-pass behavior thus resulting in low-frequency perturbations of the plant output. The
disturbance will then be effectively rejected if the sensitivity function Sd→e, which is the transfer function
between the disturbance d and the regulation error e, presents small gain at low frequencies [Skogestad
and Postlethwaite, 2007, p. 359]. Furthermore, the actuators have a limited bandwidth and saturation-
free amplitude range, while the open-loop plant may contain unmodeled high-frequency dynamics. In
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order to avoid the inclusion of undesirable dynamics in the feedback loop, the control signal δm,c must
be limited in amplitude and in bandwidth. The control effort transfer function Td→δm,c must then exhibit
low gain at high frequencies.

This transfer function shaping problem corresponds to classical S/KS mixed-sensitivity optimiza-
tion. The main difference with a textbook S/KS design is that the second transfer function is Td→δm,c
instead of KFBSd→e, since we are interested in the actuator input δm,c and not in the damped plant input
u = δm,FB. The desired shape of the transfer functions, corresponding to the design requirements, are
specified by the weighting filters W1 and W2, which are first-order filters of the form:

Wi =
s+ ωi

ki,HFs+ ki,LFωi
(B.6)

where the interpretation of the filter parameters is given in Section 3.3.2.3.

The sensitivity function Sd→e is shaped using W1. As the system already exhibits an open-loop low-
pass behavior, the role of the weighting filter is to enforce a low sensitivity to disturbances at frequencies
near the desired disturbance-free bandwidth, specified with ωij , and to limit the allowed disturbance am-
plitude with k11,HF. The low-frequency gain k11,LF must be small to eliminate the disturbance-induced
steady-state error but cannot be zero, in order to avoid numerical issues during synthesis.

The weighting filter W2 acts as a roll-off filter to limit the control gain after a certain frequency.
Its bandwidth ω2 should be lower than the actuators bandwidth (a good rule of thumb is one third of the
actuators bandwidth). The low-frequency gain k2,LF must be greater or equal than one to allow controller
action at low frequencies, and the high-frequency gain k2,HF is set to a small value subject to the same
numerical requirements as k1,LF.

The selection of the weighting filter parameters is a process subject to trial-and-error, where the
designer has to make a trade-off between effectiveness of disturbance rejection, control signal energy

Gol

kq

q
δm,c+

αf = 0

+

α −

W2

W1 z1

z2

w = d

KFB

v+
u

z

P

FIGURE B.9: Disturbance rejection problem in standard form.
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and open-loop stability margins. The performance transfer function Tw→z is then written as:

Tw→z =

[
Sd→e ·W1

Td→δm,c ·W2

]
(B.7)

As a first approach, the H∞ problem of Equation (B.5) is first solved using classical techniques,
which consist in solving a Riccati equation [Doyle et al., 1989] or an LMI formulation [Gahinet and Ap-
karian, 1994], and result in a full-order controller structure. The high-frequency modes are subsequently
eliminated using model reduction techniques, and the controller is adjusted so that the lowest frequency
pole is moved to zero, thereby eliminating steady-state error. However, full-order controllers are usu-
ally not suitable for implementation on low-power control electronics, and are difficult to integrate in
gain-scheduling schemes. Here, this controller serves as a performance standard for comparison against
reduced-complexity controllers.

In the second approach, a fixed-order, fixed-structure technique is employed, resulting in a reduced
controller order and hence a much simpler structure, which can be imposed by the designer. In guided
projectile control design, PI-type structures have been used successfully in stabilizing and reference
tracking controllers [Sève et al., 2014]. The PID controller provides additional damping through the
derivative term, however the derivative must be approximated using a low-pass filter such that the con-
troller is proper and so as to limit the high-frequency gain. The fixed-structure controller KFB,FS to be
synthesized here is then of the form:

KFB,FS = kp + ki
1

s
+

kds

Tfs+ 1
(B.8)

with parameters kp, ki, kd, and Tf to be determined. The H∞ problem is then non-convex, and the
nonsmoothH∞ synthesis method by Apkarian and Noll [2006] is employed to compute the fixed-order,
fixed-structure controller KFB,FS.

B.2.3 Reference Tracking Controller

The above designed feedback controllers are focused on disturbance rejection. Even if the closed-
loop system has no steady-state error, the time response does not conform to the specified requirements
because the complete system should behave like the reference model Tref . A straightforward approach
for designing the feedforward filter KFF consists in connecting the reference model and the inverse of
the closed-loop transfer function Tαf→α in series [Skogestad and Postlethwaite, 2007], where Tαf→α
is the transfer function of the closed-loop system with the disturbance rejection controller:

KFF = TrefT
−1
αf→α (B.9)

Obviously, the resulting system is non-proper and cannot be directly implemented on the real system.
The approach employed to circumvent this limitation consists in approximating the magnitude frequency
response of the ideal feedforward on a specific frequency band with a fixed-order transfer function. As
the ideal feedforward filter behaves as a derivative filter at high frequencies, it is desirable to use a strictly
proper transfer function, so as not to excite the high-frequency dynamics of the closed-loop system. The
frequency band must also be chosen with care as the high-frequency dynamics of the ideal feedforward



168 Appendix B. Pitch-Only Autopilot

filter may not be relevant and usually impose a higher-order transfer function and high gains. In the
present case, a second-order low-pass filter with one zero provides satisifying performance with low
complexity.

The selection of these parameters therefore results in a trade-off between model-matching accu-
racy (minimizing the difference between the reference model and the closed-loop behavior) and con-
troller/actuator effort. However, this inverse-based design procedure may result in a too high model-
matching error for a low-order feedforward filter, and the designer’s actions are quite limited. More-
over, while the disturbance rejection controller satisfies the constraints on the actuator control signal, the
closed-loop system with feedforward may violate these specifications. It is more desirable to design the
feedback and the feedforward controllers in a single step, resulting in a 2-DoF controller such that all
constraints are applied during synthesis, as presented in the next subsection.

B.2.4 Multi-objective Synthesis

A naive approach to the design of the 2-DoF controller would be to add the feedforward controller and
associated model-matching and controller effort constraints to the mixed-sensitivity problem of Figure
B.9. The exogenous input vectorw then consists in the reference input r as well as the disturbance input
d. However, it is not possible to define the weighting filters Wi for individual transfers, as all inputs are
used during synthesis. For example, the performance signal relative to the model-matching error would
include transfers from both inputs, when only the reference is relevant. This limits the designer’s actions
and leads to an unsatisfactory result.

As the simultaneous feedback and feedforward design problem addresses different objectives, the
multi-objective design techniques presented in Section 3.2.4 are more suitable. In the present case, the
control objectives are specified on separate wj → zj channels, as illustrated in Figure B.10. The first
channel, w1 → z1, deals with the disturbance rejection requirements, which were specified in Section
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B.2.2. The reference tracking requirements, namely a model-matching constraint with respect to Tref and
a high-frequency roll-off constraint on Tr→δm,c , which limits the injection of high-frequency dynamics
in the plant from the reference input, are specified in the second channel w2 → z2, where w2 = r. These
requirements are enforced by the means of the respective weighting filters W21 and W22. The model-
matching filter W21 is a constant gain and acts on the model-matching error eMM = r(Tref − Tr→α).
The gain of W21 defines the maximum allowable difference between the target system and the closed-
loop transfer function, which is the highest at medium frequencies. The roll-off filter W22 acts on the
transfer Tr→δm,c and is specified in the same way as in the disturbance rejection case. This filter mostly
acts on the feedforward filter and its bandwidth may be set higher than the disturbance rejection roll-off
filter. Finally, the performance transfer function Tw→z is written as:

Tw→z =

[
Tw1→z1 Tw2→z1

Tw1→z2 Tw2→z2

]
=


W11Sd→e W11 (1−Tr→y)

W12Td→δm,c W12Tr→δm,c
W21Sd→e W21 (Tref −Tr→α)

W22Td→δm,c W22Tr→δm,c

 (B.10)

However, off-diagonal transfers Tw2→z1 and Tw1→z2 are not relevant to the corresponding control
objectives and hence should not be taken into consideration for synthesis. In order to consider only the
diagonal transfers, the 2-DoF synthesis problem can be formulated as a multi-objective H∞ problem:
given γ > γmin, find all stabilizing controllers K = {KFB,MO,KFF,MO} such that:

max {||Tw1→z1(P,K)||∞, ||Tw2→z2(P,K)||∞} < γ (B.11)

For the sake of readability, in this diagram the disturbance rejection requirement is specified on
Sd→y, which is identical to Sd→e except for the sign in the disturbance rejection case (r = 0). The
2-DoF controller to be synthesized is composed of the feedback controller KFB,MO and the feedforward
controller KFF,MO, where the structure of KFB,MO is the same as KFB,FS, as defined in Equation (B.8).
In this diagram, the feedforward controller is implemented in filter form, acting on the reference signal
before the error summing junction, and in first approach this filter has the same structure as in the case
discussed in Section B.2.3 (inversion-based design). This structure is further reduced to a first-order
lag-lead filter, showing similar performance with a lower order controller.

B.3 Controller Synthesis Results

The autopilot design constraints are implemented using the weighting filters Wi in Figure B.9 and
Wij in Figure B.10. In order to compare the three proposed synthesis methods, the weighting filters are
identical across these three methods, and the parameters are summarized in Table B.1. For the fixed-
structure and the multi-objective synthesis methods, the feedback controller is a PID controller as shown
in Equation (B.8). In all three cases, the feedforward controller is selected to be a two-pole, one-zero
minimum-phase transfer function.

TABLE B.1: Parameters of the weighting filters Wi and Wij .

W1 = W11 W2 = W12 W21 W22

k11,LF 0.001 k12,LF 1 k21 20 k22,LF 1
k11,HF 0.6 k12,HF 0.001 k22,HF 0.001
ω11 3 rad/s ω12 15 rad/s ω22 15 rad/s
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B.3.1 Disturbance Rejection Controller

The feedback controllers KFB were synthesized usingH∞ techniques, which led to similar final gain
values for all three methods, with γ = 1.45 for the full-order controller, γ = 1.54 for the fixed-structure
and γ = 1.57 for the multi-objective 2-DoF synthesis. The sensitivity transfer functions with respect to
the disturbance input, as well as the controller Bode diagram and the closed-loop system response to a
unit disturbance step are illustrated in Figure B.11. In these plots, the solid red and blue lines correspond
respectively to the 1-DoF full-order and fixed-structure controllers KFB,FO and KFB,FS, and the green
line corresponds to the feedback controller KFB,MO computed using the multi-objective procedure. In
Figure B.11A and B.11B, the dashed black line corresponds to the inverse of the weighting filters.

As specified in Section B.3, all feedback controllers were synthesized against the same requirements.
The full-order controller KFB,FO corresponds to the best achievable result, as there are no constraints on
its structure. Nevertheless, it can be seen that both fixed-structure controllers exhibit similar performance,
despite a less complex structure. As expected, the error sensitivity Sd→e tends to zero at low frequencies
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FIGURE B.11: Closed-loop transfer functions and unit step response for the disturbance rejection controllers
(blue: full-order controller KFB,FO, red: fixed-structure controller KFB,FS, green:fixed-structure controller
KFB,MO in the multi-objective case).
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but slightly exceeds the upper limit specified in W11, and the control sensitivity Td→u tends to unity at
low frequencies and zero at high frequencies. However, the controllers do not roll-off at high frequencies,
as shown on Figure B.11C. This is not an issue for disturbance rejection, as the disturbance signal d is
low-pass filtered by the airframe model GB. On the other hand, the spectral content of reference signal
r must be limited in order to limit the injection of high-frequency content in the feedback loop. This is
guaranteed by the roll-off action of the feedforward controller KFF.

Finally, Figure B.11D presents the closed-loop system response to a unity disturbance step against the
open-loop damped system, of which the response is represented by a black dashed line. The maximum
deviation due to the disturbance is less than 0.5◦, and the system reaches steady-state after about 1 second,
with no static error, while the open-loop system is unable to reject the disturbance.

B.3.2 Reference Tracking

The closed-loop transfer functions relative to the reference tracking objective, as well as the feedfor-
ward controller Bode diagrams and the autopilot step response, are illustrated in Figure B.12. These
plots correspond to the three considered synthesis approaches: first the 1-DoF full-order and fixed-
structure feedback controllers KFB,FO and KFB,FS with inverse-based feedforward controllers KFF,FO

and KFF,FS, respectively in solid blue and red, and second the fixed-structure feedback and feedforward
controllers KFB,MO and KFF,MO computed using 2-DoF multi-objective synthesis in solid green.

In Figure B.12A and Figure B.12B, the model-matching error eMM = (Tref − Tr→α)r and control
sensitivity transfer Tr→u are compared to the respective design constraints 1/W21 and 1/W22. These
figures show that only the multi-objective controller is able to fulfill both requirements, while both de-
signs using an inversion-based feedforward controller exhibit higher model-matching error and do not
roll off at high frequencies, violating the control effort constraint 1/W22. It must however be noted
that these constraints are only effective during multi-objective synthesis, and the results obtained using
inverse-based feedforward controllers are here presented only for comparison.

Figure B.12C presents the Bode diagrams for the three feedforward controllers against the ideal,
inverse-based filters given by Equation (B.9), which are represented by dashed lines. As expected, all
ideal inverse-based feedforward controllers have a similar shape, except in the high frequencies. The
controllers obtained through approximation exhibit an identical response, while the multi-objective feed-
forward controller rolls off at higher frequencies, which is the best trade-off between the model-matching
and the control sensitivity constraints respectively enforced with W21 and W22.

The inverse-based feedforward controllers KFF,FO and KFF,FS were designed according to Section
B.2.3, using 2-pole, 1-zero transfer functions to approximate Equation (B.9) for frequencies ranging
from 0.1 rad/s to 10 rad/s. As observed in Figure B.12C, the obtained filters fit the ideal inverse-based
feedforward in the specified frequency band. These specifications were found using trial-and-error and
result in a trade-off between controller complexity, model-matching error and controller effort. If a better
conformance to the design constraints is required, the inverse-based design method is not as effective as
multi-objective 2-DoF design, as in the latter case the requirements are taken into account during the
synthesis of both controllers, while in the former case they are verified a posteriori.

Finally, the time-domain performance is assessed in Figure B.12D, by comparing the system response
to a unit reference step against the response of the reference model Tref . All three designs perform
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FIGURE B.12: Closed-loop transfer functions and unit step response for the complete pitch axis autopilots (blue:
full-order controller KFB,FO with inverse-based feedforward KFF,FO, red: fixed-structure controller KFB,FS with
inverse-based feedforward KFF,FS, green:fixed-structure controller KFB,MO and equivalent series feedforward
controller KFF,MO designed using multi-objective synthesis).

similarly with a 5% response time of 1.13 s, with no steady-state error, conforming to the specified
reference model.

B.4 Robustness Analysis

One of the prime goals of an autopilot is to ensure the closed-loop system remains stable at all times,
even in the presence of uncertainty. A first measure of robustness consists in analyzing the open-loop gain
and phase margins of the designed autopilots for the nominal system. The open-loop transfer functions
for all three designs are shown in Figure B.13, for a loop opening at the plant input (commanded fin
deflection δm,c). The corresponding gain and phase margins are given in Table B.2.

In all three cases, the target gain and phase requirements (GM > 6 dB and PM > 30◦) are met with
a comfortable margin. The third column in the Table B.2 corresponds to the delay margin, which must be
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Gain margin Phase margin Delay margin
Full-order KFB 16.53 dB 65.63◦ 75.8 ms
Fixed-structure KFB 16.26 dB 60.73◦ 74.9 ms
Multi-objective KFB 15.36 dB 59.46◦ 74.6 ms

TABLE B.2: Gain, phase and delay margins of the three proposed autopilot designs.

sufficient since these autopilots are to be implemented on a discrete computer. In the ACHILES setup, the
control loop runs at a frequency of 100 Hz and the software introduces a fixed 1-period delay to account
for variable sensor readout delay. The hold delay and the computation delay can be approximated in first
approach with a time delay of 20 ms. These delays may also be taken into account during synthesis. This
approach is presented in Section 3.3, which deals with the design of a pitch/yaw skid-to-turn autopilot.

The classical gain and phase margins characterize the stability of the nominal system. However, the
actual system deviates from this nominal model due to uncertainty on the estimated parameters, on the
operating point and due to unmodeled and/or neglected dynamics. The various sources of uncertainty
in the system are cast into a multiplicative input uncertainty representation, consisting in the uncertainty
block ∆I(s) and the uncertainty weight wI presented in Section B.1. In order to account for the time
delays introduced by the software architecture and the discretization of the controllers, an additional
20 ms time delay is inserted at the actuator input.

The complete autopilot is then cast into an M − ∆ structure as illustrated in Figure B.14. Note
that the feedforward controller as well as the disturbance input are not included, as they are not in the
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FIGURE B.14: Complete autopilot in M−∆ form.

path of any feedback loops. The magnitude of the transfer function M for each of the three proposed
autopilots is presented in Figure B.15. For all considered designs, the stability condition of Equation
(3.30) is respected by a considerable margin. As a result, the developed autopilots are robustly stable
with respect to the modeled uncertainty, even though these autopilots were synthesized without taking
the actual control delays into account.

B.5 Experimental Validation

The results presented in this section were obtained for a slightly different autopilot design, which
was presented in Strub et al. [2015a]. As they remain similar to the simulation results presented in the
previous section, they have nonetheless been included for reference.
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B.5.1 Disturbance Rejection

The normalized response to a disturbance step is illustrated in Figure B.16, for three different values
of the reference angle of attack so as to assess the effect of an operating point variation on the disturbance
rejection performance. In this figure, the observed responses follow the simulation closely for all three
operating points but exhibit visible superimposed oscillations. These oscillations are due to aerodynamic
interaction between the support rods and the tail fins, flow unsteadiness around the control and tail
surfaces as well as backlash in the actuator linkage. In all three cases, the disturbance is attenuated by
more than 50%, rejected in less than 1 s and does not introduce a steady-state error. This is coherent with
the results presented in Section B.3, even though the implemented controller is slightly different.

B.5.2 Reference Tracking

The autopilot reference tracking performance is also evaluated in the time domain using a step-
wise reference signal. The experimental response is compared with simulated responses of the nominal
closed-loop system and the reference model Tref in Figure B.17A, while the controller output signals are
represented in Figure B.17B

The experimental angle of attack response follows the simulated responses closely and presents a
response time of 1 s with no steady-state error. The associated control signals show initial peaking on
reference step, but with an amplitude not higher than the steady-state value. The small steady-state
differences between the simulated and the observed control signals is mainly due to uncertainty on the
estimated DC gain, which does not impact performance thanks to the integrator in the feedback controller.
Both the experimental output and control signals show oscillations, as in the disturbance rejection case.

The importance of the feedforward filter is highlighted in Figure B.18, in which the feedforward
filter is replaced with the unity transfer function. In the present case, this filter is responsible for high-
frequency roll-off of the reference signal, as the feedback controller presents relatively high gain at high
frequencies due to the zero introduced by the PI controller structure. In its absence, the control signal δu
exhibits high-amplitude, sharp peaks as illustrated in Figure B.18B. These peaks well exceed the actuator
design specifications, resulting in rate saturation in the actuators. As a result, the angle of attack response
in Figure B.18A considerably differs from the simulated response (for which the actuator saturation is not
modeled) and presents visible overshoot and oscillations. Hence although not necessary for disturbance
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(ᾱ = 4◦, 7◦,−2◦).



176 Appendix B. Pitch-Only Autopilot
A

n
g
le

o
f

at
ta

ck
(◦

)

Time (s)

0 2 4 6 8 10 12 14 16

−10

−5

0

5

10

(A) Angle of attack response.

δ
m

,
c

(◦
)

Time (s)

0 2 4 6 8 10 12 14 16

−20

0

20

(B) Commanded fin deflections.

FIGURE B.17: Reference tracking performance of the pitch-only autopilot for V = 25 m/s.
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V = 25 m/s.
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rejection, the feedforward controller is mandatory for respecting the reference tracking specifications.

B.6 Concluding Remarks

This first control application consisted in the development of a pitch-axis autopilot for the ACHILES
projectile prototype. Using the model parameters estimated in Chapter 2, a nominal plant model was
first build using the mean parameter values, and a multiplicative uncertainty representation describes the
differences between this nominal model and the estimated models. Based on this knowledge, a two-loop
autopilot structure consisting of a rate damping loop, an angle of attack feedback loop and a feedforward
filter was devised. Three control design methodologies based on theH∞ framework were employed and
compared for the synthesis of the controllers, yielding a full-order feedback controller in the first case
and PID feedback controllers in the two other cases. For the two first cases, the feedforward controller
is an approximation of the ideal feedforward controller obtained via system inversion, while in the third
case the feedforward is synthesized simultaneously with the feedback controller, using multi-objective
synthesis.

All three methods yield controllers with comparable time-domain performances, gain and phase
margins and robustness characteristics. However, in the two first cases, the design requirements for the
reference tracking objective are not respected entirely, due to the iterative approach. Indeed, in these
cases, the feedback and feedforward controllers are designed in two consecutive steps. The controllers
designed using the multi-objective method in the third case show a much better conformance to the
design specifications, as both controllers are adjusted to conform to both the disturbance rejection and
reference tracking constraints at the same time. As a result, this method is the most flexible of the three
presented methods. The multi-objective pitch-only controller has been implemented on the ACHILES
setup and compared against numerical simulations of the nominal closed-loop. For both the disturbance
rejection and reference tracking objectives, the experimental responses followed the simulation results
and conformed to the design specifications. These first application results also allowed the verification
of the complete ACHILES setup and its associated development framework.

In this autopilot design, the rate damping gain kq is selected in a preliminary step, before the synthe-
sis of the feedback and feedforward controllers, converting the single-input, two-outputs underdamped
open-loop plant into a damped SISO plant. This separate step is necessary in order to enforce the autopi-
lot structure in the first case, which yields a full-order feedback controller: if the classicalH∞ synthesis
techniques were applied to the original 2 × 1 plant, the resulting full-order controller would exhibit a
structure more complex than a single gain for the pitch rate channel. This separate specification adds
unnecessary constraints for the fixed-structure cases but is maintained for comparison’s sake. In these
cases, specifying kq as a tunable parameter adds one degree of freedom to the synthesis and may result
in a lower final gain γ.

Furthermore, the feedback controllers designed in this section do not roll off at high frequencies due
to zeros in the full-order and PID controllers. While this is not an issue for disturbance rejection as the
input disturbances are bandwidth-limited by the airframe model, the closed-loop transfer function from
the reference to the actuators exhibit a high frequency gain. The feedforward filter is then essential for
performance and conformance to the specifications in the reference tracking case. This issue also arises
from the selected autopilot structure, which was required for the synthesis of the full-order controller.







Résumé

Cette thèse présente une méthodologie de conception et d’évaluation de lois de commande pour
projectiles guidés, au moyen d’un prototype placé dans une soufflerie via un support autorisant plusieurs
degrés de liberté en rotation. Ce dispositif procure un environnement permettant à la fois de caractériser
expérimentalement le comportement de la munition et d’évaluer les performances des lois de commande
dans des conditions réalistes, et est mis en œuvre pour l’étude d’autopilotes de tangage et de lacet, à
vitesse fixe et à vitesse variable, pour un prototype de projectile empenné piloté par canards.

La modélisation d’un tel système aboutit à un modèle non-linéaire dépendant de nombreuses con-
ditions de vol telles que la vitesse et des angles d’incidence. Les méthodes de séquencement de gain
basées sur des linéarisations d’un modèle non-linéaire sont couramment employées dans l’industrie pour
la commande de ce type de systèmes. A cette fin, le système est représenté au moyen d’une famille de
modèles linéaires dont les paramètres sont directement estimés à partir de données recueillies sur le dis-
positif expérimental. L’observation du comportement à différents points de vol permet de considérer la
vitesse de l’air comme unique variable de séquencement. La synthèse des différents contrôleurs est réal-
isée au moyen d’une méthodeH∞ multi-objectifs à ordre et structure fixes, afin de garantir la stabilité et
la robustesse du système vis-à-vis d’incertitudes liées à la variation du point de fonctionnement. Ces lois
de commande sont alors validées au moyen d’analyses de robustesse, puis par leur implémentation sur le
dispositif expérimental. Les résultats obtenus lors d’essais en soufflerie correspondent aux simulations
numériques et sont conformes aux spécifications attendues.

Mots-clés: Commande robuste, µ-analyse, Identifiabilité, Séquencement de gains, Commande H∞
multi-objectifs, Mécanique du vol, Systèmes temps-réel.

Abstract

This work presents a novel methodology for flight control law design and evaluation, using a
functional prototype installed in a wind tunnel by the means of a support structure allowing multiple ro-
tational degrees of freedom. This setup provides an environment allowing experimental characterization
of the munition’s behavior, as well as for flight control law evaluation in realistic conditions. The design
and validation of pitch and yaw autopilots for a fin-stabilized, canard-guided projectile is investigated, at
fixed and variable airspeeds.

Modeling such a system leads to a nonlinear model depending on numerous flight conditions such as
the airspeed and incidence angles. Linearization-based gain scheduling techniques are widely employed
in the industry for controlling this class of systems. To this end, the system is represented with a family of
linear models whose parameters are directly estimated from experimentally collected data. Observation
of the projectile’s behavior for different operating points indicates the airspeed can be considered as the
only scheduling variable. Controller synthesis is performed using a multi-objective, fixed-order fixed-
structure method in order to guarantee the stability and robustness of the closed-loop against operating
point uncertainty. The obtained control laws are validated with robustness analysis techniques and are
then implemented on the experimental setup, where wind-tunnel tests results correlate with numerical
simulations and conform to the design specifications.

Keywords: Robust control, µ-analysis, Identifiability, Gain scheduling, Multi-objective H∞ control,
Flight mechanics, Real-time systems.
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