
HAL Id: tel-01559667
https://theses.hal.science/tel-01559667v1

Submitted on 10 Jul 2017

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Convolutional operators in the time-frequency domain
Vincent Lostanlen

To cite this version:
Vincent Lostanlen. Convolutional operators in the time-frequency domain. Signal and Image Process-
ing. Université Paris sciences et lettres, 2017. English. �NNT : 2017PSLEE012�. �tel-01559667�

https://theses.hal.science/tel-01559667v1
https://hal.archives-ouvertes.fr


	

    

																 						 						

 
 

 
 
 
 
 

Soutenue par VINCENT  LOSTANLEN  
le 2 février 2017 
h 
 

THÈSE DE DOCTORAT 
 

de l’Université de recherche Paris Sciences et Lettres   
PSL Research University 

 

 

 

 

Préparée à l’École normale supérieure 

Dirigée par Stéphane MALLAT 
 
h 

 

Convolutional Operators in the Time-frequency Domain 

Opérateurs convolutionnels dans le plan temps-fréquence 

 

 

COMPOSITION DU JURY : 

 

M. GLOTIN Hervé 
LSIS, AMU, Université de Toulon, 
ENSAM, CNRS, président du jury 
 
M. PEETERS Geoffroy 
STMS, Ircam, Université Pierre et Marie 
Curie, CNRS, rapporteur  
 
M. RICHARD Gaël 
LTCI, TELECOM ParisTech, Université 
Paris-Saclay, CNRS, rapporteur  
 
M. MALLAT Stéphane 
DI, École normale supérieure, CNRS, 
membre du jury 
 
M. LAGRANGE Mathieu 
IRCCyN, École centrale de Nantes, 
CNRS, membre du jury 
 
M. SHAMMA Shihab 
LSP, École normale supérieure, CNRS, 
membre du jury 
 
 
 
	

 
École doctorale n°386 
 
SCIENCES MATHÉMATIQUES DE PARIS CENTRE 

 
Spécialité  INFORMATIQUE 



!



C O N V O L U T I O N A L O P E R AT O R S I N T H E T I M E - F R E Q U E N C Y
D O M A I N

V I N C E N T L O S TA N L E N

Département d’informatique
École normale supérieure



Vincent Lostanlen: Convolutional operators in the time-frequency domain.
This work is supported by the ERC InvariantClass grant 320959.



In memoriam Jean-Claude Risset, 1938-2016.





A B S T R A C T

In the realm of machine listening, audio classification is the problem
of automatically retrieving the source of a sound according to a pre-
defined taxonomy. This dissertation addresses audio classification by
designing signal representations which satisfy appropriate invariants
while preserving inter-class variability. First, we study time-frequency
scattering, a representation which extracts modulations at various
scales and rates in a similar way to idealized models of spectrotempo-
ral receptive fields in auditory neuroscience. We report state-of-the-
art results in the classification of urban and environmental sounds,
thus outperforming short-term audio descriptors and deep convolu-
tional networks. Secondly, we introduce spiral scattering, a represen-
tation which combines wavelet convolutions along time, along log-
frequency, and across octaves, thus following the geometry of the
Shepard pitch spiral which makes one full turn at every octave. We
study voiced sounds as a nonstationary source-filter model where
both the source and the filter are transposed in frequency through
time, and show that spiral scattering disentangles and linearizes these
transpositions. In practice, spiral scattering reaches state-of-the-art re-
sults in musical instrument classification of solo recordings. Aside
from audio classification, time-frequency scattering and spiral scat-
tering can be used as summary statistics for audio texture synthe-
sis. We find that, unlike the previously existing temporal scattering
transform, time-frequency scattering is able to capture the coherence
of spectrotemporal patterns, such as those arising in bioacoustics or
speech, up to a scale of about 500 ms. Based on this analysis-synthesis
framework, an artistic collaboration with composer Florian Hecker
has led to the creation of five computer music pieces.
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1
I N T R O D U C T I O N

This PhD dissertation addresses the problem of audio classification,
that is, of identifying sources from a single-channel recording accord-
ing to a predefined taxonomy. Audio classification is one of the earli-
est applications of machine listening, the branch of computer science
dedicated to constructing an artificial intelligence of sounds (Rowe,
1992).

Evaluating an audio classification system is only possible if the mu-
tual agreement between human raters is sufficiently high to produce
a dataset of annotated signals, called ground truth. Such a ground
truth is not available for all perceptual attributes of music informa-
tion (Schedl, Gómez, and Urbano, 2014), whose appraisal inevitably
entails a part of subjectivity. Yet, unlike genres or chords, musical
instruments can be associated to sound files among a digital mu-
sic corpus in an unequivocal way. This is because the taxonomy of
instruments proceeds naturally from the fundamental principles of
musical acoustics (Fletcher and Rossing, 2012). Likewise, the taxon-
omy of environmental sounds is derived from the various kinds of
mechanical interactions emitting sound (Salamon, Jacoby, and Bello,
2014). In this dissertation, we focus on improving the performance
of automated systems for the classification of environmental sounds
(chapter 3) and musical instruments (chapter 4).

The challenge of musical instrument classification is made difficult
by the large intra-class variability induced by expressive performance.
Be them hand-crafted or learned from data, signal representations
strive to reduce this intra-class variability while preserving enough
inter-class variability to discriminate classes. Because, at fine tempo-
ral scales, most of the intra-class variability can be modeled as a local
deformation in time and in frequency, such signal representations are
most often defined in the time-frequency domain, that is, after a short-
term Fourier transform (STFT) spectrogram or a continuous wavelet
transform (CWT) scalogram (Flandrin, 1998).

Figure 1.1a shows the wavelet scalogram of a musical note as played
by a trumpet, indexed by time t and log-frequency γ. The next subfig-
ures in Figure 1.1 show the scalograms of the same human-instrument
interaction, under the effect of many independent factors of variabil-
ity: pitch, intensity, attack, tone quality, tonguing, sordina, articula-
tion, and phrasing. It appears that each of these factors affect the
spectrotemporal evolution of the signal at scales ranging from the du-
ration of an onset (20 milliseconds) to the duration of the full musical
note (2 seconds).

1
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(a) Original note (G4).
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(b) Variation in pitch (G3).
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(c) Variation in intensity (pianis-

simo).
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(d) Variation in attack (sforzando).
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(e) Variation in tone quality
(bright).
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(f) Variation in tonguing (flat-

terzunge).
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(g) Variation in sordina (harmon).

γ

t

(h) Variation in articulation (trill).

γ

t

(i) Variation in phrasing (arpeggio).

Figure 1.1: Nine variations in music. Subfigure (a) shows the scalogram of
a trumpet note. Subfigures (b) to (i) show some variations of
(a) along independent parameters: pitch, intensity, attack, tone
quality, tonguing, sordina, articulation, and phrasing. All sounds
proceed from the Studio OnLine (SOL) dataset.
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A desirable representation for audio classification should meet two
requirements. First, it must segregate factors of variability into linearly
independent dimensions (Bengio, 2013). Secondly, it must integrate

the fast modulations of auditory information into a slower evolu-
tion (Atlas and Shamma, 2003). In this dissertation, we present a new
signal representation, named time-frequency scattering (TFS), which
aims at combining both of these properties.

Time-frequency scattering associated with a linear support vector
machine classifier (SVM) yields state-of-the-art results in urban sound
classification and musical instrument recognition, thus outperform-
ing currently existing approaches based on short-term audio descrip-
tors as well as deep convolutional networks (ConvNets). Moreover,
we show that audio waveforms can be re-synthesized from the fea-
ture space and that they bear a strong perceptual resemblance with
the original signal.

Before going into further details, we describe the remaining chal-
lenges for audio classification in the next section. Section 1.2 lists the
main contributions and Section 1.3 provides an outline of the disser-
tation.

1.1 current challenges

The main challenge of audio classification is to disentangle the factors
of variability in every signal from the training set. Such factors of vari-
ability may be geometrical (e.g. time shifts), acoustical (e.g. frequency
transpositions), or musical (e.g. expressivity). Once this is achieved, a
supervised classifier can build an invariant representation by ruling
out factors of intra-class variability while retaining factors of inter-
class variability.

In this section, we bring three different perspectives to this problem.
The first one relates to temporal integration of short-term descriptors,
the second one relates to the characterization of non-Gaussian sta-
tionary processes, and the third one relates to harmonic correlations
along the frequency axis.

1.1.1 Beyond short-term audio descriptors

The timbre of a musical instrument is essentially determined by its
shape and its materials. Such properties remain constant through
time. Therefore, musical instruments, like many other human-controlled
objects producing sound, can be modeled as dynamical systems with
time-invariant parameters.

Yet, the dependency between the amplitude of the input excitation
and the amplitude of the output signal is often nonlinear. As a re-
sult, sharp onsets produce distinctive time-frequency patterns, whose
temporal structure is not taken into account by short-term audio de-
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scriptors (20 milliseconds), such as spectral centroid or spectral flux.
Integrating the transientness of these patterns up to the time scale of
a musical phrase (2 seconds) without losing their temporal structure
would improve the generalization power of spectrotemporal invariant
representations.

In this dissertation, we address the challenge of temporal integra-
tion by cascading two levels of wavelet modulus operators. The for-
mer yields a well-known time-frequency representation, called scalo-
gram, which segregates acoustic frequencies from low to high. The
latter yields a three-way tensor, indexed by time, log-frequency, and a
third variable corresponding to temporal or spectrotemporal modula-
tions. Temporal scattering results from temporal modulations, while
time-frequency scattering results from spectrotemporal modulations.

For a broad class of natural sounds, averaging this tensor through
time yields an invariant representation which is sparser than the av-
eraged scalogram. In other words, extracting modulations from the
scalogram segregates factors of variability into linearly independent
dimensions, hence a gain in inter-class discriminability at long tem-
poral scales (Chi, Ru, and Shamma, 2005).

1.1.2 Beyond weak-sense stationarity

The re-synthesis of an audio signal from its invariant representa-
tion can be interpreted as the statistical sampling of a stationary
process from empirical measurements of some of its ergodic quanti-
ties. Measuring the average short-term Fourier spectrum, interpreted
as a power spectral density, merely recovers first-order and second-
order moments of the stationary process. This method is sufficient
for “static” sounds (e.g. humming, buzzing) but fails to re-synthesize
longer-range interactions in auditory textures (e.g. roaring, crackling).
Striving to improve the realism of the reconstruction while increas-
ing the time scale of local stationarity in the target signal provides
a test bed for the comparison of invariant audio descriptors which
is free of any bias in dataset, task, or classifier. However, this test
bed ultimately rests upon the judgment of human listeners, who may
disagree in electing the closest match to the target. Therefore, the
comparative evaluation of invariant representations by means of sig-
nal re-synthesis does not necessarily lead to a clear result as to which
representation is the best.

The state of the art in audio texture synthesis is currently held
by McDermott and Simoncelli (2011), who extracted summary statis-
tics from an invariant representation akin to the temporal scattering
transform. These summary statistics encompass the empirical mean,
variance, skewness, and kurtosis of every coefficient, as well as lo-
cal cross-correlations in frequency. A gradient descent algorithm re-
synthesizes a new signal with similar summary statistics as the orig-
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inal texture. This method is sufficient for sounds with independent
amplitude dynamics (e.g. falling rain, applause) at the time scale of
20 ms but fails to re-synthesize more intricate time-frequency struc-
tures (e.g. tweeting, talking) beyond the time scale of 200 ms. Fur-
thermore, because it relies on high-order statistical moments, this in-
variant representation is unstable to intra-class variability, and would
thus be inadequate for classification.

In this dissertation, we re-synthesize sounds from local averages of
temporal scattering and time-frequency scattering. We find that the
reconstruction obtained from temporal scattering, although more “dy-
namic” than the average Fourier spectrum, falls behind the method of
McDermott and Simoncelli (2011). Indeed, it misaligns percussive on-
sets spanning across adjacent wavelet subbands. Yet, time-frequency
scattering, which extracts empirical means of spectrotemporal modu-
lations instead of merely temporal modulations, mitigates this issue.
Therefore, time-frequency scattering is on par with the state of the art
in audio texture synthesis, without having to account for high-order
moments.

1.1.3 Beyond local correlations in frequency

The previous decade has witnessed a breakthrough of deep learn-
ing, and in particular deep convolutional networks (ConvNets), in
audio signal processing. A deep convolutional network is a stack of
learned convolutional kernels interspersed with pointwise nonlinear-
ities and local pooling operators. As depth increases, convolutional
kernels reach larger spectrotemporal scales and their behavior tends
to gain in abstraction.

Yet, the assumption that all informative correlations are concen-
trated to local time-frequency patches hinders the discriminative power
of ConvNets for audio signals, which contain harmonic combs in
the Fourier domain. A harmonic comb spans across the whole log-
frequency axis from its fundamental frequency to its topmost partials,
with a decreasing distance between consecutive partials.

It stems from the above that a dataset of pitched spectra is not sta-
tionary along the log-frequency axis. Moreover, empirical correlations
are not limited to local neighborhoods in frequency, but also appear at
common musical intervals, such as octaves, perfect fifths, and major
thirds. Exploring the geometry of these correlations, and providing
well-adapted solutions, could help raising the “glass ceiling” encoun-
tered by feature engineering (Aucouturier and Pachet, 2004) as well
as the current state of the art in feature learning (Choi, Fazekas, and
Sandler, 2016).

In this thesis, we roll up the log-frequency axis into a spiral which
makes one turn at every octave, such that power-of-two harmon-
ics get aligned on a same radius. As a result, empirical correlations
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Figure 1.2: Once the log-frequency axis has been rolled up into a spiral
which makes one turn at every octave, power-of-two harmonics
get aligned on the same radius. Pitch chroma and pitch height
are respectively denoted by hue and brightness.

are concentrated on a three-dimensional neighborhood of time, log-
frequencies, and octaves. We show that performing convolutions across
octaves improves the classification accuracy of deep convolutional
networks as well as time-frequency scattering.

1.2 contributions

The main contribution of this dissertation is to define new convolu-
tional operators in the time-frequency domain with applications in
audio classification and texture synthesis. These operators are built
by applying a cascade of wavelet transforms over multiple variables
onto a time-frequency representation and applying complex modu-
lus. The three variables investigated in this dissertation are time, log-
frequency, and discrete octave index.

This dissertation proceeds incrementally in the definition of convo-
lutional operators. First, temporal scattering, which was previously
introduced by Andén and Mallat (2014), is described in Section 3.1.
Secondly, time-frequency scattering, which is known in auditory neu-
roscience as spectrotemporal receptive fields (STRF) (Chi, Ru, and
Shamma, 2005), is described in Section 3.2. Thirdly, spiral scattering,
which is a thoroughly novel contribution, is described in Section 4.2.
The former two of these operators are suited to all kinds of audio sig-
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nals, whereas spiral scattering is mostly relevant in the case of pitched
sounds, in which harmonic intervals are especially salient.

Along with the definition of each of the aforementioned convolu-
tional operators, we intend to provide an insight on its capabilities
and limitations in terms of representational power. To this aim, we
combine three methodologies: theoretical analysis of invariants; qual-
itative appraisal of re-synthesized textures; and quantitative evalua-
tion in a supervised classification setting.

1.2.1 Theoretical analysis of invariants

First, we express the variability of natural sounds as a class of smooth,
local deformations in the time-frequency domain, and establish how
the response of the convolutional operator is affected by such defor-
mations. All scattering operators satisfy invariance to time shifts (Sub-
section 2.2.1) and stability to small time warps (Subsection 3.1.3). Yet,
only time-frequency scattering and spiral scattering are sensitive to
time reversal (Subsection 2.2.4) and frequency-dependent time shifts
(Subsections 3.1.4 and 3.2.3).

Then, we focus on the case of pitched sounds by studying the scat-
tering coefficients of the stationary source-filter model (Subsection
2.4.1) as well as some of its nonstationary generalizations. All scat-
tering operators are able to retrieve coherent amplitude modulations
(Subsection 3.1.3), but only spiral scattering is able to disentangle and
linearize the nonstationary contributions of source and filter, thus seg-
regating the effects of pitch and timbral modifications through time
(Subsections 4.3.2 and 4.3.3).

1.2.2 Qualitative appraisal of re-synthesized textures

Secondly, we develop an algorithm to synthesize audio signals whose
time-averaged scattering coefficients match the summary statistics of
a natural audio texture (Subsection 3.3.2). Then, we compare percep-
tually the re-synthesized signal with the original for each kind of
scattering representation, and derive an appraisal on its ability to seg-
regate and integrate auditory information.

We find that time-frequency scattering, unlike temporal scattering,
accurately synchronizes frequency subbands (Subsection 3.3.3). More-
over, spiral scattering brings a slight improvement in the recovery of
harmonic structures and broadband impulses with respect to time-
frequency scattering (Subsection 4.4.2). Besides its primary purpose
as a tool for the comparison of scattering representations, our algo-
rithm is employed in the field of computer music to generate new
sounds (Subsection 3.3.4).
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1.2.3 Supervised classification

Thirdly, we evaluate the discriminative power of scattering coeffi-
cients in several tasks of audio classification. The state of the art
in this domain is held by spectrogram-based feature learning tech-
niques, and deep convolutional networks (ConvNets) in particular
(Humphrey, Bello, and Le Cun, 2013). Because they result from a
cascade of two convolutional operators interspersed with pointwise
modulus nonlinearities, scattering networks have the same architec-
ture as a two-layer convolutional network. However, the convolu-
tional kernels in a scattering network are set as wavelets instead of
being learned from data.

We consider three kinds of audio classification datasets: short envi-
ronmental sounds (Piczak, 2015b; Salamon, Jacoby, and Bello, 2014),
30-second acoustic scenes (Stowell et al., 2015), and continuous record-
ings of musical instruments (Bittner et al., 2014; Joder, Essid, and
Richard, 2009). In all of them, temporal scattering is outperformed
by deep convolutional networks with spectrotemporal kernels. Yet,
replacing temporal scattering by time-frequency scattering achieves
state-of-the-art results in environmental sound classification (Subsec-
tion 3.4.4) and musical instrument recognition (Subsection 4.5.4). Re-
placing time-frequency scattering by spiral scattering provides a slight
improvement in the classification accuracy of musical instruments.

1.3 outline

The rest of this dissertation is organized as follows.

1.3.1 Time-frequency analysis of signal transformations

In Chapter 2, we address the problem of revealing signal transfor-
mations of increasing abstraction by means of time-frequency analy-
sis. We begin with geometrical transformations which have a closed-
form expression in the time domain, such as shifts, dilations, non-
linear warps, and time reversal. Then, we describe acoustical trans-
formations, such as frequency transposition, which are ill-defined in
the time domain but may be defined as affine transformations in
the time-frequency domain. Lastly, we review the musical transfor-
mations of some abstract parameters of sound, such as pitch, timbre,
and rhythm.

1.3.2 Time-frequency scattering

In Chapter 3, we address the problem of improving the accuracy of
the currently existing approaches for the description of auditory tex-
tures, such as urban sounds and acoustic scenes. We define temporal
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scattering and discuss its connections with previous research on am-
plitude modulation features. Then, we define time-frequency scatter-
ing, discuss its connections with previous research on spectrotempo-
ral modulation features, and compare its discriminative ability with
respect to temporal scattering. We present a fast implementation of
time-frequency scattering, released as open source software. We ap-
ply automatic differentiation to derive a tractable gradient descent
algorithm for any kind of scattering transform, be it temporal or
spectrotemporal. We use gradient descent to perform audio texture
synthesis and present a creative application with composer Florian
Hecker. We report state-of-the-art performance in urban sound classi-
fication and competitive performance in acoustic scene classification.

1.3.3 Spiral scattering

In Chapter 4, we address the problem of musical instrument recogni-
tion in solo phrases. We present theoretical arguments, corroborated
by music theory and auditory neuroscience, in favor of rolling up the
log-frequency axis into a spiral which makes a full turn at every oc-
tave. We define spiral scattering, a refinement of time-frequency scat-
tering, extracting modulations along time, log-frequency, and across
octaves. We define a nonstationary generalization of the source-filter
model, in which amplitude, pitch, and brightness jointly vary through
time, and show how spiral scattering disentangles these factors of
variability. We report state-of-the-art performance in musical instru-
ment classification, thus outperforming deep convolutional networks.





2
T I M E - F R E Q U E N C Y A N A LY S I S O F S I G N A L
T R A N S F O R M AT I O N S

Time-frequency analysis is a preliminary step in the design of invari-
ant representations for audio classification. In this chapter, we review
the fundamental tools of time-frequency analysis with a focus on the
wavelet modulus operator. Assuming that the signal locally follows
asymptotic conditions of pseudo-periodicity, we give an approximate
equation for its wavelet transform and discuss the implications of
perceptual transformations in the time-frequency domain.

Also known as scalogram, the wavelet modulus operator is a two-
dimensional function of time and log-frequency. Section 2.1 defines
the scalogram along with other time-frequency operators for audio
classification, such as the short-term Fourier transform (STFT) and
the nonstationary Gabor transform (NSGT).

Small affine transformations of an audio signal do not affect its
class. Because wavelets are obtained by shifts and dilations, these
transformations in the signal domain remain affine in the scalogram.
Section 2.2 explains how the wavelet modulus operator demodulates
pseudo-periodic oscillations, thus constructing an invariant to small
affine transformations.

Frequency transposition, a transformation that often does not af-
fect the class of interest, is intuitively understood as as motion from
low to high frequencies and vice versa. However, because of Fourier
duality, it cannot be defined purely in the frequency domain with-
out undesirable effects in the time domain. Section 2.3 is devoted
to frequency transposition, time stretching, and variation in spectral
envelope, three notions that are ill-defined in the time domain but
defined as affine transformations in the time-frequency domain.

Musicians refer to sound according to a variety of “parameters”
such as pitch, timbre, and rhythm. These notions have acoustical cor-
relates, but it is admittedly hazardous, if ever possible, to explicit
them with a closed-form model. Section 2.4 emphasizes the difficul-
ties of grasping high-level musical transformations from the scalo-
gram, while highlighting what is at stake for audio classification.

Part of the content of this chapter has been previously published in
(Lostanlen and Cella, 2016).

2.1 time-frequency representations

Musical notation exposes the pitch and duration of every note in a
piece. Whereas durations can only be measured in the time domain,

11
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pitches can only be measured in the frequency domain. The problem
of instrument classification is to build an invariant representation to
pitches and durations while remaining sensitive to timbre, that is, to
the physical principles underlying musical acoustics.

Disentangling pitches from durations, as a preliminary step to the
construction of an invariant representation for classification, is the
purpose of time-frequency analysis. This section reviews the two most
common time-frequency representations, namely the short-term Fourier
transform (STFT, Subsection 2.1.1) and the continuous wavelet trans-
form (CWT, Subsection 2.1.2).

Both of these two classical tools are less than ideal for audio signal
processing: the STFT lacks temporal localization at high frequencies
and frequential localization at low frequencies, and vice versa for the
CWT. To find a compromise between the STFT and the CWT, we
describe the nonstationary Gabor transform (NSGT) of Balazs et al.
(2011) in 2.1.3, which will be used as time-frequency representation
in the following chapters.

2.1.1 Short-term Fourier transform

In this subsection, we introduce the Fourier transform operator in
L2(R, R). We show that the modulus of the Fourier transform is in-
variant to translations, but lacks redundancy to discriminate classes.
We define Gabor time-frequency atoms ψω,T(t) of center frequency ω

and time scale T. Lastly, we define the short-term Fourier transform
and the Fourier spectrogram.

Fourier transform

Within a framework of continuous time, sound is encoded by a pres-
sure wave x 2 L2(R, R) of finite energy

kxk2 =

rZ
|x|2(t) dt. (2.1)

Sinusoidal waves, which are at the foundation of Fourier analysis, are
the eigenvectors of convolutional operators (Mallat, 2008, Theorem
2.2). The Fourier transform operator

x̂(ω) =
Z +∞

−∞
x(t) exp(−2πiωt) dt (2.2)

is defined in the space L1(R, R) of integrable functions, and then
extended into L2(R, R) by density (Mallat, 2008, Section 2.2). Its func-
tional inverse is

x(t) =
1

2π

Z +∞

−∞
x̂(ω) exp(2πiωt) dω. (2.3)
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Translation operator

For some b 2 R, let

Tb : x(t) 7−! (Tbx)(t) = x(t + b) (2.4)

be the translation operator. Applying the Fourier transform to the
translated signal (Tbx) yields

dTbx(ω) = exp(−2πiωb)⇥ x̂(ω), (2.5)

that is, the Fourier transform x̂(ω) up to a phase term exp(−2πiωb).
The Fourier spectrum of x(t) is defined as the magnitude coefficients
|x̂|(ω) of x̂(ω). It follows from the equation above that all transla-
tions (Tbx)(t) of x(t) have the same Fourier spectrum. This is a de-
sirable property, because x(t) and (Tbx)(ω) belong to the same class.
Nevertheless, because the Fourier transform lacks redundancy, the
reciprocal is not true: two signals with similar Fourier spectra may
not be translated from one another. The inadequacy of the Fourier
spectrum for audio classification is particularly noticeable at large
temporal scales, i.e. typically above 20 ms.

Gabor time-frequency atoms

To circumvent this issue, audio descriptors are defined over short-
term windows and subsequently aggregated through time by means
of machine learning techniques. Let

gT(t) =
1
T

exp
✓
− t2

2T2

◆

be a Gaussian window function of typical support ranging between
t = −3T and t = +3T. We denote by

ψω,T(t) = gT(t) exp(2πiωt).

the Gabor time-frequency atom of center frequency ω and time scale
T.

Fourier spectrogram

For every region (t, ω) of the time-frequency plane, the short-term
Fourier transform (STFT) is defined as

STFT(x)(t, ω) = (x ⇤ ψω,T)(t)

=
Z +∞

−∞
x(t0)gT(t − t0) exp

(
2πiω(t − t0)

)
dt0

The modulus of the short-term Fourier transform, called spectrogram,
remains almost unchanged by the action of the translation Tb as long
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as b remains small in front of T. Consequently, the spectrogram is
locally invariant to translation, but globally covariant.

The choice of time scale T results from an empirical tradeoff be-
tween temporal localization and spectral localization. For most appli-
cations, the audio signal processing community has settled on approx-
imately T = 50 ms. On one hand, this value enables to discriminate
percussive onsets as long as they are distant of at least T, that is, if
no more than 1

2T = 10 onsets per second are present in the analyzed
signal. On the other hand, the frequential localization is of the order
of 10 Hz, that is, approximately a semitone (one twelfth of an octave)
around middle C (261 Hz).

2.1.2 Continuous wavelet transform

In this subsection, we argue in favor of multiresolution analysis of
audio signals instead of adopting a single time scale T. We introduce
Gabor wavelets ψ

ω, Q
ω
(t) of center frequency ω, time scale Q

ω , and con-
stant quality factor Q. We define the Gabor scalogram as the complex
modulus of the continuous wavelet transform. We discretize frequen-
cies ω according to a geometric sequence 2γ, where the log-frequency
variable γ takes evenly spaced values.

Multiresolution analysis of musical transients

A musical note typically consists of two parts: a transient state and a
steady state. The transient state, also called attack, has a sharp tem-
poral localization and a coarse frequential localization. Conversely,
the steady state, which encompasses sustain and release, has a pre-
cise fundamental frequency but no precise offset time. The short-term
Fourier transform adopts a single time scale T to analyze the transient
state and the steady state. As such, it fails to describe the temporal
evolution of musical attacks, which have transient structures at scales
finer than T. Yet, musical attacks have proven to be of crucial impor-
tance in psychophysical experiments of instrument recognition (Grey
and Gordon, 1978).

Wavelets

The problem of characterizing musical attacks as well as pitched spec-
tra cannot be solved with Gabor atoms of constant scales T. However,
designing a family of linear time-frequency atoms of constant shape

ψ
ω, Q

ω
(t) = g Q

ω
(t) exp(2πiωt)

yields a time-frequency representation in which the time scale grows
in inverse proportion with the center frequency. Such time-frequency
atoms of constant shape are named wavelets or constant-Q filters.
We refer to Daubechies (1996) for a short historical perspective on
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wavelets, and to the textbook of Mallat (2008) for an in-depth intro-
duction.

The wavelet representation is not subject to the choice of a time
scale T, but of a quality factor Q, that is, a Heisenberg tradeoff in
time-frequency localization. The quality factor of ψ

ω, Q
ω
(t) is of the

same order of magnitude as its number of non-negligible oscillations,
which is independent from the choice of ω.

Two Gabor atoms with different quality factors are shown in Figure
2.1, both in the time domain and in the Fourier domain.

ψ

t

(a) Gabor wavelet, Q = 8, time do-
main.

ψ̂

ω

(b) Gabor wavelet, Q = 8, Fourier
domain.

ψ

t

(c) Gabor wavelet, Q = 1, time do-
main.

ψ̂

ω

(d) Gabor wavelet, Q = 1, Fourier
domain.

Figure 2.1: Gabor wavelets with different quality factors: (a) Q = 8, time do-
main ; (b) Q = 8, Fourier domain ; (c) Q = 1, time domain ; (d)
Q = 1, Fourier domain. Blue and red oscillations respectively de-
note real and imaginary part, while the orange envelope denotes
complex modulus.
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Wavelet scalogram

The continuous wavelet transform (CWT), also called constant-Q trans-
form (CQT), of x(t) is defined as

CWT(t, ω) = (x ⇤ ψ
ω, Q

ω
)(t)

=
Z +∞

−∞
x(t0)g Q

ω
(t − t0) exp(2πiω(t − t0)) dt0

The modulus of the continuous wavelet transform is called wavelet
scalogram.

Geometric sequence of center frequencies

The interval between two pitches is characterized by the ratio of their
fundamental frequencies. Consequently, musical intervals are defined
along a perceptual scale which is approximately logarithmic in fre-
quency. In numerical applications and displays, center frequencies ω

of the wavelet transform are discretized according to a geometric se-
quence

ω = 2γ,

where the log-frequency variable

γ = log2 ω

takes evenly spaced values. Wavelets have a temporal support of 2γQ,
a center frequency of 2−γ, a bandwidth of 2−γ/Q, and a constant
quality factor of Q.

The choice of integer 2 as the base for the geometric sequence 2γ

facilitates numerical implementations, which are based on the Fast
Fourier Transform (FFT) (Beylkin, Coifman, and Rokhlin, 1991; Coo-
ley and Tukey, 1965; Van Loan, 1992). Since a musical octave corre-
sponds to a dilation factor of 2, incrementing γ to (γ + 1) amounts
to an upward interval of one octave, so the integer part of γ can be
interpreted as an octave index. Setting the quality factor Q to 12, or a
multiple thereof, matches the Western tradition of twelve-tone equal
temperament (Jedrzejewski, 2002).

2.1.3 Nonstationary Gabor transform

In this subsection, we address the problem of striking a compromise
between the time-frequency localizations of the short-term Fourier
transform (STFT) and the continuous wavelet transform (CWT). We
withdraw into classical experiments in psychoacoustics to settle whether
a combination of two pure tones will be segregated in frequency or
integrated through time. We give an empirical formula for the equiv-
alent rectangular bandwidth (ERB) of the human ear as a function of
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the acoustic frequency. We introduce the nonstationary Gabor trans-
form (NSGT), a generalization of the STFT and the CWT. We visu-
alize all three representations (STFT, CWT, NSGT) as time-frequency
images, and verify that the NSGT provides sharper edges throughout
the whole hearing range.

Auditory segregation of neighboring tones

Let ξA and ξB be two frequencies in the typical hearing range 100 Hz
- 10 kHz. Let

x(t) = xA(t) + xB(t)

= cos(2πξAt) + cos(2πξBt) (2.6)

be the superposition of two sine waves of respective frequencies ξA

and ξB. A trigonometric formula allows to rewrite the signal x as

x(t) = 2 cos
✓

2π
ξB + ξA

2
t

◆
cos

✓
2π

ξB − ξA

2
t

◆

= 2 cos(2πξ1t) cos(2πξ2t) (2.7)

that is, an amplitude modulation (AM) signal of carrier frequency
ξ1 = ξB+ξA

2 and modulation frequency ξ2 = ξB−ξA
2 .

Equations 2.6 and 2.7 are mathematically interchangeable. How-
ever, in the realm of computational auditory scene analysis (CASA),
they do not account for the same phenomenon. In Equation 2.6, the
pure tones xA(t) and xB(t) are segregated in frequency, whereas in
Equation 2.7, they are integrated through time as a “beating” wave.

Equivalent rectangular bandwidths

Whether the auditory system performs segregation or grouping de-
pends upon the values of ξA and ξB. In the mammalian auditory
system, the basilar membrane of the cochlea can be modeled as a
set of auditory filters which performs spectrotemporal segregation
of acoustic events. The bandwidths of these filters can be measured
experimentally by exposing human subjects to ambiguous signals
x = xA(t) + xB(t) and asking whether the pure tones xA(t) and xB(t)

interfere or not.
The equivalent rectangular bandwidth (ERB) at ξA is defined as

the range of values in ξB, called critical band, such that x(t) is heard
as one beating tone instead of two steady-state tones. Because it is
conditional upon experimental validation, it varies across authors. A
widespread rule of thumb (Glasberg and Moore, 1990) is the affine
function

ERB(ω) = 24.7 + 0.108 ⇥ ω.
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Necciari et al. (2013) have used the function ERB(ω) to define an
“ERBlet transform” in which the time scale of the Gabor atom at the
center frequency ω is proportional to the function

T(ω) =
1

ERB(ω)
=

1
24.7 + 0.108 ⇥ ω

,

that is, the inverse of the equivalent rectangular bandwidth.

General framework

In full generality, the collection of Gabor atoms

ψω,T(ω)(t) = gT(ω)(t) exp(2πiωt)

with center frequencies ω and time scales T(ω) defines a nonstation-
ary Gabor transform

NSGT(x)(t, ω) = (x ⇤ ψω,T(ω))(t)

where the time scales T(ω) are adapted to the center frequencies ω.
We refer to Balazs et al. (2011) for an introduction to the theory of
the nonstationary Gabor transform (NSGT), and in particular how to
ensure energy conservation as well as invertibility.

The pointwise complex modulus

U1x(t, γ) = |x ⇤ ψ2γ,T(2γ)|(t)

of the NSGT, called scalogram, remains almost unchanged by the
action of the translation Tb as long as b remains small in front of T(ω).
In other words, the scalogram is rather invariant (resp. covariant) to
translation at lower (resp. higher) acoustic frequencies ω.

Mel scale

Our choice for the function T(ω) is

T(ω) =
1

max
✓

ω

Qmax
,

1
Tmax

◆ .

The corresponding Gabor transform is a short-term Fourier transform
below the cutoff frequency Qmax

Tmax
and a continuous wavelet transform

above that frequency. This choice is inspired by the mel scale (Umesh,
Cohen, and Nelson, 1999), designed by psychoacoustical experiments
such that perceptually similar pitch intervals appear equal in width
over the full hearing range (Stevens, Volkmann, and Newman, 1937).
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Visualizations of scalograms as time-frequency images

Figure 2.2 shows the audio waveform of a jazz recording, along with
three time-frequency representations: the STFT, the CWT, and the
NSGT. To facilitate the comparison between visualizations, the ver-
tical axis of the STFT is a log-frequency axis γ = log2 ω instead of
a frequency axis. Near the lowest frequencies, we observe that the
STFT lacks frequential discriminability whereas the CWT lacks tem-
poral discriminability. The NSGT strikes a good compromise between
the two representations.

In all following applications and figures, the auditory transform
we use is a NSGT of maximal quality factor Qmax = 24 and maximal
window length Tmax = 100 ms.

2.2 geometrical transformations

A single-channel audio signal is a real-valued function x(t) of the
time variable t. A geometrical transformation of the signal is defined
by a change of variable

(Wτ x)(t) = τ̇(t)⇥ (x ◦ τ)(t),

where τ(t) is a time warp function and τ̇(t) denotes the temporal
derivative of τ(t). Whether the auditory patterns in x(t) are affected
by the time warp τ(t) depends on the temporal context in x(t) and
of the local regularity of τ(t).

In this section, we address the problem of modeling geometrical
transformations of audio signals by means of time-frequency analysis.
First of all, we restrict ourselves to the case of affine transformations
τ(t) = at + b, which form the foundation of the group-theoretical in-
sights behind wavelet theory. Subsection 2.2.1 is devoted to time shifts
τ(t) = t + b whereas Subsection 2.2.2 is devoted to time dilations
τ(t) = at. Subsection 2.2.3 leaves the special case of affine transfor-
mations to address all kinds of slowly varying, nonlinear time warps.
Recalling a theoretical result of Delprat et al. (1992), we show that the
analytic amplitude of a locally monochromatic signal can be retrieved
from its wavelet scalogram. Lastly, Subsection 2.2.4 introduces Gam-
matone wavelets, which, unlike Gabor wavelets, are sensitive to time
reversal.

2.2.1 Time shifts

In this subsection, we study the particular case τ(t) = t + b where
b 2 R, that is, the geometrical transformation Wτ boils down to the
time shift Tb. In the context of music information retrieval, we provide
a formal distinction between translation-covariant tasks (detection)
and translation-invariant tasks (classification). Then, we relativize this
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t

γ

(a) Audio waveform.

γ

t

(b) Short-term Fourier transform (STFT).

γ

t

(c) Continuous wavelet transform (CWT).

γ

t

(d) Nonstationary Gabor transform (NSGT).

Figure 2.2: Three time-frequency representations, indexed by time t and log-
frequency γ = log2 ω.
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distinction by pointing out that the hierarchical levels of music infor-
mation form a nested hierarchy of time scales. We define the scalo-
gram U1x(t, γ) and the averaged scalogram S1x(t, γ), the latter being
invariant to translations of at most T. We relate the notions of regular-
ity along time and sparsity across features, which are paramount to
efficient classification, to grouping and segregation in computational
auditory scene analysis. We give a probabilistic interpretation of the
limit case T ! ∞, corresponding to a global invariance to time shifts.

Translation-covariant vs. translation-invariant tasks

Time shifts affect the locations of auditory patterns without changing
their assigned classes. The vast majority of tasks in audio-based in-
formation retrieval dissociate location from content, and can thus be
gathered in two categories: translation-covariant tasks, i.e. detection ;
and translation-invariant tasks, i.e. classification.

For example, translation-covariant tasks include sound onset de-
tection (Bello et al., 2005), beat tracking (Ellis, 2007), and chord esti-
mation (McVicar et al., 2014). In contrast, translation-invariant tasks
include musical genre recognition (Sturm, 2014b), acoustic scene clas-
sification (Stowell et al., 2015), musical instrument recognition (Joder,
Essid, and Richard, 2009), and tag retrieval (Eck et al., 2007).

In the former, the expected outcome of the system should contain
the temporal cues associated to each event of interest. In the latter,
only a global description of the information in x(t) is required. Ap-
plying Tb to a signal x(t) results in the translated waveform x(t + b).
It subtracts b to the temporal cues in detection tasks and leaves the
labels unchanged in classification tasks.

The focus on translation is also motivated by the fact that the tem-
poral organization of audio signals is generally not known. For in-
stance, in acoustic scene classification, the starting time t = 0 of x(t)

is chosen arbitrarily by the recordist, and thus does not convey any
information about the class. The same applies to speech and music as
long as there is no time-aligned symbolic transcription available, that
is, in the most challenging settings.

Hierarchy of time scales in auditory information

One should bear in mind that the notion of invariance to translation
is always subordinated to the choice of a time scale T. Indeed, in-
variant information at a small scale may become covariant at a larger
scale. The case of music, in which hierarchical levels of information
are superimposed, is compelling in that regard (Vinet, 2003). Elemen-
tary stimuli, such as percussive onsets, can be resolved at time scales
as small as 20 milliseconds (Polfreman, 2013). Onset retrieval is thus
formulated as multi-object detection, and invariance to translation is
restricted to T = 50 ms. Nevertheless, considering instrument activa-
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tions (T = 500 ms), genres (T = 5 s), and musical forms (T > 50
s) as nested levels of information, it appears that a gradual increase
in musical abstraction is accompanied by a gradual increase in the
orders of magnitude of T. Depending on the duration of the query
and the level of abstraction to be achieved, the corresponding task is
either cast as detection or classification.

Averaged scalogram

Recalling Subsection 2.1.3, we define the scalogram of an audio wave-
form x(t) as the matrix

U1x(t, γ) = |x t⇤ ψ2γ,T(2γ)|(t),

indexed by time t and log-frequency γ. A translation-invariant repre-
sentation S1x(t, γ) up to time shifts b ⌧ T can be linearly obtained
from U1x(t, γ) by convolving it with a low-pass filter φT(t) of cut-
off frequency set to 1/T, thus performing a moving average over the
variable t for every wavelet subband γ of center frequency 2γ:

S1x(t, γ) = (U1x
t⇤ φT)(t, γ) =

Z +∞

−∞
U1x(t0, γ)φT(t − t0) dt0. (2.8)

It results from the above that, assuming b lower than T, the Euclidean
distance between S1x(t, γ) and S1Tbx(t, γ) is small in front of the
energy of the original signal, as measured by its L2 norm:

kS1x(t, γ)− S1Tbx(t, γ)k2 ⌧ kS1x(t, γ)k2 . (2.9)

Regularity along time and sparsity across features

Temporal integration is highly beneficial for machine learning appli-
cations, because it entails a linear dimensionality reduction, hence
a reduction of statistical variance and an improved generalization
power. Consequently, it is desirable to make the time scale T as large
as possible, i.e. up to the duration of auditory objects in the task at
hand. The inevitable downside of low-pass filtering is that transient
information in the scalogram U1x(t, γ) at finer scales than T are lost,
hence a lack of discriminability in feature space.

This remark does not only apply to scalograms, but also to any kind
of multidimensional time series U1x(t, λ1) indexed by time t and an
unstructured feature index λ1. In the sequel, U1x is the scalogram of
x, so that the literals λ1 and γ both denote log-frequency, and can be
used interchangeably.

If the representation U1x(t, λ1) is regular along time t and sparse
across features λ1, the information in U1x(t, λ1) is retained in S1x(t, λ1),
with the additional guarantee of invariance to translation. Regular-
ity in time is a problem of temporal integration, whereas sparsity
across features is a problem of segregation. In the next chapter, we
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will show how temporal scattering and time-frequency scattering im-
prove on both of these aspects with respects to the averaged scalo-
gram S1x(t, λ1).

Global invariance to time shifts

When T approaches infinity, the local averaging with φT(t) is no
longer necessary, as it is replaced by a full delocalization

S1x(λ1) =
Z +∞

−∞
U1x(t0, λ1) dt0. (2.10)

The limit T ! +∞ is epitomized by the task of acoustic scene classifi-
cation, where the problem amounts to retrieving in which location the
recording was made. Owing to the scarcity of salient events in many
natural soundscapes, acoustic scene classification is only possible by
integrating a large temporal context. Ideally, the translation-covariant
representation U1x(t, λ1) should map distinct acoustic sources to dis-
tinct features λ1, so that S1x(λ1) summarizes the relative presence of
each source. In this case, S1x(λ1) is not only invariant to a global time
shifts of the audio signal x(t), but also to relative time shifts of one
acoustic source with respect to one another. This remark will be re-
iterated in Subsection 3.1.4 as a limitation of the temporal scattering
transform.

Within a probabilistic framework, the integral above can be inter-
preted as the empirical estimation of the expected value of ergodic
measurements U1X(t, λ) for some stationary process X(t) whose ob-
served realizations are denoted by x(t):

S1X(λ) = E [U1X(t, λ)] .

This perspective is particularly useful in texture classification as well
as texture synthesis — see Section 3.3.

2.2.2 Time dilations

In this subsection, we model geometrical deformations Wτ such that
the time warp τ(t) = at+ b is an affine function. We define the special
affine group G of shifts and dilations over the real line. We draw a
strong connection between G and the construction of a continuous
wavelet transform.

Linear time warps

A diffeomorphism τ of the form τ(t) = at where a > 0 induces a
dilation of the time axis by a factor a, i.e. a linear time warp. If the
dilated signal Wτ x(t) = x(at) were to be re-annotated by a human
expert, its annotation at t = 0 would be the identical to the annota-
tion of x(t) at t = 0 as long as |1 − a| ⌧ 1. Conversely, bringing a
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further apart from 1 could yield a different annotation or an unreal-
istic sound that would be impossible to annotate. Modeling dilations
is essential to audio fingerprinting, as they account for tape speed
variability in analog recordings (Fenet, Richard, and Grenier, 2011).
In addition, dilations provide a rudimentary way to model the fre-
quency transpositions of “static” sounds, i.e. weak-sense stationary
processes.

Special affine group

Composing shifts with dilations yields the special affine group

G =
n

τ(a,b) : t 7! at + b | a 2 R
⇤
+, b 2 R

o
(2.11)

of direct, affine transformations of the real line. Observe that G is
closed under functional composition, and that its neutral element is
the identity τ(1,0) : t 7! t. Alleviating notations, we denote by

W(a,b)x(t) = Wτ(a,b)
x(t) = a ⇥ x(at + b) (2.12)

the signal resulting from the deformation of x(t) by τ(a,b) 2 G.

Wavelets and affine transformations

Let us now consider the wavelet ψ(t) 2 L2(R, C) of dimensionless
center frequency ω = 1. By an affine change of variable, it appears
that filtering the dilated signal W(a,b)x(t) is equivalent to dilating
the filtered signal (x ⇤ W( 1

a ,0)ψ)(t), where W( 1
a ,0)ψ(t) = 1

a ψ( t
a ) cor-

responds to a dilation of ψ(t) by a scaling factor 1
a :

(W(a,b)x ⇤ ψ)(t) =
Z +∞

−∞
x(t0)ψ

✓
t − t0 − b

a

◆
dt0

= a ⇥
⇣

x ⇤W( 1
a ,0)ψ

⌘
(at + b)

= W(a,b)

⇣
x ⇤W( 1

a ,0)ψ
⌘
(t).

The equation above shows that affine transformations of the time axis
can be transferred from the signal x(t) to the wavelet ψ(t). As a result,
convolving x(t) with all wavelets of the form W( 1

a ,0)ψ(t) gives an
insight on the group orbit

Gx =
n
W(a,b)x : t 7−! a ⇥ x(at + b)

∣∣∣ a 2 R
⇤
+, b 2 R

o
, (2.13)

which is an infinite set of translated and deformed versions of x(t),
as localized in time and frequency by ψ(t). The wavelet ψ(t) plays
an analogous role to a measurement device in physics (Auger et al.,
2013).
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2.2.3 Time warps

In this subsection, we address the general case of geometrical trans-
formations Wτ in the time domain.

Nonlinear time warps

Besides affine transformations of the time axis τ(a,b) : t 7! at + b, non-
linear time warps are of particular interest for audio signal process-
ing. They are found in nature under the form of Doppler effects, but
most importantly, they can model chirps (Flandrin, 2001), i.e. smooth
variations in the fundamental frequencies of quasi-periodic signals,
as well as variations of spectral brightness in unvoiced, weak-sense
stationary sounds.

Hilbert transform and asymptotic signal

Let x(t) = cos(2πt) be a sine wave of dimensionless frequency equal
to 1. Warping x(t) by τ(t) yields the chirp

Wτ x(t) = τ̇(t) cos (2πτ(t))

of instantaneous frequency τ̇(t). A classical way to estimate τ̇(t) is to
demodulate the oscillations in Wτ x(t) by taking its analytic part and
applying complex modulus. The analytic part of a real signal x(t) is
defined as

xa(t) = x(t) + i ⇥ (Hx)(t) (2.14)

where H denotes the Hilbert transform (Mallat, 2008, section 4.3). In
the case of a sine wave, we have xa(t) = cos(2πt) + i ⇥ sin(2πt) =

exp(2πit), of which we derive |xa|(t) = 1. Provided that τ̈(t) ⌧ 1, the
nonstationary wave Wτ x(t) is said to be asymptotic, and its analytic
part is approximately equal to τ̇(t)⇥ exp(2πiτ(t)).

Analytic wavelets

We denote by H2 the space of analytic signals, that is, finite-energy
functions whose Fourier transform vanishes over the half line of neg-
ative frequencies:

H2 =
n

h(t) 2 L2(R, C)
∣∣ 8ω < 0, ĥ(ω) = 0

o
.

The space H2 is a subspace of L2(R, C), closed under the action of
shifts and dilations. Consequently, all dilations of an analytic wavelet
ψ(t) 2 H2 are themselves analytic. Moreover, since a convolution
in the time domain is equivalent to a product in the Fourier do-
main, the result of the convolution (x ⇤ ψ)(t) between a real signal
x(t) 2 L2(R, R) and an analytic wavelet ψ(t) 2 H2 is analytic. There-
fore, it is judicious to analyze real signals with analytic wavelets,
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hence mapping them to the space H2 and subsequently demodulat-
ing oscillations with complex modulus.

Wavelets are able to track nonlinear time warps only if their time-
frequency localization is sufficient to approximate the instantaneous
frequency τ̇(t) by a constant over the temporal support of every
wavelet.

Scalogram ridges

Delprat et al. (1992) have proven that the Gabor scalogram extracts the
instantaneous frequency τ̇(t) of a chirp Wτ x(t) = τ̇(t) cos(2πτ(t)),
even in the presence of small additive noise or other nonstationary
components at other locations in the time-frequency domain:

U1(Wτ x)(t, γ) ⇡ 1
2

τ̇(t)⇥cgT (2γ − τ̇(t)) ,

where the approximation is valid for a chirp Wτ x(t) whose instanta-
neous frequency has slow relative variations, i.e. satisfying the asymp-
toticity condition τ̈(t)/τ̇(t) ⌧ 1. A more general result holds for a
sine wave that is modulated both in amplitude and in frequency, i.e.
of the form x(t) = α(t) cos(2πθ(t)) where α(t) (resp. θ(t)) is the in-
stantaneous amplitude (resp. phase) of x(t). The asymptotic regime
assumes that α(t) and θ̇(t) evolve slowly, as expressed by the condi-
tions

α̇(t)

α(t)
⌧ 1

θ̇(t)
⌧ θ̇(t)

θ̈(t)
.

The inequality on the left implies that the instantaneous amplitude
α(t) has slow relative variations over the duration of a pseudo-period
1/θ̇(t), while the inequality on the right guarantees that the pseudo-
period itself is slowly varying (Flandrin, 2001). With both these condi-
tions satisfied, Delprat et al. (1992) perform Taylor expansions of α(t)

and θ(t), yielding approximately

U1x(t, γ)(t) ⇡ 1
2

α(t)⇥cgT

(
2γ − θ̇(t)

)
(2.15)

as the dominant term. Their proof relies on the stationary phase prin-
ciple, which states that most of the contribution to the scalogram is
located in the vicinity of the time-frequency point(s) where the instan-
taneous frequencies of the signal and the analyzing wavelet cancel
each other.

Like in the Hilbert-based definition of instantaneous amplitude (see
Equation 2.14), the purpose of complex modulus is to demodulate
oscillations brought by the convolution with the analytic wavelets.

It stems from the above that tracking the local maxima of the scalo-
gram over the curvilinear ridge parameterized by t 7! (t, log2 θ̇(t))

enables to read the instantaneous amplitude α(t).
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As a matter of fact, any real signal x(t) can be written as in an
unique way as α(t) cos(2πθ(t)), by defining its analytic amplitude as
α(t) = |xa|(t) and its analytic phase as θ(t) = 1

2π arg xa(t), but this
decomposition is rarely useful in practice because natural sounds are
made of multiple sinusoidal components as well as unpitched im-
pulses, thus failing to comply with the assumption of asymptoticity.
Nevertheless, restricting a natural sound to a well-localized region
of the time-frequency plane yields approximate asymptoticity. Again,
this remark highlights the importance of time-frequency localization
in the construction of analytic wavelets.

Shape from texture

Besides chirps, time warps can approximate a continuous space of
sustained sounds caused by many gestural interactions, including
rubbing, scratching, and rolling (Conan et al., 2013). Within a proba-
bilistic framework, these sounds are modeled as

Wτ X(t) = τ̇(t)(X ◦ τ)(t),

where the stationary process X(t) is the response of a resonating ma-
terial and τ̇(t) accounts for gestural dynamics, e.g. speed of friction.
Recovering τ(t) from a single realization of the locally dilated process
Wτ X(t) is an inverse problem named “shape from texture” (Malik
and Rosenholtz, 1997), with applications in human-computer interac-
tion and sound design (Thoret et al., 2014).

2.2.4 Time reversal

The time reversal operator, that is, τ(t) = −t, is simple to define and
interpret. In the particular case of a sine wave x(t) = cos(2πt + ϕ),
time reversal merely entails a phase shift of 2ϕ, because Wτ x(t) =

cos(2π ⇥ (−t) + ϕ) = cos(2πt − ϕ). Time reversal is thus not per-
ceived for sine waves or superpositions thereof. However, due to the
causality of damping in vibrating bodies, natural sounds typically
follow an asymmetric envelope in the time domain, starting with a
sharp onset and ending with a slower decay. Therefore, the reversal
of an audio recording is noticeable at the time scale of a full acous-
tic event, such as a musical note or a spoken word, especially in the
vicinity of onsets. Incidentally, short-term time reversal was recently
applied to produce digital audio effects (Kim and Smith, 2014, 2015).

Time reversal of a real signal x(t) is equivalent to the complex con-
jugation of its Fourier transform bx(ω). As a consequence, the Fourier
transform modulus |bx(ω)| is not only invariant to translation, but
also invariant to time reversal. Yet, although invariance to translation
is needed for classification, invariance to time reversal is an undesir-
able property.
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The situation is different in the time-frequency domain. If the wavelet
ψ(t) has a symmetric envelope, that is, if there exists a phase shift
ϕ 2 [0; 2π[ such that ψ(−t) = eiϕψ(t), the wavelet transform is co-
variant with respect to time reversal:

U1(Wτ x)(t, γ) =

∣∣∣∣eiϕ
Z +∞

−∞
x(−t0)ψ2γ,T(2γ)(t

0 − t) dt0
∣∣∣∣

=
∣∣eiϕ
∣∣⇥
∣∣∣∣
Z +∞

−∞
x(t0)ψ2γ,T(2γ)(−t − t0) dt0

∣∣∣∣
= U1x(t, γ).

Gabor wavelets have a symmetric envelope, as they satisfy ψ(−t) =

−ψ(t), i.e. ϕ = π. This is due to the fact that Gaussians have bell-
shaped symmetric envelopes. Therefore, the Gabor wavelet transform
commutes with time reversal:

U1(Wτ x)(t, γ) = U1x(−t, γ).

A simple way to break this undesirable invariance is to choose ψ(t) as
an asymmetric wavelet instead of a Gabor symmetric wavelet. In this
regard, the Gammatone wavelet, shown in Figure 2.3, is a natural can-
didate. Section 4.5 will show that Gammatone wavelets outperform
Gabor wavelets in a task of musical instrument classification in solo
phrases.

Gammatone auditory filter

The complex-valued Gammatone wavelet is a modification of the real-
valued Gammatone auditory filter, originated in auditory physiology.
The Gammatone auditory filter of dimensionless frequency 1 is de-
fined as a gamma distribution of order N 2 N⇤ and bandwidth σ

modulated by a sine wave, that is,

tN−1 exp(−2πσt) cos(2πt).

For a fixed σ, the integer N controls the relative shape of the envelope,
becoming less skewed as N increases. Psychoacoustical experiments
have shown that, for N = 4, the Gammatone function provides a valid
approximation of the basilar membrane response in the mammalian
cochlea (Flanagan, 1960; Lyon, Katsiamis, and Drakakis, 2010; Pat-
terson, 1976). In particular, it is asymmetric both in the time domain
and in the Fourier domain, which allows to reproduce the asymmetry
of temporal masking as well as the asymmetry of spectral masking
(Fastl and Zwicker, 2007). It is thus used in computational models
for auditory physiology (Pressnitzer and Gnansia, 2005). However,
it does not comply with the Grossman-Morlet admissibility condi-
tion, because it has a non-negligible average. In addition, because the
Gammatone auditory filter takes real values in the time domain, its
Fourier transform satisfies Hermitian symmetry, which implies that
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it does not belong to the space H2 of analytic functions. More gener-
ally, there are no real-valued functions in H2 (Grossmann and Morlet,
1984).

Pseudo-analytic Gammatone wavelet

ψ

t

(a) Gammatone wavelet, Q = 8,
time domain

ψ

t

(b) Gammatone wavelet, Q = 1,
time domain.

Figure 2.3: Pseudo-analytic Gammatone wavelets with different quality fac-
tors: (a) Q = 8, time domain; (b) Q = 1, time domain. Blue
and red oscillations respectively denote real and imaginary parts,
while the orange envelope denotes complex modulus.

With the aim of building a pseudo-analytic admissible Gammatone
wavelet, Venkitaraman, Adiga, and Seelamantula (2014) have modi-
fied the definition of the Gammatone auditory filter, by replacing the
real-valued sine wave cos(2πt) by its analytic part exp(2πit) and by
taking the first derivative of the gamma distribution, thus ensuring
null mean. The definition of the Gammatone wavelet becomes

ψ(t) =
⇣

2π(i − σ)tN−1 + (N − 1)tN−2
⌘

exp(−2πσt) exp(2πit)

in the time domain, and

bψ(ω) =
iω ⇥ (N − 1)!
(σ + i(ω − σ))N

in the Fourier domain. Besides its biological plausibility, the Gamma-
tone wavelet enjoys a near-optimal time-frequency localization with
respect to the Heisenberg uncertainty principle. Furthermore, this
time-frequency localization tends to optimality as N approaches in-
finity, because the limit N ! +∞ yields a Gabor wavelet (Cohen,
1995). Last but not least, the Gammatone wavelet transform of finite
order N is causal, as opposed to the Morlet wavelet transform, which
makes it better suited to real-time applications. From an evolutionary
point of view, it has been argued that the Gammatone reaches a prac-
tical compromise between time-frequency localization and causality
constraints. Venkitaraman, Adiga, and Seelamantula (2014) did not
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provide a formula for deducing σ from the specification of a quality
factor Q. We fill this gap in Appendix A.

The next section leaves the algebraic group of temporal diffeomor-
phisms Wτ to consider a broader set of sound transformations that
are expressed in the time-frequency domain and have no direct equiv-
alent in the time domain.

2.3 acoustical transformations

Many factors of variability between natural sounds are not amenable
to mere diffeomorphisms of the time variable. Indeed, they may con-
vey the sensation to transpose frequencies without affecting the time
dimension; conversely, to stretch the time axis while leaving instanta-
neous frequencies unchanged; or, in full generality, to deform multi-
ple components in different, albeit coherent, ways.

In this section, we define three kinds of transformations in the time-
frequency domain that are ill-defined in the time domain: frequency
transposition F , time stretching S , and deformation of the spectral
envelope E . Unlike time warps W , these acoustical transformations
affect either, but not both, the time or the frequency dimension. We
review the state of the art on the topic, notably the phase vocoder,
partial tracking, dynamic time warping (DTW), spectral shape de-
scriptors, and mel-frequency cepstral coefficients (MFCC).

2.3.1 Frequency transposition

In this subsection, we define the notion of frequency transposition
Fb as a translation by b 2 R over the vertical axis γ of the scalo-
gram U1x(t, γ). Although frequency transposition is ill-defined in
the time domain, we give a closed-form expression of its effect on
an amplitude-modulated additive sinusoidal model. We review the
phase vocoder, a tool to re-synthesize a sound after frequency trans-
position in the time-frequency domain. We review partial tracking
algorithms, an estimation procedure which aims at retrieving jointly
the instantaneous frequencies θ̇p(t) as well as their respective ampli-
tudes αp(t) in an additive sinusoidal model. We formulate the “shape
from texture” problem associated to frequency transposition.

Definition

The sensation of motion along the frequency axis is found in a wide
variety of audio streams, including broadband environmental sounds
or inharmonic tones. It should be noted that there is no need to postu-
late the existence of a fundamental frequency in the signal to define
frequency transposition. Rather, as soon as the scalogram U1x(t, γ)

contains spectral cues as well as temporal cues, the notion of fre-
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quency transposition arises and is distinguished from a mere time
warp.

Frequency transposition is ill-defined in the signal domain. It is
intuitively understood as a translation over the log-frequency axis in
the scalogram, that is

Fb(U1x)(t, γ) = U1x(t, γ + b), (2.16)

where the pitch interval b between U1x(t, γ) and it transposed version
is measured in octaves. Observe that the time dimension in U1x is not
affected by the acoustical transformation Fb, whereas a geometrical
time warp Wτ would map (t, γ) to (τ(t), γ + log2 τ̇(t)).

However, the two-dimensional function Fb(U1x)(t, γ) is, generally
speaking, not the wavelet scalogram of any signal. This is due to the
strong redundancy of the continuous wavelet transform, whose time-
frequency atoms overlap in the Fourier domain for neighboring val-
ues of the log-scale parameter γ. A necessary and sufficient condition
for the transposed signal to exist is the reproducing kernel equation
(Mallat, 2008, section 4.3), which is highly constraining.

Additive sinusoidal model

Despite the fact that there is no general formula that could yield
(Fbx)(t) from any x(t), frequency transposition can be defined in
closed form if we model x(t) as a sum of quasi-asymptotic compo-
nents. The synthesis of sounds by stacking partial waves carrying
independent amplitude modulations goes back to the early years of
computer music (Risset, 1965).

Given an additive sinusoidal model of P partial waves

x(t) =
P

∑
p=1

αp(t) cos(2πξpt), (2.17)

and a pitch interval b in octaves, the signal

(Fbx)(t) =
P

∑
p=1

αp(t) cos(2π2bξpt)

corresponds to a frequency transposition of x(t). Indeed, assuming
that the partials ξp are segregated by the auditory filterbank, the scalo-
gram of (Fbx) satisfies

U1(Fbx)(t, γ) = U1x(t, γ + b).

However, dilating x(t) with τ(t) = 2bt would yield

Wτ x(t) = 2b ⇥
P

∑
p=1

αp(2bt) cos(2π2bξpt)
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instead. Observe that, the rates of amplitude modulations αp(t) are
dilated under the effect of the time warp Wτ , whereas they remain
unchanged under the effect of frequency transposition Fb. The dif-
ference is particularly noticeable in transient regions of the signal,
wherein the relative variations of αp(t) are not negligible with respect
to the time scale T(2γ).

Phase vocoder

Manipulating the time and frequency dimensions independently is
the central purpose of the phase vocoder (Flanagan and Golden, 1966),
a analysis-synthesis method based on the short-term Fourier trans-
form (STFT) with widespread applications in computer music (Wishart,
1988) and speech processing. The realism of the phase vocoder in
transient regions has been progressively improved by ad hoc align-
ment methods (Röbel, 2003). We refer to Liuni and Röbel (2013) for a
recent survey.

In order to produce fine-grain sound manipulations with few arti-
facts without having to resort to such ad hoc alignment, a wavelet-
based phase vocoder was developed by Kronland-Martinet (1988).
However, when it comes to computational efficiency and numeri-
cal precision, implementing a multiresolution scheme for the audi-
tory wavelet transform is a difficult problem in software engineering
(Schörkhuber and Klapuri, 2010; Schörkhuber, Klapuri, and Sontac-
chi, 2013). This is why phase vocoders were originally designed with
a short-term Fourier transform, which benefits from the simplicity of
a single-resolution discrete scheme.

Partial tracking

A different problem in which frequency transposition plays a crucial
role is partial tracking McAulay and Quatieri (1986), an estimation
procedure which aims at retrieving jointly the instantaneous frequen-
cies θ̇p(t) as well as their respective amplitudes αp(t) in an additive
sinusoidal model of the form

x(t) =
P

∑
p=1

αp(t) cos(2πθp(t)).

Partial tracking algorithms extract local magnitude peaks of the short-
term Fourier transform, which are subsequently linked through time
according to continuity priors in θ̇p(t) and αp(t).

Because it is a bottom-up approach with a relatively short temporal
context, partial tracking is prone to false detection in the presence of
noise, despite recent enhancements in the prediction stage (Kereliuk
and Depalle, 2008; Lagrange, Marchand, and Rault, 2007). Therefore,
although the notion of frequency transposition remains an important
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form of variability among natural sounds, modern audio classifica-
tion systems do not strive to track partials as a pre-processing step.
Instead, they adopt a holistic approach to pattern matching, with lit-
tle or no prior detection, segmentation, or denoising.

Probabilistic outlook

Besides additive models, frequency transposition has recently been
studied within a probabilistic framework, by means of the continuous
wavelet transform (Omer and Torrésani, 2016). For X(t) a stationary
process and b(t) a slowly varying signal, the “shape from texture”
problem associated to frequency transposition consists in estimating
both from a single realization x(t) of FbX(t), whose scalogram U1x(t)

is assumed to satisfy the identity

Fb(U1x)(t, γ) = U1x(t, γ + b(t)).

Mapping sounds to the time-frequency domain allows to study a non-
stationary signal Fbx as the composition of two simpler functions, a
Gaussian noise x(t) and a slow deterministic deformation b(t). Once
again, the continuous wavelet transform reveals a form of regularity
that was not readily available in the time domain.

2.3.2 Time stretching

Within a piece of classical music, even if the melodic contour is deter-
mined by the composer, the choice of rhythmic interpretation is left,
up to some extent, to the performers. Likewise, the flow rate of pho-
netic units in continuous speech may vary across utterances of the
same text, due to speaker or mood variability. Both of these effects
convey the impression to stretch the time axis. Therefore, audio fea-
tures for classification should remain robust to time stretches while
providing an insight on fine-scale temporal structure.

In this subsection, we address the problem of modeling the effects
of time stretching in the time-frequency domain. We show how the
phase vocoder, introduced in Subsection 2.3.1, is suitable for analysis-
synthesis of stretched sounds. We discuss the limitations of dynamic
time warping (DTW) for time series alignment of short-term audio
descriptors. We round off the subsection with a forward reference to
the temporal scattering transform, found in Section 3.1.

Definition

Time stretching can be formulated in the time-frequency domain as
a transformation Sτ on the scalogram U1x(t, γ), where the diffeo-
morphism τ(t) warps the time variable t without affecting the log-
frequency variable γ, thus following the equation

Sτ(U1x)(t, γ) = U1x(τ(t), γ).
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Again, the existence of a signal (Sτ x)(t) whose continuous wavelet
transform would be Sτ(U1x)(t, γ) is conditional upon the reproduc-
ing kernel equation, which is highly constraining — see Mallat (2008,
section 4.3). Therefore, in spite of its simple definition in the time-
frequency domain, time stretching is ill-defined in the time domain.

Phase vocoder for time stretching

Observe that, in the asymptotic regime, frequency transposition and
time stretching are dual to each other. Indeed, the composition of
these two operators boils down to a time warp Wτ in the time do-
main:

(Flog2 τ̇ ◦ Sτ)(U1x)(t, γ) = U1x(τ(t), γ + log2 τ̇(t))

= U1(Wτ x)(t, γ).

Consequently, composing a frequency transposition F− log2 τ̇ with a
time warp Wτ yields a time stretching Sτ :

F− log2 τ̇(U1Wτ x)(t, γ) = U1x(τ(t), γ)

= Sτ(U1x)(t, γ)

Drawing on the above, the phase vocoder is suited to both frequency
transposition and time stretching.

Dynamic time warping

Building stretch-invariant similarity metrics for pattern matching is
at the heart of dynamic time warping (DTW) algorithms (Sakoe and
Chiba, 1978), which rely on dynamic programming heuristics to find
a stretch τ(t) which approximately aligns a query Ux(t, γ) to a refer-
ence template Uy(t, γ). In discrete time, so as to mitigate the combi-
natorial explosion of possible alignments, the amount of deviation is
constrained to be lower than some constant T, i.e.

|τ(t)− t| < T, (2.18)

where T is typically set to about 10% of the duration of the query
U1x(t, γ). For example, dynamic time warping has been used suc-
cessfully to classify vocalizations of marine mammals (Brown and
Miller, 2007). We refer to the textbook of Müller (2007, chapter 4) for
an overview of dynamic time warping in music signal analysis.

Like partial tracking, dynamic time warping has the downside of
being prone to misalignment, because it relies on strong assumptions
on the observed data. If the query Ux(t, γ) no longer satisfies the as-
sumption of being amenable to a reference template Uy(t, γ) by some
hypothetical time stretch τ(t), the behavior of dynamic time warping
is ill-defined. Therefore, dynamic time warping is not appropriate for
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long audio streams with overlapping sources, such as acoustic scenes
or polyphonic music.

Drawing a parallel with Subsection 2.2.1, the constant T in Equa-
tion 2.18 can be interpreted as an amount of invariance with respect to
time shifts and local time warps. In audio classification, even in cases
when explicit dynamic time warping is not conceivable, accounting
for time shifts and time warps in the representation is of utmost im-
portance. Again, analytic wavelets play a central role in this matter —
see Subsection 2.2.3. The temporal scattering transform, which will be
formally introduced in Section 3.1, is naturally derived from this ob-
servation, as it consists of a two-layer cascade of wavelet transforms
interspersed with modulus nonlinearities, thus capturing time warps
in the time domain as well as time stretches in the time-frequency
domain.

2.3.3 Variations in spectral envelope

In this subsection, we model variations of the spectral envelope by
means of a diffeomorphism Eτ of the frequency variable operating
over the scalogram. We discuss the limitations of spectral shape de-
scriptors based on high-order statistical moments, such as spectral
skewness and kurtosis. We review the construction of the power cep-
strum and the mel-frequency cepstrum.

Definition

Any voiced sound in its steady state, such as a musical note or a
spoken phoneme, can locally be approximated by an additive model,
in which each sinusoid appears as a peak in the short-term Fourier
spectrum. The spectral envelope is intuitively understood as a smooth
curve interpolating the locations and magnitudes of these peaks. From
an acoustical perspective, the spectral envelope accounts for the modes
of vibration of the resonator, that is, the vocal tract in speech or the
body of the instrument in music. The purpose of short-term audio
descriptors for classification is to characterize the overall shape of
the spectral envelope while remaining stable to small changes in the
locations and magnitudes of spectral peaks.

In analogy with the previous definitions of time warps Wτ , fre-
quency transpositions Fb, and time stretches Sτ , deformations of the
spectral envelope Eτ can be formulated by applying a warp τ(γ) to
the log-frequency dimension in a scalogram U1x(t, γ) while leaving
the time dimension unchanged:

EτU1x(t, γ) = τ̇(γ)⇥ U1x(t, τ(γ)).

Again, it should be kept in mind that the deformed wavelet transform
modulus EτU1x(t, γ) in the time-frequency domain may not have an
equivalent in the time domain.
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Instability of spectral shape descriptors

A substantial part of the general-purpose audio descriptors for clas-
sification aim at characterizing the spectral envelope by regarding it
as a statistical distribution which takes values in the Fourier domain.
This is motivated by the fact that the Fourier transform magnitude
|x̂|2(ω) is nonnegative and that its sum is equal to the squared L2

norm of x(t), in virtue of Plancherel’s identity. Besides spectral cen-
troid and spectral flatness, which respectively correspond to the mean
and the variance of |x̂|(ω), higher-order moments, such as skewness
and kurtosis, are often included to the collection of features for audio
classification (Peeters, 2004).

An alternative point of view is that these statistical moments de-
compose the magnitude of the Fourier transform over an orthogonal
basis of monomials of growing degree k > 0, i.e.

R
ωk|x̂|(ω) dω.

Lastly, because the Fourier transform of d
dt x(t) is equal to iωx̂(ω),

they also correspond to the Fourier transform moduli of the kth deriva-
tives of x(t) in the time domain.

However, for high values of the k, the kth statistical moment of
|x̂|(ω) is excessively sensitive to small variations of the spectral en-
velope, and in particular to dilations by some constant a 6= 1, that is,
to frequency transpositions — see Subsection 2.3.1. Indeed, a homo-
thetic change of variable in the kth statistical moment of 1

a ⇥ |bx|(ω
a )

yields the identity

1
a
⇥
Z

ωk|bx|
⇣ω

a

⌘
dω = ak ⇥

Z
ωk|bx|(ω) dω.

Consequently, after dilating the spectral envelope of |bx| by a, the spec-
tral centroid (k = 1) gets multiplied by a ; the spectral flatness (k = 2),
by a2 ; the spectral skewness (k = 3), by a3, and so forth. Yet, robust
features for audio classification should be stable to the dilation oper-
ator |bx|(ω) 7! a|bx|(aω), i.e. they should be affected linearly, instead
of polynomially, by the amount a of frequency transposition (Andén
and Mallat, 2014). The same instability property applies to a broader
class of transformations of the spectral envelope, but its proof is more
difficult to carry out in full generality.

Power cepstrum

In order to build a stabler description of the spectral envelope, the
basis of monomials ωk can be replaced by a Fourier basis exp(2πikω)

with k 2 N, hence leading to the notion of cepstrum, which is ubiqui-
tous in signal processing and in particular in speech recognition. The
term “cepstrum” was coined by Tukey (Bogert, Healy, and Tukey,
1963) as an anagram of the word “spectrum”. Indeed, it operates on
the frequency variable ω in ways customary of the time variable t,
and vice versa (Oppenheim and Schafer, 2004).
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There are multiple mathematical definitions associated to the no-
tion of cepstrum, including complex cepstrum, real cepstrum, and
phase cepstrum. The definition used in audio classification is named
power cepstrum, as it consists in the Fourier transform modulus of
the logarithm of the spectral envelope, i.e.

cepstrum(x)(k) =

∣∣∣∣
Z +∞

−∞
log |bx(ω)| exp(−2πikω) dω

∣∣∣∣ .

Let x(t) = ∑p αp cos(2πpξt) be a harmonic additive signal of fun-
damental frequency ξ. The envelope of the Fourier transform of x(t)

is |bx|(ω) = ∑p αp ⇥ δ(ω − pξ), i.e. a sequence of bumps of period ξ.
By the Poisson summation formula, the power cepstrum of x(t) is a
sequence of bumps of period 1/ξ. The quantity 1/ξ is homogeneous
to the inverse of a frequency, that is, to a temporal duration; it is
called a quefrency, by anagram with frequency. Because the sequence
of log-amplitudes (log αp)p has slow variations according to the par-
tial wave index p, the cepstral bump of low quefrency 1/ξ dominates
higher-quefrency bumps in the cepstrum of x(t). Therefore, the pe-
riod 1/ξ of x(t) can be measured by finding the global maximum
of its Fourier cepstrum (Noll and Schroeder, 1967). This measure is
more robust to inharmonic deviations from exact multiples pξ, and is
robust to the removal of the fundamental partial wave, i.e. to setting
α1 = 0.

The Fourier power cepstrum of a harmonic sound with a missing
fundamental is shown in Figure 2.4. Interestingly, cepstral transforma-
tions remain at the core of state-of-the-art algorithms for fundamen-
tal frequency estimation to this date, although the Fourier spectrum
|bx|(ω) is replaced by autocorrelation (De Cheveigné and Kawahara,
2002; Mauch and Dixon, 2014) in order to avoid octave errors.

Mel-frequency cepstral coefficients

The most widespread short-term descriptor for audio classification is
the mel-frequency cepstrum (MFC), a variant of the power cepstrum
with two major differences. First, it is based on the mel scale of fre-
quencies γ, which is roughly linear below 1000 Hz and logarithmic
above, instead of the linear scale ω. Secondly, is is obtained by a
cosine transform instead of the complex modulus of a Fourier trans-
form. This is in order to yield descriptors that are approximately of
null average through time, thus complying better with the assump-
tion of Gaussian normality of features, commonly made in machine
learning.

The definition of the mel-frequency cepstrum is

MFC(x)(t, k) =
Z +∞

−∞
log U1x(t, γ0)⇥ cos(2πkγ0) dγ0.

The mel-frequency cepstrum is a two-dimensional array indexed by
time t and quefrency k. High quefrencies k correspond to fine details
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of the scalogram, such as the time-frequency edges produced by the
presence of harmonic partials, whereas low quefrencies k capture the
spectral envelope (Davis and Mermelstein, 1980).

Let Eτ be a deformation of the spectral envelope. In the cepstral do-
main, the special case τ(γ) = aγ causes a contraction of the cepstrum
by the inverse factor 1

a over the variable k, as proven by the following
change of variable:

MFC(Eτ(U1x))(t, k) = a ⇥
Z +∞

−∞
log U1x(t, aγ0)⇥ cos(2πkγ0) dγ0

=
Z +∞

−∞
log U1x(t, γ0)⇥ cos

✓
2π

k

a
γ0
◆

dγ0

= MFC(U1x)

✓
t,

k

a

◆
.

It appears from the above that the kth coefficient in MFC(x)(t, k) is
roughly invariant to the action of τ(γ) = aγ as long as k ⌧ a. Within
a discrete setting, the mel-frequency cepstrum is computed with a
type-II discrete cosine transform, and the index k takes integer val-
ues. A common practice in audio classification is to discretize γ with
a bank of 40 auditory filters and then retain only the 12 lowest val-
ues of k (Eronen and Klapuri, 2000). First and second discrete-time
derivatives of the mel-frequency cepstrum, known as “deltas” and
“delta-deltas”, are frequently appended to this 12-dimensional repre-
sentation.

Despite their relative simplicity, MFCC features are surprisingly
effective in audio-based similarity retrieval and classification. Since
their earliest use in music instrument classification (Brown, 1999),
many scientific publications have strived to refine incrementally the
design of MFCC features, by tailoring them more specifically to mu-
sical audio. However, they appeared to yield little or no benefit with
respect to a baseline of 12 MFCC features computed over short-term
windows of size T = 25 ms, and aggregated into a Gaussian mixture
model — see (Aucouturier and Pachet, 2004) for a critical review. As
a result, this baseline is still in use to this date (Stowell, 2015).

DTW algorithm over the log-frequency axis

Whereas dynamic time warping of time-frequency representations
is ubiquitous in audio signal processing — see e.g. Damoulas et al.
(2010) in bioacoustics — few existing contributions explicitly account
for the deformations of the log-frequency axis. We should, however,
mention Hemery and Aucouturier (2015), who apply the DTW algo-
rithm over the variable γ in a spectrotemporal receptive field (STRF)
representation, in the context of unsupervised acoustic scene classifi-
cation. The STRF representation will be discussed in detail in Section
3.2, devoted to time-frequency scattering.
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2.4 transformations of musical parameters

The two previous sections respectively addressed low-level transfor-
mations of audio waveforms and mid-level transformations in the
time-frequency domain. At a higher level of abstraction, musicians
refer to sound according to a variety of “parameters” (Meyer, 1989),
such as pitch, timbre, and rhythm.

In this section, we strive to relate these high-level parameters to
transformations in the time-frequency domain. To this aim, we de-
fine the stationary source-filter as a convolution between a harmonic
excitation and a broadband filter. We define the pitch shift as an oper-
ator which transposes the source while leaving the filter unchanged.
Then, we show that the discrete cosine transform involved in the com-
putation of mel-frequency cepstral coefficients (MFCC) segregates
frequency transposition from deformations of the spectral envelope.
However, we provide empirical evidence demonstrating that MFCC
are not as invariant to realistic pitch shifts as they are to changes
in loudness, interpret, or instrument manufacturer. We conclude that
the currently available timbral descriptors do not properly disentan-
gle pitch from timbre, thus appealing for the use of machine learning
techniques in musical instrument classification.

2.4.1 Pitch

In this subsection, we address the problem of building pitch-invariant
representations for audio classification. We define pitch as the only
attribute of music which is relative, intensive, and independent of in-
strumentation. We distinguish frequency transposition, a pure trans-
lation along the log-frequency, from a realistic pitch shift, which trans-
lates spectral peaks but not the spectral envelope. According to the
stationary source-filter model, we show that mel-frequency cepstral
coefficients (MFCC) disentangle the contributions of the source and
the filter, and provide some invariance to frequency transposition. Yet,
we provide empirical evidence to demonstrate that MFCC are not in-
variant to realistic pitch shifts.

Definition

Among the cognitive attributes of music, pitch is distinguished by a
combination of three properties. First, it is relative: ordering pitches
from low to high gives rise to intervals and melodic patterns. Sec-
ondly, it is intensive: multiple pitches heard simultaneously produce
a chord, not a single unified tone — contrary to loudness, which adds
up with the number of sources. Thirdly, it does not depend upon in-
strumentation, thus making possible the transcription of polyphonic
music under a single symbolic system (Cheveigné, 2005).
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Like the formal distinction between detection and classification,
there is a formal distinction between pitch-covariant and pitch-invariant
tasks in music information retrieval, respectively epitomized by score
transcription and musical instrument classification.

It should be reminded that the notions of covariance and invari-
ance to pitch shift are subordinated to the choice of a pitch range Γ

over the log-frequency dimension γ, which plays the same role as the
time scale T over the time dimension t. A desirable representation for
musical instrument classification should be invariant to pitch shifts
up to the tessitura Γ of instruments, that is, about two octaves. In
contrast, classification of urban or environmental sounds requires a
smaller amount of invariance.

Stationary source-filter model

The additive sinusoidal model defined in Equation 2.17 is made of
a superposition of partial tones of frequencies (ξp)p and amplitudes
(αp)p. A pitch is perceived if all partial frequencies are multiples of a
fundamental frequency ξ, that is, if ξp = pξ. Once this constraint is
added, the harmonic sinusoidal model is of the form

x(t) =
P

∑
p=1

αp cos(2πpξt).

Before defining the notion of pitch shift for the additive model
above, it is necessary to decompose x(t) into a convolution of two
terms, respectively called source and filter. The source

e(t) =
P

∑
p=1

cos(2πpξt)

is parameterized by the choice of fundamental frequency ξ and is not
affected by the amplitudes (αp)p. Conversely, the filter h(t) is defined
in the Fourier domain as a smooth, spectral envelope which satisfies

|bh|(pξ) = αp,

thus connecting the locations ξp and magnitudes αp of spectral peaks.
Once e(t) and h(t) have been defined, the stationary source-filter is
the convolution

x(t) = (e ⇤ h)(t)

=
P

∑
p=1

ĥ(pξ) cos(2πpξt).

In speech technology, the purpose of the source e(t) is to model
the periodic, impulsive airflow emerging from the glottis, whereas
the filter h(t) accounts for the resonance of the vocal tract. As long as
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the rank of the partial is lower than the quality factor of the auditory
filter bank, that is, typically P < Q, each wavelet in the auditory filter
bank resonates to a most one partial. Consequently, the spectral en-
velope |bh(2γ)|, also known as formantic structure, may be factorized
out from the finite sum of partials, yielding

U1x(t, γ) = |bh|(2γ)⇥ U1e(t, γ).

The typical shapes of the source and the filter in the Fourier domain
are shown in Figure 2.5.

The stationary source-filter model is historically linked with the
development of the mel-frequency cepstrum for speech recognition
— see Subsection 2.3.3. Indeed, taking the logarithm of both sides
allows to convert this product into a sum:

log Ux(γ) = log Ue(γ) + log Uh(γ) (2.19)

By linearity of the cosine transform, the additive property of the log-
spectra is transferred to the cepstra

MFC(x)(k) = MFC(e)(k) + MFC(h)(k).

Since the source e(t) is made of equidistant peaks in the Fourier do-
main, its scalogram Ue(γ) is an irregular function of the log-frequency
variable γ. In turn, the spectral envelope of the filter h(t) is a regular
function of γ. This notion of regularity can be linked to the rate of
decay associated to the cepstral variable k (Mallat, 2008, Section 2.3).
Henceforth, the cepstrum MFC(h)(k) of the filter h(t) has a faster
decay than the cepstrum MFC(e)(k) of the source e(t). As a result,
keeping only the lowest values of k in MFC(x)(k) yields a represen-
tation which is relatively invariant to deformations of the source e(t),
such as speaker variability, while remaining relatively discriminative
to deformations of the filter h(t), such as phonetic variability.

Preservation of formantic structure

The frequency transposition operator Fb, introduced in Subsection
2.3.1, transposes spectral peaks pξ to new locations 2b pξ without af-
fecting the amplitudes αp of corresponding partials:

Fb(x)(t) =
P

∑
p=1

αp cos(2π ⇥ 2b pξt).

In the time-frequency domain, applying Fb on the stationary source-
filter model yields a translation of both the spectral peaks and the
spectral envelope:

Fb(U1x)(t, γ) = bh(2γ+b)⇥ U1e(t, γ + b).
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In contrast, a realistic pitch shift Pb by a log-frequency interval b

only translates the spectral peaks while leaving the spectral envelope
unchanged:

Pb(U1x)(t, γ) = bh(2γ)⇥ U1e(t, γ + b).

In the source-filter model, the exact value of the spectral envelope
is only available at frequencies pξ. Therefore, the definition above is
not directly applicable in practice, because the amplitude |bh|(2b pξ) of
the spectral envelope at the frequency 2b pξ is generally not known.
However, the overall shape of the spectral envelope can be obtained
by interpolating the sequences of locations ξp and magnitudes αp of
spectral peaks. This interpolation is performed by low-pass liftering

(anagram of filtering) over the log-frequency axis γ. It has led Röbel
and Rodet (2005) to propose an improvement of the phase vocoder
which preserves the formantic structure of frequency transposition.

Experimental validation

Two musical pitches played by the same instrument, other things be-
ing equal, are not exactly amenable to each other by a translation on
the log-frequency axis γ. This is illustrated in Figure 2.6.

For small intervals, a frequency transposition of the additive sinu-
soidal model is sufficient to approximate a realistic pitch shift, and
the residual terms remain small with respect to the translation term.
However, large pitch intervals within the same instrument also affect
the qualitative timbral properties of sound, which is not taken into
account in the scalogram. The same property is verified for a wide
class of musical instruments, especially brass and woodwinds.

How pitch-invariant is the mel-frequency cepstrum ?

From this observation, we argue that the construction of powerful in-
variants to musical pitch is insufficiently approximated by translation-
invariant representations on the log-frequency axis, such as the dis-
crete cosine transform (DCT) underlying the mel-frequency cepstrum
— see Subsection 2.3.3. To validate this claim, we have extracted the
mel-frequency cepstral coefficients (MFCC) of 1116 individual notes
from the Real World Computing (RWC) dataset (Goto et al., 2003),
as played by 6 instruments, with 32 pitches, 3 nuances, and 2 inter-
prets and manufacturers. When more than 32 pitches were available
(e.g. piano), we selected a contiguous subset of 32 pitches in the mid-
dle register. We then have compared the distribution of squared Eu-
clidean distances between musical notes in the 12-dimensional space
of MFCC features.

Figure 2.7 summarizes our results. We found that restricting the
cluster to one nuance, one interpret, or one manufacturer hardly re-
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duces intra-class distances. This suggests that MFCC are fairly suc-
cessful in building invariant representations to such factors of vari-
ability. In contrast, the cluster corresponding to each instrument is
shrunk if decomposed into a mixture of same-pitch clusters, some-
times by one order of magnitude. In other words, most of the vari-
ance in an instrument cluster of MFCC is due to pitch transposition.
Keeping less than 12 coefficients certainly improves invariance, yet at
the cost of inter-class variability between instruments, and vice versa.

2.4.2 Timbre

Building robust yet discriminative timbral descriptors is a crucial pre-
liminary step in audio classification. In this subsection, we distinguish
two definitions of timbre. The former refers to abstract properties of
sound, whereas the latter is directly related with the identification of
sources.

A negative definition of timbre

The notion of musical timbre is defined in a negative way, as the cogni-
tive attribute which is left unchanged by variations in pitch, intensity,
and duration. As such, it bears an equivocal meaning, depending on
whether it refers to the properties of sound itself or to the source that
emits it. Common parlance conflates the two definitions (Casati and
Dokic, 1994), because identifying sources is arguably the foremost
purpose of hearing from an evolutionary perspective. Nevertheless,
distinguishing them carefully is crucial to the design of a machine
listening system.

Timbre as a qualitative attribute

The first definition hypothesizes that our perception of timbre is based
on a multidimensional, continuous representation (Siedenburg, Fuji-
naga, and McAdams, 2016). This hypothesis is put to trial by gath-
ering a set of adjectives which are commonly employed to describe
sound, e.g. dry, rough, warm, rich, soft, bright, round, and so forth.
Observe that none of these adjectives belong exclusively to the vo-
cabulary of audition ; instead, their intuitive signification arises by
analogy with visual or tactile sensations (Faure, McAdams, and No-
sulenko, 1996). Each of them can be readily employed as a rating cri-
terion for a listening experiment over a controlled dataset of recorded
sounds, be them instrumental, vocal, or environmental.

With this aim in mind, McAdams et al. (1995) have measured sim-
ilarity ratings between pairs of isolated musical notes and applied
multidimensional scaling (MDS), a linear dimensionality reduction
technique, to recover an underlying mental representation of timbre.
They found that, once obliterated inter-subject variability, timbral sim-
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ilarity boils down to an Euclidean space of dimension 3, whose princi-
pal components roughly correlate with short-term audio descriptors,
namely spectral centroid, spectral flux, and attack time — see Subsec-
tion 2.3.3. In other words, behind the wide variety of adjectives em-
ployed to rate sound qualities, many of them are near-synonyms (e.g.
“round” and “warm”), and only a few actually relate to independent
factors of variability. Yet, given a task of musical instrument recog-
nition, human listeners significantly outperform automatic classifiers
trained on the aforementioned three-dimensional feature space.

Timbre as a discriminative attribute

The lesson to be learned from this somewhat disappointing result is
that the human ability of distinguishing sources is not merely a per-
ceptual comparison in absolute terms, but rather an adaptive process
which also takes into account other phenomena, such as pitch, inten-
sity, phrasing dynamics, as well as priming effects. It follows from
the above that, when speaking of a “bright timbre”, the word “tim-
bre” proceeds from a different definition than in the “timbre of the
trumpet” (Castellengo and Dubois, 2007). The former, related to tone
quality, expresses a property of sound, independently from the source
that produced it. On the contrary, the latter, related to tone identity,
is peculiar to the source and may encompass several timbral qualities
in conjunction with other attributes.

Owing to nonlinear wave propagation along the bore, trumpet sounds
may convey various levels of brightness according to interpretation
(Norman et al., 2010; Risset and Mathews, 1969). More generally, it
seems that what music psychologists call the “bandwidth for timbre
invariance” is of the order of one octave (Handel and Erickson, 2001),
or even below (Steele and Williams, 2006). For an automatic classifier
to overcome this limitation, the resort to machine learning, in addi-
tion to a powerful signal representation, appears as necessary.
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(a) Time domain
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log |x̂|(ω)

(b) Log-magnitude of the Fourier spec-
trum.
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cepstrum (x)(k)

(c) Fourier power cepstrum.

Figure 2.4: Retrieving the missing fundamental. Figure 2.4a shows a har-
monic signal x(t) of fundamental frequency ξ in the time do-
main, built by stacking partial waves of frequencies 2ξ, 3ξ, 4ξ, etc.
Figure 2.4b shows the log-magnitude log |x̂|(ω) of the Fourier
spectrum. Observe the missing fundamental ξ. Figure 2.4c shows
the power cepstrum of x(t). Observe that the period ξ−1 is accu-
rately retrieved.
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(b) Spectrum of the filter.
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(c) Spectrum of the source-filter model.

Figure 2.5: The stationary source-filter model. The source is a superposition
of partials of respective frequencies pξ for integer p. The filter is
a broadband spectral envelope in the Fourier domain.
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Figure 2.6: Pitch shifts are not frequency transpositions.
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Figure 2.7: Invariants of the mel-frequency cepstrum. Distributions of
squared Euclidean distances among various MFCC clusters in
the RWC dataset of isolated notes. Whisker ends denote lower
and upper deciles.





3
T I M E - F R E Q U E N C Y S C AT T E R I N G

In the previous chapter, we have introduced the scalogram U1x(t, γ)

of an audio signal x(t), a nonnegative matrix indexed by time t and
log-frequency γ. We have shown that a well-designed auditory filter-
bank offers an accurate time-frequency localization of nonstationary
components in the scalogram, such as sharp transients and chirps.
However, the scalogram only demodulates auditory information up
to a typical time scale of 20 ms. A desirable representation for audio
classification should integrate a broader context while segregating in-
dependent sources.

To address this problem, this chapter introduces a new invariant
representation for audio classification, named time-frequency scatter-
ing (TFS). The core idea behind a scattering transform is to convolve
the scalogram with a modulation filter bank of wavelets, and subse-
quently apply a complex modulus nonlinearity.

In the earliest definition of the scattering transform, convolutions
are performed solely upon the time variable t (Andén and Mallat,
2014). The main contribution of this chapter is to extend the temporal
scattering transform to encompass both the time variable t and the
log-frequency variable γ, thus improving its discriminative power.
The resulting representation, called time-frequency scattering trans-
form, corresponds to the spectrotemporal receptive fields (STRF) of
Chi, Ru, and Shamma (2005), an idealized computational model for
the response of neurons in the central auditory system.

The rest of this chapter is organized as follows. In Section 3.1, we
discuss the limitations of the temporal scattering transform. In Sec-
tion 3.2, we explain how time-frequency scattering mitigates these
limitations at the expense of an increased number of coefficients. In
Section 3.3, we re-synthesize locally stationary audio textures from
scattering coefficients, and present a creative application in partner-
ship with composer Florian Hecker. In Section 3.4, we report state-
of-the-art results in short urban sound classification and competitive
results in binaural scene classification.

Part of the content of this chapter has been previously published
by Andén, Lostanlen, and Mallat (2015).

3.1 temporal scattering

Amplitude modulation features (Alam et al., 2013; Gillet and Richard,
2004; Mitra et al., 2012), also called dynamic features (Peeters, La Bur-
the, and Rodet, 2002), have long been part of the typical set of audio
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descriptors for automatic classification. By decomposing short-term
spectra into a redundant filter bank of temporal modulations, they
measure the intermittency of auditory information. In music, ampli-
tude modulations are typical of note onsets as well as extended instru-
mental techniques. Among acoustic scenes, they may be caused by a
broad variety of mechanical interactions, including collision, friction,
and turbulent flow. This section presents the extraction of amplitude
modulation features within a wavelet framework, a theory known as
deep scattering spectrum (Andén and Mallat, 2014) or temporal scat-
tering transform.

3.1.1 Scattering network

A scattering network results from the composition of wavelet opera-
tors interspersed with complex modulus nonlinearities. Because the
wavelet operators are convolutional, the architecture of a scattering
network bears a strong resemblance with a deep convolutional net-
work, with the important difference that the filters are hand-crafted
wavelets instead of being learned from data.

In this subsection, we recall the definition of the wavelet scalogram
U1x(t, γ). We define the averaged scalogram S1x(t, γ), which is invari-
ant to time shifts Tb up to a time scale T. To recover finer scales, we
introduce a modulation filter bank of wavelets ψ2γ2 (t), to be applied
on each subband of the scalogram U1x(t, γ). We define second-order
wavelet modulus coefficients U2x(t, γ, γ) and second-order scattering
coefficients S2x(t, γ, γ2) after local averaging.

Scalogram and covariance to time shifts

The first layer of the temporal scattering transform yields a two-dimensional
representation U1x(t, γ) called scalogram, indexed by time t and log-
frequency γ = log2 ω.

For some b 2 R, let

Tb : x(t) 7−! (Tbx)(t) = x(t + b) (3.1)

be the translation operator. Recalling Subsection 2.2.1, the scalogram
U1x(t, γ) is covariant with time shifts, that is, it satisfies the equation

U1Tbx(t, γ) = TbU1x(t, γ). (3.2)

Time-averaged scalogram and invariance to time shifts

Features for audio classification should be made invariant, rather
than covariant, to time shifts. In order to achieve invariance to time
shifts Tb for b smaller than T, the scalogram U1x(t, γ) is convolved
with a Gaussian low-pass filter φT(t) of typical duration T, that is, of
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cutoff frequency 1
T . This low-pass filtering yields the averaged scalo-

gram

S1x(t, γ) = (U1x ⇤ φT)(t, γ), (3.3)

which satisfies the invariance equation

S1(Tbx)(t, γ) ⇡ S1x(t, γ) (3.4)

as long as b ⌧ T. A downside of this operation is that the transient
information in U1x(t, γ) at scales finer than T are lost by this low-
pass filtering, thus reducing discriminability in feature space.

Modulation filter bank of wavelets

To mitigate this issue, the temporal scattering transform recovers fine
scales by convolving U1x(t, γ) with wavelets whose center frequen-
cies are above 1

T and subsequently applying complex modulus. The
wavelet ψ2γ2 (t) of center frequency ω2 = 2γ2 > 1

T has an expression
of the form

ψ2γ2 (t) = g Q2
2γ2

(t) exp(2πi2γ2 t), (3.5)

where g Q2
2γ2

(t) is a window function of duration Q2
2γ2 . In numerical ap-

plications, the quality factor Q2 is set to 1 and the function g is either
chosen to be a Gaussian or a Gamma function, respectively yielding
Gabor or Gammatone wavelets. The latter, unlike the former, are sen-
sitive to time reversal. We refer to Subsection 2.2.4 for a theoretical
motivation of Gammatone wavelets, and to Subsection 4.5.4 for com-
parative results in musical instrument classification.

Scattering coefficients

Once the continuous wavelet transform has been applied to the scalo-
gram U1x(t, γ), the complex modulus nonlinearity yields

U2x(t, γ, γ2) = |U1x ⇤ ψ2γ2 |(t, γ), (3.6)

a three-dimensional tensor indexed by time t, acoustic log-frequency
γ, and modulation log-frequency γ2.

The last operation in the computation of the temporal scattering
transform is the convolution between the tensor U2x(t, γ, γ2) and the
low-pass filter φT(t), yielding

S2x(t, γ, γ2) = (U2x
t⇤ φT)(t, γ, γ2) (3.7)

=

✓
|U1x

t⇤ ψ2γ2 | ⇤ φT

◆
(t). (3.8)
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Scattering coefficients then consist in the concatenation of first-order
coefficients and second-order coefficients

Sx(t, λ) =

 
S1x(t, γ)

S2x(t, γ, γ2)

!
(3.9)

where the Greek literal λ denotes a generic path along first-order and
second-order scattering variables. In other words, λ is either equal to
a singleton of the form λ = (λ1) = ((γ)) or equal to an ordered pair
of the form λ = (λ1, λ2) = ((γ), (γ2)).

A scattering network is depicted in Figure 3.1.

wavelet
modulus

wavelet
modulus

moving 
average

moving 
average

U1x(t, γ)
U2x(t, γ, γ2)

S2x(t, γ, γ2)S1x(t, γ)

γ γ

γ

Figure 3.1: A temporal scattering network. Color shades from red to blue
denote local amounts of energy from low to high.

Scattering paths

The energy of the scattering representation Sx is defined as

kSxk2
2 =

∥∥∥∥∥

 
S1x

S2x

!∥∥∥∥∥

2

2

= kS1xk2
2 + kS2xk2

2 . (3.10)

In theory, the scattering transform is a wavelet tree of infinite depth,
which integrates and demodulates transients at ever-growing tempo-
ral scales. Yet, the number of scattering coefficients increases combina-
torially with depth. Moreover, Andén and Mallat (2014) have shown
experimentally that, for T = 370 ms, about 90% of the energy is con-
tained in layers 1 and 2. Therefore, in most practical cases, third-order
scattering coefficients

S3x(t, γ, γ2, γ3) =

✓
|U2x

t⇤ ψ2γ3 |
t⇤ φT

◆
(t, γ, γ2)
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are neglected.
In the computation of the scalogram U1x(t, γ), applying the com-

plex modulus to the first-order wavelet coefficients brings the energy
of the signal from a band centered around ω = 2γ to a band cen-
tered around ω = 0. In the Fourier domain, the width of this band
is of the order of 2γ

Q . Thus, scattering paths yield a negligible amount
of energy if the second-order frequency 2γ2 is below the first-order
bandwidth 2γ

Q . In order to avoid unnecessary computations, we re-
strict U2x(t, γ, γ2) to paths (γ, γ2) satisfying the inequality

2γ

Q
> 2γ2 , (3.11)

also written as γ > γ2 + log2 Q.

3.1.2 Related work

In the field of music information retrieval, dynamic features are his-
torically linked to two challenges in supervised classification: musical
genre recognition (Aucouturier and Pachet, 2003) and audio finger-
printing (Cano et al., 2005). The former is a coarse-grained classifica-
tion problem with about ten classes and several hundred examples
per class, in which intra-class variability may encompass variations
in tonality, tempo, instrumentation, artist, and so forth. The latter is a
fine-grained classification problem with millions of classes, in which
intra-class variability is restricted to time shifts, time warps, additive
noise, and distortion.

Modulation filter banks in auditory neuroscience

There is neurophysiological evidence to support the claim that the
mammalian auditory system performs a temporal integration of am-
plitude modulations by means of a modulation filter bank (Dau, Kollmeier,
and Kohlrausch, 1997; Sek and Moore, 2003). This phenomenon can
be revealed by superposing two pure tones whose frequencies fall
within the same critical band of the basilar membrane. We refer to At-
las and Shamma (2003) for an overview on amplitude modulation in
auditory neuroscience, and to Kanedera et al. (1999) for applications
to automatic speech recognition.

Musical genre recognition

Musical genre recognition relies on a loosely defined taxonomy (Sturm,
2014b). The GTZAN dataset (Tzanetakis and Cook, 2002) is the de

facto standard in this domain. We refer to Sturm (2014b) for a recent
review of the state of the art. Dynamic features in genre classification
were pioneered by McKinney and Breebaart (2003), who applied a
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modulation filter bank to mel-frequency cepstral coefficients (MFCC)
of low dimensionality.

Since then, Andén and Mallat (2014) have shown that the concate-
nation of scattering transform coefficients with various quality factors
Q and time scales T could lead to an unprecedented mean accuracy
of 92% on the GTZAN dataset. This figure was recently relativized by
Rodríguez-Algarra, Sturm, and Maruri-Aguilar (2016), who showed
that the scattering pipeline was taking advantage of methodological
mistakes in the construction of the GTZAN dataset. In particular, the
authors have exhibited the presence of inaudible acoustic content (i.e.
below 20 Hz) in some tracks, which could be an effect of the record-
ing device instead of the genre itself. Therefore, the experiments of
Andén and Mallat (2014) on GTZAN do not suffice to evaluate the
efficiency of scattering representations for music content analysis.

Audio fingerprinting

The problem of audio fingerprinting, also called audio watermarking,
is more well-defined than the problem of musical genre recognition. It
consists in generating a different, translation-invariant hash code for
every sound snippet in a music corpus and retrieve queries from ra-
dio broadcast streams (Seo et al., 2006). The use of high-dimensional
dynamic features, as defined by two layers of wavelet modulus oper-
ators, was described in a patent of Rodet, Worms, and Peeters (2003).

However, current industrial solutions for audio fingerprinting, such
as Shazam (Wang, 2006) or Soundhound (Mohajer et al., 2010), do
not compute dynamic features. Instead, they rely on heuristics with a
lower computational complexity, i.e. constructing a skeleton of ridges
in the time-frequency domain, measuring the relative locations of
dominant bumps, and associating a hash vector to the set of pairwise
distances. Despite their massive adoption, these ad hoc technologies
remain highly sensitive to obfuscations and are unable to retrieve
cover songs. Now that on-device computational resources have im-
proved, revisiting the original research on dynamic features could
open new horizons for audio fingerprinting.

Scattering coefficients as input features for deep learning

Scattering representations can be plugged into any classification or
regression system, be it shallow or deep. The original experiments
of Andén and Mallat (2014) on deep scattering spectrum relied on
support vector machines (SVM) with linear kernel or Gaussian ker-
nel, as well as class-wise, affine principal component analysis (PCA).
For supervised large-vocabulary continuous speech recognition, re-
placing these locally linear classifiers by five layers of deep neural
networks (DNN) or deep convolutional networks (ConvNets) only
brought marginal improvements in accuracy (Fousek, Dognin, and
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Goel, 2015; Peddinti et al., 2014). However, in the Zero Resource
Speech Challenge (Versteegh et al., 2015), whose aim is to discover
sub-word and word units from continuous speech in an unsuper-
vised way, associating scattering representations with deep siamese
network provided a substantial gain in the tradeoff between inter-
class discriminability and inter-speaker robustness (Zeghidour et al.,
2016).

Scattering coefficients as input features for latent factor estimation

Aside from classification, a matrix of scattering coefficients through
time can be regarded as input data for unsupervised latent factor
estimation (LFE), a field of research which notably encompasses clus-
tering and dictionary learning. Because of the modulus nonlinearity
and the nonnegativity of the Gaussian low-pass filter φT(t), scatter-
ing coefficients are real-valued and nonnegative by design. Therefore,
a low-rank approximation of the matrix Sx can be obtained by non-
negative matrix factorization (Smaragdis and Brown, 2003), for appli-
cations in automatic music transcription and blind source separation
(Bruna, Sprechmann, and Cun, 2015).

3.1.3 Properties

Four properties can be derived about the temporal scattering coef-
ficients S1x(t, γ) and S2x(t, γ, γ2). First, the scattering operator pre-
serves the energy in the signal. Secondly, Euclidean distances be-
tween any two audio signals x(t) and y(t) are always brought closer,
never further apart, in the feature space of scattering coefficients.
Thirdly, unlike the Fourier spectrum, the scattering transform is stable
to small time warps Wτ . Fourthly, the temporal scattering transform
extracts the amplitude modulation spectrum of a dynamic source-
filter model, without detection or training.

Preservation of energy

The range of center frequencies for the wavelets ψ2γ2 (t) is bounded
from below by the cutoff frequency 1

T of the low-pass filter φT(t).
Consequently, φT(t) plays the role of a scaling function (Mallat, 1989)
in the second-order filter bank of the temporal scattering transform.
In the Fourier domain, the scaling function and the wavelets must
satisfy the Littlewood-Paley inequalities

1 − ε 
∣∣ bφT(ω)

∣∣2 + 1
2 ∑

γ2

✓∣∣∣dψ2γ2 (ω)
∣∣∣
2
+
∣∣∣dψ2γ2 (−ω)

∣∣∣
2
◆
 1 (3.12)

for the energy in every signal to be preserved, where ε ⌧ 1 is a small
nonnegative number.
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By applying the Plancherel identity, Equation 3.12 rewrites as

1 − ε  kS1xk2
2 + kU2xk2

2

kU1xk2
2

 1. (3.13)

In the equation above, the constant ε ⌧ 1 ensures that the second
layer of scattering transform almost preserves the energy in the scalo-
gram U1x(t, γ), which itself preserves the energy in the signal x(t).
This preservation of energy suggests that discriminative information
between classes is also preserved, and that the only non-injective op-
erator in the scattering transform, namely the complex modulus non-
linearity, integrates coarse temporal context without destroying finer
scales. As such, it constructs a translation-invariant representation
that is not invariant to other factors of variability.

Contractiveness

Equation 3.13 implies that every linear layer of the scattering trans-
form, understood as the combination of a wavelet filter bank and a
low-pass filter φT(t), is contractive. Moreover, the complex modulus
satisfies the triangular inequality ||x| − |y||  |x − y|, which is also
contractive. By composition of contractive operators, it follows imme-
diately that the scattering transform is contractive, which means that
two different signals x(t) belonging to the same class y(t) are only
brought closer together in feature space, and not further apart. Fur-
thermore, the shrinkage factor between distances in signal space and
feature space is maximal when both signals are quasi-asymptotic and
similar up to a small time shift Tb, where b ⌧ T.

Stability to small time warps

By resorting to wavelet transform modulus, as opposed to Fourier
transform modulus, scattering features are provably stable to small
time warps, in the sense of Lipschitz regularity with respect to diffeo-
morphisms

Wτ : x(t) 7−! (Wτ x)(t) = τ̇(t)(x ◦ τ)(t)

whose maximum amount of deformation, as measured by the supre-
mum norm kτ̇k∞ of the τ(t), is bounded from above by 21/Q, and
Q = 24 is the quality factor of the auditory filter bank. The choice of
Q may therefore be understood as a tradeoff between stability to time
warps and frequential localization.

The Lipschitz inequality writes as

kSx − SWτ xk  C ⇥ kxk2 ⇥ kτ̇k∞, (3.14)

where C is a small constant. The proof of the stability of the scat-
tering transform to small diffeomorphisms was achieved by Mallat
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(2012). This stability result implies that the wavelet modulus operator
U1 brings warped examples {Wτ x(t)}τ to an affine, low-dimensional
subspace of L2(R) in the vicinity of U1x(t, γ). As a consequence, in-
dependent sources of variability, e.g. operating at independent time
scales, are disentangled and linearized in the scattering representa-
tion Sx(t, λ). Because the scattering transform linearizes geometric
intra-class variability, a linear classifier trained on scattering coeffi-
cients can outperform a nonlinear classifier trained on short-term au-
dio descriptors (Andén and Mallat, 2014).

Extraction of amplitude modulation spectrum

The stationary source-filter model of sound production is built by
convolving a harmonic excitation e(t) = ∑

P
p=1 cos(2πpξt) of funda-

mental frequency ξ with a broadband filter h(t). Let α(t) > 0 an
amplitude function whose rate of variation is slow in front of ξ. The
amplitude-modulated model is defined as

x(t) = α(t)⇥ (e ⇤ h)(t). (3.15)

According to Andén and Mallat (2012), the scalogram U1x(t, γ) of
x(t) obtained by constant-Q wavelets such that the quality factor Q

is greater than the number P of partials in the harmonic excitation is
approximately equal to

U1x(t, γ) ⇡ α(t)⇥ |ĥ(2γ)| ⇥ U1e(t, γ).

It follows that the ratio between second-order scattering coefficients
S2x(t, γ, γ2) and the corresponding first-order coefficients S1x(t, γ)

yields nonparametric measurements of the amplitude modulation
spectrum

S2x(t, γ, γ2)

S1x(t, γ)
⇡ (|α ⇤ ψ2γ2 | ⇤ φT) (t)

(α ⇤ φT)(t)
. (3.16)

It should be observed that the coefficients above are not only invari-
ant to time shifts, but also to frequency transposition, and to any
modification of h(t).

Besides the amplitude modulation spectrum, we refer to Subsection
2.1.3 and to the article of Andén and Mallat (2014) for insights on how
the temporal scattering transform can measure frequency intervals
from interferences.

3.1.4 Limitations

In this subsection, we pinpoint the limitations of the temporal scat-
tering transform for audio classification. We construct a frequency-
dependent translation operator in the time-frequency domain, and
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Figure 3.2: The action of frequency-dependent time shift on an additive
model of P = 8 partials. In this example, the time shift is an affine
function of log-frequency. Observe that onsets are no longer syn-
chronized after the application of the time shift.

show that the temporal scattering transform is insensitive to the ac-
tion of this operator. Moreover, we argue that the result of Andén and
Mallat (2014) on the source-filter model relies on stationarity assump-
tions for both the source and the filter, thus restricting its time scale
of validity.

Insensitivity to frequency-dependent time shifts

The low-pass filtering with φT(t) while going from Ux(t, λ) to Sx(t, λ)

guarantees that scattering coefficients in Sx(t, γ) are invariant to time
shifts Tb for any b ⌧ T. However, the temporal scattering transform is
also invariant to a larger group of transformations, called frequency-
dependent time shifts.

A frequency-dependent time shift is built by defining a regular,
yet non-constant function b(γ), and applying the translation Tb(γ)

to every subband γ in the scalogram U1x(t, γ). When applied to an
additive sinusoidal model with a sharp attack at t = 0, the action of
Tb(γ) misaligns the onset times of neighboring partials, as it brings
them further apart from zero. The resulting misalignment is depicted
in Figure 3.2. Although ill-defined in the time domain, it boils down
to the geometrical transformation

(Tb(γ)U1x)(t, γ) = U1x(t + b(γ), γ) (3.17)

in the time-frequency domain.
We denote by

(S2Tb(γ)x)(t, γ, γ2) =
⇣
|(Tb(γ)U1x) ⇤ ψ2γ2 | ⇤ φ

⌘
(t, γ)

the second-order scattering coefficients of the deformed scalogram.
Because the modulation filter bank is a convolutional operator, it com-
mutes with the time shift Tb(γ) for every log-frequency γ:

U2Tb(γ)x(t, γ, γ2) = U2x(t + b(γ), γ, γ2).

Assuming that the function b takes values between − T
2 and T

2 , the
application of the low-pass filter φT(t) while going from U2x to S2x
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blurs out the effect of the frequency-dependent translation Tb(γ). Con-
sequently, the scattering representation STb(γ)x(t, λ) of the deformed
signal is indistinguishable from the scattering representation of the
original signal Sx(t, λ). The resulting inequality

kSx(t, λ)− (STb(γ)x)(t, λ)k ⌧ kSx(t, λ)k

will be experimentally validated in Subsection 3.2.3.

Insensitivity to joint time-frequency patterns

In the context of the source-filter model, a limitation of the tempo-
ral scattering transform is that slow modulations cannot be retrieved
from Sx(t, λ) if either the source or the filter themselves have varying
properties over time. In speech or music, such hypotheses are only
valid up to a typical time scale of T = 25 ms, but become too sim-
plistic at larger time scales. Subsection 4.3.1 addresses a generalized
definition of the source-filter model, in which α(t), e(t), and h(t) are
jointly deformed over time. It will be shown that time-frequency scat-
tering and spiral scattering are more appropriate tools than temporal
scattering to address the generalized case.

3.2 time-frequency scattering

The temporal scattering transform presented in the previous section
provides a representation of sounds which is invariant to time shifts
and stable to time warps. However, because it scatters scalogram sub-
bands independently, it has the undesirable property of being invari-
ant to a larger group of time shifts, called frequency-dependent time
shifts. As a consequence, the spectrotemporal coherence is lost after
application of the complex modulus and of the low-pass filter.

In this section, we address the problem of designing an improved
version of the temporal scattering transform which characterizes time-
frequency patterns. To do so, we replace the second layer of the tem-
poral scattering transform by the composition of two modulation
filter banks, one over time and one over log-frequency. The result-
ing operator, named time-frequency scattering, extracts edges in the
time-frequency domain, which are typical of chirps and broadband
impulses. Time-frequency scattering is similar to the output magni-
tude of the “cortical representation” of Chi, Ru, and Shamma (2005),
an idealized model of neural responses in the central auditory system

First, we define time-frequency scattering as a composition of con-
volutional operators and complex modulus nonlinearities. Secondly,
we review similar ideas to time-frequency scattering in the scientific
literature. Thirdly, we show two properties of time-frequency scatter-
ing which are not available to temporal scattering, namely sensitivity
to frequency-dependent time shifts and extraction of chirp rate.
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3.2.1 Spectrotemporal filter bank

In this subsection, we address the problem of composing two wavelet
transforms over the scalogram U1x(t, γ), one along the time variable
t and one along the log-frequency variable γ. To begin with, we pro-
vide a formalism to represent the semantics of the variables produced
by wavelet transforms, such as scale and orientation. Then, we define
the two modulation filter banks associated with the variables t and γ.
Lastly, we multiply wavelets over t and γ to obtain a two-dimensional
filter bank in the time-frequency domain.

Signed frequencies

Three variables come into play in the wavelet transform of a one-
dimensional, complex-valued signal: a spatial or temporal variable t,
a log-frequency variable γ, and an orientation variable θ. Both t and
γ take values in the real line R, whereas θ takes values in the set
{−1, 0, 1}, respectively denoting negative, null, and positive frequen-
cies. The center frequency of the wavelet ψω(t) writes as

ω = θ ⇥ 2γ,

where the log-frequency index γ = log2 |ω| takes evenly spaced val-
ues. In the edge case of a null center frequency ω = 0, the wavelet is
replaced by a low-pass filter φT(t), the orientation variable is set to
zero and the log-frequency variable is set to γ = −∞ by convention.

In the case of audio signals, the input x(t) is real-valued instead
of complex-valued. Consequently, its Fourier transform is Hermitian
symmetric:

x̂(−ω) = x̂⇤(ω).

As a result, one may restrict the constant-Q filter bank to positive
frequencies, that is, discard the values θ = −1 and θ = 0. The set of
values taken by the orientation variable θ boils down to a singleton,
and the scalogram U1x(t, γ) is a function of merely two variables
instead of three.

Likewise, the modulation filter bank of the temporal scattering
transform is applied over the scalogram, which is real-valued. Thus,
the orientation variable θ2 is not needed either in the modulation fil-
ter bank along time, whose center frequencies are of the form ω =

2γ2 . Second-order wavelet modulus coefficients write as a real-valued,
three-way tensor

U2x(t, γ, γ2) = |U1x
t⇤ ψ2γ2 |(t, γ).

The situation is different for time-frequency scattering. Indeed, the
three-dimensional tensor Y2x(t, γ, γ2) = (U1x ⇤ψ2γ2 )(t, γ) is complex-
valued, not real-valued. Therefore, the Fourier transform of Y2x(t, γ, γ2)
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computed over the pseudo-continuous variable γ is no longer Her-
mitian symmetric. In order to preserve information in Y2x(t, γ, γ),
the modulation filter bank over log-frequencies should encompass
negative frequencies as well as positive frequencies. Therefore, time-
frequency scattering yields a tensor of five variables: t, γ, γ2, log-
frequency along γ, and orientation along γ.

Variables as lists

To express these five variables, and in particular the latter two, we
choose to adopt a notation which could convey the semantics of the
word “along”. We propose to view every variable in a scattering net-
work as a list whose head is either of the form γm (log-frequency)
or θm (orientation), and whose tail is the variable along which the
wavelet transform has been performed. If the depth m is not explicit,
it default to 1.

In order to construct a list L whose head is the symbol h and whose
tail is T, we write

L = h::T.

The operator ::, called list construction and abbreviated as cons, is bor-
rowed from the ML family of programming languages (Milner, 1978).
It is right-associative and has a stronger precedence than the usual
arithmetical operators. Because all lists terminate with the symbol t,
we elide this symbol so as to alleviate notation.

The five variables involved in time-frequency scattering are

1. time t;

2. acoustic log-frequency γ1::t, elided to γ;

3. second-order log-frequency along time γ2::t, elided to γ2;

4. second-order log-frequency along log-frequency γ1::γ1::t, elided
to γ::γ; and

5. second-order orientation along log-frequency θ1::γ1::t, elided to
θ::γ.

The formalism which assigns a list of literals to every variable in the
scattering network is implemented in our implementation of the time-
frequency scattering transform, whose source code is available at the
address github.com/lostanlen/scattering.m, and released under
an MIT license.

Modulation filter bank along log-frequencies

Let ψ(γ) be a Gabor wavelet of dimensionless center frequency 1. A
modulation filter bank along the variable γ is built by dilating ψ(γ)

by scales 2−γ::γ, thus yielding wavelets of the form

github.com/lostanlen/scattering.m
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ψθ::γ⇥2γ::γ(γ) =

(
2γ::γψ((θ::γ)⇥ 2γ::γγ) if (θ::γ) 6= 0,

φT::γ(γ) otherwise
.

The purpose of the orientation variable θ::γ is to flip the center fre-
quency of the wavelet from 2γ::γ to −2γ::γ, thus reaching negative
frequencies. As for the null frequency ω::γ = 0, it is covered by the
edge case θ::γ = 0, where the wavelet is replaced by a low-pass filter
φT::γ(γ) of size T::γ. In numerical experiments, T::γ is chosen to be
of the order of four octaves.

The center frequency along γ is thus equal to

ω::γ = θ::γ ⇥ 2γ::γ.

As seen previously in Subsection 3.1.3, the modulation filter bank
along log-frequencies γ is designed to satisfy the Littlewood-Paley
inequalities (Equation 3.12), which implies that the wavelet operator
preserves energy, contracts distances, and remains stable to small de-
formations.

Two-dimensional filter bank

Before applying the temporal averaging φ(t), second-order temporal
scattering coefficients U2x(t, γ) are equal to

U2x(t, γ, γ2) =

∣∣∣∣U1x
t⇤ ψ2γ2

∣∣∣∣ (t, γ). (3.18)

In comparison, second-order time-frequency scattering coefficients
are defined as

U2x(t, γ, γ2, γ::γ, θ::γ) =
∣∣∣∣U1x

t⇤ ψ2γ2

γ⇤ ψ(θ::γ)⇥2γ::γ

∣∣∣∣ (t, γ). (3.19)

Because they operate over distinct variables, the convolutions along
t and along γ can be factorized into one two-dimensional convolution
in the time-frequency domain (t, γ) with a wavelet

Ψλ2(t, γ) = ψ2γ2 (t)⇥ ψ(θ::γ)⇥2γ::γ(γ),

where the generic index λ2 = (γ2, γ::γ, θ::γ) encompasses all three
log-frequency and orientation variables involved in the computation
of second-order scattering coefficients. The definition of U2x in Equa-
tion 3.19 can be rewritten in short as

U2x(t, γ, λ2) = |U1x
t⇤ Ψλ2 |(t, γ),

similarly to 3.18.
Three joint time-frequency wavelets Ψλ2(t, γ) for various values of

the multi-index variable λ2 = (γ2, γ::γ, θ::γ) are shown in Figure 3.3.
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Figure 3.3: Joint time-frequency wavelets in the time-frequency domain.
Brighter colors denote greater algebraic values of the real part.
The background color corresponds to a null real part.

3.2.2 Related work

The principal motivation behind time-frequency scattering is to cap-
ture the regularity of scalogram ridges while segregating indepen-
dent spectrotemporal scales. These two principles of integration and
segregation are firmly established in the field of acoustic scene analy-
sis. Yet, they are also found in signal processing and auditory neuro-
science.

In this subsection, we review some previous work showing that
the extraction of local contrast features in the time-frequency domain
provides a sparse, meaningful representation of auditory information.
Within the field of signal processing, we summarize the state of the
art in time-frequency reassignment, chirplets, matching pursuit with
time-frequency atoms. Within the field of auditory neuroscience, we
present the spectrotemporal receptive fields (STRF), which are closely
similar to time-frequency scattering. Lastly, we review the use of spec-
trotemporal features for audio classification, and describe the (separa-
ble) time and frequency scattering transform as a predecessor of the
(joint) time-frequency scattering transform.

Time-frequency reassignment

In the field of signal processing, the problem of capturing spectrotem-
poral modulations in complex sounds was first addressed by means
of the Wigner-Ville distribution

WVD(x)(t, ω) =
Z

x

✓
t +

t0

2

◆
x⇤
✓

t − t0

2

◆
exp(−2πiωt0) dt0,
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a quadratic function of two variables, time t and frequency ω (Flan-
drin, 1998). The Wigner-Ville distribution (WVD) is agnostic to the
Heisenberg tradeoff in time-frequency localization induced by the
choice of a convolutional operator, such as a short-term Fourier trans-
form (STFT), a continuous wavelet transform (CWT), or a nonsta-
tionary Gabor transform (NSGT). Therefore, the WVD has a perfect
time-frequency localization of sine waves, Diracs, as well as all linear
chirps of the form

x(t) = cos
⇣

ϕ0 + ϕ1t +
ϕ2

2
t2
⌘

.

On the flip side, the WVD of a signal containing multiple asymptotic
components presents interferences between components, which hin-
ders its readability.

In order to improve the time-frequency localization of classical
time-frequency representations while avoiding interferences, a family
of adaptive algorithms in time-frequency reassignment has been de-
veloped. We refer to Flandrin, Auger, Chassande-Mottin, et al. (2002)
for an overview.

Chirplets and matching pursuit

A parallel branch of research in signal processing has been devoted to
the construction of a linear decomposition of audio signals that would
capture frequency modulation as well as amplitude modulation. The
invention of the chirplet, i.e. a linear chirp with a Gabor envelope, is
particularly relevant in that regard (Baraniuk and Jones, 1992). The
chirplet transform of Mann and Haykin (1995) maps every signal to
a three-dimensional domain indexed by time, frequency, and chirp
rate. In turn, the chirplet representation of Bultan (1999) is indexed
by four variables: time, frequency, temporal scale, and angle in the
time-frequency plane.

There are two major differences between the chirplet transform
and the time-frequency scattering transform. First, frequencies in the
chirplet transform are linearly spaced instead of geometrically spaced.
Secondly, the chirplet transform operates directly on the waveform
instead of the wavelet scalogram U1x(t, γ). As a consequence, the
chirplet transform is a linear operator with respect to the signal x(t),
whereas the time-frequency scattering transform is nonlinear because
of the application of complex modulus.

Owing to their good time-frequency localization, wavelets provide
a sparse representation of speech and music. Representing these sig-
nals with few time-frequency atoms is at the heart of spare coding
algorithms, such as matching pursuit and its variants (Mallat and
Zhang, 1993). Because of the abundance of chirps in natural signals,
replacing wavelets by a redundant dictionary of Gaussian chirps en-
ables an even greater sparsity (Gribonval, 2001).
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Spectrotemporal receptive fields

In the field of neurophysiology, there is empirical evidence support-
ing the claim that the auditory system extracts spectrotemporal mod-
ulations at various scales and rates. To demonstrate it, scientists insert
electrodes into the primary auditory cortex (A1) of a living animal,
thus measuring spike trains emitted by isolated neurons. Then, the
animal is exposed to a random sequence of stimuli. The spike train
elicited by each stimulus is integrated through time with a low-pass
filter, yielding the post-stimulus time histogram (PSTH). Finally, the
spectrotemporal receptive field (STRF) of the observed neuron is com-
puted as the optimal predictor of its PSTH.

The simplest way to obtain the STRF of a neuron is the reverse
correlation method (De Boer and Kuyper, 1968), which consists in av-
eraging all stimuli that trigger a spike. The STRF is then proportional
to the spike-triggered average stimulus (STA) if the following three
conditions are met:

1. the stimulus space encompasses all stimuli that are capable of
eliciting spikes,

2. the sampling in stimulus space is random and uniform, and

3. the multiple spatial dimensions are independent.

Although the study of the visual cortex (V1) benefits from a canonical
representation of images as bidimensional arrays of pixels, the study
of STRFs in audition is conditional upon the definition of a time-
frequency representation, in which the frequential dimension plays
the same role as the two spatial dimensions in vision.

Initially, the STRF was defined as the first-order Volterra kernel
that relates the Wigner-Ville distribution of the sound pressure wave-
form to the PSTH (Aertsen and Johannesma, 1981; Eggermont, 1993).
This definition is agnostic to the choice of a Heisenberg tradeoff in
time-frequency localization, but, again, its readability is hindered by
the presence of interferences. A concurrent definition, the “spectro-
graphic STRF” (Klein et al., 2000; Theunissen, Sen, and Doupe, 2000),
relies on a smoothing of the Wigner-Ville STRF by a convolutional
time-frequency kernel.

The Gammatone scalogram introduced in Subsection 2.2.4 is a valid
computational model for the frequential selectivity of hair cells in the
basilar membrane of the cochlea. Therefore, it makes sense to define
the spectrographic STRF as operating over the Gammatone scalogram.
Yet, because wavelets in the auditory filter bank overlap in the Fourier
domain, the scalogram U1x(t, γ) is a redundant representation of the
waveform x(t). Consequently, we must recall that the spike-triggered
average stimulus (STA) is only an approximation of the true STRF.

The STRF based on the STA does not only depend upon the choice
of time-frequency representation, but also on the statistical properties
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of the stimuli. Despite the fact that white noise satisfies the condi-
tion 2 above, it does not conform with condition 1, as it only elicits
few spikes per neuron. In contrast, more salient patterns, such as dy-
namic ripples, tend to elicit sparser responses in the neural domain
(Depireux et al., 2001).

Spectrotemporal features for classification

In the field of pattern recognition, the previous decade has seen the
emergence of idealized models of STRF, to be used as features for
classification (Chi, Ru, and Shamma, 2005). We refer to Lindeberg
and Friberg (2015) for a recent overview of such idealized models.

At first, they have been used in automatic speech recognition (Klein-
schmidt, 2002), as well as binary classification of speech versus non-
speech (Mesgarani, Slaney, and Shamma, 2006). More recently, they
have been regarded as general-purpose timbral features (Siedenburg,
Fujinaga, and McAdams, 2016), and used for musical instrument clas-
sification (Patil and Elhilali, 2015; Patil et al., 2012) and speaker recog-
nition (Lei, Meyer, and Mirghafori, 2012). Under the name of Gabor
filter bank features (Schädler, Meyer, and Kollmeier, 2012), they have
led to state-of-the-art results in acoustic event detection (Schröder et
al., 2013).

The idealized STRF model, sometimes denoted as full cortical model
(Patil et al., 2012), is extracted from the averaged scalogram S1x(t, γ)

as

U2x(t, γ, γ2, γ::γ, θ::γ) =
∣∣∣∣U1x

t⇤ ψ2γ2

γ⇤ ψ(θ::γ)⇥2γ::γ

∣∣∣∣ (t, γ).

Within a discrete framework, the critical sample rate between adja-
cent log-frequencies γ in U2x is proportional to 2γ::γ. However, the
full cortical model does not subsample adjacent log-frequencies, as
it returns a dense tensor of coefficients. As a result, the full cortical
model has more coefficients than time-frequency scattering, which is
sampled at critical rates. We refer to Hemery and Aucouturier (2015)
for an overview of dimensionality reduction techniques of the full
cortical model in the context of environmental sound classification.

Separable time and frequency scattering

One of the major questions raised by the analysis of spectrotemporal
receptive fields is whether or not they are separable along time and
frequency. Qiu, Schreiner, and Escabí (2003) have used singular value
decomposition (SVD) to approximate STRFs by a sum of products of
real-valued Gabor filters in time and frequency. They found that 60%
of neurons in the inferior colliculus (IC) of the cat are well described
by a separable product of a real-valued Gabor in time and a real-
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valued Gabor in frequency. The behavior of these neurons can be put
in parallel with the separable model of time and frequency scattering:

U2x(t, γ, γ2, γ::γ) =
∣∣∣∣|U1x

t⇤ ψ2γ2 |
t⇤ φT

t⇤ ψ2γ::γ

∣∣∣∣ (t, γ),

in which the application of modulation filter banks along time and
log-frequency are interspersed by a complex modulus nonlinearity
(Andén and Mallat, 2014).

Conversely, the remaining 40% of neurons exhibit obliquely ori-
ented receptive fields, along with lateral subfields of excitation and
inhibition. The STRFs of these remaining neurons are out of the scope
of separable time and frequency scattering, but can be fitted by joint
time-frequency scattering

U2x(t, γ, λ2) =

∣∣∣∣U1x
t⇤ Ψλ2

∣∣∣∣ (t, γ),

where λ2 is a multi-index denoting the shape of the convolutional
operator Ψλ2 in the time-frequency domain.

We refer to Schädler and Kollmeier (2015) for a comparison of sep-
arable and nonseparable models of Gabor filter bank (GBFB) features
in the context of environmental sound classification.

3.2.3 Properties

In this subsection, we describe two properties satisfied by time-frequency
scattering that are not satisfied by temporal scattering. First, time-
frequency scattering is sensitive to frequency-dependent time shifts.
Secondly, time-frequency scattering is capable of extracting the local
chirp rate of an asymptotic signal, and distinguish upward chirps
from downward chirps.

Sensitivity to frequency-dependent time shifts

In Subsection, 3.1.4, we have seen that the temporal scattering trans-
form is insensitive to frequency-dependent time shifts Tb(γ), where
b(γ) is a regular but non-constant function of log-frequency γ. Here,
we show that time-frequency scattering is affected by such frequency-
dependent time shifts.

Assuming that the inequality
∣∣∣∣

∂b

∂γ

∣∣∣∣ (γ0) ⌧ 2−γ0
Q

holds for every log-frequency γ0, the variations of the function b(γ)

are small enough to be locally neglected over the log-frequential range
of every auditory filter. As a consequence, Tb(γ) is well defined as

Tb(γ)U1x(t, γ) ⇡ U1x(t + b(γ), γ).
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Because the scattering transform is a convolutional operator, it com-
mutes with a well-defined Tb(γ):

Y2Tb(γ)x(t, γ, γ2) = Tb(γ)(U1x)(t, γ)
t⇤ ψ2γ2 (t)

⇡ Tb(γ)(U1x
t⇤ ψ2γ2 )(t, γ)

= Tb(γ)Y2x(t, γ, γ2).

Consequently, the averaged temporal scattering coefficients

S2x(t, γ, γ2) =

✓
|Y2x| t⇤ φT

◆
(t, γ, γ2)

are not sensitive to the action of Tb(γ) as long as the range of values
taken by b(γ) does not exceed T.

The situation is different with time-frequency scattering. Indeed,
adjacent subbands are transformed with a modulation filter bank
along log-frequencies γ, which constrains the relative locations of
temporal cues, such as onsets. For a log-frequential scale 2−γ::γ large
enough so that the variations of b(γ) are noticeable at the temporal
modulation scale of 2−γ2 , the action of the frequency-dependent time
shift affects time-frequency scattering coefficients:

Y2Tb(γ)x(t, γ, λ2) = Tb(γ)(U1x)(t, γ)
t,γ⇤ Ψλ2(t, γ)

6= Tb(γ)Y2x(t, γ, λ2).

In order to validate this fact experimentally, we compute the tem-
poral scattering transform and time-frequency scattering transform
of an additive sinusoidal model of eight partials, before and after
frequency-dependent time shift. The scalogram of this sinusoidal model
is shown in Figure 3.2. Then, we compute the ratios

kS2x − S2Tb(γ)xk2

kS2xk2

for S2 being a temporal scattering operator and a time-frequency scat-
tering operator. We obtain a ratio of 1.6 ⇥ 10−4 for temporal scatter-
ing and a ratio of 0.44 for time-frequency scattering. The gap between
these two ratios confirms the theory.

Extraction of chirp rate

Another important property of time-frequency scattering is its abil-
ity to retrieve the chirp rate of a quasi-asymptotic signal x(t) =

cos(2πθ(t)). The wavelet ridge theorem of (Delprat et al., 1992), as
explained in Subsection 2.2.3, yields an approximate formula for the
scalogram

U1x(t, γ) ⇡ 1
2
dg2−γ(2γ − θ̇(t))
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of x(t). For a log-frequency γ::γ small in front of the thickness of the
chirp in the scalogram, we obtain

(U1x
γ⇤ ψω::γ)(t, γ) ⇡ C ⇥ ψω::γ(γ − log2 θ̇(t)), (3.20)

where the constant C does not depend upon x(t). For a fixed γ, the
above is a progressive wave of instantaneous frequency equal to

d
dt

(
− log2 θ̇(t)

)
= − 1

log 2
⇥ θ̈(t)

θ̇(t)
,

and with a support proportional to 2−γ::γ. Convolving Equation 3.20

with a wavelet ψω2
(t) on which this support remains approximately

constant gives

Y2x(t, λ2) = (U1x
t,γ⇤ Ψλ2)(t, γ)

⇡ C ⇥ ψω::γ

(
γ − log2 θ̇(t)

)
⇥ bψω2

✓
−ω::γ

log 2
⇥ θ̈(t)

θ̇(t)

◆

The function bψω2
is a smooth Gaussian bump in the Fourier domain,

centered around the frequency ω2. Consequently, the time-frequency
scattering ridges of U2x(t, γ, λ2) = |Y2x|(t, γ, λ2) are localized near
couples λ2 = (ω2, ω::γ) of frequencies satisfying the Cartesian equa-
tion

ω2 +
1

log 2
⇥ θ̈(t)

θ̇(t)
⇥ (ω::γ) = 0.

It appears from the above that the two-dimensional wavelet Ψλ2(t, γ)

behaves as an oriented edge extractor in the time-frequency domain,
eliciting a maximal response when the orientations of the ridge and
the orientation of the wavelet Ψλ2(t, γ) are orthogonal. The ratio be-
tween the temporal frequency ω2 and the log-frequential frequency
ω::γ yields the negative chirp rate

ω2

ω::γ
= − 1

log 2
⇥ θ̈(t)

θ̇(t)
,

as measured in octaves per second.

3.3 audio texture synthesis

Synthesizing a new signal x(t) from translation-invariant coefficients
Sx(λ) reveals whether the auditory patterns in x(t) are preserved
in the representation or whether they are lost after temporal averag-
ing. In this subsection, we present a gradient descent algorithm for
signal reconstruction from scattering coefficients. We show that time-
frequency scattering leads to a perceptual improvement over tempo-
ral scattering and other translation-invariant representations.
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3.3.1 Synthesis from summary statistics

With the aim of generating realistic sound tracks of arbitrary long
durations, the topic of audio texture synthesis has many applications
in virtual reality and multimedia design (Schwarz, 2011). Moreover,
within the field of computational neuroscience, it offers a test bed
for the comparative evaluation of biologically plausible models for
auditory perception (McDermott and Simoncelli, 2011).

Texture synthesis as a minimization problem

Given a target signal x(t) and a translation-invariant representation
S, the problem of texture synthesis can be formulated as the mini-
mization of the error functional

E(y) =
1
2
kSy − Sxk2

2

=
1
2 ∑

λ

|Sy(λ)− Sx(λ)|2 .

between the target representation Sx(λ) and the synthesized repre-
sentation Sy(λ) with respect to the synthesized signal y(t).

The two modulus nonlinearities in the scattering transform discard
the phases of complex-valued coefficients while retaining only their
magnitudes. Although the wavelet transform has a functional inverse,
the knowledge of phases in every wavelet subband is needed to re-
cover the original signal. Finding an efficient algorithm to retrieve a
signal from the complex modulus of redundant linear measurements,
such as convolutions with wavelets, is an open mathematical problem
called phase retrieval (Mallat and Waldspurger, 2015).

In this dissertation, we address the more specific problem of re-
synthesizing a signal from its scattering coefficients (Bruna and Mal-
lat, 2013a). Because of the non-convexity of the error functional E,
an iterative procedure with random initialization, such as gradient
descent, only converges towards a local minimum of E. However, in
practice, the local minimum found by gradient descent is of relatively
low error, typically 5% or less of the squared energy kxk2 of the target.
Furthermore, as will be shown, the convergence rate can be improved
by the addition of a momentum term in the update, as well as the use
of an adaptive learning rate policy.

State of the art

McDermott and Simoncelli (2011) have built a set of summary statis-
tics from a representation S which bears a close resemblance with
the temporal scattering transform, as it consists of a cascade of two
constant-Q wavelet filter banks, each followed by a contractive non-
linearity. This representation has proven efficient if the target texture
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x(t) consists of a large number of unsynchronized, identical sources
— e.g. insects, raindrops, applauding hands, and so forth. However,
it fails to recover more salient perceptual attributes, such as pitch,
rhythm, and reverberation.

There are two important differences between McDermott and Si-
moncelli’s representation and the temporal scattering transform. First,
a cubic root nonlinearity is applied to the scalogram U1x before com-
puting amplitude modulations, in order to imitate loudness compres-
sion in the cochlea. Second, the final translation-invariant represen-
tation is not restricted to average values of U1x and U2x, but also
entails higher-order statistical moments, i.e. variance, skewness, and
kurtosis of U1x, as well as local cross-correlations in U2x between
coefficients of neighboring γ or γ2.

Contrary to average values, higher-order moments are unstable to
time warps, which would make them unsuitable features for classi-
fication. In the sequel, we proceed to show that time-frequency scat-
tering synthesizes textures of comparable or better quality than the
McDermott and Simoncelli’s representation, with the additional prop-
erty of Lipschitz-stability to the action of small time warps.

3.3.2 Gradient descent

In this subsection, we describe the algorithm used to re-synthesize
auditory textures from a target in the space of averaged scattering
coefficients.

Initialization

The reconstructed signal is initialized as random Gaussian noise whose
power spectral density matches the Fourier transform modulus |x̂(ω)|
of the target x(t). This is achieved by randomizing the phases of x̂(ω).
For ϕ(ω) a process of independent random variables following a uni-
form distribution in the interval [0; 2π], the reconstructed signal is
initialized in the Fourier domain as

ŷ(0)(ω) = |x̂(ω)| ⇥ exp(iϕ(ω)),

and then brought to the time domain by inverse Fourier transform.

Momentum

Denoting by y(n)(t) the reconstruction at step n, the iterative recon-
struction procedure is

y(n+1)(t) = y(n)(t) + u(n)(t), (3.21)

where the additive update u(n)(t) at iteration n is defined recursively
as

u(n+1)(t) = m ⇥ u(n)(t) + µ(n) ⇥rE(y(n))(t). (3.22)
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Figure 3.4: Gradient backpropagation of scattering coefficients.

In the equation above, the constant m > 0 is the amount of momen-
tum, µ(n) is the learning rate at iteration n, and rE(y(n))(t) is the
gradient of the error functional E with respect to the signal y(n). In
all subsequent experiments, the momentum term is fixed at m = 0.9.
The purpose of momentum is to dampen oscillations of y(n) across
iterations within the convex vicinity of the local minimum.

Gradient backpropagation

Like deep neural networks, scattering networks consist of the compo-
sition of linear operators (wavelet transforms) and pointwise nonlin-
earities (complex modulus). Therefore, the gradient rE(y(n))(t) can
be obtained by composing the Hermitian adjoints of these operators
in the reverse order as in the direct scattering transform. This method,
known as gradient backpropagation (Rumelhart, Hinton, and Williams,
1986), is described graphically in Figure 3.4. We refer to Bruna and
Mallat (2013a) on the application of gradient backpropagation to scat-
tering networks.

Bold driver heuristic

The sequence of learning rates µ(n) is initialized at µ(0) = 0.1, and
modified at every step to ensure that the error diminishes between
iteration. If E(y(n+1)) < E(y(n)), µ(n) is increased by 10% and the
update is confirmed; otherwise, µ(n) is decreased by 50% and the
update is retracted. This learning rate policy is known as the "bold
driver" heuristic.



3.3 audio texture synthesis 73

3.3.3 Results

In this subsection, we set up a qualitative benchmark of audio re-
constructions with various architectures, including temporal scatter-
ing and time-frequency scattering. We show that the fidelity of time-
frequency scattering, unlike temporal scattering, is on par with the
state of the art in the domain.

Our benchmark consists of four sounds with different perceptual
properties: bubbling water in a pan (3.5a, left); skylark chirp (3.5a,
right); spoken English (3.6a, left); and congas (3.6a, right). We com-
pare four invariant representations: averaged scalogram S1x(t, γ) only;
S1x(t, γ) supplemented with temporal scattering S2x(t, γ, γ2); S1x(t, γ)

supplemented with time-frequency scattering S2x(t, γ, γ2, γ::γ, θ::γ);
and the representation of McDermott and Simoncelli (2011).

In the case of bubbling water, the reconstruction obtained with only
the averaged scalogram lags behind the other three, which compare
about equally. This shows that computing temporal modulations is
necessary to recover the transientness of non-Gaussian textures, such
as those found in environmental sounds.

In the case of the skylark chirp, only time-frequency scattering is
able to retrieve the chirp rates of the original sound, and produce
coherent patterns in the time-frequency plane. Yet, we must acknowl-
edge that the short silent region between the offset of the ascending
chirp and the onset of the descending chirp is absent from the recon-
struction. Instead the ascending chirp and the descending chirp cross
each over. This is because they are mapped to distinct second-order
scattering paths λ2 = (γ2, γ::γ, θ::γ).

In the case of spoken English, the reconstructed signal from tem-
poral scattering is unintelligible, as it shifts voiced partials back and
forth and does not segregate vowels with respect to consonants. On
the other hand, the reconstruction obtained from time-frequency re-
mains barely intelligible. This shows the importance of capturing the
joint time-frequency structure of patterns in the scalogram, thus seg-
regating chirped harmonic spectra (vowels) from broadband station-
ary noise (consonants). The reconstruction of McDermott and Simon-
celli (2011) cannot be evaluated fairly because it results from the anal-
ysis of the full sentence.

Lastly, in the case of congas, the temporal scattering transform fails
to recover the synchronicity of impulses across wavelet subbands.
However, both time-frequency scattering and the representation of
McDermott and Simoncelli (2011) produce well-localized onsets, de-
spite the presence of audible artifacts.

It remains to be established how these methods perform in the
more challenging context of re-synthesizing polyphonic music. Sec-
tion 4.4 will show that spiral scattering provides a slight improvement
with respect to time-frequency scattering in this regard.
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Figure 3.5: Audio texture synthesis.
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Figure 3.6: Audio texture synthesis (bis).
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3.3.4 Creative applications

The original purpose of this section is to assess the re-synthesis capa-
bilities of time-frequency scattering with respect to existing invariant
representations. However, the algorithm above can also be used to
create new sounds. In this subsection, we present FAVN, a collabora-
tive project undertaken with composer Florian Hecker. As explained
in the program notes of the performance, which are partially repro-
duced hereinafter, FAVN takes its roots in Stéphane Mallarmé’s poem
L’après-midi d’un faune (1876) as well as Debussy’s Prélude (1894).

Protocol

A preliminary version of the piece is composed by means of conven-
tional computer music tools, and mixed down to three monophonic
channels. Each channel is a continuous audio stream of duration
equal to 17 minutes, segmented into 47 blocks of duration equal to 21
seconds.

Then, each block of each channel is reconstructed independently
with the algorithm described previously: once initialized with a Gaus-
sian noise, the reconstruction is updated by gradient descent with a
bold driver learning rate policy. The algorithm is stopped after 50 it-
erations. Every iteration of every block is recorded and sent to the
composer.

At the time of the performance, the composer begins by playing
the first iteration of the first block, and progressively moves forward
in the reproduction of the piece, both in terms of compositional time
(blocks) and computational time (iterations).

Figure 3.7 shows the scenography of FAVN, as premiered at the
Alte Oper in Frankfurt on October 5th, 2016.

Settings

The first-order, auditory filter bank is a nonstationary Gammatone
transform with a maximum quality factor Qmax equal to 12 and a
maximum time scale Tmax of 93 ms. At the second order of the time-
frequency scattering transform, both wavelets along time and log-
frequency are Gabor wavelets with a quality factor equal to 1.

The averaging size of the low-pass filter φT(t) is set to T = 188 ms
at both orders of the scattering transform. This duration has been
chosen in agreement with the composer by a process of trial and error.
We found that setting T to 93 ms or lower led to a convergence rate
that was too fast to be useful for a creative application. Conversely,
setting T to 372 ms or higher led to the appearance of undesirable
artifacts in the reconstruction, even after the local optimum has been
reached.
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Figure 3.7: The scenography of FAVN, by Florian Hecker. This computer mu-
sic piece was premiered at the Alte Oper in Frankfurt on October
5th, 2016.

Results

The scalograms of three excerpts of FAVN, all drawn from channel A,
are shown in Figure 3.8. The left column shows a texture of harmonic
sounds with fast amplitude modulations and a globally descending
pitch. The middle column shows a broadband noise with intermittent
activity. The right column shows a polyphonic mixture of harmonic
sounds with sharp attacks and a slow damping.

The algorithm is initialized with a weak-sense stationary process
whose power spectral density matches the target signal, but which
does not present any intermittency. As iterations go by, time-frequency
patterns emerge in contrast with stationary regions. After about 50
iterations, the algorithm converges to a local optimum which is per-
ceptually close to the original.

An excerpt from the program notes

We reproduce here an excerpt of the program notes, written by philoso-
pher Robin MacKay for the premiere of FAVN in Frankfurt.

FAVN also folds Mallarmé’s insistence on the impossi-
bility of cataloguing the idea in plain prose onto Hecker’s
concern with the ways in which sound is analytically coded,
in particular focusing on the concept of timbre — certainly
a master pertinent to the work of Debussy, renowned as
the first composer of colors rather than melodies, themes,
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Figure 3.8: Three excerpts of FAVN, by Florian Hecker. The top row shows
the original composition. The following rows shows the re-
synthesis of the original composition from its time-frequency
scattering coefficients, at various iterations.
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and harmonies, and whose mastery of timbre is magnifi-
cently evident in the burnished golds and sunlit verdan-
cies of the Prélude. The analysis of timbre — a catch-all
term referring to those aspects of the thisness of a sound
that escape rudimentary parameters such as pitch and du-
ration — is an active field of research today, with multiple
methods proposed for classification and comparison. In
FAVN Hecker effectively reverses these analytical strate-
gies devised for timbral description, using them to syn-
thesize new sonic elements: in the first movement, a scat-
tering transform with wavelets is employed to produce
an almost featureless ground from which an identifiable
signal emerges as the texture is iteratively reprocessed to
approximate its timbre. Rather than operating via the su-
perposition of pure tones, wavelets furnish a kind of tim-
bral dictionary; in themselves they correspond to nothing
that can be heard in isolation, becoming perceptible only
when assembled en masse — at which point one hears not
distinct wavelets, but an emergent overall timbre.

Other pieces

Since the creation of FAVN, Florian Hecker has used our software to
produce four new pieces.

First, Modulator (Scattering Transform) is a remix of the electronic
piece Modulator from 2012, obtained by retaining the 50th iteration of
the gradient descent algorithm. It will be released in a stereo-cassette
format in early 2017 by Edition Mego.

Secondly, Modulator (Scattering Transform) was produced as a 14-
channel piece for the “Formulations” exhibition at the Museum für
Moderne Kunst in Frankfurt, on display from November 26th, 2016

until February 5th, 2017. In this multichannel piece, 14 loudspeakers
in the same room play a different iteration number of the reconstruc-
tion algorithm, chosen at random. As a result, the visitor can figura-
tively walk through the space of iterations while the piece unfolds.

Thirdly, Experimental Palimpsests is an 8-channel remix of the elec-
tronic piece Palimpsest from 2004, obtained by the same procedure. Ex-

perimental Palimpsests was premiered at the Lausanne Underground
Film Festival on October 19th, 2016, in collaboration with artist Ya-
sunao Tone.

Fourthly, Inspection is a binaural piece for synthetic voice and elec-
tronics, played live at the Maida Vale studios in London and broad-
casted on BBC 3 on December, 3rd, 2016.
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3.4 applications to acoustic scene classification

In this section, we use scattering representations to address two differ-
ent audio classification problems: environmental sound classification
and acoustic scene classification. The former is a source identification
problem at a time scale of a few seconds, whereas the latter consists in
“classifying environments from the sound they produce” (Barchiesi et
al., 2015). Both these problems are rooted in acoustic scene analysis,
and are currently addressed by a combination of feature engineering
and feature learning (Eghbal-Zadeh et al., 2016).

First of all, we review the related work in the field of environmental
sound classification. Secondly, we present the three datasets on which
we will evaluate scattering representations: UrbanSound8k, ESC, and
DCASE 2013. Thirdly, we discuss the importance of logarithmic com-
pression before feeding scattering coefficients to a support vector ma-
chine classifier. Fourthly, we report state-of-the-art results in environ-
mental sound classification and competitive results in acoustic scene
classification.

3.4.1 Related work

In this subsection, we organize the state of the art in environmen-
tal sound classification into four areas: short-term audio descriptors,
such as MFCC; unsupervised feature learning, such as matching pur-
suit or spherical k-means; amplitude modulation features, such as
temporal scattering; and deep convolutional networks.

Short-term audio descriptors

The earliest methods for the supervised classification of acoustic scenes
rely on short-term audio descriptors, such as mel-frequency cepstral
coefficients (MFCC) and their first-order temporal derivatives, spec-
tral shape descriptors, and zero-crossing rate. These descriptors are
computed over a typical time scale of T = 25 ms, and subsequently
aggregated through time by means of a Gaussian mixture model
(GMM) classifier. We refer to Chachada and Kuo (2014) for a recent
survey of the state of the art in this domain.

Unsupervised learning

It has been argued that acoustic scenes are perceptually organized as
a “skeleton of events over a bed of texture” (Nelken and Cheveigné,
2013), that is, few time-frequency patterns superimposed over a sta-
tionary background. According to this paradigm, it is natural to search
for a sparse representation of audio signals which reveals the saliency
of acoustic events. Chu, Narayanan, and Kuo (2009) have shown that
the activations found by the matching pursuit algorithm (Mallat and
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Zhang, 1993) outperform mel-frequency cepstral coefficients (MFCC)
in a task of environmental sound classification.

More recently, Stowell and Plumbley (2014) and Salamon and Bello
(2015b) have shown that running the spherical k-means clustering
algorithm over a large quantity of data allows to build a codebook of
mid-level features which can be interpreted as salient events.

Amplitude modulation features

Another perspective on the problem of segregating events from a
textured background is brought by the design of amplitude modu-
lation features. Indeed, convolving a scalogram with a modulation
filter bank of wavelets tends to decorrelate the contributions of salient
events across different time scales.

For example, the representation of McDermott and Simoncelli, orig-
inally intended for texture synthesis, was successfully used by Ellis,
Zeng, and McDermott (2011) in a task of soundtrack classification.

Baugé et al. (2013) have used the separable time and frequency
scattering transform

S2x(t, γ, γ2, γ::γ) =
∣∣∣∣
∣∣∣∣|x

t⇤ ψ2γ | t⇤ ψ2γ2

∣∣∣∣
t⇤ φT

γ⇤ ψ2γ::γ

∣∣∣∣ (t),

introduced by Andén and Mallat (2014), for environmental sound
recognition and shown that it outperforms the temporal scattering
transform.

Recently, a combination of temporal scattering and spherical k-means
has shown to improve the accuracy of urban sound classification with
respect to unsupervised learning on scalogram features, while allow-
ing to rely on a smaller codebook (Salamon and Bello, 2015a).

Deep convolutional networks

The latest methods for environmental sound classification rely on su-
pervised representation learning. In particular, the state of the art in
the ESC-50 dataset, which will be presented in the next subsection,
is held by a deep convolutional network (ConvNet) (Piczak, 2015a,b).
Following this success, the 2016 edition of the workshop on detection
and classification of acoustic scenes and events (DCASE) has seen a
surge of deep convolutional networks (Bae, Choi, and Kim, 2016; Lidy
and Schindler, 2016; Valenti et al., 2016).

The main drawback of deep learning techniques is that they need
a large quantity of annotated data to converge to a meaningful repre-
sentation (Le Cun, Bengio, and Hinton, 2015). As of today, the quan-
tity of available data for environmental sound classification is of the
order of a few hours, that is, two or three orders of magnitude be-
low automatic speech recognition. Recent work on data augmenta-
tion techniques, such as time stretching, pitch shifting, dynamic range
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compression, and addition of background noise, has mitigated this is-
sue (Salamon and Bello, 2016).

3.4.2 Datasets

In this subsection, we describe the four datasets that will be used
to compare algorithms. The former two, UrbanSound8k and ESC-
50, consist of short environmental sounds, whereas the latter two,
DCASE 2013 and DCASE 2016, consist of acoustic scenes.

UrbanSound8k

The UrbanSound8k dataset contains 8732 labeled sound excerpts of
urban sounds from 10 classes: air conditioner, car horn, children play-
ing, dog bark, drilling, engine at idle, gun shot, jackhammer, siren,
and street music. These classes were selected from a large taxonomy
of urban sounds because they were ranking among the most frequent
causes of noise complaints in the city of New York (Salamon, Jacoby,
and Bello, 2014). As such, they are guaranteed to have a strong per-
ceptual salience.

In UrbanSound8k, the number of samples per class varies between
400 and 1000. The duration of these sounds varies from one second
to four seconds. To obtain a constant duration of three seconds, we
pad shorter sounds with silence and trim longer sounds.

Scalograms of randomly chosen samples for each class are pre-
sented in Figures 3.9 and 3.10. We observe that there is a large intra-
class variability across samples, which makes the problem difficult.
However, we also notice the presence of distinctive time-frequency
patterns for each class. For example, jackhammers are singled out by
slow impulses, which appear as vertical edges in the scalogram. In
contrast, police sirens are modeled by an additive model of exponen-
tial chirps, thus resulting in long, diagonal edges. These observations
suggest that capturing spectrotemporal modulations in the scalogram
is an efficient way to discriminate urban sounds.

ESC-50

The ESC-50 dataset contains 2000 labeled environmental recordings
equally balanced between 50 classes (Piczak, 2015b). Both UrbanSound8k
and ESC-50 were assembled by downloading specific categories of
sounds from FreeSound (Font, Roma, and Serra, 2013), a freely ac-
cessible, collaborative database of audio samples. The human accu-
racy in ESC-50 varies between 35% (wind, washing machine) and
99% (baby crying, dog, glass breaking).
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Figure 3.9: The UrbanSound8k dataset. Samples from the same row belong
to the same class.
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Figure 3.10: The UrbanSound8k dataset (bis). The UrbanSound8k dataset.
Samples from the same row belong to the same class.
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DCASE 2013

The DCASE 2013 dataset of acoustic scene classification consists of
two parts, namely a public and a private subset, each made of 100

recordings of 30 seconds, evenly divided into 10 classes (Stowell et
al., 2015). To build the DCASE 2013 dataset, three different recordists
visited a wide variety of locations in Greater London over a period of
several months. In order to avoid bias, all recordings were made un-
der moderate weather conditions, at varying times of day and week,
and each recordist recorded every scene type. As a consequence, and
despite its small size, DCASE 2013 enjoys a challenging intra-class
diversity.

3.4.3 Methods

In this subsection, we address the problem of engineering features
for the classification of environmental sounds and acoustic scenes.
First, we propose a novel data augmentation procedure to encode
invariance to the azimuthal position of the recordist in binaural au-
dio. Secondly, we advocate for logarithmic compression of scattering
coefficients in order to comply with an assumption of Gaussianity.
Thirdly, we compare early integration, which consists in averaging
scattering coefficients through time in feature space before training
the classifier, versus late integration, which consists in aggregating
the short-term outputs of the classifier in decision space.

Binaural data augmentation

Most acoustic scene datasets are recorded according to a binaural pro-
tocol, i.e. with a pair of in-ear microphones (Wang and Brown, 2006).
This protocol provides a realistic description of the spatial auditory
environment, as it reproduces the natural listening conditions of hu-
mans. In particular, the interaural level difference (ILD) between left
and right channel conveys the approximate azimuth of each sound
source that make up the scene with respect to the listener (Blauert,
2004). Yet, the location of the recordist may vary across instances of
the same class. Therefore, any global rotations of all azimuths, cor-
responding to a rotation of the head of the recordist, should be dis-
carded as a spurious source of variability in the observed data.

For classification purposes, averaging the left and right channels
into a monophonic signal is by far the most widespread approach,
because the resulting monophonic signal is approximately invariant
to azimuth. However, it favors the center of the scene while attenuat-
ing lateral cues. Moreover, sources that are on distinct azimuths get
mixed, which may cause bias at training time. Instead, so as to lever-
age stereophonic data, we perform multiple combinations of the left
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(a) Before logarithmic
compression.

(b) After logarithmic com-
pression.

Figure 3.11: Statistical effects of logarithmic compression. Histogram of first-
order scattering coefficients S1x(γ) with 2γ = 300 Hz, before
and after logarithmic compression.

channel xL(t) and the right channel xR(t) into monophonic signals
xα(t) according to the equation

xα(t) =
1 + α

2
xL(t) +

1 − α

2
xR(t)

where alpha is a panoramic mixing weight, taking values between
−1 and +1, which could be deterministic of random. In following
experiments, we deterministically set α to the values −1, − 1

2 , 0, + 1
2 ,

and +1. This is a form of data augmentation, because 5 monophonic
signals are derived from every binaural recording in the training set.
At test time, only the center mix (α = 0) is used to predict the class.

Logarithmic compression

Many algorithms in pattern recognition, including nearest neighbor
classifiers and support vector machines, tend to work best when all
features follow a standard normal distribution across all training in-
stances. Yet, because of the complex modulus nonlinearity, scatter-
ing coefficients are nonnegative by design. It appears empirically that
their distribution is skewed towards the right, which means that the
tail towards greater values is longer than the tail towards lower values.
However, skewness can be reduced by applying to all coefficients a
pointwise concave transformation, e.g. logarithmic. Figure 3.11 shows
the distribution of an arbitrarily chosen scattering coefficient over the
DCASE 2013 dataset, before and after logarithmic compression.

The application of the pointwise logarithm to magnitude spectra
is ubiquitous in audio signal processing, and is found for instance in
mel-frequency cepstral coefficients — see subsection 2.3.3. Indeed, it
is corroborated by the Weber-Fechner law in psychoacoustics, which
states that the sensation of loudness is roughly proportional to the
logarithm of the acoustic pressure in the outer ear. We must also re-
call that the measured amplitude of sound sources often decays poly-
nomially with the distance to the microphone, which is a spurious
factor of variability to the task of urban sound classification. Loga-
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rithmic compression can linearize this dependency, which arguably
facilitates the construction of a powerful invariant at the classifier
stage.

Given a task of musical genre recognition, Andén and Mallat (2014)
have advocated for the renormalization of second-order scattering
coefficients S2x(t, γ1, γ2) by the corresponding first-order scattering
coefficients S1x(t, γ1), as it provably decorrelates the amplitudes of
their activations. Interestingly, taking the logarithm of renormalized
coefficients would yield

log
S2x(t, γ1, γ2)

S1x(t, γ1)
= log S2x(t, γ1, γ2)− log S1x(t, γ1).

i.e. a linear combination of the logarithms of first- and second-order
coefficients. Therefore, the theoretical insight brought by Andén and
Mallat (2014) in favor of renormalized scattering also applies to log-
scattering up to a linear transformation in feature space, to which
affine classifiers are not sensitive.

Early and late integration

Owing to the scarcity of salient events in many natural scenes, fine-
grained classification is only made possible by integrating over a long
temporal context. Indeed, whereas a few seconds are often sufficient
to recognize a speaker, a musical instrument, or a genre, it may re-
quire up to 30 seconds to disambiguate two classes of acoustic scenes
which share part of their semantic content, e.g. a train from a sub-
way station or a quiet street from a park. Depending on whether
aggregation is performed in feature space or in decision space, the
corresponding method is referred to as early or late integration.

A straightforward application of early integration consists in sum-
marizing the multivariate time series of scattering coefficients over
the full duration of the acoustic scene by only storing their average
values. Going back to Subsection 2.2.1, this is equivalent to increasing
the support T of the low-pass filter φT(t) up to infinity.

Conversely, a late integration scheme relies on probabilistic assign-
ments P[y|Sx(t, λ)] over short-term windows of duration T, which
are subsequently aggregated to produce a final decision

ŷ = arg max
y

ρ ({P[y|Sx(t, λ)]}t) ,

where ŷ is the estimated class label and ρ is a reduction function, such
as sum, product, or majority vote.

The major drawback of early integration is that it drastically re-
duces the number of training instances at the classifier stage, down
to one per acoustic scene. In the context of the DCASE 2013 dataset,
this corresponds to merely 8 training instances per class, and 80 in-
stances overall, hence an increase in variance in statistical estimation
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and a risk of overfitting. On the contrary, a late integration scheme
for T = 188 ms would yield 128 instances per acoustic scene, result-
ing in 10240 instances overall. However, many of these instances may
be silent or lack any salient properties of the class they are assigned
to, hence an increase in bias and a risk of underfitting. Moreover,
when applying late integration, the classifier optimizes accuracy at
the frame level, not at the scene level, so its prediction might not
yield optimal training error under the final evaluation metric.

In short, early and late integration methods lie at opposite ends of
the bias-versus-variance statistical tradeoff. We refer to Joder, Essid,
and Richard (2009) for a comprehensive review of this problematic
in the context of musical instrument recognition. In this dissertation,
early integration refers to an averaging of the features and late inte-
gration refers to a majority voting of the predictions.

Support vector machines

A support vector machine (SVM) is a large-margin supervised clas-
sifier which finds the optimal separating hyperplane between two
classes of samples in feature space (Cortes and Vapnik, 1995). In a
multiclass setting, the decision is obtained by aggregating pairwise
classifications (Hsu and Lin, 2002). We use a Gaussian kernel and
find the optimal parameters σ (variance of the Gaussian) and C (slack
variable penalization) by cross-validation. All numerical experiments
rely on the LIBSVM package (Chang and Lin, 2011).

3.4.4 Discussion

UrbanSound8k dataset

Classification results on the UrbanSound8k dataset are charted in Ta-
ble 3.1. The baseline consisting of MFCC audio descriptors and a
support vector machine (SVM) classifier reaches an average miss rate
of 46% across all classes.

The current state of the art, 26.1%, is held by class-conditional
spherical k-means applied to time-frequency patches of PCA-whitened
log-mel-spectrograms, associated with a random forest classifier (Sala-
mon and Bello, 2015b).

Temporal scattering reaches an average miss rate of 27.1%, a figure
on par with the state of the art. Time-frequency scattering reaches
an average miss rate of 20.6%, thus outperforming the state-of-the-
art by two standard deviations. Performances without logarithmic
compression are considerably worse, and are thus not reported.

ESC-50 dataset

Classification results on the ESC-50 dataset are charted in Table 3.2.
The baseline reaches an average miss rate of 56% across all classes.
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Table 3.1: Classification results on the UrbanSound8k dataset.

features classifier average

miss rate

MFCC SVM 46.0

scalogram + spherical k-means random forest 26.1

temporal scattering SVM 27.1 ± 3.0

time and frequency scattering SVM 23.5 ± 4.0

time-frequency scattering SVM 20.6 ± 3.5

The current state of the art, 35.5%, is held by deep convolutional
networks, which are trained on mel-frequency spectrograms with log-
arithmic compression, as well as their first-order temporal derivatives
(Piczak, 2015a). In the state-of-the-art implementation, the size of the
receptive fields is chosen to be slightly less than the number of filters,
thus providing a small amount of covariance with frequency transpo-
sition.

With an average miss rate of 40.5%, temporal scattering falls behind
the state of art. Yet, separable time and frequency scattering (30.8%)
and time-frequency scattering (28.0%) both outperform deep convo-
lutional networks. This experiment shows that the use of a multires-
olution scheme in the design of spectrotemporal descriptors can out-
perform deep representations which are learned on single-resolution
inputs, such as mel-frequency spectrograms.

Table 3.2: Classification results on the ESC-50 dataset.

features classifier average

miss rate

MFCC SVM 56.0

scalogram ConvNet 35.5

temporal scattering SVM 40.5 ± 4.4

separable time and frequency scattering SVM 30.8 ± 4.4

joint time-frequency scattering SVM 28.0 ± 3.8

DCASE 2013 dataset

Classification results on the DCASE 2013 dataset are charted in Table
3.3. The baseline reaches an average miss rate of 45% across all classes.
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Spectrotemporal features based on a single-resolution discretiza-
tion of the scalogram, such as spectrotemporal receptive fields (STRF,
Patil and Elhilali) and histogram of gradients (HoG, Rakotomamonjy
and Gasso), respectively reach average miss rates of 42% and 31%,
thus performing better than the baseline.

The winners of the DCASE 2013 challenge are Roma et al. (2013),
which complemented MFCC with recurrence quantification analysis
(RQA) features, and achieved an average miss rate of 24% with an
SVM classifier. We refer to Stowell et al. (2015) for an overview of all
submitted systems.

In the case of temporal scattering, we find that late integration
(28%) outperforms early integration (41%). On the contrary, in the
case of time-frequency scattering, we find that early integration (20%)
outperforms late integration (23%). In the realm of acoustic scene
analysis, this finding suggests that time-frequency scattering is bet-
ter at segregating auditory information across multiple paths λ2 than
temporal scattering, thus enabling a broader temporal integration.
Furthermore, our binaural data augmentation method has a crucial
role for artificially increasing the number of examples per class in the
case of early integration: it brings the average miss rate from 42% to
41% for temporal scattering and from 32% to 20% for time-frequency
scattering.

Since the end of the DCASE 2013 challenge, the state of the art
has been improved by Agcaer et al. (2015), who reported an aver-
age miss rate of 13%. To achieve this figure, the authors employed
label tree embedding (LTE) a supervised method to learn class-label
hierarchies. This result shows that acoustic scene classification is not
only a matter of engineering discriminative features, but can also be
addressed by advanced machine learning techniques in the semantic
space of classes.

DCASE 2016 dataset

With Joakim Andén, we took part in the 2016 edition of the DCASE
challenge (Mesaros, Heittola, and Virtanen, 2016). The correspond-
ing dataset consists of 1170 recordings of 30 seconds, evenly divided
into 15 classes. As such, it is one order of magnitude larger than the
DCASE 2013 dataset, which allows to resort on data-intensive ma-
chine learning techniques.

We submitted a system based on binaural data augmentation, tem-
poral scattering with Gammatone wavelets (T = 743 ms), logarithmic
compression, and support vector machine classification with a lin-
ear kernel. In the public dataset, we achieved an accuracy of 79.4%,
whereas the baseline was at 70.8%. In the private dataset, we achieved
an accuracy of 80.8%, whereas the baseline was at 77.2%. Due to lack
of time, time-frequency scattering was not submitted to the challenge.
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Table 3.3: Classification results on the DCASE 2013 dataset. See text for de-
tails.

features classifier integration miss rate

MFCC GMM late 45

STRF SVM late 42

HoG SVM late 31

MFCC + RQA SVM late 24

scalogram LTE+SVM late 13

temporal scattering SVM early 41

temporal scattering SVM late 28

time-frequency scattering SVM early 20

time-frequency scattering SVM late 23

The best results were reached by Eghbal-Zadeh et al. (2016) (89.7%),
who combined engineered features (binaural i-vector) and learned
features (deep convolutional networks); and by Bisot et al. (87.7%),
who performed supervised nonnegative matrix factorization (NMF)
over the scalogram.

In conclusion, scattering transforms may be sufficient to integrate
the auditory information in a short environmental sound, in which T

is less than one second, but do not match feature learning techniques
when applied to a problem of acoustic scene classification, in which
T is equal to thirty seconds.





4
S P I R A L S C AT T E R I N G

In the previous chapter, we have presented two convolutional oper-
ators in the time-frequency domain: temporal scattering and time-
frequency scattering. We have shown that time-frequency scattering
is more discriminative than temporal scattering, resulting in more
accurate texture synthesis and an improved accuracy in audio classi-
fication. This is because time-frequency scattering provides a sparse
representation of spectrotemporal modulations, which are commonly
found in speech, bioacoustics, and acoustic scene analysis.

Yet, musical signals do not only consist of spectrotemporal modula-
tions, but also more intricate patterns, and notably harmonic intervals
between partials. The problem of jointly characterizing the locations
and amplitudes of these partials, as well as their synchronicity and
relative evolution, is at the heart of many tasks in audio classification,
including musical instrument recognition.

This chapter introduces a new scattering representation, called spi-
ral scattering, specifically designed for harmonic or quasi-harmonic
sounds. Spiral scattering is a composition of three wavelets trans-
forms over the scalogram, respectively applied along time, along log-
frequency, and across octaves. The name “spiral” is chosen in refer-
ence to the seminal experiments of Shepard (1964) and Risset (1969)
in music psychology.

The rest of this chapter is organized as follows. In Section 4.1, we
gather arguments in favor of rolling up the log-frequency axis into a
spiral which makes one turn at every octave. In Section 4.2, we de-
fine the spiral scattering transform. In Section 4.3, we study the spiral
scattering coefficients of a nonstationary generalization of the source-
filter model, in which both pitch and spectral envelope are deformed
through time. In Section 4.4, we re-synthesize music from spiral scat-
tering and show that harmonic intervals are better recovered than
with time-frequency scattering. In Section 4.5, we show that spiral
scattering outperforms time-frequency scattering and deep convolu-
tional networks in a task of musical instrument recognition.

Part of the content of this chapter has been previously published
by Lostanlen and Mallat (2015) and Lostanlen and Cella (2016).

4.1 pitch chroma and pitch height

The periodicity of musical scales hints for a circular geometry of pitch.
In order to reconcile it with the rectilinear geometry of acoustic fre-
quency, the log-frequency axis can be rolled up into a spiral which
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makes a full turn at every octave. In polar coordinates, the spiral is
parametrized by its angular and radial variables, respectively called
pitch chroma and pitch height.

In this section, we address the problem of disentangling pitch chroma
from pitch height in the time-frequency domain. Subsection 4.1.1 ar-
gues in favor of adopting the octave interval as the circumference
of the pitch chroma circle. In particular, we show that the geometry
of the Shepard pitch helix can be retrieved from acoustical data by
applying a nonlinear dimensionality reduction algorithm. Subsection
4.1.2 is devoted to the construction of Shepard tones, which have a
pitch chroma but no definite pitch height. Subsection 4.1.3 presents
two spatial models of pitch that disentangle pitch chroma from pitch
height, namely the Shepard pitch helix and the Shepard pitch spiral.

4.1.1 Octave equivalence

The octave interval corresponds to a multiplication of the fundamen-
tal frequency by a factor of two. It is particularly consonant, because
raising a harmonic sound by exactly one octave preserves the location
of even-numbered partials, whereas is cancels odd-numbered partials.
As a result, musical scales consist of a finite number of pitch classes,
which are repeated periodically at every octave — a phenomenon
known as octave equivalence.

In this subsection, we gather four arguments supporting the adop-
tion of octave equivalence in music signal processing, respectively
coming from ethnomusicology, auditory neuroscience, unsupervised
learning, and arithmetics. The former two are drawn from the scien-
tific literature, whereas the latter two are novel work.

Argument from ethnomusicology

There is a millennial tradition of music solmization, that is, assigning
a distinct symbol to each note in a musical scale. Western music the-
ory has progressively evolved throughout the Middle Ages, and now
consists of a chromatic scale of twelve pitches, comprising a diatonic
scale of seven pitches denoted by letters from A to G. Whatever be the
chosen spacing between semitones, called temperament, the full chro-
matic scale spans exactly one octave. This range is subsequently ex-
panded by octave transposition, which is figured by appending an in-
teger subscript to the letter, e.g. A4 for the tuning standard at 440 Hz.
Indeed, the harmonic consonance of octave intervals is so strong that
it is convenient to assign the same literal to tones that are one octave
apart, thus giving a particular status to octaves with respect to other
intervals.

It should be remarked that, although the physical notion of acous-
tic frequency varies rectilinearly from low to high, Western musicians
associate two distinct quantities to every musical tone. The former,
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Figure 4.1: Octave equivalence. Four musical notes of same pitch chroma
(A) and pitch heights ranging from 1 to 4. Observe that the octave
interval corresponds to a doubling of the fundamental frequency.

called pitch class in music theory or pitch chroma in music technology,
relates to the location in the chromatic scale, and is commonly de-
scribed by a letter. The latter, called pitch height, relates to the coarse
register of the tone, and is described by an integer number — see
Figure 4.1. Like acoustic frequency, pitch height is amenable to a rec-
tilinear axis, at it is only bounded by our hearing range. Nevertheless,
pitch chroma is commonly represented on a circle, because it wraps
around itself with a period of one octave. This fact, known as oc-
tave equivalence, is not limited to the Western tradition, but it is also
found in many non-Western cultures, including Indian (Pesch, 2009),
Chinese (Van Aalst, 2012), and Japanese (Malm, 2000).

Argument from auditory neuroscience

There is an ongoing debate as to whether octave equivalence is innate
or acquired. We refer to Burns (1999) for a review. Ethnomusicolo-
gists have found some examples of music cultures which ignore the
octave interval, thus disputing octave equivalence as a cultural uni-
versal (Nettl, 1956). Yet, there is some neurophysiological evidence,
based on functional magnetic resonance imaging (fMRI), suggesting
that the pitch chroma and pitch height are mapped to distinct re-
gions of the primary auditory cortex of mammals (Briley, Breakey,
and Krumbholz, 2013; Warren et al., 2003a,b). In order to demonstrate
this, the authors have designed a sawtooth-shaped signal

x(t) = ∑
p

1
p

cos(2π ⇥ pξt)

of fundamental frequency ξ, with harmonic partials of frequencies pξ

decaying in inverse proportion to the integer p. From the stationary
signal x(t), they built two nonstationary signals: first, by an ascend-
ing frequency transposition (glissando), thus varying pitch chroma
and pitch height coherently; secondly, by progressively canceling odd-
numbered partials, thus varying pitch height without affecting pitch
chroma.

Because the spectral envelope ω 7! 1/ω is invariant to dilation, fre-
quency transposition of x(t) can be implemented by an exponential
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time warp, in the absence of any sound transient — see Section 2.3.
For the pitch chroma to make a full circle after some duration T, the
time warp is defined as

τ(t) =
T

log 2
⇥ 2

t
T .

The temporal constant T, typically of the order of one second, is large
is front of the pseudo-period 1

ξ . After first-order Taylor expansion, it
appears that the instantaneous frequency of the warped sound

Wτ x(t) = τ̇(t)⇥ (x ◦ τ)(t)

= 2
t
T ⇥ ∑

p

1
p

cos
✓

2π ⇥ pξT

log 2
2

t
T

◆
(4.1)

is equal to 2
t
T ξ. In particular, the fundamental frequency of Wτ x(t)

is equal to 2ξ at t = T. Therefore, the chirp rate of the nonstationary
signal Wτ x(t) is equal to 1

T octaves per second.
Alternatively, the pitch height of x(t) can be progressively raised

without affecting the pitch chroma by making the odd-numbered
partials (2p + 1)ξ progressively vanish throughout the time interval
[0; T]. For t > T, a change of variable p0 = 2p in the pseudo-infinite
sum of partials yields

∑
p

1
2p

cos(2π ⇥ 2pξt) =
1
2 ∑

p0

1
p0

cos(2π ⇥ p0 ⇥ (2ξ)⇥ t),

that is, a sawtooth-shaped signal of fundamental frequency 2ξ. Again,
the nonstationary signal obtained from x(t) by cancellation of odd-
numbered partials have increased in pitch by exactly one octave after
the duration T. The scalograms of both signals are shown in Figure
4.2.

Neglecting the topmost octave of their spectra, which lies beyond
the audible frequency range, the two signals have identical station-
ary regions. Furthermore, in the transient regime, the slowness of
their amplitude and frequency modulations creates a sensation of
temporal continuity. This example illustrates that there are two con-
tinuous paths from C4 to C5, one circular and one rectilinear. To rec-
oncile them, it is necessary to map acoustic frequencies onto a one-
dimensional differentiable manifold in a higher-dimensional vector
space. As will be seen in the next section, three-dimensional helixes
and two-dimensional spirals are appropriate candidates for such a
mapping.

Argument from unsupervised learning

It remains to be established whether octave equivalence can be re-
trieved from the data without any prior knowledge on ethnomusicol-
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γ

t

(a) Frequency transposition.

γ

t

(b) Cancellation of odd-numbered
partials.

Figure 4.2: Two continuous paths from C4 to C5, (a) by frequency transpo-
sition or (b) by canceling odd-numbered partials. These sounds
have been used as stimuli to demonstrate that pitch chroma and
pitch height are mapped to distinct regions of the primary audi-
tory cortex (Warren et al., 2003b). Ticks on the vertical axis denote
octave intervals.

ogy or auditory neuroscience. To support this claim, we compute the
averaged wavelet scalogram features

S1xn(γ) =
Z +∞

−∞
|xn ⇤ ψ2γ, Q

2γ
|(t) dt

of a collection of natural sounds {xn(t)}n and apply a nonlinear di-
mensionality reduction algorithm on the cross-correlations between
scalogram bins γ, thus visualizing how the trajectory log-frequency
axis wraps around itself in dimension three. This experimental pro-
tocol is inspired from Le Roux et al. (2007), who demonstrated that
the topology of pixels in natural images, i.e. a grid of equidistant
points forming square cells, can be retrieved from observing cross-
correlations between pixel activations in a dataset of handwritten dig-
its.

We begin by computing the sample means

µ(γ) =
1
N

N

∑
n=1

S1xn(γ)

and standard deviations

σ(γ) =
1

N − 1

N

∑
n=1

q
S1xn(γ)− µ(γ)

of every feature across the dataset. Then, we measure the standard-
ized empirical correlations

C(γ, γ0) =
∑

N
n=1 (S1xn(γ)− µ(γ))⇥ (S1xn(γ0)− µ(γ0))

σ(γ)⇥ σ(γ0)
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dense

correlations

above 2 kHz

harmonic

correlations

below 2 kHz

γ

γ

Figure 4.3: Pseudo-distances between averaged scalogram coefficients in the
RWC dataset. Darker colors denote smaller distances. Axis ticks
denote octave intervals.

between pairs of scalogram bins (γ, γ0). These empirical correlations
range between −1 and 1. If we assume their absolute values to be
equal to a Gaussian kernel

|C(γ, γ0)| = K(y(γ), y(γ0)) = exp
(
−ky(γ)− y(γ0)k2

2
)

,

between pairs of points y(γ) and y(γ0), then by defining a self-distance
matrix D(γ, γ0) = ky(γ)− y(γ0)k2, we obtain the formula

D(γ, γ0) =
q
− log |C(γ, γ0)|.

Figure 4.3 shows the self-distance matrix D(γ, γ0) in the case of the
dataset {xn(t)}n of 6140 isolated notes from 14 instruments, derived
from the RWC dataset (Goto et al., 2003). Because adjacent wavelets in
the filterbank overlap in frequency, we observe that the main diagonal
line is thick. Moreover, in the bottom-left quadrant of the matrix, cor-
responding to frequencies 2γ below 2 kHz, we observe sub-diagonals
of strong correlations, near cells (γ, γ0) of the form

γ0 = γ ± log2 p

for integer p. In particular, p = 2 yields an octave, and p = 3 yields an
octave plus a perfect fifth. In the top-right quadrant, corresponding
to frequencies 2γ above 2 kHz, correlations are dense. This is because
the number of peaks in a harmonic spectrum grows exponentially
with log-frequency.

Once the self-distance matrix D(γ, γ0) has been obtained, our aim
is to generate a set of points {v(γ)}γ in a space of dimension d = 3
such that distances are preserved, that is,

D(γ, γ0) ⇡ kv(γ)− v(γ)k2.

To do so, we apply a classical algorithm for nonlinear dimensionality
reduction named Isomap (Tenenbaum, De Silva, and Langford, 2000).
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The core idea behind Isomap is to place the points v(γ) on a mani-
fold of dimension d such that the geodesic distance between any pair
(v(γ), v(γ0)) is approximated by the shortest path linking them in
the neighborhood graph induced by the matrix D(γ, γ0) of pairwise
distances. The construction of this neighborhood graph is conditional
upon a chosen number of neighbors k for every vertex.

For k = 1 or k = 2 neighbors, the points v(γ) are arranged on
a straight line. This is because the two most similar coefficients to a
given wavelet bin S1x(γ) are its lower and upper neighbors in log-
frequency γ, that is, S1x(γ − 1

Q ) and S1x(γ + 1
Q ). Therefore, as one

would expect, the foremost factor of connectedness among wavelet
coefficients is consistent with the natural continuity of the frequency
variable. However, for k = 3 or larger, a new dimension of regular-
ity appears. Due to correlations across octaves, wavelet coefficients
S1x(γ) are often linked to the coefficient one octave higher or lower,
that is, S1x(γ ± 1).

Once embedded in dimension three, the log-frequency axis appears
to wrap around itself and forms a helix that makes a full turn at ev-
ery octave, as shown in Figure 4.4. In cylindrical coordinates, pitch
chroma corresponds to an angular variable whereas pitch height cor-
responds to a rectilinear variable. Subsection 4.1.3 will provide fur-
ther insight on the helical model of pitch (Deutsch, Dooley, and Hen-
thorn, 2008; Shepard, 1964).

pitch height

Figure 4.4: Isomap embedding of averaged scalogram features reveals the
Shepard pitch helix. The hue of colorful dots denotes their pitch
chroma. The solid black line joining adjacent semitones and the
vertical axis denoting pitch height were added after running the
Isomap algorithm.

This result, however, is limited to datasets of musical instruments
and to frequencies below 2 kHz. Above this limit, the log-frequency
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axis becomes rectilinear, because octave relationships are no longer
relevant. Furthermore, replacing the RWC dataset by the UrbanSound8k
dataset produces a rectilinear embedding instead of a helical embed-
ding, because urban sound spectra have less harmonic structure than
musical spectra.

Argument from arithmetics

Aside from time-frequency analysis, an arithmetical argument can be
devised in favor of octave equivalence in constant-Q filter banks. We
consider a discretized filter bank of wavelets, whose center frequen-
cies rn are in geometric progression with r > 1; and a harmonic comb
of (P + 1) partials, whose dimensionless fundamental frequency is
set to 1. Let

EP(r) = {n 2 N | rn 2 J0; PK}

be the set of frequencies intersecting the wavelet filter bank and the
harmonic comb. Our aim is to prove that the cardinal of the intersec-
tion EP(r) is maximized if the scale factor r is the Qth root of 2 for
some integer Q.

Let (ni)i be the ordered sequence of indices satisfying rni 2 N. Be-
cause (i⇥ n1) is a subsequence of (ni)i, we ascertain that the sequence
(ni)i is infinite. Leveraging the unicity of the prime number decom-
position, it is verified that every integer rni is a divisor of rni0 for i < i0.
By strong recurrence, we deduce that the integer ni is actually i ⇥ n1.
The definition of EP(r) rewrites as

EP(r) =
n

i 2 N | ri⇥n1  P
o

.

We then set Q = n1, i.e. the smallest non-null integer such that rQ be
integer. The inequality ri⇥Q  P is equivalent to i  logrQ P. There-
fore, the cardinal of the set EP(r) is equal to

card EP(r) = 1 + blogrQ Pc .

It stems from the above that every r maximizing card EP(r) also max-
imizes blogrQ Pc, and thus minimizes log rQ for fixed P. Because rQ

is defined as an integer strictly above 1, card EP(r) is maximal for
rQ = 2, i.e. for r = Q

p
2. This result is independent of the number of

partial waves (P + 1) in the harmonic comb.
An interpretation of this result is that adopting an integer number

Q of wavelets per octave is the optimal choice of discretization, be-
cause it allows to match the octave relationships in harmonic sounds.
Writing the center frequencies rn as ω = 2γ leads to

log2 ω = log2 rn = n ⇥ log2
Q
p

2 =
n

Q
,
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i.e a uniform quantization of the log-frequency axis with a step of 1
Q .

In the case Q = 1, that is r = 2, the log-frequency index γ = log2 ω is
expressed as an integer number of octaves, and all wavelets coincide
with a power-of-two harmonic partial. For Q > 1, only integer values
γ coincide exactly with a sound partial, whereas non-integer values
of γ do not.

In the special case Q = 12, that is r = 12
p

2, the irrational numbers
r19 and r28 happen to be approximately equal to the integers 3 and 5,
i.e. the Pythagorician intervals of perfect fifth and major third (Jedrze-
jewski, 2002). Thus, for applications in musical instrument classifica-
tion, we choose Q = 12 or Q = 24 so as to match twelve-tone equal
temperament, while striking a good compromise in time-frequency
localization.

4.1.2 Shepard tones

In this subsection, we design a sound, called Shepard tone, by stack-
ing partial waves in octave relationship. We show that Shepard tones
are self-similar in the time-frequency domain. Because a Shepard tone
has a pitch chroma but no definite pitch height, it can be used to cre-
ate paradoxical experiments in the cognition of musical pitch.

Self-similarity in the Fourier domain

In order to disentangle pitch chroma from pitch height in perceptual
experiments, psychologist Roger Shepard designed a synthetic sound,
named Shepard tone, which has a pitch chroma but no definite pitch
height (Shepard, 1964). A Shepard tone consists of sine waves in oc-
tave relationship, thus covering the full hearing range. Since the oc-
tave interval corresponds to a multiplication of the fundamental fre-
quency by a factor of two, the partial waves in a Shepard tone have
frequencies of the form 2ρξ for ρ 2 Z. In practice, the human audi-
ble spectrum ranges between 20 Hz and 20 kHz, so it is sufficient to
restrict the integer ρ to a finite set of consecutive values. The additive
sinusoidal model of the Shepard tone is

x(t) = ∑
ρ

2ρ cos(2π2ρξt)

Neglecting the boundaries of the audible spectrum, the Shepard tone
x(t) is invariant to dilation by a factor of two, as it satisfies the equa-
tion 2x(2t) = x(t). Therefore, it is a particular case of a self-similar
signal, also called fractal signal. Figure 4.5 displays the self-similar
structure of the Shepard tone waveform, which is made even clearer
in the Fourier domain.
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t

x(t)

(a) Time domain.

ω

x̂(ω)

(b) Fourier domain.

Figure 4.5: A Shepard tone: (a) time domain; (b) Fourier domain. Observe
the self-similar structure of the signal.

Self-similarity in the time-frequency domain

There is a profound connection between fractals and wavelet theory
(Bacry, Muzy, and Arnéodo, 1993; Mallat and Hwang, 1992). Indeed,
because the wavelets ψ2γ, Q

2γ
(t) rely on the dilations of a single wavelet

ψ(t), they satisfy a self-similarity equation

ψ2γ, Q
2γ
(t) = 2ψ2γ+1, Q

2γ+1
(2t)

at every frequency 2γ. By a homothetic change of variable, the self-
similarity property of the fractal signal x(t) is readily transferred to
the continuous wavelet transform at t = 0:

CWT(x)(t = 0, γ) = CWT(x)(t = 0, γ − 1),

of which we deduce that the wavelet scalogram of the Shepard tone
is periodic over the log-frequency axis at t = 0, with a period equal
to one octave (Schroeder, 1986). Furthermore, since the quality factor
Q of the auditory wavelet ψ(t) is above 1, the filter bank has a suffi-
cient frequential resolution to discriminate partial frequencies 2ρξ in
the Shepard tone. For lack of any interference between partials, the
scalogram U1x(t, γ) remains constant through time. Therefore, the
periodicity equation

Ux(t, γ) = Ux(t, γ ± ρ) (4.2)

is extended to all time instants t and all octaves ρ 2 Z.

Chromatic scales of Shepard tones and tritone paradox

From a musical perspective, because any frequency 2ρξ could qualify
as a fundamental frequency for the Shepard tone, its pitch height is
neither high nor low. Yet, Shepard tones can be placed on a chromatic
scale, as their pitch chroma is controlled by ξ. Listening experiments
demonstrated that, for any given pair of Shepard tones x(t) and x0(t)
of respective frequencies ξ and ξ 0 > ξ, the pitch of x(t) is judged
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lower than x0(t) if the ratio between ξ 0 and ξ is between 1 and
p

2,
and judged higher if this ratio is between

p
2 and 2 (Shepard, 1964).

Therefore, a repeated chromatic scale of Shepard tones seems to as-
cend or descend endlessly in pitch. This famous auditory illusion has
led to the theory of pitch circularity, which emphasizes the fact that
the pitch chroma wraps around periodically. The scalogram of a chro-
matic scale of Shepard tones is shown in Figure 4.6.

γ

t

Figure 4.6: The wavelet scalogram Ux(t, γ) of a chromatic scale of Shepard
tones, repeated three times. The perceived pitch of x(t) seems to
descend endlessly.

Because 1/
p

2 =
p

2/2, the frequencies 1/
p

2 and
p

2 are in oc-
tave relationship. Therefore, if the ratio between frequencies ξ 0 and ξ

of the two Shepard tones is set exactly equal to
p

2, their interval is
neither ascending nor descending. This mathematical edge case leads
to an auditory phenomenon, called tritone paradox, in which the per-
ceived direction of the interval between x(t) and x0(t) varies between
populations (Deutsch, 1994) and subjects (Pelofi et al., 2017). We re-
fer to Braus (1995) for a historical overview of pitch circularity and
Shepard tones in Western classical music.

4.1.3 Spatial models of pitch

In this subsection, we address the problem of modifying the geom-
etry of the log-frequency axis to account for octave equivalence, yet
without breaking its rectilinear topology. We give a parametric equa-
tion of a three-dimensional helix in cylindrical coordinates and of
a two-dimensional spiral in polar coordinates. We relate our work
to the state of the art in feature engineering by constructing the so-
called chroma features, which result from the application of octave
equivalence onto the scalogram.

Three-dimensional helix

A way to reconcile the circularity of pitch chroma with the rectilinear-
ity of pitch height is to twist the log-frequency axis into an ascending
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helix which makes a full turn at every octave (Shepard, 1964). A para-
metric equation of this helix in Cartesian coordinates, expressed in
function of the log-frequency variable γ, is

8
>><
>>:

x = cos(2πγ)

y = sin(2πγ)

z = γ.

Figure 4.7 shows the Shepard pitch helix in perspective. Observe that
the coordinates x and y draw a circle of radius 1 at an angular fre-
quency 2π, whereas z grows monotonically with log-frequency. Be-
cause the distance to the vertical axis z is constant, it is convenient to
replace Cartesian coordinates by cylindrical coordinates

8
>><
>>:

θ = 2π ⇥ {γ}
z = γ

ρ = 1,

consisting of azimuth θ, altitude z, and constant radius ρ, and the
bracket notation {γ} denotes the fractional part of the number γ. In
cylindrical coordinates, the variables θ and z match the notions of
pitch chroma and pitch height.

log-frequency
height

(integer part)

chroma
(fractional part)

Figure 4.7: Pitch as represented on a helix. Ticks on the vertical axis denote
octave intervals.
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frequency

height
(integer part)

chroma
(fractional part)

Figure 4.8: Pitch as represented on a logarithmic spiral. Ticks on the height
axis denote octave intervals.

Two-dimensional spiral

It appears from the above that the pitch helix, despite being three-
dimensional, can be parametrized with only two independent coordi-
nates. For visual purposes, it can thus be replaced by a curve in two
dimensions

(
x = 2γ ⇥ cos(2πγ)

y = 2γ ⇥ sin(2πγ),

i.e. a logarithmic spiral of the frequency variable 2γ. Again, convert-
ing the Cartesian coordinates (x, y) to polar coordinates

(
θ = 2π ⇥ {γ}
ρ = 2γ

provides a simpler representation of the logarithmic spiral. Like in
the pitch helix, the azimuth variable θ corresponds to pitch chroma.
Nevertheless, observe that the radius variable ρ, associated to pitch
height, grows linearly with frequency ω, not logarithmically. This is
because ρ, unlike z in the helix, must be nonnegative for polar coor-
dinates to be well-defined. Figure 4.8 shows the logarithmic spiral of
pitch.
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Within a wavelet framework, we define the log-frequency variable
γ = log2 ω in base two, and adopt the notation bγc (resp. {γ}) to
express the integer (resp. fractional) part of γ. We decompose γ into

λ = bλc+ {λ} = ρ + χ, (4.3)

where the octave index ρ is an integer and the chroma index χ belongs
to the continuous interval [0; 1[.

As explained in the arithmetical argument in favor of octave equiv-
alence (end of Subsection 4.1.1), choosing an integer number Q of
wavelets per octave allows to maximize overlap with harmonic struc-
tures. Within a discrete framework, Qγ is integer, and writes as Qγ =

Qρ + χ where ρ ≥ 0 is integer and χ belongs to the integer range
J0; QJ. Therefore, the decomposition of log-frequency λ into octave ρ

and chroma χ amounts to an Euclidean division of the log-frequency
index Qγ by Q, whose dividend is ρ and whose remainder is χ. When
applied to some tensor

Y2x(t, γ, γ2) = (U1x
t⇤ ψ2γ2 )(t, γ)

of complex-valued temporal scattering coefficients, this Euclidean di-
vision reshapes Y2x(t, γ, γ2) into a four-dimensional tensor

fY2x(t, χ, ρ, γ2) = Y2x(t, χ + Qρ, γ2)

under a convention of column-major array ordering. The same ap-
plies to time-frequency scattering coefficients with the necessary changes
having been made.

Chroma features

Summing the responses of two wavelets separated by one octave, in
order to enhance harmonic intervals in the scalogram, was pioneered
by Kronland-Martinet (1988). This approach has been generalized to
the full hearing range, hence leading to the so-called chroma features

chroma(t, χ) = ∑
ρ

U1x(t, ρ + χ),

indexed by time t and pitch chroma χ. Introduced by Wakefield
(1999), chroma features are widespread in music information retrieval,
and automatic chord estimation in particular (McVicar et al., 2014).
Other applications include audio thumbnailing (Bartsch and Wake-
field, 2005), musical genre recognition (Pérez-Sancho, Rizo, and In-
esta, 2009), cover song identification (Ellis, 2007), and lyrics-to-audio
alignment (Mauch, Fujihara, and Goto, 2012). The number of chroma
features is equal to the number of wavelets per octave Q. Observe
that the chroma features refocus all the harmonic partials in a Shep-
ard tone onto a single bump of chroma χ. Therefore, they provide a
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sparser representation of Shepard tones than the wavelet scalogram,
with the additional upside of a reduced dimensionality. However, the
presence of non-power-of-two harmonics in real-world sounds also
activates other chroma bins than χ, hence a reduced sparsity and dis-
criminability. Consequently, most of the work on feature engineering
around chroma features has been devoted to mitigating the influence
of upper partials above the fundamental frequency (Cho and Bello,
2014; Jiang et al., 2011; Müller, Ewert, and Kreuzer, 2009).

Despite the loss of information brought by the sum across octaves,
the interest of chroma features resides in their invariance to octave
transposition. Moreover, when multiple notes overlap in time, thus
forming a musical chord, chroma features are invariant to the octave
transposition of the root note of chord — a common transformation
in music known as chord inversion (Gold, Morgan, and Ellis, 2011,
Section 37.5). For this reason, chroma features are ubiquitous in the
field of automatic chord estimation. We refer to McVicar et al. (2014)
for a review of the state of the art. They are also found in systems aim-
ing at retrieving more abstract musical information, such as tonality
(Peeters, 2006) or song structure (Paulus, Müller, and Klapuri, 2010),
as well as in cover song identification systems (Bertin-Mahieux and
Ellis, 2011; Ellis and Poliner, 2007; Serra et al., 2008).

The next section is devoted to the definition of the spiral scattering
transform, which incorporates octave equivalence into a multiresolu-
tion analysis framework in the time-frequency domain.

4.2 spiral scattering

After rolling up the log-frequency axis on a spiral, the octave ρ ap-
pears as a discrete, radial dimension, linked which the perception
of pitch height. Harmonic sounds are regular over this dimension,
because their power-of-two partials are aligned on the same radius.
Building a discrete filter bank of wavelets over the octave variable
takes advantage of this regularity while preserving some locality of
pitch height. In this section, we complement time-frequency scatter-
ing by performing wavelet convolutions across octaves ρ, in addition
to time t and log-frequency γ. The resulting transform, called spiral
scattering transform, fits into the framework of multivariable scatter-
ing operators introduced in Subsection 3.2.1.

To illustrate the physical meaning of the wavelet scale variables
across octaves, this section gives a visualization of the spiral scattering
coefficients on two kinds of synthetic signals, namely Shepard-Risset
glissandos and arpeggios. We show experimentally that signal recon-
struction from spiral scattering coefficients exhibits less artifacts that
time-frequency scattering in the vicinity of harmonic onsets, while
performing on par with time-frequency scattering in the absence of
harmonic patterns.
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4.2.1 Spiral wavelets

In this subsection, we define the spiral scattering transform. We con-
struct a wavelet transform across octaves in the scalogram, and apply
it after the first two convolutional operators involved in the computa-
tion of time-frequency scattering. Spiral scattering coefficients result
from the application of three-dimensional “spiral wavelets”, point-
wise complex modulus, and low-pass filtering over time.

Wavelet filter bank across octaves

The spiral scattering transform is a cascade of three wavelet trans-
forms over the wavelet scalogram U1x(t, γ), respectively applied over
the time variable t, log-frequency variable γ, and octave variable
ρ = bγc, followed by the application of pointwise complex modulus
and low-pass filtering over time. The first two wavelet transforms are
also found in time-frequency scattering. The third wavelet transform
can only be applied once γ has been decomposed into chroma χ and
octave ρ, by appropriate array reshaping. Yet, if this reshaping were
to be performed before the wavelet transform along γ, undesirable
artifacts at octave boundaries would appear. Instead, we reshape γ

into χ and ρ between the wavelet transforms along γ and the wavelet
transform across ρ. A block diagram of the operations involved in
spiral scattering is shown in Figure 4.9.

scatter

along	t
scatter
along	γ

reshape

γ

into

(χ, ρ)

scatter
across	ρ

U1x(t, γ)

fY2x(t,χ, ρ,λ2)

Figure 4.9: Block diagram of spiral scattering.

Because it operates over a complex input, the wavelet filter bank
over the octave variable ρ must encompass negative frequencies as
well as positive frequencies. It must also include a low-pass filter φ.
Its definition

ψθ::ρ⇥2γ::ρ(ρ) =

(
2γ::ρψ((θ::ρ)⇥ 2γ::ρ) if (θ::ρ) 6= 0,

φ(ρ) otherwise

is comparable to the wavelet filter bank across log-frequencies intro-
duced in Section 3.2 about time-frequency scattering.
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Spiral wavelets

The separable products of three wavelets, respectively operating over
time, log-frequency and octave, turns into a multi-variable wavelet

Ψλ2(t, γ) = ψγ2
(t)⇥ ψθ::γ⇥2γ::γ(γ)⇥ ψθ::ρ⇥2γ::ρ(bγc)

over time and the Shepard pitch spiral, thereafter called a spiral wavelet.
Figure 4.10 shows these three wavelets in perspective.

time

log-frequency

Figure 4.10: A spiral wavelet viewed in perspective. Blue and green oscilla-
tions represent the real and imaginary parts. The red envelope
represents the complex modulus. Partials of a hypothetical har-
monic sound are marked as thick dots.

Unrolling the Shepard pitch spiral back into a rectilinear axis allows
to visualize spiral wavelets as complex-valued functions of time t and
log-frequency γ. Like in Section 3.2, we adopt the shorthand notation
λ2 to denote the tuple of second-order indices

λ2 = (γ2, θ::γ, γ::γ, θ::ρ, γ::ρ),

where the cons operator ::, pronounced “along”, has the same mean-
ing as in Subsection 3.2.1. Figure 4.11 shows two spiral wavelets for
varying values of the multi-index variable λ2.

Spiral scattering coefficients

Convolving the scalogram with spiral wavelets leads to complex-valued
spiral scattering coefficients

Y2x(t, γ, λ2) = U1x
t,γ,ρ
⇤ ψλ2

(t, γ)

= U1x
t⇤ ψγ2

γ⇤ ψ(γ,θ)::γ

ρ
⇤ ψ(γ,θ)::ρ(t, γ), (4.4)

which subsequently yield U2x(t, γ, λ2) after pointwise complex mod-
ulus, and S2x(t, γ, λ2) after averaging.
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γ

t

Figure 4.11: Spiral wavelets in the time-frequency domain. Brighter colors
denote greater algebraic values of the real part. The background
color corresponds to a null real part. Ticks on the vertical axis
denote octave intervals.

4.2.2 Visualization on synthetic signals

Shepard tones are stationary signals with a precise pitch chroma but
no definite pitch height — see Subsection 4.5. In this subsection, we
construct two nonstationary generalizations of the Shepard tone: the
Shepard-Risset glissando, which has no definite pitch height and
a constant pitch chroma velocity; and the Shepard-Risset arpeggio,
which has a fixed pitch chroma and a constant pitch height velocity.
We draw a close correspondence between these signals and the geom-
etry of spiral scattering coefficients. In particular, we prove that the
rates of variation of pitch chroma and pitch height can be linked to
the relative frequencies of spiral wavelets along time, log-frequency,
and octave.

Projection from dimension five to dimension two

Let us respectively denote by ω2, (ω::γ) and (ω::ρ) these center fre-
quencies. One has ω2 = 2γ2 , (ω::γ) = (θ::γ) ⇥ 2γ::γ, and (ω::ρ) =

(θ::ρ)⇥ 2γ::ρ.
Within a continuous framework, spiral scattering coefficients can

be regarded as a real-valued tensor U2x(t, γ, ω2, ω::γ, ω::ρ) in dimen-
sion five. Among these five dimensions, only a subset of two can be
viewed on the same graph. Therefore, in the following figures display-
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ing spiral scattering coefficients, the variables t, γ, and ω2 are fixed,
while (ω::γ) and (ω::ρ) are plotted as horizontal and vertical axes.

Shepard-Risset glissando

A nonstationary generalization of Shepard tones can be made by the
action of a time warp Wτ x(t) = τ̇(t)⇥ (x ◦ τ)(t) onto a Shepard tone
x(t) = ∑ρ cos(2π2ρξt) of pitch ξ, leading to

Wτ x(t) = τ̇(t)⇥ ∑
ρ

2ρ cos(2π2ρξτ(t)).

This time warp is equivalent to a time-varying frequency transposi-
tion Flog2 τ̇(t), where the variations of log2 τ̇(t) control the variations
of the instantaneous pitch chroma. Setting log2 τ̇(t) to an affine func-
tion, e.g. τ̇(t) = 2

t
T as in Subsection 4.1.1, leads to the well-known

Shepard-Risset glissando (Risset, 1969). Whereas the pitch chroma of
a Shepard chromatic scale has unbounded derivatives at note onsets,
the pitch chroma of the Shepard-Risset glissando evolves at a constant
velocity

d
dt

log2 τ̇(t) =
1
T

,

measured in octaves per second. Therefore, the Shepard-Risset glis-
sando tiles the wavelet scalogram by octave-spaced diagonal stripes,
as shown in Figure 4.12a.

Like in the Shepard chromatic scale, the perceived pitch of a Shepard-
Risset glissando appears to ascend (or descend) endlessly, despite the
periodicity of the underlying waveform x(t + T) = x(t). As such, it
triggers a paradox of pitch perception, whose visual analog is the bar-
berpole illusion, in which the rotating motion of diagonal stripes on
a cylinder gives the sensation of upwards or downwards translation
(Wuerger and Shapley, 1996).

Shepard-Risset glissandos are found in Risset’s early computer mu-
sic compositions, such as Computer Suite for Little Boy (1968) and Mu-

tations (1969). The sensation of infinite motion in pitch height can also
be obtained by traditional polyphonic writing, without any electron-
ics. The sound mass of string glissandi at the beginning of Iannis
Xenakis’s Metastasis (1955) is a typical example. György Ligeti, who
had a great interest in fractals and paradoxical sensations, composed
infinite chromatic scales in some of his piano studies, notably Vertige

and L’escalier du diable (1988-1994). From the perspective of digital au-
dio effects, Esqueda and Välimäki (2015) have shown that the same
auditory illusion can be achieved by octave-spaced spectral notches
upon a white noise background, as opposed to octave-based spectral
peaks upon a silent background in the historical Shepard-Risset glis-
sando.
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It results from Subsection 2.3.1 that the scalogram of the Shepard-
Risset glissando is approximately equal to

U1Wτ x(t, γ) ⇡ U1x(τ(t), γ − log2 τ̇(t))

⇡ ∑
ρ

| bψ|
⇣

2γ− t
T +ρ
⌘

⇡ | bψ|
⇣

2{γ− t
T +

1
2}− 1

2

⌘
,

where the bracket notation denotes the fractional part. The scalogram
of the Shepard-Risset glissando satisfies an octave periodicity equa-
tion:

U1Wτ x(t, γ) = U1Wτ x(t, γ + 1).

Within the geometry of the Shepard pitch spiral, octave periodicity
implies that, at every instant t, U1Wτ x(t, γ) is constant across the
radial dimension ρ for every chosen angle χ. Because wavelets across
octaves ψ(θ,γ)::ρ(ρ) are designed to have null mean, we deduce that
spiral scattering coefficients U2Wτ x(t, γ, ω2, ω::γ, ω::ρ) are nonzero
only in the edge case ω::ρ = 0, that is, if ψ(θ,γ)::ρ(ρ) is not a wavelet
but a low-pass filter φ(ρ) across octaves.

Moreover, because the scalogram U1Wτ x(t, γ) consists of octave-
spaced oblique stripes of temporal period T and spectral period 1, its
two-dimensional gradient

rU1Wτ x(t, γ) =

0
BBBB@

∂

∂t
U1Wτ x(t, γ)

∂

∂γ
U1Wτ x(t, γ)

1
CCCCA

in the time-frequency domain is orthogonal to the vector (T
1) over the

support of the stripes, and almost zero elsewhere. Because wavelets
ψγ2

(t) and ψ(θ,γ)::γ(γ) jointly respond to oriented edges in the time-
frequency plane, and that the orientation of these edges is given by
the gradient rU1Wτ x(t, γ), we conclude that the amplitude of spiral
scattering coefficients is maximal for frequency tuples (ω2, ω::γ, ω::ρ)
satisfying

ω::γ = −ω2T and ω::ρ = 0.

Figure 4.12b displays U2Wτ x(t, γ, ω2, ω::γ, ω::ρ) for fixed t and γ,
and γ2 set to about log2

3T
2 , that is ω2 = 2

3T . We verify graphically the
presence of a bump at ω::γ = − 2

3 and ω::ρ = 0, thus confirming the
theory.

Shepard-Risset arpeggio

Shepard tones with a varying pitch height, obtained by means of a
time-varying broadband filter, can be visualized with spiral scattering
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(a) Wavelet scalogram.

ω::γ

ω::ρ

(b) Spiral scattering coefficients.

Figure 4.12: The Shepard-Risset glissando: (a) time-frequency domain, (b)
spiral scattering domain. In the spiral scattering domain, the
horizontal (resp. vertical) axis corresponds to frequencies along
neighboring log-frequencies (resp. across octaves). We observe
a bump over the horizontal axis.

in a comparable way as Shepard-Risset glissandos. Although Risset
has used them deliberately in some of his compositions, notably In-

visible Irène (1995) for soprano and electronics, these sounds do not
have a commonly acknowledged name. To address this lack of termi-
nology, we suggest calling them Shepard-Risset arpeggios.

A Shepard-Risset arpeggio is a convolution between a Shepard tone
x(t) = ∑ρ 2ρ cos(2π2ρξt) and a time-varying filter Wηh(t) of rela-
tively large bandwidth. In the sequel, we define h(t) as a Gabor time-
frequency atom of quality factor equal to 1, that is, of bandwidth
equal to one octave. Like in the glissando, we set η̇(t) = 2

t
T , hence

inducing a constant velocity of pitch height along the log-frequency
axis. In the asymptotic regime 2γQ ⌧ T, the spectral envelopes of the
Shepard tone and the time-varying filter get factorized in the wavelet
scalogram:

U1(x ⇤Wηh)(t, γ) ⇡ | bψ|
⇣

2{γ+ 1
2}− 1

2

⌘
⇥ |bh|

⇣
2γ− t

T

⌘
.

The scalogram of a Shepard-Risset arpeggio, shown in Figure 4.13a,
consists of disjoint horizontal segments arranged in a staircase-like
pattern. The two-dimensional gradient of U(x ⇤Wηh)(t, γ) in the vicin-
ity of a segment is orthogonal to the vector (1

0). Consequently, spiral
scattering coefficients U2(x ⇤Wηh)(t, γ, ω2, ω::γ, ω::j) are maximal if
the orientation of the time-frequency wavelet ψγ2

(t)⇥ ψ(θ,γ)::γ(γ) is
vertical, that if ω::γ = 0. Furthermore, the time-octave oblique peri-
odicity

U(x ⇤Wηh)(t, γ) = U(x ⇤Wηh)(t + T, γ + 1)

reveals a two-dimensional progressive wave over the variables of time
t and octave ρ, whose orientation is orthogonal to the vector ( T

−1). We
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(a) Wavelet scalogram.

ω::γ

ω::ρ

(b) Spiral scattering coefficients.

Figure 4.13: Shepard-Risset arpeggio: (a) time-frequency domain, (b) spi-
ral scattering domain. In the spiral scattering domain, the hor-
izontal (resp. vertical) axis corresponds to frequencies along
neighboring log-frequencies (resp. across octaves). We observe
a bump over the vertical axis.

conclude that the amplitude of spiral scattering coefficients is maxi-
mal for frequency tuples (ω2, ω::γ, ω::j) satisfying

ω::γ = 0 and ω::ρ = −ω2T.

Figure 4.13b displays U2(x ⇤Wηh)x(t, γ, ω2, ω::γ, ω::j) for fixed t and
γ, and γ2 set to about log2 3T, that is ω2 = 1

3T . We verify graphically
the presence of a bump at ω::γ = 0 and ω::j = − 1

3 , thus confirming
the theory.

Conclusion

At this stage, it appears that the Shepard-Risset glissandos and arpeg-
gios are somewhat dual of each other, under the light of spiral scat-
tering. Indeed, Shepard-Risset glissandos (resp. arpeggios) exhibit
variations in pitch chroma (resp. height) at constant speed, while
keeping pitch height (resp. chroma) constant through time. As such,
their nonzero spiral scattering coefficients are concentrated around
a bump, located over the horizontal (resp. vertical) axis of wavelet
frequencies ω::γ along log-frequencies (resp. ω::ρ across octaves). Al-
though they are unrealistic models for natural sounds, their defini-
tion helps to grasp the meaning of both axes ω::γ and ω::ρ in spiral
scattering, along with a theoretical interpretation.

It remains to be understood how the spiral scattering coefficients
behave in more realistic sound models, and under what assumptions.
The next section is devoted to the study of the spiral scattering coeffi-
cients of time-varying harmonic sounds.
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4.3 nonstationary source-filter model

The source-filter model of sound production, introduced in Subsec-
tion 2.4.1, convolves a harmonic glottal source e(t) with a formantic
filter h(t). Because this model is stationary, it cannot realistically ac-
count for variations in amplitude, pitch, and spectral envelope through-
out transient regions of sound.

This section introduces a generalization of the source-filter model,
by means of smooth time warps τ(t) and η(t) applied respectively
to the source and the filter, and a multiplicative amplitude α(t). We
provide a partial differential equation satisfied by the wavelet scalo-
gram of the nonstationary source-filter model. Furthermore, under
assumptions of harmonicity and spectral smoothness, we prove that
spiral scattering stably disentangles the effects of α(t), θ(t) and η(t),
and extracts their first and second derivatives. We conclude with the
visualization of spiral scattering coefficients in synthetic source-filter
signals as well as realistic instrumental sounds.

4.3.1 Source-filter time warps

The main drawback of the stationary source-filter model is that it is
only realistic over a very short time scale. Indeed, the gestural dynam-
ics of musical interpretation induce spectrotemporal deformations,
which are specific to the instrument, at the time scale of a full musi-
cal note. For instance, the attack and release parts of a musical note
are often not amenable to the same stationary model (Essid et al.,
2005). Furthermore, musical articulation tends to obliterate the tem-
poral boundaries between consecutive notes, as it replaces isolated
stationary events by one nonstationary stream with smooth defor-
mations. The same arises in speech, in which consecutive phonemes
tend to be co-articulated by the speaker, that is, to get merged into a
continuous sound stream without clear phonetic boundaries.

In order to reach a longer time scale in the modeling of harmonic
sounds, we propose to introduce three time-varying factors in the
stationary source-filter model. These factors are amplitude modula-
tion α(t), source warp τ(t), and filter warp η(t), in the fashion of
what was presented in Subsections 2.3.1, 2.3.3, and 4.2.2. The result-
ing class of nonstationary signals offers more flexibility that the sta-
tionary model while remaining mathematically tractable.

Warped source

First, the warped source is expressed as

(Wτe)(t) = τ̇(t)⇥ (e ◦ τ)(t)

= τ̇(t)⇥
P

∑
p=1

cos(2πpτ(t)).
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Our goal is to represent (Wτe)(t) in the time-frequency domain so
that the effect of source warp Wτ is approximately converted into a
translating motion over the log-frequency axis. To do so, an appro-
priate constant-Q filter bank of wavelets should comply with the two
following asymptotic conditions:

θ̈(t)

θ̇(t)2
⌧ 1

Q
and P < Q.

The first inequality asserts that the frequency θ̇(t) has small rela-
tive variations over the temporal support 2γQ of the corresponding
wavelet ψ2γ,T(2γ)(t) for γ = log2 θ̇(t), thus making partial tracking
possible. Conversely, the second inequality asserts that the spectral
resolution of wavelets is sufficient to segregate the Pth partial from
its neighbor. More precisely, it means that the bandwidth 2γ/Q of
the wavelet ψ2γ,T(2γ)(t) for γ = log2 P + log2 θ̇(t) should be lower
than the frequency interval Pθ̇(t) − (P − 1)θ̇(t) = θ̇(t). In our nu-
merical experiments, we set P = 8, Q = 16, θ̇(t) = 140 Hz and
θ̈(t)/θ̇(t) = 0.78 c/o. Thus, the first inequality is satisfied by a fac-
tor of ten, while the second inequality is satisfied by a factor of two.

In the asymptotic regime, the wavelet ridge theorem of Delprat et
al. (1992) — see Subsection 2.2.3 — may be readily applied to each
nonstationary partial, yielding

U1(Wτe)(t, γ) ⇡ τ̇(t)⇥
P

∑
p=1

∣∣∣ bψ2γ,T(2γ) (pτ̇(t))
∣∣∣

= U1e(γ − log2 τ̇(t)). (4.5)

Warped filter

Secondly, we express the warped filter as (Wηh)(t) = η̇(t)⇥ (h ◦ η)(t).
The computation of U1(Wηh)(t, γ) relies on the assumption that the

Fourier spectrum
∣∣∣bh(ω)

∣∣∣ of the filter has small relative variations over

the support of the Fourier transform of the wavelet ψ2γ,T(2γ)(ω):

η̈(t)

η̇(t)2 ⌧ 1
Q

and
d(log |bh|)

dω
(2γ) ⌧ 2−γQ

Therefore, the convolution between (Wηh)(t) and ψλ(t) can be ap-
proximately factorized as

⇣
(Wηh) ⇤ ψγ

⌘
(t) ⇡ ψγ

✓
η(t)

η̇(t)

◆
⇥ bh

✓
2γ

η̇(t)

◆
. (4.6)

An upper bound for the approximation error in the above factoriza-
tion is given in Appendix B. Interestingly, this result is a swapped
formulation of the wavelet ridge theorem of Delprat et al. (1992).
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Whereas the wavelet ridge theorem assumes that the signal has slowly
varying amplitude and instantaneous frequency over the temporal
support of the wavelet, here we assume that the wavelet has slowly
varying amplitude and instantaneous frequency over the temporal
support of the signal. This duality between analyzed signal and ana-
lyzing wavelet is emphasized in the textbook of Flandrin (1998, Sec-
tion 3.2).

From the previous equation, we deduce that the scalogram of the
deformed filter (Wηh)(t) can be obtained by translating the station-
ary wavelet spectrum U1h(γ) along the log-frequency axis γ, with a
trajectory governed by log2 η̇(t), hence the equation

U1(Wηh)(t, γ) = U1h(γ − log2 η̇(t)) (4.7)

which is comparable to the Equation 4.5 yielding the scalogram of the
deformed source.

Amplitude modulation

Thirdly, the asymptotic condition

α̇(t)

α(t)
⌧ 2γ

Q

guarantees that the amplitude α(t) has slow modulations over the
temporal support 2γQ of the analyzing wavelet ψ2γ,T(2γ)(t) at the fre-
quency 2γ, for every γ of interest. It follows that α(t) can be factorized
in front of the scalogram of the nonstationary source-filter model.

Full model

Because the impulse responses of the source and the filter remain con-
stant through time, the stationary source-filter model x(t) = (e ⇤ h)(t)

can be expressed as a convolution. If the source e(t) is deformed
by a time warp Wτ , the resulting nonstationary source-filter model
x(t) = α(t)⇥ (Wτe ⇤ h)(t) can still be expressed as a convolution, be-
cause the filtering with h(t) is a linear, translation-covariant operator.
By the wavelet ridge theorem, its scalogram is equal to

U1x(t, γ) ⇡ α(t)⇥ U1e(γ − log2 τ̇(t))⇥ |ĥ(2γ)|
⇡ α(t)⇥ U1e(γ − log2 τ̇(t))⇥ U1h(γ)

Conversely, if h(t) is deformed by Wη but e(t) is not deformed, the
nonstationary source-filter model x(t) = α(t)⇥ (e ⇤Wηh)(t) can still
be expressed as a convolution, whose scalogram is

U1x(t, γ) ⇡ α(t)⇥ U1e(γ)⇥ U1h(γ − log2 η̇(t)).

However, if both the source and the filter are deformed, the corre-
sponding signal x(t) cannot be expressed as a convolution. Instead,
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the action of the nonstationary filter should be expressed as a pseudo-
differential operator applied onto the deformed source (Wτe)(t). Pseudo-
differential operators are beyond the scope of this dissertation, so we
do not provide a closed form expression for x(t) in the general non-
stationary case. Fortunately, the effects of source and filter are disen-
tangled and factorized in the time-frequency domain:

U1x(t, γ) ⇡ α(t)⇥ U1(Wτe)(t, γ)⇥ U1(Wηh)(t, γ)

⇡ α(t)⇥ U1e(γ − log2 τ̇(t))⇥ U1h(γ − log2 η̇(t)).

(4.8)

Taking the logarithm of both sides converts the above product into
the sum

log U1x(t, γ) ⇡ log2 α(t)

+ log U1e(γ − log2 τ̇(t))

+ log U1h(γ − log2 η̇(t)).

(4.9)

Unlike in Equation 2.19, the scalograms of the filter and the source
do not solely depend on γ, but also on t. Yet, the most common fea-
ture engineering techniques based on time-frequency representations,
such as differentiation, cosine transform, peak-picking, or smoothing,
operate over either of these variables, but not both.

In order to disentangle the contributions of the source and the filter
in the equation above, it is necessary to process t and γ jointly, and
capitalize on the fact that the velocities of α(t), log2 τ̇(t), and log2 η̇(t)

arise at different physical scales in time and frequency. More pre-
cisely, log2 τ̇(t) predominantly affects pitch chroma whereas log2 η̇(t)

predominantly affects pitch height. As it will be shown in the sequel,
rolling up the log-frequency variable γ into a Shepard pitch spiral,
thus revealing the variables χ and ρ, is a powerful method to segre-
gate source deformations from filter deformations in quasi-harmonic,
nonstationary signals.

4.3.2 Optical flow equation

Equation 4.9 expresses the log-scalogram log U1x(t, γ) of the nonsta-
tionary source-filter model as a sum of three terms: the log-amplitude
log α(t), the scalogram of the deformed source log U1e(γ− log2 τ̇(t)),
and the log-scalogram of the deformed filter log U1h(γ − log2 η̇(t)).
In this subsection, we derive a partial differential equation satisfied
by log U1x(t, γ) along the Shepard pitch spiral.

An analogy with motion estimation

By drawing an analogy with computer vision, log U1x can be inter-
preted as a one-dimensional scene, in which the log-frequency vari-
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able γ is akin to a spatial variable. Extending the metaphor, log α(t)

is a time-varying amount of illumination, log U1e(γ) is a sharp ob-
ject and log U1h(γ) is the visual field of the observer. Furthermore,
the object log U1e(γ) and the observer log U1h(γ) are in rigid motion
through time, and their spatial trajectories are respectively governed
by log2 τ̇(t) and log2 η̇(t). Many time-varying parameters interact in
the scene, yet the visual cortex is able to combine spatiotemporal cues
to distinguish them, and grasp a full understanding of all positions
and velocities. The visual metaphor presented here is the source-filter
equivalent of what Omer and Torrésani (2016) introduced to estimate
the velocity of a deformed stationary process.

Delineating objects in videos by clustering similar velocities of neigh-
boring edges is a classical method in computer vision. However, these
velocities are not directly available, and should be measured in small
spatiotemporal neighborhoods. The optical flow equation (Fleet and
Weiss, 2006) states that, near a moving edge, the inner product be-
tween the measured gradient and the motion vector is proportional
to the measured temporal derivative. It is thus a linear partial differ-
ential equation (PDE), which yields a closed form result for one rigid
object in dimension one, but is under-constrained if multiple moving
objects overlap or if the spatial dimension is greater than one.

In the case of the nonstationary source-filter model, the spatial vari-
able γ is one-dimensional. Yet, source and filter are two independent
moving objects, so the optical flow equation is under-constrained.
The situation is different in the Shepard pitch spiral. Indeed, the one-
dimensional spatial variable γ is replaced by two variables χ and ρ,
over which we can obtain two independent measurements of partial
derivative. Moreover, the apparent motions of the object log U1e(γ)

(resp. log U1h(γ)) is cancelled once projected onto the variable ρ

(resp. χ), because of a harmonicity (resp. spectral smoothness) prop-
erty. Combining harmonicity with spectral smoothness is already at
the core of state-of-the-art methods in multi-pitch estimation (Emiya,
Badeau, and David, 2010; Klapuri, 2003). Our reasoning shows that
these two properties can be interpreted geometrically in the Shepard
pitch spiral, and highlight their crucial importance in nonstationary
sounds.

Partial derivatives along time

The first stage in the construction of the optical flow equation is the
computation of partial derivatives along time for every object. By ap-
plying the chain rule for differentiation, we extract these derivatives
for the log-amplitude

d(log α)

dt
(t) =

α̇(t)

α(t)
,
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the log-scalogram of the deformed source

d(log U1e)

dt
(γ − log2 τ̇(t)) = − τ̈(t)

τ̇(t)
⇥ d(log U1e)

dγ
(γ − log2 τ̇(t)),

and the scalogram of the deformed filter

d(log U1h)

dt
(γ − log2 η̇(t)) = − η̈(t)

η̇(t)
⇥ d(log U1h)

dγ
(γ − log2 η̇(t)).

Combining the three equations above yields

∂(log U1x)

∂t
(t, γ) ⇡ α̇(t)

α(t)

− τ̈(t)

τ̇(t)
⇥ d(log U1e)

dγ
(γ − log2 τ̇(t))

− η̈(t)

η̇(t)
⇥ d(log U1h)

dγ
(γ − log2 η̇(t)). (4.10)

Spectral smoothness principle

The second step consists in computing spectral derivatives. Because
the log-amplitude log α(t) is independent from acoustic frequency, its
partial derivative along γ is equal to zero. We obtain

∂(log U1x)

∂γ
(t, γ) =

d(log U1e)

dγ
(γ − log2 τ̇(t))

+
d(log U1h)

dγ
(γ − log2 η̇(t)).

From the two terms on the right hand side, we argue that the former
dominates the latter in the vicinity of spectral peaks. The inequality

d(log U1h)

dγ
(t, γ) ⌧ d(log U1e)

dγ
(t, γ), (4.11)

known as the spectral smoothness principle (Klapuri, 2003), implies

∂(log U1x)

∂γ
(t, γ) ⇡ d(log U1e)

dγ
(γ − log2 τ̇(t)),

which can be readily used in Equation 4.10.

Finite differences across octaves

It remains to be determined how the term d(log U1h)
dγ could be esti-

mated. To do so, we define the operator

∆(log U1e)

∆ρ
(γ) = log U1e(γ)− log U1e(γ − 1),

which computes the difference between adjacent octaves on the pitch
spiral, at constant pitch chroma. The finite difference operator applied
to the discrete variable ρ plays a similar role to the aforementioned
partial derivatives along t and γ. In the pitch spiral, the infinitesimal
derivative ∂

∂γ measures angular contrast whereas the finite difference
∆
∆j measures radial contrast.
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Figure 4.14: The spectral smoothness principle. The spectral envelope of a
natural sound is smooth along the log-frequency axis. Conse-
quently, it is well approximated by a piecewise linear function,
up to the scale of about one octave.

Harmonicity principle

As proven in Equation 4.2, the wavelet scalogram of a Shepard tone
has a periodicity of 1 in the log-frequency variable. Because the har-
monic source e(t) can be represented as a sum of Shepard tones of
frequencies ξ, 3ξ, 5ξ and so forth, the scalogram of e(t) satisfies

U1e(γ) = U1e(γ − 1)

everywhere except at odd-numbered partials, i.e. where 2γ = (2p +

1)ξ for integer p. By analogy with computer vision, these odd-numbered
partials appear as edge extremities in the pitch spiral. At a sufficiently
high acoustic frequency, we may assume that the variation of contrast
caused by U1h(γ) is more important than the variation of contrast
caused by the extremity of the edge, resulting in the inequality

∆(log U1e)

∆ρ
(γ) ⌧ ∆(log U1h)

∆ρ
(γ). (4.12)

In this setting, the limit case of a Shepard tone would correspond to
an infinitely long, straight edge with no extremities, hence an ideal va-
lidity of the above formula. Figure 4.15 illustrates that odd-numbered
partials in a harmonic source play the role of edge extremities across
the octave dimension.

logω

ê

Figure 4.15: The harmonicity principle. Octave intervals in a harmonic comb
draw regular edges along the octave variable, except at odd-
numbered partials, which correspond to edge extremities.
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The first-order Taylor expansion of log U1h(γ) allows to bound the
linearization error of the approximation error of log U1h(γ + 1) ⇡
log U1h(γ) + d(log U1h)

dγ (γ) by

∣∣∣∣log U1h(t, γ + 1)−
✓

log U1h(t, γ) +
d(log U1h)

dγ
(t, γ)

◆∣∣∣∣

 1
2

∣∣∣∣supγ0
d2(log U1h)

dγ2

∣∣∣∣ .

Partial differential equation

By the spectral smoothness principle, we assume that the second-
order derivative of log Ux(t, γ) along γ is small in front of the first-
order derivative, an assumption which rewrites as

d
dγ

log
∣∣∣∣

d
dγ

log U1h(γ)

∣∣∣∣⌧ 1.

In physics, the composition of differentiation and natural logarithm
yields the relative variations of a quantity. The inequality above is
constructed by cascading two of these operators, thus setting an up-
per bound of the relative variations of the relative variations of the
log-scalogram. It should be noted that this cascade follows the same
structure as the scattering transform.

Once the remainder of the Taylor expansion has been bounded, we
can approximate the infinitesimal derivative ∂(log U1h)

∂γ (t, γ) by the fi-

nite difference ∆(log U1h)
∆γ (t, γ), which in turn is approximated by ∆(log U1x)

∆γ (t, γ)

because of Equation 4.12. We conclude with the partial differential
equation

∂(log U1x)

∂t
(t, γ) =

α̇(t)

α(t)

− τ̈(t)

τ̇(t)
⇥ ∂(log U1x)

∂γ
(t, γ)

− η̈(t)

η̇(t)
⇥ ∆(log U1x)

∆ρ
(t, γ). (4.13)

Aperture problem

At every location (t, γ) in the time-frequency plane, there are three un-
knowns, and yet only one optical flow equation. It is thus impossible
to recover the velocities α̇(t)

α(t)
, τ̈(t)

τ̇(t)
, and η̈(t)

η̇(t)
directly. This is known as

the aperture problem. To solve it, it is necessary to find at least three
independent equations, for various values of (t, γ), yielding the same
velocities. Measuring these partial derivatives at various points in the
time-frequency plane would certainly yield many equations, but they
might not be independent or might relate to spurious time-frequency
components.
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In order to address this problem, a classical solution is to perform
a multi-variable wavelet transform on log U1x(t, γ) in the vicinity of
a time-frequency region (t, γ) of interest. In the context of the nonsta-
tionary source-filter model, the corresponding wavelet operator is the
spiral scattering transform, as defined in section 4.2. The role of this
multi-variable wavelet transform is to integrate some local context
while decorrelating the contributions of multiple scales.

4.3.3 Scattering ridge equation

The optical flow equation of the nonstationary source-filter model,
presented in Equation 4.13, exhibits an affine relationship between
partial derivatives of the log-scalogram over time, log-frequency, and
octaves. Furthermore, the coefficients of the equation are the veloci-
ties of amplitude, source deformation, and filter deformation. To give
a more systematic description of these velocities, we integrate spec-
trotemporal context and decorrelate scales by applying a spiral scat-
tering transform to the scalogram.

Recalling the definition of the spiral scattering transform — Equa-
tion 4.4 — and combining it with the approximate expression of the
nonstationary source-filter model scalogram — Equation 4.8 — yields

Y2x(t, γ, λ2) ⇡ [α(t)⇥ U1e(γ − log2 τ̇(t))⇥ U1h(γ − log2 η̇(t))]

t⇤ψγ2
(t)

γ⇤ ψ(γ,θ)::γ(γ)
j
⇤ ψ(γ,θ)::j(j). (4.14)

We shall prove that, for a given spectrotemporal region (t, γ) near the
pth partial for p < Q, the local maxima of U2x(t, γ, λ2) = |Y2x(t, γ, λ2)|
are clustered on a plane in the three-dimensional space (ω2, (ω::γ), (ω::ρ))
of spiral scattering coefficients. This plane satisfies the Cartesian equa-
tion

α̇(t)

α(t)
− τ̈(t)

τ̇(t)
⇥ (ω::γ)− η̈(t)

η̇(t)
⇥ (ω::ρ) = ω2. (4.15)

Observe that this Cartesian equation follows the same structure as the
optical flow equation (Equation 4.13). In the context of source sepa-
ration, this result means that harmonic sounds overlapping both in
time and frequency could be resolved according to their respective
source-filter velocities. In the context of classification, it suggests that
the spiral scattering transform is a sparse representation of harmonic
sounds, even at the time scale of a full musical event comprising vari-
ations in amplitude, pitch, and timbre. Furthermore, the location of
the wavelet maxima in the space (ω2, (ω::γ), (ω::ρ)) is shared among
all time-frequency regions belonging to the support of U1x(t, γ). The
sparsity and regularity of the spiral scattering transform will be veri-
fied experimentally in Subsection 4.3.4.

Like in the previous subsection, our proof is driven by harmonicity
and spectral smoothness properties. Moreover, it makes a systematic
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use of the wavelet ridge theorem of Delprat et al. (1992). Indeed, this
theorem is applied three times throughout the proof, i.e. once over
each variable in the spiral scattering transform.

The first step consists in showing that the convolution along chro-
mas with ψ(γ,θ)::γ only applies to the scalogram of the source U1(Wτe)(t, γ),
whereas the convolution across octaves with ψ(γ,θ)::j only applies to
the scalogram of the filter U1(Wηh)(t, γ). All wavelets are designed to
have at least one vanishing moment, that is, to carry a negligible mean
value. Consequently, convolving them with a constant yields zero,
and convolving them with an affine function yields approximately
zero. Integration by parts allows to rewrite the spectral smoothness
inequality in Equation 4.11 as

∣∣∣U1(Wηh)
γ⇤ ψ(γ,θ)::γ

∣∣∣⌧
∣∣∣U1(Wτe)

γ⇤ ψ(γ,θ)::γ

∣∣∣ , (4.16)

and the harmonicity inequality in Equation 4.12 as
∣∣∣∣U1(Wτe)

j
⇤ ψ(γ,θ)::ρ

∣∣∣∣⌧
∣∣∣∣U1(Wηh)

j
⇤ ψ(γ,θ)::ρ

∣∣∣∣ . (4.17)

The amplitude term α(t) is independent of acoustic frequency, so con-
volving it with either ψ(γ,θ)::γ or ψ(γ,θ)::ρ would yield zero. Henceforth,
it can be factorized out from the wavelets transforms along γ and ρ.
Combining the two equation above into the definition of spiral scat-
tering in Equation 4.14 yields

(Ux
t⇤ ψγ2

)(t, γ) ⇡ α(t)

⇥
⇣

U1(Wτe)
γ⇤ ψ(γ,θ)::γ

⌘
(t, γ)

⇥
✓

U1(Wηh)
ρ
⇤ ψ(γ,θ)::ρ

◆
(t, γ)

t⇤ ψγ2
(t, γ).

The next step of the proof consists in extracting the phases of the

three complex-valued signal (α
t⇤ ψγ2

)(t), (U1(Wτe)
γ⇤ ψ(γ,θ)::γ)(t, γ)

and (U1(Wηh)
j
⇤ψ(γ,θ)::ρ)(t, γ). First, we locally approximate α(t) by a

cosine function of amplitude aα, fundamental frequency ξα and initial
phase ϕα, to which is added a constant bα:

α(t) ⇡ bα + aα cos(2πξαt + ϕα).

The equation above is a typical model for musical tremolo (Andén
and Mallat, 2012). Differentiating the above through time yields α̇(t) =

−2πξαaα sin(2πξαt + ϕα) and α̈(t) = −4π2ξ2
αaα sin(2πξαt + ϕα). Go-

ing back to a nonparametric model of α(t), the instantaneous fre-
quency of α(t) is locally approximated by α̈(t)

α̇(t)
.
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Secondly, we apply the wavelet ridge theorem of Delprat et al.

(1992) along γ to the term (U1(Wτe)
γ⇤ ψ(γ,θ)::γ)(t, γ). We obtain a

phase of

(ω::γ)⇥ (γ − log2 τ̇(t)) ,

up to a constant phase shift. By differentiating this quantity along

t for fixed γ, the instantaneous frequency of the term (U1(Wτe)
γ⇤

ψ(γ,θ)::γ)(t, γ) is equal to −(ω::γ)⇥ τ̈(t)
τ̇(t)

.
Thirdly, we apply the wavelet ridge theorem across ρ to the term

(U1(Wηh)
ρ
⇤ ψ(γ,θ)::ρ)(t, γ). We obtain a phase of

(ω::ρ)⇥ (γ − log2 η̇(t)) ,

up to a constant phase shift. Again, by differentiating this quantity,

the instantaneous frequency of the term (U1(Wηh)
j
⇤ ψ(γ,θ)::ρ)(t, γ) is

equal to −(ω::ρ)⇥ η̈(t)
η̇(t)

.
The final step of the proof consists in combining the three instanta-

neous frequencies obtained above, and apply the band-pass filtering
with the temporal wavelet ψ2γ2 (t). As long as

ω2 ≥
∣∣∣∣
τ̈(t)

τ̇(t)
⇥ (ω::γ)

∣∣∣∣ and ω2 ≥
∣∣∣∣
η̈(t)

η̇(t)
⇥ (ω::ρ)

∣∣∣∣ ,

the envelope of the convolutions along γ and ρ are almost constant
over the support of ψ2γ2 (t). Thus, we may apply the wavelet ridge
theorem a third time, now on the temporal dimension, to yield the
approximate formula

U2x(t, γ, λ2) ⇡ aα

⇥
∣∣∣U1(Wτe)

γ⇤ ψ(γ,θ)::γ

∣∣∣ (t, γ)

⇥
∣∣∣∣U1(Wηh)

ρ
⇤ ψ(γ,θ)::ρ

∣∣∣∣ (t, γ)

⇥
∣∣∣∣ bψ2γ2

✓
α̈(t)

α̇(t)
− τ̈(t)

τ̇(t)
(ω::γ)− η̈(t)

η̇(t)
(ω::ρ)

◆∣∣∣∣ .(4.18)

The Fourier spectrum | bψ2γ2 (ω)| of ψ2γ2 (t) is a smooth bump centered
at the modulation frequency ω2 = 2γ2 . Equation 4.15 thus follows
immediately.

4.3.4 Experimental validation

The reasoning presented above relies on many assumptions: asymp-
toticity, harmonicity, spectral smoothness, and slow modulations. In
addition, the time-frequency region (t, γ) must correspond to the pth

partial of the source, with p not too large to avoid interferences with
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neighboring partials, and also p even to avoid edge artifacts at odd-
numbered partials. It begs the question whether the formula in Equa-
tion 4.15, despite its relative simplicity, is useful at all.

In order to assess whether the theoretical result of Equation 4.15

is experimentally reproducible, we generate a signal according to the
nonstationary source-filter model. For the sake of simplicity, the am-
plitude α(t) is a Planck taper window of duration equal to two sec-
onds. Consequently, in the vicinity of the time origin t = 0, α(t) may
be replaced by a constant, and thus the term α̇(t)

α(t)
disappears from the

problem.
The source e(t) has a fundamental frequency of ξe = 140 Hz, and

contains P = 8 harmonic partials of equal amplitude. The temporal
derivative τ̇(t) of the source deformation θ(t) is of the form

τ̇(t) = 2
t

Tτ ,

where the chirp rate τ̈(t)
τ̇(t)

= 1
Tτ

is of the order of 1 octave per second.
The filter h(t) is a Morlet wavelet of center frequency ξh = 500 Hz

and of quality factor Qh = 1. Like τ(t), the deformation of the filter
η(t) has a temporal derivative of the form

η̇(t) = 2
t

Tη ,

where the rate η̈(t)
η̇(t)

= 1
Tη

is of the order of −4 octaves per second.
The audible result, x(t), is an upwards glissando with a timbre get-
ting progressively warmer as the passband of the nonstationary filter
reaches lower frequencies.

The signal x(t) is analyzed by an Morlet filter bank of quality fac-
tor Q = 24, and subsequently transformed with spiral scattering. The
results are presented on Figure 4.16. For a temporal modulation fre-
quency of ω2 = 2 Hz, we observe a bump at ω::γ = − 2

3 c/o and
ω::ρ = + 2

3 c/o (Figure 4.16b). We may indeed verify that

α̈(t)

α̇(t)
− τ̈(t)

τ̇(t)
⇥ (ω::γ) − η̈(t)

η̇(t)
⇥ (ω::ρ)

= 0 − 1 ⇥
✓
−2

3

◆
− (−4) ⇥

✓
2
3

◆
= 2 Hz.

Likewise, Figures 4.16b, 4.16d, 4.16f, and 4.16h present bumps at
ω::γ = ± 2

3 c/o and ω::ρ = ± 2
3 c/o depending on the sign of the

ratios τ̈(t)
τ̇(t)

and η̈(t)
η̇(t)

.
Despite this positive result, a secondary bump appears at the neg-

ative frequency ω::ρ = − 2
3 c/o in addition to ω::ρ = + 2

3 c/o. This is
because the Morlet wavelets over octaves are not rigorously analytic,
as they are built upon a small, discrete array of only 8 samples. As
a result, it is difficult to properly disentangle upward motion from
downward motion of the nonstationary filter (Wηh)(t) in the spiral
scattering transform.
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(a) Wavelet scalogram,
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(b) Spiral scattering coefficients,
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(c) Wavelet scalogram,
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(d) Spiral scattering coefficients,
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(e) Wavelet scalogram,
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Figure 4.16: Spiral scattering ridges for various velocities of the source and
the filter.
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Lastly, it remains to be assessed whether the interpretation of spiral
scattering coefficients as source-filter modulations could be applied to
real-world sounds. With this aim in mind, we compute the spiral scat-
tering transform of a trombone note in Berio’s Sequenza V (1966). This
piece of contemporary music contains many extended instrumental
techniques, such as brassiness effects, pitch slides (glissandi), flutter
tonguing (flatterzunge), and the use of a plunger mute (sordina). We
focus on a relatively short, but complex musical note around 3’50”, in
the Stuart Dempster version from the album The Complete Sequenzas

(2006).
The musical note, whose scalogram is shown in Figure 4.17a, can

be roughly decomposed into an attack part and a release part. The
attack has increasing amplitude, increasing brassiness, and increasing
pitch due to the upward motion of the trombone slide. According to
the nonstationary source-filter model presented above, the amplitude
velocity α̇(t)

α(t)
, the source velocity τ̈(t)

τ̇(t)
, and the filter velocity η̈(t)

η̇(t)
are

all positive throughout the attack part. Conversely, the release part
has decreasing amplitude, decreasing brassiness due to the use of
the mute, and decreasing pitch due to the downward motion of the
trombone slide. Therefore, all three velocities α̇(t)

α(t)
, τ̈(t)

τ̇(t)
, and η̈(t)

η̇(t)
are

supposed to be negative throughout the release part.
The spiral scattering coefficients are shown in Figure 4.17b for the

attack part, and Figure 4.17c for the release part. The chosen time-
frequency region corresponds to the fourth harmonic partial, which
is in octave relationship with the fundamental. For the attack part, we
observe a bump in the bottom-left quadrant, indicating an increasing
pitch and an increasing brightness. For the release part, we observe
a bump in the top-right quadrant, indicating a decreasing pitch and
an decreasing brightness. These observations are consistent with the
instrumental techniques described in the musical score. However, we
also observe other activated coefficients, without theoretical explana-
tion. Moreover, this observation only holds for a relatively restricted
range of temporal modulations ω2. In conclusion, the visualization of
spiral scattering coefficients does provide some insight on the dynam-
ics of player-instrument interaction, but remains difficult to interpret
in a real-world setting.
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t

(a) Wavelet scalogram.

ω::γ

ω::ρ

(b) Spiral scattering, attack.

ω::γ

ω::ρ

(c) Spiral scattering, release.

Figure 4.17: A fragment of Berio’s Sequenza V, for trombone (1965).

A different perspective on this visualization can be obtained by fix-
ing the value of the second-order scattering path λ2 = (ω2, ω::γ, ω::ρ),
and plot the time-frequency distribution of coefficients U2x(t, γ, λ2)

as functions of t and γ. Figure 4.18 shows the corresponding heat
maps for ω2 = 2 Hz, ω::γ = ± 2

3 c/o and ω::ρ = ± 2
3 c/o. The signs

θ::γ = ±1 and θ::ρ = ±1 are flipped across subfigures (a), (b), (c),
and (d).

In Subfigure 4.18a, we observe a large, regular bump in time and
frequency near the beginning of the signal. This subfigure corresponds
to negative frequencies (ω::γ) and (ω::ρ), i.e. the bottom-left quad-
rant in Subfigure 4.17b. The bump is thus associated with the attack
part of the note.

Conversely, in Subfigure 4.18d, we observe a bump near the end of
the signal. This subfigure corresponds to positive frequencies (ω::γ)
and (ω::ρ), i.e. the top-right quadrant in Subfigure 4.17c. The bump
is thus associated with the release part of the note.
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Subfigures 4.18b and 4.18c do not present any concentrated bump
of energy, because the nonstationary source-filter produces destruc-
tive interference with the corresponding spiral wavelet.

γ

t

(a) (ω::γ) < 0, (ω::ρ) < 0.

γ

t

(b) (ω::γ) < 0, (ω::ρ) > 0.

γ

t

(c) (ω::γ) > 0, (ω::ρ) < 0.

γ

t

(d) (ω::γ) > 0, (ω::ρ) > 0.

Figure 4.18: Flipping spiral wavelets.

This visualization shows that, unlike temporal scattering or time-
frequency scattering, spiral scattering yields a small number of regu-
lar activations in time and frequency when applied to nonstationary
harmonic sounds. Therefore, averaging locally U2x(t, γ, λ2) into an
invariant representation S2x(t, γ, λ2) is likely to preserve most of the
discriminative information for classification. Furthermore, because at-
tack and release have been mapped to distinct scattering paths λ2, a
fully delocalized average might discard their respective locations, but
will not destroy their timbral properties. Spiral scattering thus ap-
pears as an efficient way to characterize musical transients without
prior detection or segmentation.

The next section presents a benchmark for the re-synthesis of lo-
cally stationary audio textures, and proceeds to show that spiral scat-
tering is slightly better than time-frequency scattering at recovering
harmonic intervals.



4.4 signal re-synthesis from spiral scattering coefficients 131

4.4 signal re-synthesis from spiral scattering coeffi-
cients

In Section 3.3, we have presented an algorithm for audio texture syn-
thesis from averaged scattering coefficients, based on gradient back-
propagation. We have shown that, for an averaging duration T of the
order of 500 ms, four categories of audio textures are successfully re-
constructed: decorrelated impulses (bubbling water), chirps (skylark),
English speech, and broadband impulses (congas).

In this section, we address the problem of reconstructing poly-
phonic music, which is more complex than the aforementioned cat-
egories of sounds. We outline the steps in the gradient backpropaga-
tion of spiral scattering coefficients. We benchmark temporal scatter-
ing, time-frequency scattering, and spiral scattering in a task of audio
reconstruction of a jazz excerpt. We find that spiral scattering, unlike
its predecessors, is able to recover long-range interactions within the
harmonic structure of pitched instruments.

4.4.1 Gradient backpropagation of spiral scattering

In this subsection, we describe our method for re-synthesis of audio
signals from averaged spiral scattering coefficients.

The gradient backpropagation of the second-order scattering opera-
tor U2 towards the scalogram U1x(t, γ) follows the same structure as
the backpropagation of time-frequency scattering, presented in Sub-
section 3.3.2. except that three modulation filter banks are present
instead of two. Moreover, the variables of chroma χ and octave ρ

must be reshaped into log-frequency γ after backscattering complex-
valued scattering coefficients Y2x(t, γ, λ2) across octaves. A block di-
agram of the operations involved in the backpropagation of spiral
scattering is shown in Figure 4.19. Observe that these operations are
in the reverse order with respect to spiral scattering, shown in the
block diagram of Figure 4.9.

backscatter

along	t
backscatter
along	γ

reshape

(χ, ρ)

into

γ

backscatter
across	ρ

Figure 4.19: Block diagram of spiral backscattering.
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4.4.2 Experimental validation

In this subsection, we set up a challenging benchmark of audio signal
re-synthesis from averaged scattering coefficients, in which the target
is a polyphonic jazz recording. We find that spiral scattering provides
a slight, albeit noticeable improvement over time-frequency scattering
in the reconstruction of harmonic structures.

Protocol

The protocol for audio reconstruction used in this subsection is the
same as in Section 3.3: we choose a 3-second audio excerpt x(t), com-
pute its scattering coefficients Sx(t, λ) with an averaging duration of
T = 743 ms, and perform gradient descent to synthesize a new signal
y(t) whose scattering representation Sy(t, λ) is close to Sx(t, λ).

Results on audio textures and speech

First of all, we have ran re-synthesis experiments with the four target
signals presented in Subsection 3.3.3 (bubbling water, skylark, speech,
and congas) and spiral scattering as the representation Sx(t, λ). We
found that, in all cases, spiral scattering did not improve nor degrade
the perceptual quality of the reconstructed signal with respect to time-
frequency scattering.

In the case of speech, both time-frequency scattering and spiral
scattering led to reconstructions that had about the same level of in-
telligibility. Doubling the averaging duration T to 1486 ms made the
reconstructed speech unintelligible in both cases.

Results on polyphonic music

In order to evaluate the reconstruction capabilities of spiral scatter-
ing, we seek for an audio excerpt x(t) that is more challenging that
the four target signals of Subsection 3.3.3. We isolate an excerpt of
polyphonic jazz music from the RWC dataset (Goto et al., 2002), en-
titled “Lounge Away” (code name J023) and arranged for an octet
comprising four saxophones.

The scalograms of all reconstructions are shown in Figure 4.20.
In Figure 4.20b, we observe that reconstructing only from averaged
scalogram coefficients S1x(t, γ) leads to a blurred result, from which
transient structures have disappeared. Supplementing these coeffi-
cients with temporal scattering coefficients (Figure 4.20c) allows to
recover intermittency within each subband, but does not synchro-
nize onsets across subbands. Replacing temporal scattering by time-
frequency scattering (Figure 4.20d) only leads to a minor improve-
ment. This is because polyphonic music, unlike bioacoustic sounds,
does not contain chirps. Rather, it is an intricate combination of par-
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tials interfering in time, mixed with broadband structures of onsets
and offsets.

The reconstruction from spiral scattering is shown in Figure 4.20e.
We observe three kinds of qualitative improvements in the scalogram,
with respect to time-frequency scattering. First, octave intervals in
the first three notes, in which bass and drums are absent, are bet-
ter synchronized. This is because spiral scattering explicitly accounts
for octave equivalence. Secondly, the three bass notes are correctly
retrieved and placed in time, whereas time-frequency scattering only
produces two of such notes. We postulate that this is an effect of the
three-fold increase in the number of coefficients, which leads to an
overcomplete encoding at the lowest frequencies. Thirdly, the rever-
beration of the cymbal, at the end of the excerpt, is more realistic with
spiral scattering than with time-frequency scattering. This is because
reverberation, unlike chirps, is a broadband time-frequency pattern.

Despite the minor improvements brought by spiral scattering, many
artifacts remain, especially at the highest frequencies. In particular,
the interference between the cymbal onsets and the high-frequency
partials is inaccurate, as it is replaced by “swooshing” effects. More-
over, the group of articulatory notes played by the horn section is
missing altogether.

In conclusion, this experiment shows that faithfully recovering poly-
phonic music with an averaging duration T over 500 milliseconds
is still out of reach of currently existing systems. The next section
presents a benchmark of musical instrument classification in contin-
uous recordings, and shows that spiral scattering outperforms time-
frequency scattering and deep convolutional networks.

4.5 application to musical instrument classification

Musical performance combines a broad range of pitches, loudness
dynamics, and expressive techniques. These natural factors of vari-
ability can be modeled as transformations in the time-frequency do-
main, which affect the spectral envelope of musical notes as well as
the harmonic patterns. The challenge of musical instrument recogni-
tion amounts to building an invariant representation to these trans-
formations while remaining discriminative to timbral properties. One
possible application of this challenge is the automatic organization of
ethnomusicological audio recordings (Fourer et al., 2014). More gen-
erally, it is used as a test bed for the comparison of invariant repre-
sentations of musical audio (Joder, Essid, and Richard, 2009; Li, Qian,
and Wang, 2015; McFee, Humphrey, and Bello, 2015).

In this section, we address the problem of identifying a musical in-
strument from a 3-second audio recording according to a taxonomy
of ten classes. Subsection 4.5.1 reviews the related work in this do-
main. Subsection 4.5.2 presents the chosen dataset. Subsection 4.5.3
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(e) Averaged scalogram and spiral scattering.

Figure 4.20: Reconstruction of a recording of polyphonic music with an
averaging duration and various scattering transforms: tempo-
ral, time-frequency, and spiral. Left: jazz music, RWC-J023,
T = 743 ms. Right: classical music, beginning of the scherzo
of Beethoven’s ninth symphony, T = 500 ms.
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describes the benchmark of scattering architectures that were tried.
Lastly, Subsection 4.5.4 reports state-of-the-art results with spiral scat-
tering, thus outperforming time-frequency scattering and deep convo-
lutional networks.

4.5.1 Related work

In this subsection, we review the existing publications addressing the
automatic classification of musical instruments from audio. They fall
into two categories, whether the data consists of isolated notes or
continuous recordings. Because training a support vector machine
(SVM) classifier on spectrotemporal features achieves a near-human
accuracy, the problem of classifying instruments from isolated notes
is now regarded as solved. However, classifying instruments from
continuous recordings remains highly challenging to this day.

Automatic classification of isolated notes

Most of the datasets of monophonic instrumental sounds consist of
isolated notes, played at different pitches and nuances, in well-controlled
recording conditions (Eerola and Ferrer, 2008; Goto et al., 2003). Notwith-
standing their usefulness for acoustics, cognitive science, and music
production, these datasets are of questionable interest in the realm of
content-based information retrieval. Indeed, the classification of iso-
lated notes is deemed to be a simpler problem than the classification
of a full-length musical performance, in which the articulatory effects
of interpretation bring more variability to the data.

Yet, for lack of more appropriate datasets, early works on musi-
cal instrument recognition focused on isolated notes (Brown, 1999;
Eronen and Klapuri, 2000; Herrera-Boyer, Peeters, and Dubnov, 2003;
Kaminskyj and Czaszejko, 2005; Martin and Kim, 1998; Wieczorkowska
and Żytkow, 2003). In this context, generalizing from the training set
to the test set entails the construction of a representation of musi-
cal notes which is invariant to small variations in pitch and dynam-
ics while remaining discriminative to qualitative timbre. Patil et al.
(2012) have managed to classify isolated notes belonging to 11 instru-
ments from the RWC dataset (Goto et al., 2003) with a mean accuracy
of 98.7%. They used a collection of spectrotemporal receptive field
(STRF) features, which are akin to time-frequency scattering features,
and a support vector machine (SVM) classifier with a Gaussian kernel.
Not only did they attain a near-perfect recognition rate, but they also
found that the confusion matrix of the classifier was closely similar
to the confusion matrix of human listeners.

Drawing on these findings, it seems that the supervised classifica-
tion of musical instruments from recordings of isolated notes could
now be considered a solved problem (Patil and Elhilali, 2015). Con-
sequently, research on isolated notes is now aiming at new challenges,
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such as including a broader diversity of instrumental techniques (Kostka,
2016, chapter 11) or switching to an unsupervised setting (Benetos,
Kotti, and Kotropoulos, 2006). We refer to Bhalke, Rao, and Bormane
(2016) for a recent review of the state of the art.

Automatic classification of continuous recordings

Continuous recordings, unlike isolated notes, remain a challenging
topic for musical instrument recognition (Joder, Essid, and Richard,
2009; Krishna and Sreenivas, 2009; Livshin and Rodet, 2004; Patil and
Elhilali, 2015). Owing to the variability in phrasing induced by the
interpret, the required invariant for classification should encompass
more sophisticated transformations than pitch shifts and changes in
nuance. Moreover, it is more difficult for an automatic system to
match human performance over continuous recordings than on iso-
lated notes, because the proportion of errors decrease with the dura-
tion of the recordings, reaching virtually zero for well-trained listen-
ers (Robinson and Patterson, 1995). The importance of phrasing in
the discriminability of instruments recordings appeals for an appro-
priate representation of temporal modulation, to which the scattering
transform is a natural candidate.

Datasets of monophonic instrumental recordings are difficult to de-
sign, because most of the commercially available music is polyphonic.
It appears that the Western tradition of solo music is essentially re-
stricted to a narrow scope of instruments (piano, classical guitar, vi-
olin), and genres (sonatas, contemporary, free jazz, folk). Without a
careful curation of the musical data, undesirable correlations between
instrument and genre appear. Therefore, it is no longer certain that
the task at hand is genuinely about retrieving musical instruments
(Sturm, 2014a).

In order to evaluate the performance of STRFs in the classification
of continuous recordings, Patil and Elhilali (2015) built a dataset of 20

albums from six musical instruments, amounting to about 12 hours
of audio, which was not released publicly. After performing a ran-
dom split between training set and test set, they reported an average
accuracy of 97.7%, which is excellent in comparison with the mere
80.0% achieved by MPEG-7 features (Casey, 2001). Nevertheless, if the
split between training set and test set was performed over entire al-
bums, not songs, the average accuracy of STRFs dropped to 80.0%, in
comparison with 66% for MPEG-7 features. In other words, the task
of musical instrument recognition had been implicitly made easier
by collapsing the instrument labels with other sources of variability,
such as artistic interpretation and sound engineering. This discrep-
ancy in accuracies shows the crucial importance of designing a strict
and reproducible split of the data into folds, in order to provide a fair
evaluation of machine learning algorithms (Sturm, 2012).
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4.5.2 Datasets

In this subsection, we describe the two kinds of datasets for single-
label classification of musical instruments. First, we present the solosDb

dataset of Joder, Essid, and Richard (2009), which consists of solo per-
formances. Secondly, we present the MedleyDB dataset of Bittner et al.
(2014), which consists of multi-track recordings. Lastly, we describe
our chosen method of cross-collection evaluation in which solosDb is
used for training and validation whereas MedleyDB is used for test-
ing.

Datasets of solo music

Joder, Essid, and Richard (2009) have made a dataset of over 500
recordings, spanning across 20 instruments, amounting to about 15

hours of audio. Instruments which are rarely found in commercially
available solo music, such as trumpet and clarinet, were complemented
with a collection of studio recordings made specifically for this dataset.
The authors did not document the split they used, nor the origin of
each recording. Yet, because multiple songs from a given artist or
album were gathered into this dataset, the classification results are
likely to be affected by the choice of split, likewise the dataset of Patil
and Elhilali (2015). A conservative workaround is to use the dataset
of Joder, Essid, and Richard (2009), thereafter called solosDb, only at
the evaluation stage, and train the classifier on a different dataset.
This method, called cross-collection evaluation, has been repeatedly
praised in the context of music information retrieval (Bogdanov et al.,
2016; Donnelly and Sheppard, 2015; Livshin and Rodet, 2003).

Multi-track datasets

The problem of designing a bona fide dataset of continuous record-
ings was recently circumvented by the development of multi-track
datasets (Bittner et al., 2014; De Man et al., 2014; Fritsch and Plumb-
ley, 2013). In a recording studio, each instrument is assigned to a dif-
ferent stem of microphones, which are subsequently mixed together
into a master track by the sound engineer. Releasing these stems for
research purposes allows to model the sound of musical instruments
independently. The main advantage of this approach is that the scope
of available data is not restricted by the repertoire of solo music. In
particular, the MedleyDB dataset consists of 122 multi-track songs,
covering a broad variety of genres (Bittner et al., 2014). Instrument ac-
tivations are provided as functions of time, and follow a taxonomy of
over 100 elements. A second version of the MedleyDB dataset, with
twice as much songs, is forthcoming (Salamon, 2016).
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Cross-collection evaluation

In order to evaluate the relative performance of scattering representa-
tions, we trained classifiers on a subset of MedleyDB v1.1, and tested
them on the solosDb dataset. The subset of musical instruments was
chosen so as to maximize the quantity of available data while span-
ning a relatively wide portion of the organological taxonomy and
avoiding morphological confusions (Kolozali et al., 2011; Peeters and
Rodet, 2003).

We discarded some prominent instruments in MedleyDB, for vari-
ous reasons: drums, percussion, and electric bass, because their clas-
sification is not challenging enough; male singer, because of falsetto;
clean electric guitar, because of audio effects; vocalists, acoustic gui-
tar, and cello, because their morphology was prone to confusion with
other classes, namely female singer, electric guitar, and violin. More-
over, we discarded recordings with extended instrumental techniques,
since they are extremely rare in MedleyDB.

training validation test

piano 20 8 15

violin 10 4 22

dist. guitar 10 4 11

female singer 7 4 12

B[ clarinet 5 2 18

flute 3 2 29

B[ trumpet 4 2 27

tenor sax. 2 1 5

total 61 27 139

Table 4.1: Number of songs per instrument in the proposed dataset of mu-
sical instruments. The training set and validation set are derived
from MedleyDB. The test set is derived from MedleyDB for dis-
torted electric guitar and female singer, and from solosDb for
other instruments.

After performing the automatic detection and segmentation, we
personally listened to the dataset entirely. We checked for possible
mislabelings, stem bleed, and insufficient sound levels. The problem-
atic situations were reported to the original data providers. The re-
sulting dataset is presented in Table 4.1. It is made publicly available
online, along with a version control system 1. An informal attempt to
classify instruments by ear on this dataset confirmed that the human
performance on these excerpts is nearly perfect, hence confirming the
fairness of the proposed evaluation setting.

1 https://github.com/lostanlen/medleydb-single-instruments
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4.5.3 Methods

In this subsection, we describe the benchmark of scattering represen-
tations which are compared on the same task of musical instrument
classification. We study the impact of the choice of convolutional
operator (temporal, time-frequency, or spiral), the choice of tempo-
ral wavelet (Morlet or Gammatone), and the influence of logarithmic
compression.

Pipeline

The dataset presented above is used as a benchmark for the compar-
ison of scattering representations for single-label musical instrument
recognition in continuous streams. We investigate three architectures:
temporal scattering (Section 3.1), time-frequency scattering (Section
3.2), and spiral scattering (Section 4.2). Moreover, we evaluate the im-
pact of replacing symmetric Morlet wavelets by asymmetric Gamma-
tone wavelets (Subsection 2.2.4) at either or both orders of the wavelet
transforms along time. Lastly, we systematically measure the impact
of logarithmic compression. Like in the previous experiments on envi-
ronmental sound classification (Section 3.4), we use a support vector
machine (SVM) to perform the classification of scattering features,
whose parameters were optimized on a hold-out validation set.

In all experiments, the quality factor of the first-order wavelet filter
bank is set to Qmax = 16. The center frequencies of auditory wavelets
ranges between 83 Hz and 11 kHz, i.e. a range of 7 octaves. Second-
order scattering filter banks have a quality factor equal to 1 for all
transformed variables.

Finite differences across octaves

Unlike time t and log-frequency γ, the integer-valued octave variable
ρ is intrinsically a discrete quantity, which cannot be oversampled.
Furthermore, it can only take as many values as octaves in the hear-
ing range, i.e. about 23 = 8. This is much smaller than the typical
number of values taken by t and γ, i.e. respectively 216 and 27. As
a consequence, analytic Morlet wavelets, which were used for visu-
alization of the nonstationary source-filter model (Subsection 4.3.4),
might blur out the pitch height of musical instruments, as they have
an unbounded support.

For classification purposes, we choose to replace Morlet wavelets
by finite differences, which perform additions and subtractions of
time-frequency scattering coefficients over a bounded range of three
octaves. In doing so, we favor compact support over Heisenberg time-
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frequency tradeoff. Within a discrete framework, a family of three
finite differences is defined by combining Diracs

ψγ::ρ(ρ) =

8
>>>>>>>>>><
>>>>>>>>>>:

1
2
( δ(ρ + 1) −2δ(ρ) +δ(ρ − 1)) if γ::ρ = 2,

1p
2
( −δ(ρ + 1) +δ(ρ − 1)) if γ::ρ = 1,

1p
3
( δ(ρ + 1) +δ(ρ) +δ(ρ − 1)) if γ::ρ = 0.

over the samples −1, 0 and 1. Observe that the filters ψγ::ρ(ρ) are not
wavelets in the strict sense, as they do not proceed from each other by
dilation. However, they are comparable to wavelets in that they pro-
duce an orthonormal basis of L2({−1, 0, 1}, R) and are differential
operators. Indeed, the scale γ::ρ = 2 corresponds to a moving aver-
age with a rectangular window; the scale γ::ρ = 1, to a discrete first
derivative; and the scale γ::ρ = 0, to a discrete second derivative. An-
other difference from Morlet wavelets is that the filters ψγ::ρ(ρ), there-
after called finite impulse responses (FIR), are real-valued instead of
being analytic. Therefore, the sign variable θ::ρ may be discarded, as
it necessarily takes a null value.

4.5.4 Results

In this subsection, we report the accuracies of various methods for
the classification of musical instruments in continuous recordings. We
find that spiral scattering reaches state-of-the-art results, outperform-
ing time-frequency scattering and deep convolutional networks.

Baseline

Our baseline consists of a typical “bag-of-features” representation,
alike the methodologies of Eronen and Klapuri (2000) and Joder, Es-
sid, and Richard (2009). These features consist of the means and
standard deviations of spectral shape descriptors, i.e. centroid, band-
width, skewness, and rolloff; the mean and standard deviation of
the zero-crossing rate in the time domain; and the means of mel-
frequency cepstral coefficients (MFCC) as well as their first and sec-
ond derivatives. We train a random forest classifier of 100 decision
trees on the resulting feature vector of dimension 70 with balanced
class probability.

We obtain an average miss rate of 38.6% across all ten classes. The
miss rate is highly variable according to the quantity of data available
in each class: although it is excellent for piano (0.3%, 20 tracks) and
distorted electric guitar (7.3%, 10 tracks), it is poor for flute (67.5%, 3

tracks) and tenor saxophone (95.6%, 2 tracks).
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State of the art excluding scattering

The state of the art in the task of musical instrument classification
in continuous recordings is held by deep convolutional networks
(ConvNets) (Li, Qian, and Wang, 2015; McFee, Humphrey, and Bello,
2015). Interestingly, many research teams in music information re-
trieval have converged to employ the same architecture, consisting
of two convolutional layers and two densely connected layers (Diele-
man and Schrauwen, 2014; Humphrey, Cho, and Bello, 2012; Kereliuk,
Sturm, and Larsen, 2015; Li, Qian, and Wang, 2015; McFee, Humphrey,
and Bello, 2015; Schlüter and Böck, 2014; Ullrich, Schlüter, and Grill,
2014). However, there is no clear consensus regarding the shape of
learned convolutional operators that should be applied to musical
audio streams: one-dimensional and two-dimensional receptive fields
coexist in the recent literature. The former is comparable to temporal
scattering, whereas the latter is comparable to time-frequency scatter-
ing.

Figure 4.21: A deep convolutional network for musical instrument recogni-
tion (Lostanlen and Cella, 2016). Darker red (resp. red) colors
denote a larger positive (resp. negative) value.

The average miss rate obtained with a deep convolutional network
performing two-dimensional convolutions over the whole time-frequency
domain is equal to 30.9% for 32 kernels per layer (93k parameters in
total, as shown in Figure 4.21) and 28.3% for 48 kernels per layer
(158k parameters in total). Increasing the number of kernels even
more causes the accuracy to level out and the variance between tri-
als to increase.
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Figure 4.22: Convolutional receptive fields in a neural network. From left to
right: one-dimensional convolutions; two-dimensional convolu-
tions; spiral convolutions.

The accuracy of deep convolutional networks for musical instru-
ment classification is improved in our paper (Lostanlen and Cella,
2016) by separating the scalogram into two regions: low frequencies
below 2 kHz and high frequencies above 2 kHz, training separate
convolutional networks with limited weight sharing (Abdel-Hamid et
al., 2014), and hybridizing the outputs of these networks at a deeper
stage. Recalling Subsection 4.1.1, the cross-correlations between mu-
sical spectra follow a helical structure below 2 kHz and have no rec-
tilinear structure above 2 kHz. Thus, our hybrid network performs
temporal convolutions at high frequencies, spiral convolutions at low
frequencies, and time-frequency convolutions at all frequencies.

The hybrid network reaches an average miss rate of 26.0% with
32 kernels per layer (147k parameters). This is better than the perfor-
mance obtained with a conventional architecture of 48 spectrotempo-
ral kernels per layer, with a comparable number of parameters. We
refer to our paper for further insight on the construction of spiral
convolutional networks (Lostanlen and Cella, 2016).

Performance of scattering representations

The classification accuracies of various scattering representations are
reported in Table 4.2.

First of all, like in the environmental sound classification experi-
ments of Section 3.4, the crucial role of logarithmic compression is
confirmed. It decreases by approximately one third the average miss
rate of all pipelines.

Secondly, time-frequency scattering with Morlet wavelets and log-
arithmic compression reaches an average miss rate of 22.0%. This fig-
ure outperforms the state of the art, held by deep convolutional net-
works on the Shepard pitch spiral (28.3%). However, replacing time-
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frequency scattering by temporal scattering yields an average miss
rate of 31.34%, which lags behind the state of the art.

Thirdly, replacing time-frequency scattering by spiral scattering pro-
vides a small, albeit consistent boost in classification accuracy, what-
ever be the chosen wavelet filter banks. The lowest average miss rate
achieved in this benchmark is equal to 19.9%, and corresponds to
spiral scattering with Morlet wavelets at both orders and logarithmic
compression.

Fourthly, replacing Morlet wavelets by Gammatone wavelets at the
first order of the scattering transform provides a slight improvement
in the case of temporal scattering and time-frequency scattering, but
no improvement in the case of spiral scattering. The lowest average
miss rate achieved by time-frequency scattering is equal to 20.9%,
and corresponds to Gammatone wavelets at the first order, Morlet
wavelets at the second order, and logarithmic compression.
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Table 4.2: Results in musical instrument classification.

order 1 order 2 order 2 order 2 compression average

(time) (log-frequency) (octaves) miss rate

Morlet Morlet 38.60

Morlet Morlet log 31.98

Gammatone Gammatone 39.55

Gammatone Gammatone log 31.38

Gammatone Morlet 37.51

Gammatone Morlet log 31.34

Morlet Morlet Morlet 31.11

Morlet Morlet Morlet log 21.97

Gammatone Gammatone Morlet 31.11

Gammatone Gammatone Morlet log 20.90

Gammatone Morlet Morlet 31.16

Gammatone Morlet Morlet log 20.89

Morlet Morlet Morlet FIR 32.93

Morlet Morlet Morlet FIR log 19.89

Gammatone Gammatone Morlet FIR 33.54

Gammatone Gammatone Morlet FIR log 20.02

Gammatone Morlet Morlet FIR 32.23

Gammatone Morlet Morlet FIR log 20.39



5
C O N C L U S I O N

In this dissertation, we have presented two new convolutional opera-
tors in the time-frequency domain, respectively named time-frequency
scattering and spiral scattering, with applications in audio classifica-
tion. The key idea is to compose wavelet transforms along multiple
variables of the scalogram, apply complex modulus, and perform
temporal averaging. Both time-frequency scattering and spiral scat-
tering belong to a general framework, called multivariable scattering,
which also contains roto-translation scattering in image classification
(Oyallon and Mallat, 2015; Sifre and Mallat, 2013).

Audio classification can be formulated as a problem of temporal
integration at a certain time scale T. The main challenge addressed
by this dissertation is to increase T as much as possible without losing
the discriminative patterns in a signal. Whereas T is of the order of 30
ms in speech recognition, it reaches a typical duration of 3 seconds
in the case of environmental sound classification (Section 3.4) and
musical instrument recognition (Section 4.5), and 30 seconds in the
case of acoustic scene classification (Section 3.4).

The recent surge of deep learning systems in audio signal pro-
cessing (Humphrey, Bello, and Le Cun, 2013) has led to major im-
provements in classification accuracy with respect to the tradition of
engineered features, such as mel-frequency cepstral coefficients (Au-
couturier and Pachet, 2004; Eronen and Klapuri, 2000). Yet, the cur-
rent state of the art in deep learning faces a number of limitations
which hinder its adoption by the signal processing community at
large. First, the theoretical understanding of deep neural networks
in general (Choromanska et al., 2015; Giryes, Sapiro, and Bronstein,
2015), and deep convolutional networks in particular (Mallat, 2016),
is still in its infancy. Secondly, few publications have addressed the
problem of re-synthesizing sound from deep learning systems (Choi
et al., 2015). Thirdly, deep convolutional networks rely on strong as-
sumptions on the data, such as stationarity of statistics and locality
of correlations, which are not satisfied by the scalograms of natural
sounds (Lostanlen and Cella, 2016).

The multivariable scattering networks introduced in this disserta-
tion can be viewed as deep convolutional networks with complex
modulus nonlinearities, in which the convolutional kernels are set
equal to multivariable wavelets instead of being learned from anno-
tated data. As such, they provide a model for the shallower layers of a
deep convolutional network, with three advantages: mathematical in-
terpretability (Mallat, 2012); the possibility of re-synthesizing sound
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by phase retrieval (Mallat, 2016); and high classification accuracy in
the small data regime (Bruna and Mallat, 2013b).

In this conclusion, we summarize the content of the dissertation
in a way that could hopefully be profitable to both the audio signal
processing community and the deep learning community.

5.1 summary of findings

5.1.1 Multiresolution spectrotemporal analysis

Besides its biological plausibility (Patil et al., 2012), time-frequency
scattering (Section 3.2) overcomes the limitations of temporal scat-
tering, such as the insensitivity to frequency-dependent time shifts
(Subsections 3.1.4 and 3.2.3) and the inability to capture coherent
time-frequency patterns (Subsections 2.2.3, 3.2.3, and 3.3.3). Because
it computes spectrotemporal modulations instead of temporal modu-
lations, it yields a representation of greater dimensionality in feature
space, but also of greater regularity through time. As a consequence,
one may average time-frequency scattering features over greater du-
rations T than temporal scattering, which leads to a reduced bias
in acoustic scene classification (Subsection 3.4.4). Therefore, despite
the fact that all multivariable scattering operators presented in this
dissertation consist of merely two complex modulus nonlinearities,
time-frequency scattering is arguably a deeper model than temporal
scattering, because it encompasses more different time scales, from
one millisecond to several seconds.

In short, scattering the scalogram into a large number of spec-
trotemporal scales allows to integrate a broader temporal context
than previously existing audio descriptors.

5.1.2 Audio texture synthesis

The problem of texture synthesis can be viewed as the characteri-
zation of a stationary process from a single realization (Subsections
2.2.3 and 2.4.1). The previous state of the art in texture synthesis is
comparable to a temporal scattering transform, supplemented with
cross-correlations between neighboring frequencies and high-order
statistical moments (McDermott and Simoncelli, 2011). In Subsection
3.3.3, we found that time-frequency scattering, unlike temporal scat-
tering, matches the state of the art in terms of perceptual resemblance
to the original. Moreover, because it relies purely on empirical aver-
ages and not higher-order moments, time-frequency scattering has
the additional benefit of being stable to small deformations. Spiral
scattering provides a slight improvement in the reconstruction of
polyphonic music with respect to time-frequency scattering (Subsec-
tion 4.4.2). However, beyond an averaging duration T of 500 ms, none
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of the multivariable scattering representations presented in this dis-
sertation manages to recover intelligible speech, music, or bioacoustic
signals.

In short, despite being constrained to a subjective evaluation, the re-
synthesis methodology adopted in this dissertation allows to examine
the discriminative power of an invariant representation on a specific
kind of signal, for a specific temporal context T, without classifier or
dataset bias.

5.1.3 Octave equivalence

Octave equivalence is the fact that two musical notes which are one
octave apart in pitch are assigned the same name. It is strongly sup-
ported by ethnomusicology (Nettl, 1956), auditory neuroscience (Bri-
ley, Breakey, and Krumbholz, 2013), and music psychology (Deutsch,
Dooley, and Henthorn, 2008). In order to apply octave equivalence in
the time-frequency domain, one may roll up the log-frequency axis
into a spiral which makes a full turn at every octave (Subsection 4.1.3).
Interestingly, the geometry of the spiral be retrieved from data by
manifold learning on the cross-correlations between scalogram fea-
tures (Subsection 4.1.1). Spiral scattering is derived from this geom-
etry by computing wavelet convolutions across octaves in addition
to wavelet convolutions along time and along log-frequency (Section
4.2). In the context of musical instrument classification, spiral scat-
tering outperforms time-frequency scattering (Section 4.5) because it
disentangles variations in pitch and variations in timbre (Section 4.3).
The same is true of deep convolutional networks (Lostanlen and Cella,
2016).

In short, adapting the shapes of the receptive fields to the geometry
of correlations within features improves the generalization power of
multivariable scattering representations as well as deep convolutional
networks.

5.2 future perspectives

5.2.1 Large-scale integration

To perform the numerical experiments presented in this dissertation,
we have developed an open source package for multivariable scatter-
ing, written in the MATLAB programming language and available at
the address: github.com/lostanlen/scattering.m. This package is
about one order of magnitude faster than the previously available im-
plementation, ScatNet v0.2. It computes a time-frequency scattering
transform at ~1x real time on a single core. As a result, datasets like
UrbanSound8k or ESC-50 can be analyzed overnight.

github.com/lostanlen/scattering.m
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Yet, in order to address real-world problems in machine listening,
such as automatic generation of social tags in large-scale music cor-
pora (Eck et al., 2007; Oord, Dieleman, and Schrauwen, 2013) or bioa-
coustic monitoring of wildlife (Salamon et al., 2016), the speed of
multivariable scattering transforms should be increased, hopefully
by one order of magnitude. To achieve this, we have started devel-
oping a new implementation of multivariable scattering, written in
the Julia language (Bezanson et al., 2012), available at the address:
github.com/lostanlen/WaveletScattering.jl.

The Julia implementation performs in-place Fourier transforms and
multiplications to avoid allocating memory while relying on multiple
dispatch for genericity. Like the MATLAB implementation, it infers
the sequence of operations in the scattering network by adopting the
“variable as lists” symbolic formalism (Subsection 3.2.1).

Other advantages of migrating to a Julia implementation is that it
does not require a license, and can quite easily be linked to a library
of low-level routines for deep learning. Furthermore, Julia programs
can be ported to the ARM processors of low-cost acoustic monitoring
devices (Mydlarz, Salamon, and Bello, 2017).

5.2.2 Deep learning meets multiresolution analysis

In this dissertation, we have strived for simplicity by performing all
classification experiments with a support vector machine (SVM), a
powerful but shallow classifier. In order to improve classification ac-
curacy, scattering features could be fed to a deep neural network in-
stead.

In the context of speech recognition, this has been experimented
by Peddinti et al. (2014) and Sainath et al. (2014) and Zeghidour et
al. (2016), in supervised and unsupervised settings respectively. Yet,
these publications do not take into account the locality of correlations
between scattering coefficients in the time-frequency domain. Indeed,
they rely on densely connected layers instead of convolutional layers.

In Subsection 3.4.4, we have seen that time-frequency scattering
associated with a support vector machine is outperformed by convo-
lutional networks trained on scalograms on a task of acoustic scene
classification (T = 30 s). In this context, future work could address the
stacking of a deep convolutional network on top of a time-frequency
scattering network.

On the other hand, some recent publications have shown the in-
terest of adopting multiscale approaches to deep learning (Dieleman
and Schrauwen, 2013), with successful applications in classification
(Hamel, Bengio, and Eck, 2012) as well as re-synthesis (Oord et al.,
2016). Therefore, it seems that bridging the gap between scalogram-
based deep learning and scattering representations is an area ripe for
future research.

github.com/lostanlen/WaveletScattering.jl
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5.2.3 The revolution will not be supervised

One may argue that deep learning is becoming the central topic in
pattern recognition of our decade, in the same way that wavelets and
sparse representations respectively emerged as central topics in the
1990s and 2000s. The first and most prominent examples of the suc-
cess of deep learning in audio classification are English and Man-
darin Chinese speech recognition, in which state-of-the-art methods
learn features from the raw waveform, thus outperforming scalogram-
based features (Sainath et al., 2015). This is because industrial re-
search laboratories have massively invested in these languages, pro-
viding thousands of hours of annotated data (Amodei et al., 2016).

Conversely, current datasets of musical instrument sounds are lim-
ited to a few hours only. This is due to the cost of multi-track record-
ing and manual annotation. As a result, the classification accuracy
of deep convolutional networks trained on the audio waveform is on
par with feature engineering, but not substantially better (Li, Qian,
and Wang, 2015). Although the use of data augmentation often pro-
vides a small boost in accuracy (McFee, Humphrey, and Bello, 2015;
Salamon and Bello, 2016), it does not address the fundamental lack
of diverse data which prevents the massive adoption of deep learn-
ing in musical instrument classification. To mitigate this problem, we
are currently taking part in the foundation of a community for open
and sustainable music information research (COSMIR), following the
guidelines of McFee, Humphrey, and Urbano (2016).

Other problems in music information retrieval, such as automatic
tagging, are less well-defined from a taxonomical point of view but
benefit from larger datasets. Yet, interestingly, Choi, Fazekas, and
Sandler (2016) have shown that switching from the MagnaTagaTune
dataset (25k songs) to the Million Song Dataset (Bertin-Mahieux et al.,
2011) only improved marginally the classification accuracy of deep
convolutional networks. Therefore, it seems that the limited amount
of training data is not the only culprit of the limited success of deep
learning. Furthermore, as Malcolm Slaney (Google Research) wittingly
said in a personal communication, “there are only thirty million songs
out there”, i.e. on digital music streaming platforms: this is one order
of magnitude below the number of pictures uploaded on Facebook
during the last decade only. In this context, unsupervised learning of
auditory representations from unlabeled videos appears as a promis-
ing direction of research (Aytar, Vondrick, and Torralba, 2016).

Is the renewed interest in deep learning the premise of a revolution
in artificial intelligence? Despite the fact that scientific revolutions re-
main invisible as long as they do not cause a thorough update of
the classical textbooks in the field (Kuhn, 1962, chapter 9), some in-
fluential researchers have firmly answered in the affirmative already
(Le Cun, Bengio, and Hinton, 2015; Schmidhuber, 2015). Yet, for the
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reasons discussed above, it is unclear when deep learning will match
human performance in general-purpose audio classification, if ever.
Instead, there are grounds to believe that the convolutional operators
presented in this dissertation, which do not need any supervision,
will remain relevant in the next years.

It is too early to estimate the impact of the so-called “deep learn-
ing revolution”. But one thing is certain: as far as acoustic scene
analysis is concerned, one may pastiche the famous words of singer-
songwriter Gill Scott-Heron, and claim that the revolution will not be
supervised.



A
D E S I G N O F G A M M AT O N E WAV E L E T S

In Subsection 2.2.4, we have presented the Gammatone wavelet ψ(t),
a complex-valued, band-pass filter of null mean, center frequency ξ,
and bandwidth σ. For some integer N > 1, the analytic expression of
the Gammatone wavelet is

ψ(t) =
⇣

2π(i − σ)tN−1 + (N − 1)tN−2
⌘

exp(−2πσt) exp(2πiξt).

In this appendix, we provide a rationale for choosing the topmost
center frequency ξ of a Gammatone wavelet filter bank in a discrete-
time setting. Then, we relate the bandwidth parameter σ to the choice
of a quality factor Q.

Center frequency of the mother wavelet

In order to preserve energy and allow for perfect reconstruction, the
Gammatone wavelet filter bank must satisfy the inequalities

1 − ε  |φ̂(ω)|+ ∑
γ

|ψ̂(2γω)|+ |ψ̂(−2γω)|  1

for all frequencies ω, where ε is a small margin (Andén and Mallat,
2014). Satisfying the equation above near the Nyquist frequency ω =

π can be achieved by placing the log-frequency log2 ξ of the first
(topmost) wavelet in between the log-frequency log2(ξ ⇥ 2−1/Q) of
the second wavelet and the log-frequency log2(2π − ξ) of the mirror
of the first wavelet. We obtain the equation

log2 ξ − log2(ξ ⇥ 2−1/Q) = log2(2π − ξ)− log2 ξ,

of which we deduce the identity

ξ =
2π

1 + 21/Q
.

For Q = 1, this yields a center frequency of ξ = 2π
3 . For greater values

of Q, the center frequency ξ tends towards π.

Bandwidth parameter

The quality factor Q of the Gammatone wavelet is defined as the
ratio between the center frequency ξ of the wavelet ψ̂(ω) and its
bandwidth B in the Fourier domain. This bandwidth is given by the
difference between the two solutions ω of the following equation:
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|ψ̂(ω)|
|ψ̂(ξ)| =

ω

ξ
⇥
 

1 +
(ω − ξ)2

σ2

!−N/2

= r,

where the magnitude cutoff r is most often set to
q

1
2 . Let ∆ω = ω − ξ.

Raising the above equation to the power N/2 yields the following:

✓
1 +

∆ω

ωc

◆N/2

= r ⇥
✓

1 +
∆ω2

α2

◆
.

Since ∆ω ⌧ ξ, we may approximate the left-hand side with a first-
order Taylor expansion. This leads to a quadratic equation of the vari-
able ∆ω:

r2/N

σ2 ⇥ ∆ω2 − 2
Nξ

⇥ ∆ω +
⇣

r2/N − 1
⌘
= 0.

The discriminant of the above equation is:

D = 4 ⇥
 

1
N2ξ2 +

r2/N
(
1 − r2/N

)

σ2

!
,

which is a positive number as long as r < 1. The bandwidth B of ψ̂

is given by the difference between the two solutions of the quadratic
equation, that is:

B =
2σ2

r2/N
⇥
s

1
N2ξ2 +

r2/N
(
1 − r2/N

)

σ2 .

Now, let us express the parameter α as a function of some required
bandwidth B at some cutoff threshold r. After having raised the above
to its square and rearranged the terms, we obtain another quadratic
equation, yet of the variable α2:

4
r4/N N2ξ2 σ4 +

4 ⇥
(
1 − r2/N

)

r2/N
σ2 − B2 = 0

We multiply the equation by
r2/N

4 ⇥ (1 − r2/N)
6= 0 :

1
r2/N (1 − r2/N) N2ξ2 σ4 + σ2 − r2/N B2

4 ⇥ (1 − r2/N)
= 0

This leads to defining σ2 as the unique positive root of the above
polynomial:

σ2 =
r2/N

(
1 − r2/N

)
N2ξ2

2
⇥
 s

1 +
B2

(1 − r2/N)
2

N2ξ2
− 1

!
.
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If the filter bank has to be approximately orthogonal, we typically set
B to B =

(
1 − 2−1/Q

)
⇥ ξ.

We conclude with the following closed form for α:

α = KN ⇥

vuut
q

1 + hN (Q)2 − 1

2
⇥ ξ,

where

KN = r1/N N
p

1 − r2/N and hN (Q) =
1 − 2−1/Q

N ⇥ (1 − r2/N)
.





B
P R O O F O F E Q U AT I O N 4 . 6

Theorem 1. Let h 2 L2(R) of finite support Th and η 2 C2(R) such that

η̇(t) > 0. The wavelet transform of hη(t) = η̇(t) ⇥ (h ◦ η)(t) with the

wavelet ψ2γ(t) = g(2γt)⇥ exp(i2π2γt) is equal to

(hη ⇤ ψ2γ)(t) = ψ2γ

✓
η(t)

η̇(t)

◆
⇥ bh

✓
2γ

η̇(t)

◆
+ ε(t, γ).

The corrective term satisfies

ε(t, γ)

khk∞ ⇥ Th
 g

✓
2γ η(t)

η̇(t)

◆
⇥ T2

h ⇥
∥∥∥∥

η̈

η̇3

∥∥∥∥
t,Th

+ 2γ ġ

✓
2γ η(t)

η̇(t)

◆
⇥
∥∥∥∥

1
η̇(t)

∥∥∥∥
t,Th

+ 22γ ⇥
∥∥∥∥

1
η̇

∥∥∥∥
2

t,Th

⇥ kg̈k∞

where k · kt,Th
is a shorthand for the supremum norm over the support of h:

kxkt,Th
= sup

|u−t|<Th

|x(u)|.

Proof. The convolution between the deformed filter and the wavelet
is defined as

(hη ⇤ ψ2γ)(t) =
Z +∞

−∞
η̇(u)⇥ (h ◦ η)(u)⇥ ψ2γ(t − u) du.

The change of variables v = η(u) leads to

(hη ⇤ ψ2γ)(t) =
Z +∞

−∞
h(v)⇥ ψγ

⇣
t − η(−1)(v)

⌘
dv,

where η(−1) is the functional inverse of η. We compute the second-
order Taylor expansion of η(−1) around η(t):

η(−1)(v) = t +
(v − η(t))

η̇(t)
+

(v − η(t))2

2
εη(−1) (v)

with
∣∣∣εη(−1)(v)

∣∣∣  sup
[t,η(−1)(v)]

∣∣∣∣
η̈

η̇3

∣∣∣∣ .

The wavelet ψ2γ is decomposed into analytic amplitude and phase

ψ2γ

⇣
t − η(−1)(v)

⌘
= g

⇣
2γ(t − η(−1)(v))

⌘
exp

⇣
2πi2γ(t − η(−1)(v))

⌘
.
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Let us define the auxiliary function

ρ(v) = − v

η̇(t)
− (v − η(t))2

2
εη(−1) (v) . (B.1)

We have

g
⇣

2γ(t − η(−1)(v))
⌘
= g

✓
2γ

✓
η(t)

η̇(t)
+ ρ(v)

◆◆
.

We expand the envelope g again with a second-order Taylor expan-
sion around η(t) according to the variable ρ(v)

g
⇣

2γ(t − η(−1)(v))
⌘

= g

✓
2γ η(t)

η̇(t)

◆

+ 2γ ġ

✓
2γ η(t)

η̇(t)

◆
⇥ ρ(v)

+
22γρ(v)2

2
εg (ρ(v))

and make the crude majorization
∣∣εg (ρ(v))

∣∣  sup
R

|g̈|.

We obtain

(
hη ⇤ ψ2γ

)
(t)⇥ exp

✓
−2πi2γ η(t)

η̇(t)

◆

= g

✓
2γ η(t)

η̇(t)

◆ Z +∞

−∞
h(v) exp

✓
−2πi

2γ

η̇(t)
v

◆

exp

 
−2πi2γ (v − η(t))2

2
εη(−1)(v)

!
dv (I)

+ 2γ ġ

✓
2γ η(t)

η̇(t)

◆ Z +∞

−∞
ρ(v)h(v) exp

✓
−2πi

2γ

η̇(t)
v

◆

exp

 
−2πi2γ (v − η(t))2

2
εη(−1)(v)

!
dv (II)

+
22γ

2

Z +∞

−∞
ρ(v)2εg(ρ(v))h(v)

exp (−2πi2γρ(v)) dv. (III)

A first-order Taylor expansion of the complex exponential gives

exp
✓
−2πi2γ v2

2
εη(−1)(v)

◆
⇡ 1. (B.2)

We recognize the Fourier transform of h(v) evaluated at the negative
frequency −2γ/η̇(t):

Z +∞

−∞
h(v) exp

✓
2πi

2γ

η̇(t)
v

◆
dv = bh

✓
− 2γ

η̇(t)

◆
.
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Since h(v) is real, ĥ(ω) is symmetric, so we may drop the sign of
−2γ/η̇(t). The first term in the expansion rewrites as

(I) ⇡ g

✓
2γ η(t)

η̇(t)

◆
⇥ ĥ

✓
2γ

η̇(t)

◆
.

Inserting Equation B.2 in the expression of Equation yields
∣∣∣∣
(
hη ⇤ ψ2γ

)
(t)− ψ2γ

✓
η(t)

η̇(t)

◆
ĥ

✓
2γ

η̇(t)

◆∣∣∣∣  ε(I) + ε(II) + ε(III)

where

ε(I) = g

✓
2γ η(t)

η̇(t)

◆ ∣∣∣∣
Z +∞

−∞
h(v)v2εη(−1)(v) dv

∣∣∣∣ ,

ε(II) = 2γ ġ

✓
2γ η(t)

η̇(t)

◆ ∣∣∣∣
Z +∞

−∞
ρ(v)h(v) dv

∣∣∣∣ ,

and

ε(III) =
22γ

2

∣∣∣∣
Z +∞

−∞
ρ(v)2εg(ρ(v))h(v) dv

∣∣∣∣

Let Th be the time support of the filter h(t). We dominate all three
corrective terms with a simple “base times height” inequality. The
term v2 is dominated by T2

h , h(v) is dominated by khk∞ and εη(−1)(v)

is dominated by
∥∥∥∥

η̈

η̇3

∥∥∥∥
t,Th

:

ε(I)  g

✓
2γ η(t)

η̇(t)

◆
⇥ T2

h ⇥ khk∞ ⇥
∥∥∥∥

η̈

η̇3

∥∥∥∥
t,Th

⇥ Th.

We have, by first order expansion of η(−1)(v) around t:

|ρ(v)| 
∥∥∥t − η(−1)(v)

∥∥∥
∞

∥∥∥∥

1
η̇

∥∥∥∥
t,Th

.

Plugging this inequality into the definition of ε(II) yields

ε(II)  2γ ġ

✓
2γ η(t)

η̇(t)

◆
⇥
∥∥∥∥

1
η̇(t)

∥∥∥∥
t,Th

⇥ khk∞ ⇥ Th.

We dominate ε(III) in the same way:

ε(III)  22γ ⇥
∥∥∥∥

1
η̇

∥∥∥∥
2

t,Th

⇥ kg̈k∞ ⇥ khk∞ ⇥ Th.

Let ε = ε(I) + ε(II) + ε(III) be the full corrective term. We conclude with
the desired upper bound.
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Résumé 
 

Dans le cadre de la classification de sons, 

cette thèse construit des représentations du 
signal qui vérifient des propriétés d’invariance 

et de variabilité inter-classe. D’abord, nous 

étudions le scattering temps-fréquence, une 

représentation qui extrait des modulations 
spectrotemporelles à différentes échelles. En 

classification de sons urbains et 

environnementaux, nous obtenons de 

meilleurs résultats que les réseaux profonds 
à convolutions et les descripteurs à court 

terme. Ensuite, nous introduisons le 

scattering en spirale, une représentation qui 

combine des transformées en ondelettes 
selon le temps, selon les log-fréquences, et à 

travers les octaves. Le scattering en spirale 

suit la géométrie de la spirale de Shepard, qui 

fait un tour complet à chaque octave. Nous 
étudions les sons voisés avec un modèle 

source-filtre non stationnaire dans lequel la 

source et le filtre sont transposés au cours du 

temps, et montrons que le scattering en 
spirale sépare et linéarise ces transpositions. 

Le scattering en spirale améliore les 

performances de l’état de l’art en 

classification d’instruments de musique. 
Outre la classification de sons, le scattering 

temps-fréquence et le scattering en spirale 

peuvent être utilisés comme des descripteurs 

pour la synthèse de textures audio. 
Contrairement au scattering temporel, le 

scattering temps-fréquence est capable de 

capturer la cohérence de motifs 

spectrotemporels en bioacoustique et en 
parole, jusqu’à une échelle d’intégration de 

500 ms environ. À partir de ce cadre 

d’analyse-synthèse, une collaboration art-

science avec le compositeur Florian Hecker a 
mené à la création de cinq œuvres musicales. 

 

 

 

Mots Clés 
Classification de sons, transformée en 
scattering, synthèse de textures auditives, 

spirale de Shepard, musique par ordinateur. 

Abstract 
 

This dissertation addresses audio 

classification by designing signal 
representations which satisfy appropriate 

invariants while preserving inter-class 

variability. First, we study time-frequency 

scattering, a representation which extract 
modulations at various scales and rates in a 

similar way to idealized models of 

spectrotemporal receptive fields in auditory 

neuroscience. We report state-of-the-art 
results in the classification of urban and 

environmental sounds, thus outperforming 

short-term audio descriptors and deep 

convolutional networks. Secondly, we 
introduce spiral scattering, a representation 

which combines wavelet convolutions along 

time, along log-frequency, and across 

octaves. Spiral scattering follows the 
geometry of the Shepard pitch spiral, which 

makes a full turn at every octave. We study 

voiced sounds with a nonstationary source-

filter model where both the source and the 
filter are transposed through time, and show 

that spiral scattering disentangles and 

linearizes these transpositions. Furthermore, 

spiral scattering reaches state-of-the-art 
results in musical instrument classification of 

solo recordings. Aside from audio 

classification, time-frequency scattering and 

spiral scattering can be used as summary 
statistics for audio texture synthesis. We find 

that, unlike the previously existing temporal 

scattering transform, time-frequency 

scattering is able to capture the coherence of 
spectrotemporal patterns, such as those 

arising in bioacoustics or speech, up to an 

integration scale of about 500 ms. Based on 

this analysis-synthesis framework, an artistic 
collaboration with composer Florian Hecker 

has led to the creation of five computer music 

pieces. 

 
 

Keywords 
Audio classification, scattering transform, 

audio texture synthesis, spirale de Shaprd, 

computer music. 
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