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Abstract

This thesis aims to elaborate new control strategies based on Model Predictive control
for wind energy generation system. We addressed the topology of doubly fed induction
generator (DFIG) based wind generation systems which is suitable for generation platform
power in the range in 1.5-6 MW. Furthermore, from the technological point of view, the
three-level neutral-point clamped (3L-NPC) inverter configuration is considered a good
solution for high power due to its advantages: capability to reduce the harmonic distortion
of the output voltage and current, and increase the capacity of the converter thanks to a

decreased voltage applied to each power semiconductor.

In this thesis, we presented a detailed description of finite control set model predictive
control (FCS-MPC) with two-step horizon for two control schemes: grid and DFIG con-
nected 3L-NPC inverter. The principle of the proposed control scheme is to use system
model to predict the behaviour of the system for every switching states of the inverter.
Then, the optimal switching state that minimizes an appropriate predefined cost function

is selected and applied directly to the inverter.

The study of issues such as delay compensation, computational burden and selection
of weighting factor are also addressed in this thesis. In addition, the stability problem of
FCS-MPC is solved by considering the control Lyapunov function in the design procedure.

The latter study is focused on the compensation of dead-time effect of power converter.

Keywords: Doubly fed induction generator (DFIG), Three-level Neutral-Point Clamped
Converter (3L-NPC), Finite control set model predictive control (FCS-MPC), Direct
power control (DPC), Model predictive direct power control (MPDPC), Control Lyapunov

function (CLF), Dead-time compensation, Two-step horizon, Computational burden.
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1 Apergu des systémes de génération a turbine éolienne

Pour satisfaire la forte demande d’électricité et réduire les émissions de gaz a effet
de serre, les systémes d’énergie renouvelable et surtout I’énergie éolienne ont suscité de
I'intérét ces derniéres années. Selon le Conseil mondial de 'énergie éolienne (GWEC), la
puissance éolienne a progressé de 2000 a 2015 avec environ 63 GW installés uniquement
en 2015. En fait, la capacité d’énergie éolienne installée a 1’échelle mondiale a atteint
432 GW (148 GW en Europe, a augmenté de 6.3 fois par rapport a ’année précédente)
a la fin de 2015, ce qui indique que 1’énergie éolienne a un roéle essentiel dans le systéme
d’alimentation énergétique moderne [1]. A la fin de 2015, plus de 80 pays utilisent 1’énergie
éolienne sur une base commerciale et environ 26 pays disposent de plus de 1 GW d’énergie
éolienne installée, dont 17 pays en Europe, 4 en Asie-Pacifique (Chine, Inde, Japon,
Australie), 4 dans les Amériques (Brésil, Canada, Etats-Unis, Mexique) et 1 en Afrique
(Afrique du Sud) [2]. L’objectif est de réaliser prés de 2000 GW d’ici 2030, fournissant
jusqu’a 19% de D’électricité mondiale [3]. En outre, I’éolienne reliée au réseau joue un role
important pour le maintien et I’amélioration des performances électriques du systéme

global.

En plus de la croissance rapide de la capacité totale installée, la taille et la capacité
de I’éolienne individuelle augmentent également afin de réduire le prix par kWh généré
et d’augmenter l'efficacité de la conversion de I’énergie éolienne. Récemment, la plupart
des principaux fabricants d’éoliennes développent des grandes éoliennes dans la gamme
de 1.5 4 6 MW [4], [5]. En fonction de la vitesse de rotation et du type d’électronique
de puissance, le systéme d’éolienne (WTS) peut étre classé en quatre groupes principaux

comme suit :

e Type 1 : Turbines éoliennes a vitesse fixe avec générateur d’induction de cage
d’écureuil (SCIG).

vil
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e Type 2 : Turbines éoliennes a vitesse variable partielle avec génératrice a rotor

bobiné (WRIG).

o g

e Type 3 : Turbines éoliennes a vitesse variable avec convertisseur de puissance

échelle partielle et générateur asynchrone a double alimentation (GADA).

e Type 4 : Turbines éoliennes a vitesse variable avec convertisseur de puissance a
grande échelle et générateurs synchrones a aimants permanents (PMSG), SCIG ou
WRIG.

La technologie initialement utilisée dans les éoliennes était basée sur un générateur
d’induction de cage d’écureuil (SCIG) directement connecté au réseau. La plage de vitesse
de fonctionnement du générateur dans ce cas est faible, c¢’est pour cette raison que cette
configuration est souvent appelée une turbine éolienne a vitesse fixe. Les avantages de
cette structure sont la construction simple et peu cotiteuse. Cependant, le principal in-
convénient de cette topologie est que le systéme ne délivre la puissance nominale au
réseau qu’a une vitesse de vent donnée, ce qui entraine une faible efficacité de conver-
sion d’énergie a d’autres vents [5]. Un autre inconvénient de cette topologie est qu'un
compensateur de puissance réactive tel qu'un banc de condensateur est nécessaire pour
compenser la demande de puissance réactive par le générateur asynchrone, ce qui entraine

increment du cott.

La vitesse variable partielle consiste en une génératrice a rotor bobiné (WRIG) et un
mécanisme de variation de la résistance du rotor. Le stator de la WRIG est directement
connecté au réseau par le démarreur progressif, alors que ’enroulement rotorique est relié
a une résistance externe du rotor a travers le convertisseur. L’amélioration par rapport a
la configuration précédente est que la vitesse de rotation de 1’éolienne peut étre ajustée
d’environ 10% de la vitesse synchrone du générateur, ce qui conduit & une efficacité
accrue dans la conversion d’énergie. Cependant, la perte de puissance dissipée dans les
résistances du rotor et la compensation externe requise reste un inconvénient important

pour cette configuration.

Actuellement, la technologie s’est développée vers une vitesse variable. Les éoliennes a
vitesse variable les plus courants peuvent étre classées en deux types en fonction des types
de générateurs et de la puissance nominale du convertisseur par rapport a la puissance to-
tale du systéme. Le premier type consiste dans la configuration du générateur asynchrone
a double alimentation (GADA) équipé d’un convertisseur de puissance & échelle partielle

et le deuxiéme type consiste dans la configuration du convertisseur a grande échelle. Le
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premier a suscité de l'intérét ces derniéres années. Dans cette configuration, les enroule-
ments statoriques de GADA sont directement connectés au réseau électrique, tandis que
les enroulements du rotor sont connectés au réseau électrique par un convertisseur en
opposition (BTB). Ce convertisseur de puissance se compose de deux convertisseurs de
puissance, un convertisseur coté rotor (RSC) et un convertisseur coté réseau (GSC), qui
sont commandés indépendamment 1'un de autre. Une bus de tension continue est placée
entre deux convertisseurs pour le stockage d’énergie et pour faire la liason entre les deux
convertisseurs. Ce concept représente une solution attrayante grace aux caractéristiques
importantes : permet au convertisseur électronique de puissance de traiter environ 30%
de la puissance du générateur, il réduit le colit du convertisseur ainsi que les pertes de
puissance. En outre, il est adapté a I’éolienne a vitesse variable qui donne la possibilité de
produire la puissance maximale possible sur une large gamme de variation de la vitesse
du vent. En utilisant cette configuration, il est possible d’autoriser le flux de puissance
active et réactive bidirectionnel du coté du rotor au réseau [6-9]. En effet, la GADA
permet un fonctionnement en génératrice super-synchrone ot la puissance passe du rotor
au réseau et sous-synchrone ot la puissance passe du réseau au rotor. Par conséquent,
le démarreur progressif et le compensateur de puissance réactive ne sont pas nécessaires.
La topologie de génératrices éoliennes & vitesse variable en utilisant GADA est la plus
grande part de marché des technologies dominantes dans les fabricants d’éoliennes avec
une gamme de puissance de 1.5 & 6 MW et occupe environ 50% du marché de ’énergie

éolienne [6], [8], [9]. Voici quelques exemples de solutions commerciales: Acciona AW
1.5-3 MW, Alstom ECO 1.67-3 MW et General Electric GE Energy 1.5-2.75 MW |[6].

Doubly fed induction

Wind turbine generator (DFIG)
> Gear box /—\
. A oH
Grid
—>
Rotor side Grid side %
converter (RSC)  converter (GSC)
Rotor Grid
Filter Filter
— Y YL

Partial scale power converter

Figure 1: Turbines éoliennes & vitesse variable avec générateur asynchrone a
double alimentation.

La turbine éolienne a vitesse variable avec la configuration du convertisseur de puis-

sance a grande échelle est composée d'un générateurs synchrones a aimants permanents
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(PMSG) ou d’un générateur d’induction de cage d’écureuil (SCIG) ou WRIG et d’un
convertisseur en opposition. L’élimination de la bague collectrice, la pleine puissance
et la régulation de vitesse ainsi qu’'une meilleure capacité de support de réseau sont les
principaux avantages par rapport a la configuration de GADA. Cependant, le principal
inconvénient de ce concept est le convertisseur de puissance a grande échelle, qui con-
duit aux composants électroniques haute puissance ainsi que des pertes de puissance plus
¢élevées dans le convertisseur. Par conséquent, cette topologie convient aux éoliennes de
niveau MW de prochaine génération avec un niveau de tension moyen et une puissance
élevée a partir de 7 MW tant que les algorithmes de controéle sont congus pour minimiser

les pertes ci-dessus [4].
2 Etat de Part de 1’électronique de puissance pour les turbines éoliennes

L’électronique de puissance a rapidement changé au cours des derniéres années en
raison du développement de dispositifs semi-conducteurs. Leur intégration dans les sys-
témes de conversion joue un role important dans I’amélioration des performances et de la
puissance des éoliennes. En tant qu’interface entre la GADA et le réseau dans le systéme,
le convertisseur a deux niveaux est habituellement utilisé comme structure BTB pour le
systéme d’éoliennes. Cependant, il devient difficile pour une topologie de convertisseur
BTB a deux niveaux de réaliser des performances acceptables dans un systéme a éoliennes
avec une puissance élevée. En effet, il est impossible d’augmenter la puissance en raison
de la limite de tension imposée aux composants électroniques. Et la tension de sortie du
convertisseur & deux niveaux a un dv/dt élevé, nécessitant un filtre de sortie volumineux

pour limiter le gradient de tension et réduire le niveau des harmoniques [5], [10].

Avec les capacités pour atteindre un niveau de tension élevé, une puissance élevée
et une petite tension de mode commun, les convertisseurs multiniveaux deviennent une
solution préférée dans le systéme d’éoliennes. En général, trois topologies différentes ont
été proposées: le convertisseur clampé par le neutre (NPC), le condensateur volant (FC)
et cascade en pont H (CHB). Le convertisseur clampé par le neutre peut obtenir plus
des niveaux de tension de sortie et moins de dv/dt par rapport a la topologie a deux
niveaux, ce qui réduit la distorsion harmonique totale (THD) de la tension et du courant
de sortie. En outre, la capacité du convertisseur peut étre augmentée grace a une tension
réduite appliquée a chaque composant. IL’équilibre de la tension du point neutre est
un inconvénient principal, mais ce probléeme a été étudié et amélioré depuis plusieurs
années. Par conséquent, le convertisseur BTB a trois niveaux et clampé par le neutre
(3L-NPC) est considéré comme une bonne solution pour les systémes de conversion de

I’énergie éolienne grace a ses avantages en termes de 1’économie, de la complexité de la



Résumé xi

commande et de la performance [10-13]. En effet, cette topologie est I'une des topologies

multiniveaux les plus commercialisées disponibles sur le marché [§].
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Figure 2: Le convertisseur BTB & trois niveaux et clampé par le neutre [5].

Similaire au convertisseur clampé par le neutre, le condensateur volant produisent
également la tension de sortie avec réduction de dv/dt et THD. Les configurations de
commutation redondantes qui offrent plus de possibilités pour commander la tension des
condensateurs a liaison continue est le principal avantage de cette topologie. Cependant, il
présente certaines limitations, y compris les suivantes : un grand nombre de condensateurs
avec des circuits de pré-charge distincts, la complexité de la commande en charge du suivi
des niveaux de tension pour tous les condensateurs et une fréquence de commutation plus

élevée pour garder les condensateurs correctement équilibrés [12].

Le convertisseur en cascade en pont H peut atteindre des performances de sortie sim-
ilaires au convertisseur clampé par le neutre. Le principal avantage de la topologie du
convertisseur CHB est qu’il peut étre facilement étendu pour des niveaux de tension plus
élevées et de puissance supérieures. Néanmoins, en comparaison avec le transformateur
standard utilisé pour le convertisseur NPC, le pont H en cascade a besoin d'un transfor-
mateur d’isolement de déphasage pour acquérir des alimentations courant continue isolées

et, en conséquence, cette topologie est cotiteuse et volumineuse.

3 Commande des convertisseurs électroniques de puissance pour le systéme

de génération a turbine éolienne

L’architecture de commande de ’éolienne a vitesse variable se compose de trois parties
principales: commande de 1’éolienne, commande coté rotor et commande coté réseau. La
commande de turbine éolienne fournit une référence de puissance active (Ps_mf) ou une
référence de couple électromagnétique pour controler le GADA. Cette valeur de référence

est calculée en fonction de la vitesse du vent mesurée en fonction de la table de recherche
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Wind turbine DFIG
— Gear box /—\ PSﬂ QS Pg’ Qg
. A (A
Grid
—»
RSC DClink GSC %
A P, gsc» Qgsc
4 Y Y L
Rotor T Grid
filter 3L-NPC 3L-NPC filter
A A
Sabcir Sahc7 g
Wind turbine Rotor side Grid side
control control control

Figure 3: Le schema de commande pour les éolienne a base de GADA avec le
convertisseur BTB 3L-NPC |[5].

prédéterminée afin de déterminer la puissance optimale correspondant & la vitesse de rota-
tion de l'éolienne. Une commande de suivi du point de puissance maximum (MPPT) est
nécessaire afin de maximiser la puissance de sortie de 1’éolienne en commandant 1’angle
d’inclinaison des pales de la turbine. Le convertisseur coté rotor (RSC) génére une ten-
sion triphasée avec une amplitude et une fréquence variables pour contréler le couple
du générateur ou la puissance active (Ps) et la puissance réactive (Q);) échangés entre le
stator et le réseau. Le convertisseur coté réseau (GSC) controle la puissance active (Pyy.)
échangé bidirectionnellement entre le rotor de la machine et le réseau et peut également
influencer le facteur de puissance. La puissance active peut étre transférée entre le ro-
tor et la tension du bus continu et le but de la commande est de calculer la puissance
active échangée avec le réseau pour maintenir constante la tension du bus continu. Un
fonctionnement a facteur de puissance unité est habituel pour GSC, mais il est également
possible de controler le flux de puissance réactive (Qysc) entre le convertisseur et le réseau,
indépendamment du RSC [9], [14], [15]. Le filtre du c6té du rotor contribue a réduire la
distorsion harmonique des courants et des tensions du générateur, tandis que le filtre du

réseau permet d’obtenir des exigences harmoniques spécifiées par les norme du réseau.

Plusieurs méthodes ont été proposées pour controler le RSC et le GSC pour le sys-
téeme d’énergie éolienne. La commande de 1'électronique de puissance et de la machine
électrique peut étre divisé en cing groupes principaux: la commande linéaire, la com-
mande a hystérésis, la commande de mode de glissement, la commande intelligente et la
commande prédictive [16-18|. La plupart des méthodes de commande existantes utilisent

la commande vectorielle classique basée sur I'orientation de la tension (controle orienté
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tension-VOC) [15, 19-22| ou la commande orientée sur le champ (FOC) |9, 23, 24| qui
garantissent la dynamique et la performance statique via des boucles de controle de
courant interne avec un controleur linéaire proportionnel-intégral (PI). Cependant, il a
une faible performance dynamique et ses performances dépendent des paramétres précis
de la machine et de la qualité de la boucle de commande de courant, qui est fortement
influencée par la tension du réseau. Ensuite, une technique de modulation complexe telle
que la modulation de largeur d’impulsion (PWM) ou la modulation vectorielle (SVM)
avec I'équilibrage des tensions des condensateurs du bus continu est nécessaire pour ap-
pliquer ces techniques aux convertisseurs 3L-NPC. Pour résoudre ce probléme, plusieurs
approches ont été proposées telles que SVM avec la sélection d’états de commutation

redondante [25] et le PWM avec injection de tension homopolaire [26].

Récemment, une commande & hystérésis, surtout la commande directe du couple
(DTC) |25, 27, 28| et la commande directe de la puissance (DPC) [14, 29, 30] ont été
proposés pour améliorer les performances de 'asservisssement. Le DTC commande le
couple et le flux de rotor de la machine, tandis que DPC commande les puissances active
et réactive. Ces méthodes ont utilisé la commande a hystérésis et les états de commuta-
tion de l'onduleur, sélectionnés a partir d’une table de recherche (LUT) en fonction des
erreurs entre la référence et les valeurs estimées (couple et flux dans DTC; puissances
active et réactive dans DPC) et la position de la tension ou du flux virtuel. Donc, ces
méthodes ne nécessitent pas les boucles de commande actuelles et la modulation vec-
torielle. En comparaison avec le controleur linéaire PI, ces méthodes ont une réponse
dynamique rapide, aucune exigence de découplage entre la commande des composantes
acitve et reactive, et conduit a une meilleure dynamique. Néanmoins, I'inconvénient de
LUT est qu’il présente une grande ondulation de puissances active et réactive et la vari-
ation de la fréquence de commutation. Pour surmonter ce probléme, une modulation
vectorielle a été introduite dans la structure DPC [31], [32]. En outre, une fréquence
d’échantillonnage élevée est utilisée pour DTC/DPC pour garantir des performances sta-
bles et dynamiques acceptables. Avec des techniques de controle linéaire et d’hystérésis,
il n’est pas facile d’inclure les contraintes du systéme et les exigences techniques telles
que le courant maximal, la distorsion harmonique totale, la tension en mode commun et

la fréquence de commutation.

La commande de mode de glissement (SMC) [33-35] est une technique de controle
avancée qui convient au systéme linéaire et non linéaire avec des incertitudes. La variable
de controle est discontinue et suit une trajectoire prédéfinie. Avec cette méthode, elle

présente une implémentation simple, des propriétés attractives de rejet de perturbation,
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une forte robustesse et une réponse rapide méme pendant les variations de paramétres du

systéme et les perturbations externes par rapport a la technique de commande classique.

La logique floue [36], [37], les réseaux neuronaux artificiels [38-40] et neuro-flou [41]
font partie de la classe de méthodes de commande intelligentes. Ces méthodes utilisent
les fonctions d’appartenance du controleur de logique floue ou des réseaux neuronaux
artificiels pour créer des signaux de commutation du convertisseur de puissance. Le
principal avantage de ces méthodes est la capacité de fournir un signal de commande sans
modéle de convertisseur exact, donc il est utile pour les caractéristiques du convertisseur
de puissance de nature non linéaire. Cependant, la qualité de la performance dépend de

I’expérience, de la connaissance précise de I'opération ou du comportement du systéme.

Au cours des derniéres années, la commande prédictive est apparu comme une tech-
nique de commande majeure qui s’applique aux convertisseurs de puissance et aux en-
trainements électriques. La commande prédictive (MPC-model predictive control) utilise
le modéle du systéme pour prédire le comportement futur du processus pour une vari-
able de commande spécifique et ensuite obtenir une action optimale basée sur les critéres
d’optimisation prédéfinis. La famille de techniques de commande prédictive peut étre
divisée en cinq catégories: commande deadbeat, commande basée sur I'hystérésis, com-
mande basée sur la trajectoire, commande prédictive & modéle et plusieurs autres straté-
gies de commande prédictive qui différent par rapport a 1’évaluation optimale de la prise

de décision ou a la mise en ceuvre de la stratégie sélectionnée .

Une commande prédictive deadbeat utilise un modeéle du systéme pour calculer la
variable de commande requise qui annule ’erreur entre la variable de commande et I’entrée
de référence [42], [43]. Les signaux de commutation sont appliqués aux convertisseurs de
puissance en utilisant le modulateur PWM/SVM. Cette stratégie de commande fournit
une réponse dynamique rapide, mais les variations et les perturbations des paramétres du
systéme peuvent détériorer les performances obtenues. En outre, il est difficile d’intégrer

les non-linéarités et les contraintes du systéme.

Les techniques de MPC basées sur I’hystérésis et la trajectoire fonctionnent selon le
principe de sélection des variables de commande dans les limites d’'une zone d’hystérésis
ou d’une trajectoire plus courte entre 1'état initial et I’état souhaité [16, 42, 44]. Ainsi,
ces méthodes n’exigent pas le bloc de modulation et appliquent les états de commutation

directement au convertisseur.

De nos jours, la commande prédictive & modéle (MPC) est reconnu comme une

stratégie de controle simple et puissante pour controler les convertisseurs de puissance
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et les moteurs électriques grace a ses avantages tels que simples a appliquer dans des sys-
témes multivariables et considérent les non-linéarités et les contraintes dans le systéme a
commande et présentent une rapide réponse dynamique. Le principe de fonctionnement
de MPC est basé sur I'utilisation du modéle mathématique pour prédire le comportement
du systéme, puis minimiser la fonction de coiit prédéfinie pour atteindre les objectifs de
commande spécifiés. Le MPC appliqué aux convertisseurs de puissance peut étre classé
en deux groupes principaux : Continuous Control Set MPC (CCS-MPC) et la commande
prédictive & ensemble de commande fini (FCS-MPC). Dans CCS-MPC, les variables de
commande sont continues, le probléme d’optimisation peut étre résolu en ligne en util-
isant généralement une programmation quadratique (QP) [45-48] ou sous la forme d’une
commande prédictive généralisée (GPC ) [49] ou peut méme étre calculée hors ligne par
une solution explicite avec des structures affines plus complexes (MPC explicite) [50], [51]
pour réduire le nombre de calculs a effectuer. Dans le premier groupe, il faut un modu-
lateur pour générer les états de commutation a partir de la sortie continue du controleur
prédictif, conduisant a une fréquence fixe de commutation. Cependant, le principal in-
convénient de CCS-MPC est que les non-linéarités prises dans le modéle conduisent a un
probléme d’optimisation complexe, difficile a résoudre en ligne a I'aide d’'une plate-forme

de matériel numérique classique.

D’autre part, avec FCS-MPC, le temps de calcul du probléeme d’optimisation est réduit
en évaluant uniquement la fonction de cotit avec un nombre fini d’états de commutation
et en choisissant ’entrée de commande qui atteint la valeur de la fonction de cofit la
plus basse [16, 44, 52-54|. Le FCS-MPC est une technique de commande alternative

attrayante en raison de ses avantages:

e Prend en compte la nature discréte du convertisseur de puissance.

e Fournit une réponse dynamique rapide et de bonnes performances en régime per-

manent.
e Est simple a appliquer dans les systémes multivariables.
e [’optimisation est simplifiée grace a un nombre fini d’états de commutation.

e Peut étre appliqué a une large gamme d’applications de convertisseur de puissance

et des applications d’entrainement.

e Les non-linéarités et les contraintes du systéme peuvent étre incorporées directement

dans le contréleur.
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e Le retard de calcul et le temps mort peut étre compensé.

e Simple et facile & mettre en ceuvre.

En général, le FCS-MPC peut étre divisé en deux types: vecteur de commutation op-
timale MPC (OSV-MPC) et séquence de commutation optimale MPC (OSS-MPC). Avec
le premier groupe, I’état de commutation optimale est directement appliqué au convertis-
seur sans modulateur, entrainant une fréquence variable de commutation. Cependant, la
fréquence de commutation peut étre controlée en imposant une restriction dans la fonction
de cott. En revanche, la méthode OSS-MPC [55, 56| définit les séquences de commu-
tation optimales (états de commutation et cycles de fonctionnement correspondants) a
appliquer au convertisseur de puissance pendant la prochaine période d’échantillonnage.
Ensuite, la séquence de commutation est traditionnellement implémentée sur la base d’une

modulation vectorielle de tension, ce qui produit une fréquence fixe de commutation.

Récemment, certaines stratégies de commande novatrices de la commande prédictive
ont été proposées pour améliorer les performances du contrdleur pour des topologies de
convertisseur de puissance et des applications d’entrainement : commande direct de la
puissance prédite (PDPC) [57, 58], MPC modulé¢ (M2PC) [59-61|, fréquence variable
d’échantillonnage MPC (VSF-MPC) [62, 63], MPC commuté (SMPC) [64] et point de
commutation variable MPC (VSP-MPC) [65-67].

Avec le FCS-MPC, tous les états de commutation doivent étre évalués pour la fonction
de cotit pour obtenir la valeur optimale. Il est bien connu que le choix de longs horizons
de prédiction, donne en général de meilleures performances en boucle fermée que le choix
d’un horizon court. Malheureusement, la charge de calcul dans la résolution des problemes
d’optimisation augmente exponentiellement avec la longueur de I'horizon de prédiction.
Donc, malgré les bonnes performances que le FCS-MPC offre, il reste encore des défis qui

peuvent étre repris par les points suivants :

Nécessite une grande quantité de calculs, en particulier avec un nombre élevé d’états

de commutation et de longs horizons de prédiction.

Fonctionne avec une fréquence variable de commutation.

e La précision du modéle a un impact direct sur la qualité du controleur.

L’un des principaux problémes ouverts est que la stabilité du systéme n’a pas été

prise en compte dans la procédure de conception.
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4 La commande prédictive a ensemble de commande fini

Le but de la méthode de commande est de conduire une variable systéme z(t) qui est
déterminée par 'action de commande S(t) (habituellement les signaux de commutation
du convertisseur) le plus prés possible d’une valeur de référence souhaitée z*(¢). En raison
d’un nombre fini d’états de commutation S;, avec ¢ = 1, ..., n, nous pouvons prédire toutes
les variables possibles du systéme (zP(k + 1)) sur une période d’échantillonnage T en
fonction du modéle du systéme et des valeurs mesurées. Ensuite, une fonction de cott
g qui dépend de l'objectif de la commande peut étre définie. Un exemple typique pour
la fonction cotit serait ’erreur absolue entre les valeurs prédites et leurs références g =
|z*(k + 1) — a2P(k + 1)|. L’évaluation de la fonction cotit avec les n différents commandes
possibles, entrainera n différents cotits. Enfin, I’état optimal de commutation qui minimise
la fonction de coiit est sélectionné et appliqué directement au convertisseur. En résumé,

la conception FCS-MPC est réalisée selon les étapes suivantes :

e Etape 1 : Mesures
Obtenir les signaux de retour requis pour le modeéle prédictif ou le calcul de la
référence.
e Etape 2 : Calcul et extrapolation des références
Calculer la variable de référence en fonction de l'application spécifique, puis
obtenir les valeurs futures de la référence en utilisant ’extrapolation.
e Etape 3 : Construire des modéles en temps continu du systéme

La modélisation du systéme s’effectue en dérivant des équations qui décrivent
le comportement dynamique des variables controlées généralement basées sur un

modéle linéaire comme suit :

(fl—f:Ax—kBu,

Ou x représente la variable a controler (tension, courant, flux, puissance) et u est

I'entrée de controle (tension de réseau, état de commutation, tension continue).
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Etape 4 : Construire des modéles a temps discret du systéme

Un modéle de temps discret du systéme est nécessaire pour prédire le comporte-
ment des variables évaluées par la fonction de cotit. Afin de discrétiser le modéle de
systéme, la méthode d’avant-premiére Euler est utilisée en raison de sa simplicité.
Il donne également une précision acceptable qui est nécessaire pour de bonnes per-
formances. Selon cette approche, nous avons la forme de temps discréte du systeme

comme suit:

Ou T est le temps d’échantillonnage, x(k + 1) et 2(k) sont la valeur de la variable

d’état dans le prochain temps d’échantillonnage et a I’état actuel, respectivement.

Etape 5 : Prédiction des variables de commande

Prédire la valeur future des variables de commande basées sur les modéles a
temps discret, les valeurs mesurées et tous les états possibles de commutation du

convertisseur.

Etape 6 : Minimiser la fonction de coit

En derniére étape, toutes les valeurs des variables prédites x%(k 4+ 1) sont com-

parées avec leur références z*(k + 1) a 'aide d’une fonction de cott g comme suit

g=|z*k+1)—2l(k+1)],i=1,..,n.

L’objectif de 'optimisation de la fonction cotit est de sélectionner la valeur de
colit g aussi prés que possible de zéro. L’état optimal de commutation qui minimise
la fonction de cotit est choisi et ensuite appliqué au convertisseur au moment du

prochain instant d’échantillonnage.

5 Objectifs

L’objectif de cette thése est d’élaborer de nouvelles stratégies de commande basées

sur une philosophie de commande prédictive a modéle pour les systémes de production

d’énergie éolienne. Il se concentre sur la topologie de GADA avec le convertisseur 3L-

NPC pour un systéme d’éolienne qui convient & une plate-forme de génération avec une

puissance comprise entre 1.5 et 6 MW. Malgré cette portée concentrée sur le coté de
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I’application et de la modélisation, les développements méthodologiques seront génériques
pour les stratégies prédictives définies par ensemble fini. Il est illustré comment mettre
en ceuvre FCS-MPC pour améliorer les performances en termes de qualité d’énergie, de
réponse dynamique et d’efficacité des convertisseurs de puissance. Ainsi, les orientations

de recherche de cette thése tiennent compte des objectifs suivants :

e Développement de la stratégie FCS-MPC pour le convertisseur 3L-NPC.

e Compensation de la complexité computationnelle et développement de FCS-MPC

avec horizon en deux étapes.

e Description détaillée du modéle de commande de puissance prédictive est présentée

pour commander le réseau connectée au convertisseur 3L-NPC.

e Plusieurs approches sont introduites pour réduire le cott de calcul, la fréquence de

commutation et la tension en mode commun.

e Aservissement des puissances actives et réactives pour la GADA connecté au con-
vertisseur 3L-NPC, un modéle de commande de puissance directe prédictive est

proposé.

e Une fonction Lyapunov est utilisée pendant la conception de la commande, ce qui
inclut des considérations liées a la stabilité dans la décision basée sur 'optimisation

pour le fonctionnement en boucle fermée du systéme.

e Pour compenser l'effet de temps mort et améliorer les performances en boucle fer-
mée, la commande prédictive & modeéle est modifiée pour prend en compte directe-

ment la compensation de temps mort.

En résumé, nos contributions sont d’élaborer une nouvelle stratégie de commande
pour résoudre des défis de FCS-MPC :

e Approche 1 : Pour réduire le nombre d’évaluations en temps réel, nous proposons
dans une premiére étape de considérer d’appliquer le méme vecteur de tension en

deux pas, au lieu de différents vecteurs (Fig. 4).

e Approche 2 : Afin d’éviter un saut en hauter de la tension de phase et réduire
le nombre de commuatation, il est possible de limiter les éventuelles trasitions de
commutation. Dans ce cas, nous proposons de considérer les combinations d’entrées

ayant une seule variation de commutation a U'instant k + 2 (Fig. 5).
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(a) Prévision standard en deux pas (b) Méme vecteur de tension

Figure 4: Prévision variable de commande pour le convertisseur 3L-NPC avec
un horizon en deux pas.
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Figure 5: La méthode de commande proposée avec une variation de commuta-
tion.

e Approche 8 : Nous proposons un schéma de commande basé sur le MPC qui inte-
gre des informations liées a la stabilité dérivées d’une fonction de Lyapunov. Dans
ce cas, nous imposons une méthode d’élagage pour les choix dans I’emsemble fini
faisable de commandes basés sur la diminution de la fonction de Lyapunov comme

illustré en Fig. 6.

~ ~ 1. ~ 1 ~ T ~ di, ~
1% (zgd, zgq> =3 digg + quzgq, avec dérivé 1/ (zgd, zgq> = Kdzgdd—“;d + qugqﬁ
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Figure 6: La commande prédictive a modéle utilisant la fonction de Lyapunov.

e Approche 4 : Dans la commande de convertisseur, il est nécessaire d’insérer le temps
mort dans les signaux de commutation pour éviter le court-circuit sur la source de
tension continue de convertisseur. La tension pendant le temps mort et le délai
de commutation est déterminé en fonction de I’état entre 1’état de commutation
précédent et ’état de commutation actuel et le signe du courant de phase comme
indiqué dans la Fig. 7. Dans ce étude, nous concentrons sur la modélisation des
erreurs causées par les retards de temps mort et de temps de commutation, puis
nous proposons une nouvelle méthode de compensation pour améliorer le distortion

de courant.

O P O P
e To e T
1—>|td<— —»td!<— —»ltd<—

Su?ﬁﬂk%mﬂg et :=
$12 0 —— - | -
IS

|
|
k k+1 k+2 k+3

Uqe/2

Uaz

Figure 7: La tension réel de convertisseur w7 avec i45 > 0.
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6 Résumé de la thése

L’introduction générale a presentée le systéme de génération éolienne, les objectifs et
les contenus de la thése. Le développement historique et 1’état actuel de la commande des
convertisseurs de puissance du systéme d’éoliennes ont également été résumés. Le reste

de la thése est organisé comme suit :

e Chapitre 2: La commande prédictive & ensemble de commande fini pour
I’onduleur 3L-NPC

Ce chapitre présente le développement du principe de la méthode FCS-MPC
pour 'onduleur 3L-NPC avec une prédiction d'une et deux pas. Dans la premiére
partie de ce chapitre, la topologie et le principe de fonctionnement du convertisseur
3L-NPC sont rappelés, puis le modéle mathématique du convertisseur 3L-NPC est
établi. L’application de la stratégie FCS-MPC & I'onduleur 3L-NPC en fonction de
la fonction cotit est définie pour minimiser I’erreur entre les courants de référence et
les valeurs prédites, équilibrer la tension de condensateur du bus continu et réduire la
fréquence de commutation. Une approche de compensation pour le retard associé a
la mise en ceuvre numérique et la réduction du cotit de calcul est présentée. En outre,
pour vérifier la performance dynamique, une comparaison entre le controleur de
courant linéaire avec la modulation vectorielle des tensions (PI-SVM) et FCS-MPC
est fournie dans la derniére section de ce chapitre. La performance des stratégies

proposées est évaluée en avec des simulations dans le domaine temporel.

e Chapitre 3: Commande directe de la puissance basée sur la commande

prédictive par modéle pour ’'onduleur 3L-NPC connecté au réseau

La mise en ceuvre et la commande d’un onduleur 3L-NPC connecté au réseau
utilisant FCS-MPC est l'objectif principal de ce chapitre. Le modéle de prédiction
de puissance est synthétisé en utilisant un modéle dynamique de 'onduleur 3L-
NPC connecté au réseau en fonction de 'orientation du flux virtuel ou de la tension
du réseau. Le principe du systéme de commande proposé est d’utiliser les valeurs
prédites du flux virtuel, du courant du réseau et des tensions du condensateur de
liaison pour toute configuration possible des vecteurs de tension. Les puissances
actives et réactives peuvent étre estimés en fonction du flux virtuel et du courant
du réseau. Une fonction de cotit est utilisée pour obtenir le profil prévu qui min-
imise I'erreur entre les puissances actives et réactives et leurs références, équilibre la
tension du condensateur de liaison courant continu et réduit la fréquence de com-

mutation. Certaines méthodes pour réduire le charge de calcul sont présentées dans
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ce chapitre. En outre, les résultats de simulation basés sur Matlab/Simulink sont
présentés et une comparaison avec la méthode classique de commande directe de la
puissance avec contrdleur linéaire PI et la modulation vectorielle (DPC-SVM) est

analysée.

e Chapitre 4: Commande directe de la puissance basée sur la commande

prédictive par modéle pour GADA alimenté par un onduleur 3L-NPC

Ce chapitre propose une stratégie de commande directe de la puissance basé
sur la commande prédictive par modéle pour GADA alimenté par un onduleur 3L-
NPC. Tout d’abord, le principe de fonctionnement de GADA est présenté, puis
le modéle d’onduleur 3L-NPC connecté & GADA est établi. Deuxiémement, la
fonction de cotlit associée aux objectifs de commande qui suivent les puissances
actives et réactives, maintient la tension du condensateur du bus continu équilibrée
et réduit la fréquence de commutation, la tension en mode commun est définie.
Enfin, afin de valider 'efficacité de la méthode de controle proposée, les résultats
de la simulation dans différentes conditions de variation de vitesse, de puissance et
de paramétres du vent sont présentés et comparés avec une commande de puissance
et une modulation vectorielle (DPC-SVM). Les résultats obtenus sont fournis pour

confirmer et valider 'efficacité des stratégies de commande proposées.

e Chapitre 5: Modéle de commande de puissance prédictive basée sur la

fonction de Lyapunov pour le convertisseur 3L-NPC en opposition

Comme déja résumé dans les chapitres 2, 3 et 4, la méthode FCS-MPC est
une alternative intéressante pour commander les convertisseurs de puissance et les
entrainements électriques. Cependant, la stabilité de cette stratégie reste un prob-
léme ouvert. Dans ce chapitre, afin de tenir compte des problémes de stabilité,
nous proposons un schéma de commande predictive pour asservir directement la
puissance, ameliorer avec 'intégration des contraintes de stabilité d’une fonction
de Lyapunov. En outre, la méthode proposée peut réduire la charge de calcul par
rapport a la méthode conventionnelle FCS-MPC, permettant la mise en ceuvre en
temps réel avec des horizons de prédiction étendus. Afin de montrer I'efficacité de la
stratégie de commande proposée, différents scénarios de long durée ont été réalisés
en simulation. Les résultats de la simulation indiquent que la technique de contréle
proposée présente une bonne performance et une bonne robustesse par rapport aux
variations des parameétres de la machine tout en réduisant considérablement le cotit

de calcul.
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e Chapitre 6: Modéle de commande de puissance prédictive avec compen-

sation de temps mort pour le convertisseur 3L-NPC en opposition

Ce chapitre présente une nouvelle stratégie de compensation de commande pré-
dictive de modéle pour convertisseur 3L-NPC afin de surmonter 'effet de temps
mort des dispositifs de commutation. Le probléme principal est le temps mort in-
clus pour éviter le court-circuit dans 'onduleur. Il est démontré qu’en prenant en
compte les temps morts dans le modéle, il est possible de diminuer ses effets. Dans
cette étude, nous nous concentrerons sur la modélisation des erreurs causées par les
retards de temps mort et de commutation induits par le mécanisme de commuta-
tion physique. Avec cette approche, le modéle pour prédire la tension de sortie de
I’onduleur et la tension du point neutre prend en compte le temps mort et le temps
d’activation/désactivation du convertisseur pour compenser ses effets. Afin de dé-
montrer la faisabilité et I'efficacité du schéma proposé, les résultats de la simulation
seront fournis et comparés aux cas non compensés en utilisant Matlab et la boite a

outils SimPowerSytem.

Chapitre 7: Conclusions

Un résumé des contributions de cette thése et les éventuelles extensions futures

de la recherche sont présentés dans ce chapitre.
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Chapter 1

Introduction

1.1 Overview of wind turbine system

To satisfy the high demand for electricity and reduce greenhouse gas emissions, renew-
able energy systems and especially wind energy have attracted interest in recent years.
According to the global wind energy council (GWEC), the wind power capacity has grown
fast from 2000 to 2015 with around 63 GW installed only in 2015. Fig. 1.1 shows the
annual global cumulative installed wind capacity from 2000 to 2015 [1]. In fact, the global
installed wind power capacity reached 432 GW (148 GW in Europe, increased 6.3% more
than in the previous year) at the end of 2015, indicating that the wind power is an es-
sential role in the modern energy supply system [1|. By the end of 2015, more than 80
countries are using wind energy on a commercial basis and approximately 26 countries
have more than 1 GW cumulative installed wind power capacity, including 17 countries
in Europe, 4 in Asia-Pacific (China, India, Japan, Australia), 4 in the Americas (Brazil,
Canada, United States, Mexico) and 1 in Africa (South Africa) [2]. The aim is to achieve
nearly 2000 GW by 2030, supplying up to 19% of the global electricity [3]. Moreover,
the wind turbine connected to the grid plays the important role for maintaining and

improving the electrical performances of the overall system.

Besides the quick growth in the total installed capacity, the size and capacity of
individual wind turbine are also increasing in order to reduce the price per generated
kWh and increase the efficiency of wind energy conversion. Recently, most of the major

wind turbine manufactures are developing large wind turbine in the 1.5-6 MW range [4],
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Figure 1.1: Annual global cumulative installed wind power capacity from 2000
to 2015
[source: Global Wind Energy Council (GWEC)].

[5]. Based on the rotational speed and the type of power electronics, wind turbine system

(WTS) can be classified into four main groups as follows:

e Type 1: Fixed speed WTS with squirrel-cage induction generator (SCIG).
e Type 2: Partial variable speed WT'S with wound rotor induction generator (WRIG).

e Type 3: Variable speed WTS with partial scale power converter and doubly fed
induction generator (DFIG).

e Type 4: Variable speed WTS with full scale power converter and permanent mag-
net synchronous generator (PMSG), SCIG or WRIG.

The early technology used in wind turbines was based on squirrel-cage induction
generator (SCIG) directly connected to the grid (Fig. 1.2). The speed range of the
generator is small so that this configuration is often known as a fixed speed wind turbines.
The advantages of this concept are the simple and cheap construction. However, the main
disadvantage of this topology is the system delivers the rated power to the grid only at
a given wind speed, leading to low energy conversion efficiency at other wind speed [5].

Another drawback of this topology is that a reactive power compensator such as capacitor
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bank is required to compensate the reactive power demand by the asynchronous generator,

leading to expensive cost.

Squirrel-cage induction Bypass switch

Wind turbine
generator (SCIG) s

> Gear box
_> \*L
! Grid
—> ~ Soft starter

Capacitor 7
bank

Figure 1.2: Fixed speed wind turbine with direct grid connection.

The partial variable speed consists of a wound rotor induction generator (WRIG) and
a variable rotor resistance as shown in the Fig. 1.3. The stator of WRIG is directly
connected to the grid by the soft starter, whereas the rotor winding is connected with
external rotor resistance through the converter. The improvement of this concept is that
rotational speed of the wind turbine can be adjusted about 10% of synchronous speed of
generator, leading to an increased energy conversion efficiency. However the power loss
dissipating in the rotor resistors and external compensation required remains a significant

drawback for this concept.

Wound rotor induction B ;
. . ypass switch
Wind turbine generator (WRIG) ~,

> Gear box
_> \*L
! Grid
> - Soft starter

Capacitor 7
bank

'\+L =

Rotor
resistance

Figure 1.3: Partial variable speed wind turbine with variable rotor resistance.

Currently, the technology has developed toward variable speed. Variable speed wind
turbines can be classified into two most common types based on the types of generators
and power rating of the converter with respect to the total power of the system. The
configuration of doubly fed induction generator (DFIG) equipped with partial scale power
converter and the full scale power converter configuration. The first one (Fig. 1.4) has gain
interest in recent years. In this configuration, the stator windings of DFIG are directly

connected to the power grid, while the rotor windings are connected to the power grid via
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a back-to-back (BTB) converter. The power converter consists of two power converters,
the rotor side converter (RSC) and the grid side converter (GSC), which are controlled
independently of each other. A DC-link voltage is placed between two converters for
energy storage in order to reduce the variation of DC voltage. This concept represents an
attractive solution thanks to the important features: allows the power electronic converter
to deal with approximately 30% of the generator power, it reduces the converter cost as
well as the power losses. Furthermore, it is suitable for variable speed wind turbine which
gives the possibility to produce the maximum possible power on a wide range of variation
of the wind speed. By using this configuration, it is possible to allow both bidirectional
active and reactive power flow from rotor side to grid [6-9]. This capability allows DFIG
to operate at both the super-synchronous mode where power flows from the rotor to the
grid, and the sub-synchronous mode where the power flows from the grid to the rotor.

Therefore, soft starter and reactive power compensator are not needed.

. . Doubly fed induction
Wind turbine generator (DFIG)
> Gear box m
Grid
—>
Rotor side Grid side %
converter (RSC)  converter (GSC)
Rotor Grid

Filter

Filter
p— Y Y L

Partial scale power converter

Figure 1.4: Variable speed wind turbine with doubly fed induction generator.

The variable speed wind turbine with full scale power converter configuration is com-
posed of a permanent synchronous generator (PMSG) or squirrel-cage induction generator
(SCIG) or WRIG and back-to-back converter as depicted in Fig. 1.5. The elimination of
the slip rings, full power and speed controllability as well as better grid support ability are
the main advantages compared with the DFIG configuration. However, the main draw-
back of this concept is the large scale power converter, which leads to have high power
electronic component as well as the higher power losses in the converter. Therefore, this
topology is suitable for next generation MW-level wind turbines with medium voltage
level and high power range from 7 MW as long as the control algorithms are designed to

minimize the above losses [4].
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SCIG/WRIG/Permanent magnet
synchronous generator (PMSG)

Rotor Grid

Filter E E Filter
Grid

Full scale power converter

Wind turbine

Gear box

Figure 1.5: Variable speed wind turbine with full scale power converter.

The main features and drawbacks of all four types of wind turbine system config-
urations are summarized in Table 1.1. To demonstrate the popularity of each WTS
configuration in the wind energy industry, the top 10 wind turbine manufacturers in 2014
and their priority technologies are illustrated in Fig. 1.6. The topology of variable wind
speed using DFIG is the highest market share of the dominating technologies in wind
turbine manufactures with power range in 1.5-6 MW and occupies about 50% of the

wind energy market [6], [8], [9]. A few examples of commercial solutions are: Acciona
AW 1.5-3 MW, Alstom ECO 1.67-3 MW and General Electric GE Energy 1.5-2.75 MW

16].

Table 1.1: Summary of the four types of wind turbine system configurations

[68].

Partial
variable speed

Fixed speed Variable speed

Turbine type Type 1 Type 2 Type 3 Type 4
Generator SCIG WRIG DFIG SCIG, PMSG
Speed Range 1% 10% 30% 100%

Power converter Not Required Diode+Chopper BTB converter BTB converter
Converter Capacity 0% 10% 30% 100%

Soft Starter Required Required Not Required  Not Required
Reactive Power Required Required Not Required  Not Required
Compensation (Capacitors)  (Capacitors)

Aerodynamic Active Stall Pitch Pitch Pitch

Power Control Stall, Pitch

MPPT Operation Not Possible  Limited Achievable Achievable
Current Market Few or No Few or No Highest Share  2"¢ Highest
Penetration Installations  Installations (> 50%) Share
Example Vestas V82 Suzlon S88 REpower 6M  Enercon E-126
Commercial WT 1.65 MW 2.1 MW 6.0 MW 7.5 MW
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Vestas (Denmark) 12.3%
Type 1 to 4 (PMSG)

28.2% Rest of the Market
Type 1 to 4

Siemens (Germany) 9.9%
Type 1 & 4 (SCIG, PMSG)

General Electric (USA) 9.1%
Type 3 & 4 (PMSG)

3.8% Envision (China)
Type 3 & 4 (SCIG)
4.4% Ming Yang (China)

Goldwind (China) 9% Type 3 & 4 (PMSG)
Type 4 (PMSG) 4.7% Gamesa (Spain)
Type 3 & 4 (PMSG)

Enercon (Germany) 7.8% o 5.1% United Power (China)
Type 4 (WRSG) Type 3 & 4 (PMSG)
l 5.8% Suzlon (India)

Type 1 to 3

Figure 1.6: Top 10 wind turbine manufacturers in 2014 [17].

1.2 State of the art of power electronics for wind tur-

bine system

Power electronics have changed rapidly in the recent years due to the development of
semiconductor devices. Their integration in the conversion schemes is playing important
role in the improvement of the performance and the power for wind turbines. Many
possible technical solutions of wind turbine system have been proposed. As the interface
between the DFIG and grid in the system, two-level converter is usually used as a BTB
structure for the wind turbine system. However, it becomes difficult for a single two-level
BTB converter topology to achieve acceptable performance in wind turbine system with
high power. Indeed, it is impossible to increase power due to voltage limit imposed on
electronic components. And the output voltage of the two-level converter has high dv/dt,

requiring bulky output filter to limit the voltage gradient and reduce the harmonics level
[5], [10].

With the abilities to achieve high voltage level, high power and smaller common mode
voltage, the multilevel converters are becoming preferred solution in the wind turbine
system. In general, three different topologies have been proposed: diode-clamped (neutral
point clamped), capacitor-clamped (flying capacitor) and cascaded H-bridge (CHB). The
diode-clamped (NPC) converter can achieve more voltage level output and less dv/dt

compared to the two-level topology, reducing the total harmonic distortion (THD) of
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output voltage and current. Furthermore, the capacity of the converter can be increased
thanks to a decreased voltage applied to each component. The neutral point voltage
deviation of the DC-link voltage is a main drawback, but this problem has been studied
and improved for several years. Consequently, the three-level neutral-point clamped (3L-
NPC) back-to-back converter (Fig. 1.7) is considered a good solution for the wind energy
conversion systems thanks to its advantages in terms of economy, the complexity of
control and performance [10-13|. Indeed, this topology is one of the most commercialized

multilevel topologies available in the market [8].
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Figure 1.7: Three-level Neutral-Point Clamped back-to-back converter for wind
turbine [5].

Similar to the diode-clamped converter, the flying capacitor (FC) converters (Fig.
1.8) are also producing the output voltage with reduce dv/dt and THD. The redundant
switching configurations which provides more possibilities to control the voltage of DC-
link capacitors is the main advantage of this topology. However, it has some limitations,
including the following: a large number of DC capacitor with separate pre-charge circuits,
the complexity of the control in charge with the tracking of the voltage levels for all of
the capacitors and higher switching frequency to keep the capacitors properly balanced
[12].

The cascaded H-bridge converter can achieve similar output performance than the
diode-clamped converter, as shown in Fig. 1.9. The main advantage of the CHB converter
topology is that it can be easily extended for higher voltage and higher power levels.
Nevertheless, comparing with the standard transformer used for the NPC converter, the
cascaded H-bridge needs a phase shifting isolation transformer to acquire isolated DC

supplies, and in consequence this topology is expensive and voluminous.
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Figure 1.8: Three-level Flying capacitor back-to-back converter for wind turbine

5]
[ : I :
Transformer
open windings
P #} 3 g
! YD
Fiter Fiter
45} . . 45}
3L-CHB 3L-CHB

Figure 1.9: Three-level Cascaded H-bridge back-to-back converter for wind tur-
bine [5].

1.3 Control of power electronic converters for wind tur-

bine system

The general control architecture of the variable speed wind turbine consists of three
principal parts: wind turbine control, rotor side control and grid side control (Fig. 1.10).
Wind turbine control provides active power reference (P ,cr) or electromagnetic torque
reference for control the DFIG. This reference value is calculated based on the measured
wind speed based on lookup-table which is predetermined in order to determine the
optimum power corresponding to the rotational speed of wind turbine. A maximum
power point tracking (MPPT) control is needed in order to maximize power output of
the wind turbine by controlling the turbine pitch angle. The rotor side converter (RSC)
generates a three-phase voltage with variable amplitude and frequency to control the
generator torque or active power (P;) and reactive power () exchanged between the
stator and grid. The grid side converter (GSC) controls the active power (Pys.) exchanged

bidirectionally between the rotor of the machine and the grid and can also influences the
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Figure 1.10: The control scheme for DFIG based wind turbines with 3L-NPC
back-to-back converter [5].

power factor. The active power can be transferred between the rotor and the DC-link
voltage and the control goal is to calculate the active power exchanged with the grid
to keep the DC-link voltage constant. Close to unity power factor operation is usual
for GSC, but it is also possible to control the reactive power (Qys.) flow between the
converter and the grid, independently of the RSC [9], [14],[15]. In particular, when the
low voltage ride through occurs, the grid side controller must remain the reactive power
support to the grid in order to help the grid voltage recovery during and just after the
clearance of grid faults. The filter on the rotor side helps to reduce harmonic distortion
of the generator currents and voltages, whereas the grid filter helps to acquire harmonic

requirements specified by the grid codes.

The overall control system of DFIG based wind turbine is illustrated in Fig. 1.11.
RSC and GSC can be considered as two controllable voltage sources. The objective of the
RSC is to supply voltages to the rotor side part of the DFIG such that the grid side active
and reactive powers are maintained according to the power tracking and desired power
factor. While for the GSC, it mainly controls the DC-link voltage but also provides limited
reactive power similar to the operation of a static synchronous compensator (STATCOM),
independently of the generator operation, allowing the performance of voltage support
towards the grid. With a constant DC-link voltage the active power through the RSC
will be the same as that through the GSC.

The DC-link voltage can be expressed in terms of the power from the RSC and the

power leaving the GSC to the grid. The convention of P, follows the rotor current
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Figure 1.11: The block diagram of overall control system for DFIG.

convention, where injection to the rotor current is positive. The convention of P follows
the GSC current convention, where from the GSC to the grid is positive. Thus, the

dynamic equation of the DC-link voltage can be expressed as follows:

1 _dU?
de __
507 = —Pr _Pgsc- (11)
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Figure 1.12: Classification of control techniques used in power converters.

Several methods have been proposed to control the RSC and GSC for wind energy
system. The control in power electronics and electrical machine can be divided into five
main groups: linear control, hysteresis control, sliding mode control, intelligent control
and predictive control as shown in Fig. 1.12 [16-18|. Most of the existing control methods

use the classical vector control based on the orientation of the voltage (voltage oriented
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control-VOC) [15, 19-22| or the field oriented control (FOC) [9, 23, 24] which guaran-
tee the dynamics and static performance via internal current control loops with linear
proportional-integral (PI) controller. However, it has a low dynamic performance and its
performances depend on the accurate machine parameters and the quality of the current
control loop, which is strongly influenced by unbalanced grid voltage. Next, a complex
modulation technique such as pulse width modulation (PWM) or space vector modu-
lation (SVM) along with the DC-link capacitor voltage balancing is required to apply
these techniques to 3L-NPC converters. To solve this issue, several approaches have been
proposed such as SVM with the redundant switching states selection [25] and PWM with

zero sequence voltage injection [26].

Recently, a hysteresis control especially direct torque control (DTC) [25, 27, 28| and
direct power control (DPC) [14, 29, 30| have been proposed to improve the controller
performance. The DTC controls the torque and rotor flux of the machine, while DPC
controls the active and reactive powers. These methods used the hysteresis control and
the inverter switching states, selected from a lookup-table (LUT) based on the errors
between the reference and estimated values (torque and flux in DTC; active and reactive
powers in DPC), and voltage or virtual flux position. Therefore, these methods do not
require the current control loops and space vector modulation. Comparing with the linear
PI controller, these methods have a fast dynamics response, no requirement for decoupling
between control of the active and reactive components, and leads to a better dynamics.
Nevertheless, the drawback of LUT is that it has large active and reactive power ripple and
switching frequency variation. To overcome this problem, a space vector modulation was
introduced to DPC structure [31], [32]. Furthermore, a high sampling frequency is used for
DTC/DPC to guarantee acceptable steady-state and dynamic performances. With both
linear control and hysteresis techniques, it is not easy to include the system constraints
and technical requirements such as maximum current, total harmonic distortion, common-

mode voltage and switching frequency.

Sliding mode control (SMC) [33-35] is an advanced control technique which is suitable
for linear and non-linear system with uncertainties. The control variable is discontinuous
and follows a predefined trajectory. With this method, it features simple implementa-
tion, attractive disturbance rejection properties, strong robustness and fast response even
during the system parameters variations and external disturbances compared with the

classical control technique.

The fuzzy logic [36], [37], artificial neural networks [38-40] and neuro-fuzzy [41] are

part of the class of intelligent control methods. These methods use the membership
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functions of the fuzzy logic controller or the artificial neural networks for create switching
signals of the power converter. The main advantage of these methods is the ability
to provide a control signal without an exact converter model, thus it is useful for the
characteristics of the power converter which are nonlinear in nature. However, the quality
of performance depends on the experience, accurate knowledge about the operation or

behavior of the system.

In the recent years, the predictive control emerged as a major control technique which
is applied for power converters and electrical drives. The predictive control (PC) uses the
system model to predict the future behavior of the process for a specific control variable
and then obtain the optimal actuation based on the predefined optimization criteria.
The family of predictive control techniques can be divided into five categories: deadbeat
control, hysteresis based control, trajectory based control, model predictive control and
several other predictive control strategies which differ with respect to the optimal decision

making evaluation or the implementation of the selected strategy.

A deadbeat predictive control uses a model of the system to calculate the required
control variable that cancels the error between the control variable and the reference
input [42], [43]. The switching signals are applied to the power converters by using the
PWM/SVM modulator. This control strategy provides a fast dynamic response but the
system parameter variations and perturbations can deteriorate the control performance.

In addition, it is difficult to incorporate the nonlinearities and constraints of the system.

The hysteresis and trajectory based PC techniques work on the principle of selecting
the controlled variables within the boundaries of a hysteresis area or shortest trajectory
between the initial state and the desired state [16, 42, 44|. Thus, these methods don’t

require the modulation block and apply the switching states directly to the converter.

Nowadays, model predictive control (MPC) is recognized as a simple and powerful
control strategy to control power converters and electrical drivers thanks to its advan-
tages such as simple to apply in multivariable systems and consider nonlinearities and
constraints in the control system, and present a fast dynamic response. The working
principle of MPC is based on using the mathematical model to predict the system behav-
ior and then minimize the cost function predefined to fulfill the control objectives. The
MPC applied to power converters has been classified into two major groups: Continuous
Control Set MPC (CCS-MPC) and Finite Control Set MPC (FCS-MPC). In Continuous
Control Set MPC, the control variables are continuous, wherein the optimization prob-

lem can be solved online generally by using quadratic program (QP) [45-48] or taking the
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form of a generalized predictive control (GPC) [49] or can even be precomputed offline by
explicit solution with more complex affine structures (Explicit MPC) [50], [51] to reduce
computational burden. In the first group, it needs a modulator to generate the switching
states from the continuous output of the predictive controller, leading to a fixed switching
frequency. However, the main drawback of CCS-MPC is that the nonlinearities taken in
the model bring to a complex optimization problem, difficult to be solved on line using a

conventional digital hardware platform.

On the other hand, with Finite Control Set MPC, the computational time of op-
timization problem is reduced by only evaluating the cost function with finite number
of switching states and choosing the control input that achieve the lowest cost function
[16, 44, 52-54]. The FCS-MPC is an attractive alternative control technique due to its

advantages:

e Takes into account the discrete nature of the power converter.

e Provides a fast dynamic response and good steady state performance.

e [s simple to apply in multivariable systems.

e The optimization is simplified due to finite number of switching states.

e Can be applied to a wide range of power converter and drive applications.

e The nonlinearities and constraints of the system can be incorporated directly into

the controller.
e Compensate the computational delay and dead-time.

e Simple concept and easy for the implementation.

In general, the FCS-MPC can be divided into two types: Optimal switching vector
MPC (OSV-MPC) and Optimal switching sequence MPC (OSS-MPC). With the first
group, the optimal switching state is directly applied to the converter without a modu-
lator, leading to a variable switching frequency. However, the switching frequency can
be controlled by imposing a restriction in the cost function. In contrast, the OSS-MPC
[55, 56| defines the optimal switching sequences (switching states and corresponding duty
cycles) to be applied in the power converter during the next sampling period. Next, the
switching sequence is conventionally implemented based on a space vector modulation,

thus it produces a fixed switching frequency.
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Recently, some novel control strategies of predictive control has been proposed to
improve the controller performance for power converter topologies and drive application:
predictive direct power control (PDPC) [57, 58], modulated MPC (M2PC) [59-61], vari-
able sampling frequency MPC (VSF-MPC) [62, 63|, switched MPC (SMPC) [64] and
variable switching point MPC(VSP-MPC) [65-67].

With the FCS-MPC, all switching states must be evaluated for the cost function to
obtain the optimal value. It is well known that choosing long prediction horizons, in gen-
eral, gives better closed-loop performance than choosing one-step horizon. Unfortunately,
the computational burden of solving optimization problems increases exponentially with
the length of the prediction horizon. Consequently, despite the good performance that
the FCS-MPC offers, there still remain some challenges that can be resumed by the main

points:

e Requires a large amount of calculations, especially with high number of switching

states and long prediction horizons.

Operates with the variable switching frequency.

e The accuracy of the model has a direct impact on the quality of the controller.

One of the main open problems is that the stability of the system has not been

considered in the design procedure.

1.4 Finite control set model predictive control

1.4.1 Operating principle

The aim of the finite-set control method is to drive a system variable z(¢) which is
determined by the control action S(¢) (usually the gate signals of the converter) as close as
possible to a desired reference value z*(t). Due to a finite number of switching states S;,
with i = 1,...,n, we can predict all possible system variables (z7(k + 1)) over a sampling
period T, based on the system model and measured values. Then, a cost function g
which depends on the objective of the control can be defined. A typical example for cost
function would be the absolute error between the predicted values and their references

g = |z*(k+1) — 2P(k + 1)|. The evaluation of the cost function with n predictions will
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Figure 1.13: Operating principle of FCS-MPC [44].

lead to n different cost values. Finally, the optimal switching state that minimizes the

cost function is selected and applied directly to the converter. The procedure of switching

state selection has been illustrated in Fig. 1.13. The predicted value z5(k+1) is the closets

to the reference z*(k + 1), thus S; is selected and applied at instant ¢ = k. Following the

same way, 53 is selected and applied in t = k + 1.

1.4.2 Control strategy
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Figure 1.14: The control block diagram of FCS-MPC.

The block diagram of a general FCS-MPC control scheme is shown in Fig. 1.14 [16].
In summary, the FCS-MPC design is performed according to the following steps:

e Step 1: Measurements

Obtain the required feedback signals for predictive model or reference calcula-

tion.
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e Step 2: Calculation and extrapolation of references

Calculate the reference control variable according to the specific application,

then obtain the future values of the reference by using the extrapolation.

Step 3: Build a Continuous-Time models of the system

The modelling system is accomplished by deriving equations that describe the

dynamic behaviour of the controlled variables generally based on a linear model as:

d
d—f — Az + Bu, (1.2)

where z represents the variable to be controlled (voltage, current, flux, power) and

w is control input (grid voltage, switching state, DC voltage).

Step 4: Build a Discrete-Time models of the system

A discrete-time model of the system is required to predict the behavior of the
variables evaluated by the cost function. In order to discretize the system model,
the first-order forward Euler method is used due to its simplicity. It also gives
acceptable accuracy that is necessary for good performance. According to this

approach, we have the discrete-time form of the system as follows:

dr  x(k+1) —z(k)

-~

dt T, ’

(1.3)

where Ty is the sampling time, x(k + 1) and z(k) are the value of the controlled
variable in the next sampling time and at the current state, respectively.
Step 5: Prediction of control variables

Predict the future value of the control variables based on the discrete-time mod-
els, measured values and all possible switching states of the converter.
Step 6: Minimize the cost function

As a final step, all values of predicted variables z(k + 1) are compared with

their reference 2*(k + 1) using a cost function g as follows:

g=lz*(k+1)—2l(k+1)],i=1,...n. (1.4)

The goal of cost function optimization is to select the cost value g as close as

possible to zero. The optimal switching state which minimizes the cost function is
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chosen and then applied to the converter at the next sampling instant. Therefore,

this method does not require a modulation block, which simplifies the system design.

1.5 Objectives

The aim of this thesis is to elaborate new control strategies based on model predictive
control philosophy for wind energy generation systems. It focuses on the topology of
DFIG with 3L-NPC back-to-back converter for wind turbine system which is suitable for
generation platform with power in the range 1.5-6 MW. Despite this concentrated scope
on the application and modelling side, the methodological developments will be generic
for finite-control set predictive strategies. We will illustrate how to implement FCS-MPC
to improve the performance in terms of power quality, dynamic response and efficiency
of power converters. Thus, the research directions for this thesis consider the following

objectives:

e Development of the FCS-MPC strategy for 3L-NPC converter.

e Compensation of the computational complexity, and development of FCS-MPC with

two-step horizon.

e A detail description of the model predictive power control scheme is presented for

control the grid connected to 3L-NPC inverter.

e Several approaches are introduced to reduce the computational cost, switching fre-

quency and common-mode voltage.

e To control the active and reactive powers for DFIG connected to 3L-NPC inverter,

a model predictive direct power control is proposed.

e A Lyapunov function is used during the control design thus including stability re-
lated considerations in the optimization-based decision for the closed-loop operation

of the system.

e To compensate the dead-time effect and improve the closed-loop performance, a
modified model predictive control takes into account directly the dead-time com-

pensation.
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1.6 Thesis Outline

The general introduction of the present chapter discussed wind turbine system back-
ground, objectives and contents of the thesis. Historical development and current status
of the control for power converters of wind turbine system were also summarized. The

remaining of the thesis is organized as follows:

e Chapter 2: Finite control set model predictive control for 3L-NPC in-

verter

This chapter presents the development of the principle of FCS-MPC method
for 3L-NPC inverter with one and two steps prediction. In the first part of this
chapter, the topology and operating principle of 3L-NPC converter is recalled, then
the mathematical model of 3L-NPC inverter is established. The application of FCS-
MPC strategy to 3L-NPC inverter based on the cost function is defined to minimize
the error between the reference currents and predicted values, balance the DC-link
capacitor voltage and reduce the switching frequency. A compensation approach for
the delay associated to the digital implementation and reduction of computational
cost is presented. Moreover, to verify the dynamic performance, a comparison
between the linear current controller with space vector modulation (PI-SVM) and
FCS-MPC is provided in the last section of this chapter. The performance of the

proposed strategies is evaluated based on time-domain simulation.

e Chapter 3: Model predictive power control for grid connected 3L-NPC

inverter

The implementation and control of a grid connected 3L-NPC inverter using
FCS-MPC is the primary control objective in this chapter. Model predictive power
control is synthesized using a dynamic model of the grid connected 3L-NPC inverter
based on the orientation of virtual flux or grid voltage. The principle of the proposed
control scheme is to use the predicted values of virtual flux, grid current and DC-
link capacitor voltages for all possible configuration of voltage vectors. The active
and reactive powers can be estimated based on the virtual flux and grid current.
A cost function will be used to obtain the predicted profile which minimizes the
error between the active, reactive powers and their references, balance the DC-
link capacitor voltage and reduce the switching frequency. In order to reduce the
computational burden, some methods are presented in this chapter. In addition,

simulation results based on Matlab/Simulink are presented and a comparison with
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classical direct power control method with linear PI controller and space vector
modulation (DPC-SVM) is analyzed.

e Chapter 4: Model predictive direct power control for DFIG fed by a
3L-NPC inverter

This chapter provides an overviews of model predictive direct power control
for DFIG fed by a 3L-NPC inverter. Firstly, the principle operating of DFIG is
presented, and then the model of DFIG connected 3L-NPC inverter is established.
Secondly, the cost function associated with the control objectives that track the
active and reactive powers, maintain the balanced DC-link capacitor voltage and
reduce the switching frequency, common-mode voltage, is defined. Finally, in order
to validate the effectiveness of the proposed control method, simulation results under
different conditions of wind speed, powers and parameters variation are presented
and compared with deadbeat power control and space vector modulation (DPC-
SVM). The obtained results are provided to confirm and validate the efficiency of

the proposed control strategies.

e Chapter 5: Model predictive power control based on Lyapunov function
for 3L-NPC back-to-back converter

As already summarized in Chapters 2, 3 and 4, FCS-MPC method is an inter-
esting alternative to control the power converters and electrical drives. However,
stability of this strategy still remains an open problem. In this chapter, in order to
consider the stability issues, we will propose the Improved Model Predictive Direct
Power Control scheme which incorporates stability constraints derived from a con-
trol Lyapunov function before the loop optimization. Furthermore, the proposed
method can reduce the computational burden compared with the conventional FCS-
MPC method, permitting the real time implementation with extended prediction
horizons. In order to show the efficiency of the proposed control strategy, var-
ious scenarios have been carried out with extensive simulation. The simulation
results indicate that the proposed control technique has a good performance and a
robustness against machine parameters variations while reducing greatly the com-

putational cost.

e Chapter 6: Model predictive power control with dead-time compensation
for 3L-NPC back-to-back converter

This chapter presents a new compensation strategy of model predictive control

for 3L-NPC converter in order to overcome the dead-time effect of the switching
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devices. The main issue is the dead-time included to avoid the short circuit in the
inverter. It is shown that by taking into account the dead-time in the model, it
is possible to compensate its effects. In this study, we will focus on the modelling
of errors caused by dead-time and switching-time delays induced by the physical
switching mechanism. With this approach, the model to predict the inverter out-
put voltage and neutral-point voltage takes into account the dead-time and turn
on/off time take of the converter to compensate its effects. In order to demonstrate
the feasibility and effectiveness of the proposed scheme, simulation results will be
provided and compared with uncompensated case by using Matlab and SimPower-

Sytem toolbox.

Chapter 7: Conclusions

A summary of the contributions of this thesis and the possible future extensions

of the research are presented in this chapter.
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Finite Control Set Model Predictive
Control for 3L-NPC Inverter

Multilevel converters represent an attractive solution for high power applications due
to the benefits in terms of high voltage capability and power quality. The main concept
of the multilevel topologies is to synthesize their output voltage from several voltage
levels in a staircase waveform. By increasing the number of levels in the converters, the
output voltages approach sinusoidal forms with a reduced harmonic distortion. However,
a high number of levels increases the control complexity and introduces voltage imbalance
problem. One of the most popular multilevel converter topologies in industrial application
is the three-level neutral-point clamped (3L-NPC) converter due to its advantages: higher
grid power quality, reduced total harmonic distortion, lower switching frequency and high

power operation.

This chapter presents the topological structure and mathematical model of 3L-NPC
inverter. An overview of finite control set model predictive control for this topology is
included. This chapter proposes an approach for control with respect to the current bal-
ance in the DC-link capacitor voltages and reduce switching frequency. A discrete-time
model is used to predict the system variables to be controlled for each switching state
of the inverter. The control goals are expressed as a cost function and its minimization
is carried out by evaluating the cost function using every switching state and selecting
the one which achieves the minimum. In addition, the real time implementation issues
such as computational burden and delay compensation are also discussed in this chap-
ter. The effectiveness of the proposed control method is verified by simulations with
Matlab /Simulink.

21
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2.1 Inverter configuration

+ e
“ ii SnJ D, SzzJ D,, S32J D;,
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Figure 2.1: The configuration of three-level neutral-point clamped inverter.

Fig. 2.1 shows a simplified diagram of the three-level neutral point clamped inverter
[16], [25]. Each inverter branch is composed of four switches with four anti-parallel
diodes. On the DC side of the converter, the DC bus capacitor is divided into two parts,
by providing a neutral point Z. The diodes connected to the neutral point Z, Dz, and
D715 are clamping diodes. The voltage across each of the DC capacitor is normally equal
to the half of the total DC voltage U,.. The operating status of 3L-NPC switches can
be represented by three switching states [P|, [O] and |N|. The switching state [P] or [1]
signifies both S1; and Si5 switches in branch A are positioned on “ONj and the inverter
terminal voltage Ujsz has the value +Uy./2, while [N] or [-1] indicates two switches Siq
and Sio are positioned on “OFF”, leading to Usz = —Ug./2. The switching state [O] or
[0] means that the two internal switches Sj; and S}, are “ONj and Uayz is clamped to
zero through the clamping diodes. Depending on the direction of load current i,, one of
the two clamping diodes is turned on. Fig. 2.2 shows the conductive devices according
to the current direction and the switching state. To avoid short circuit, switch pairs
(Sp1,5.,) and (S,9, S,,) in each leg of the converter operate in a complementary mode.

The principle switching states of 3L-NPC inverter can be summarized in the Table 2.1.

Fig. 2.3 shows an example of switching states in a fundamental period. The waveform
for uaz has three voltage levels, +Ug./2, 0, and —Uy./2, based on which the inverter is

referred to as a three-level inverter.
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Table 2.1: Inverter output voltage with switching states.

Switching state

Switching gates’s status

Inverter output

S, S11 S 511 512 voltage uaz
P ON ON OFF OFF Uae/2
O ON OFF OFF ON 0
N OFF OFF ON ON —~Ude/2
Jo—y
Ucy ==
z
Ucy Z
(a) S
—
Ucy ——Cd2
z
Uey ==C,,

(d) S, = 0 with iy < 0

(e) Sy =1 with ig > 0

(f) Sp =1 with iq <0

Figure 2.2: Switching states and current flow paths of phase a.

Taking into account three phases of the inverter, there are in total 27 possible com-

binations of switching states. For example, vector u, can be generated from three phase

voltages: uaz = Uge/2, upz = 0 and ucy = —Upy./2, resulting the inverter output voltage

Uy = %ej”/ 6. In this way, we have a finite control set of 19 different voltage vectors in

the complex plane as shown in Fig. 2.4. Based on their magnitude, the voltage vector

can be divided into four groups:

e Zero vectors (from ugs to ug7) are represented by three switching states: [1 1 1], [0

0 0] and [-1 -1 -1]. The magnitude of these vectors is equal to 0.
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Figure 2.3: Switching states, gate signals and inverter output voltage u .
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Figure 2.4: Space vector of three-level neutral-point clamped inverter.

e Small vectors (from uy3 to ugy) have a magnitude of Uy./3. Each vector in this cate-
gory has two switching states: positive state [P] and negative state [N|, respectively
P and N-types small vector. The P-type small vector (|1 0 0]) makes neutral point
voltage u, increase, while the N-type small vector (|0 -1 -1]) causes u, to decrease
[25]. The deviation of neutral-point voltage uy causes a undesirable distortion at
the converter, and increase the harmonic distortion of the voltage and current, lead-

ing to a decrease in power quality [25]. Consequently, a special attention has been
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paid to maintain the neutral-point voltage and preserve acceptable performance of

the output.
o Medium vectors (ug, uy, ug, Us, U1g and uy3), whose magnitude is V3 Uae/3.

e Large vectors (uq, ug, us, ur and ug), all having a magnitude of 2U,./3.

2.2 Mathematical model of 3L-NPC inverter

The inverter output voltage of 3L-NPC inverter can be expressed with phase to neutral
voltages as:

us = = (uaz + aupz + a’ucz) (2.1)

Wl N

with @ = /#"/3 = —1 +j‘/7§.

The phase to neutral voltages uaz, upz and ucy of 3L-NPC inverter are calculated

as a function of the DC-link voltage U,. and switching states S,:

Udc Ude Uic
Uag = Sq=2: upy = S, 2d ; UCZ:Sc7d7

; (2.2)

where S, represents the state of a leg and has three possible values: {—1,0,1} with the
index x € {a,b,c}.

In order to ensure proper operation of the inverter, the two voltages across the capac-

itors must be maintained equal to half of the total voltage:
Uc1 = Uc2 = Udc/2‘ (23)
To clarify the operation of the three-phase inverter, we took the first inverter branch

(Table 2.2) as an example: u; is the voltage between the midpoint of the branch and

negative voltage. From the analysis, we can express the voltage as follows:

2
Uy = Z Stiuci = Stiuct + Si2ucs. (2.4)

i=1
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Table 2.2: Switching states of phase a.

Switching state ~ Switching gates’s status  Inverter output

p ; Uy idcla
S, S11 S S1q Sis voltage uaz
P ON ON OFF OFF Uge/2 U1 e 0
O ON OFF OFF ON 0 U g
N OFF OFF ON ON —Uge/2 0 0

From equation (2.4), we can express three-phase voltages set in matrix form as below:

Uci

(2.5)

Ug | = | S21 Sao

Uy S11 Sia ]

Uca
Uus Sa1 Sso

Furthermore, the voltage on one phase of the load can be written in terms of voltage

u1 to uz inverter as follows:
1
Ugqg = §(2u1 — Uy — u3z), (2.6)
1
Ugsp = 5(—1,61 + 2U2 — U3),

Uge = 5(—u1 — Uy + 2ug3).

From equations (2.5) and (2.6), the load voltages are expressed in terms of DC-link

capacitor voltages and switching states as:

Usq Sci1 Sciz
Usy | — 5021 5022 [

“01] , (2.7)

Uca
Use Sca1 Scs2
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where

1

Sci = 5(2511 — So1 — S31), (2.8)
1

Sciz = §(2512 — S99 — S32),
1

Sco1 = 5(—511 + 2S5 — S31),
1

Scaa = 5(—512 + 2S5 — S32),
1

Sca1 = 5(—511 — So1 + 2531),

1
Scaa = 5(—512 — S9g + 2S553).

The equation of current i, with RL load and electromotive force (EMF) e, can be

written as:

di

Ri, + L d: + €q = Usq, (2.9)
di, _ R L — e
dr e T p\tee T )

Based on equations (2.7), (2.8) and (2.9), the three-phase currents can be expressed
by the dynamic equation:

q
il [-R/L 0 0 Sew/LSew/L] || [~/ 0 0 ] [e
% iw| =1 0 —R/L 0 Ses/L Ses/L| | ic|+| 0 —1/L 0 ||e
lc 0 0 —R/L Scs1/L Scse/L| |uct 0 0 —1/L| |e.
_uC2_

(2.10)

On the other hand, the neutral current i4.; can be obtained from three-phase load

currents and the switching states as follows:

Gger = T2 — 1 = (S11 — S12)ia + (Sa1 — Sa22)ip + (S31 — Ss2)iec (2.11)
= Haia + Hbic + Hcica
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where the coefficient H, = 1 when S;; =1, 5,2 = 0 (S, = 0), otherwise H, = 0. Thus, it

can be defined on the switching states of the inverter as:

H,=1-|S,|.

Assuming that the DC bus voltage Uy, is constant and Cy; = Cyo = C:

du(;l

id:C

L d(Uge — uca)
dt ¢ dt

e

ducg

—1c2.

(2.12)

(2.13)

By substituting equation (2.11) into equation (2.13), the DC-link capacitor voltages

can be rewritten as:

dum

dt - _%(Haia—l—Hbib_’_Hcic)a
ducs 1 . . .
e %(Haza + Hyiy, + H,i.).

(2.14)

The dynamics in (2.14) suggests that the DC-link capacitor voltages are also a function

of switching signals. For this reason, we can maintain the balance of DC-link capacitor

voltages by selecting appropriate switching state.

Consequently, we have the continuous-time dynamics of the system based on equation

(2.10) and (2.14):

i _R/L 0

7 0 —R/L
g | ? R O/
at | | T

U -K, —-K,
_uCZ_ L Ka Kb

where K. are given as

0 Seu/L Scia/L] [ ia
0  Sco1/L Seaa/L T
—R/L chl/L chg/L le
-K, 0 0 Uct
Kc 0 0 ] _uCQ
1 1
Ka — %Ha — % (1 - |Sa|),
1 1
Ky, = %Hb =5 (1 —=1[S]),
1 1
Ke= ot = 1 1s)

1)L 0 0
0 —1/L 0
0 0 -1/L
0 0 0
0 0 0
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2.3 The application of FCS-MPC to 3L-NPC inverter

The FCS-MPC controller is based on a prediction of the behavior of the inverter for
finite number of possible voltage vector on each sampling interval. A cost function is
used to evaluate the voltage vector for the next sampling interval based on the prediction
model. The optimal switching state is selected and applied to the inverter during the
next sampling period which minimizes the cost function. The schematic of FCS-MPC is

shown in Fig. 2.5.

i Predictive
Uiy, (k+2) model . Uey, (k)

S
Minimization of cost —%_a>
function g among the | | S,
possible configurations _:S_> 4'3'} A~ Load
i=1,..,27 e
| 3L-NPC
|
i (k+2) i(k)
<=
|
|

FCS-MPC

Figure 2.5: Predictive current control block diagram for 3L-NPC inverter.

The aim of the current control scheme is to minimize the error between the predicted
current and the reference values, to maintain voltage balance of the capacitor and to
reduce the switching frequency. In order to achieve these objectives, the cost function for
3L-NPC inverter will be constructed by weighting the ingredients suggested in previous
studies [16, 44, 52|

9 = lig —ia| + |iz — Zg‘ + Ade [Ugy — ugs| + Aune, (2.17)
where 2 and ig are the real and imaginary components of the predicted current which are
obtained by using the system model; ¢;, and 7} are the real and imaginary components
of the reference current; \;. and )\, are the weighting factors of the capacitor voltage

balancing and the reduction of commutation.

The first term in the cost function (2.17) accounts for the tracking error of the current.
The second term in (2.17) weights the balance of DC-link capacitor voltage. The last term

n. is the number of switching change when the switching state S(k) is applied compared
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with previous state S(k — 1). It can be expressed as follows:

ne = | Sa(k) = Sa(k = D) +[Sp(k) = Sp(k = 1)| + | Se(k) — Se(k = 1)]. (2.18)

The weighting factors g, A\, can be adjusted to achieve an acceptable quality of the
current, capacitor voltage balancing and reduction of switching frequency, which it is not
a transparent task for the conventional control methods. The detail of the selection and
influence of these parameters will present in next chapter.

Measure x(k)
_ — Calculate u(k) based on x(k)

Calculation time Apply u(k)
>
k-1 k k+1
(a)
Measure x(k)  Calculate u(k)
Apply u(k—1)  based on x(k)
Apply u(k)
Calculation time
-
k tmg k+1

(b)
Estimate x(k +1) based on x(k) and u(k)

Predict x(k+2) based on x(k +1) and all u(k +1)
Measure x(k)

Apply u(k) Calculate u(k+1) based on x(k+2)
JV Apply u(k+1)
Calculation time ¢
>
k Leal k+1
(©)

Figure 2.6: Operation of the predictive control [16] (a) Ideal case. (b) Real case
without time delay compensation. (c¢) Real case with time delay compensation.

In the ideal case, the required time for the calculation can be ignored. The operation
of predictive control is shown in Fig. 2.6(a). The states of the systems z(k) are measured
at the time k, the optimal switching state is calculated instantaneously. The switching
state having the smallest error value at the time £+ 1 is chosen and applied at the time k.
On the contrary, in real time implementation of the system, there will be a non-negligible
time delay in the actuation caused by the computational time and the communication

time required. Thus, the control variable u(k) is available later after a sampling period
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(Fig. 2.6(b)). At the beginning of sampling k, the state variables z(k) are measured and
the calculation of the new value for the control variable is started. The calculation is
completed at the time k + t.,;. So, the updating of the control variable will be applied at
kE+1.

To account for computational delay, one popular compensation approach [16, 44, 52|
is based on optimizing the cost function at £+ 2 and applying the optimal switching state
at k 4+ 1. In order to implement this approach, it requires the state variable at k& + 1,
hence, a simple solution is to estimate the values at £ + 1 using the previous optimal
switching state at time k, measurement and the model of the system. Next, the future
values at k4 2 are predicted using the estimated values at k+ 1 and every switching state
of the converter. Then, the optimal switching state that minimizes the cost function at
k + 2 is selected and applied to the converter at the time k + 1. So this control scheme

is considered as a modified one-step horizon as illustrated in Fig. 2.6(c).

A control action is a combination of switch state S, = [Spa Spp SpC]T, represented as
a set of p vector S, € {1,...,27}. Moreover, the switching input is restricted to belong to
the set: S, € {—1,0,1} with the index = € {a,b, c}. Consequently, the optimal control
action u,,; which will be applied to the converter at the time k + 1 is obtained as the

result of equation (2.19), in the case of modified one-step horizon:

i(k+1) = filug, i(k)); P(k+2) = filwesr, i(k+1)); ufy (k+1) = folug, i(k)),
uly(k +1) = fs(ur,i(k)); uly(k+2) = fo(uprr,i(k +1)); uly(k +2) = fa(werr, i(k + 1)),
glurs1) = |ig(k +2) — & (k + 2)] + |i5(k +2) — & (k +2)| +
e [ugy (k4 2) — udg(k + 2)| + A\pne,

Ugpt = aTG { min g(uk+1)} . (2.19)

uk+16{—1,0,1}3

With the aim to reduce the prediction error and improve the dynamic performance of
the system, a long prediction horizon can be extended but increasing the complexity of
the system and the computational cost. Fig. 2.7(a) shows a standard two-step prediction
horizon [69]. With this proposition, there are 27 switching states which are used to predict
the state variables at time £+ 1. On the same philosophy the future values are predicted
at k+2 by using the already available predicted values at k+1 and 27 switching states at
instant k+1. In this case, a discrete set of 272 = 729 possible trajectories of the switching
states has to be enumerated for the evaluation of the cost function. Consequently, such a

strategy leads to large number of numerical operations and make difficult to implement
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Figure 2.7: Control variable prediction for the 3L-NPC inverter with two-step
horizon.

the algorithm in practice at high sampling rate. To reduce the number of real time
evaluation, we propose in a first stage to consider applying the same voltage vector in
two-step horizon, instead of different vectors (Fig. 2.7(b)). Therefore, the computations
required are limited with respect to the total of 729 trajectories but the impact of the
switch is considered on a longer time scale. This represents practically a move-blocking
strategy from the Model Predictive Control point of view and allows evaluating the impact

of the control on a longer time windows. This leads to the following formula:

Pk +1) = filug,i(k)); i"(k+2) = fi(ugsr,i(k +1)); ugy (k+1) = fa(ug, i(k)),
Wk + 1) = fa(ur, i(k)); ub(k+2) = folursr, ®(k +1)); uby(k+2) = fa(ungr, i"(k +1)),
g(ug, ups1) = lig(k +2) — b (k+2)| + |iz(k +2) — z’fg(k + 2)\ + it (k+1)—d(k+ 1)+

Bk + 1) — Bk 4+ )| + Aae [uly (k + 2) = uly(k + 2)| + Aune, (2.20)
Uopt = ALG { min g (ur, Uk+1)} .
ur€{—1,0,1}% up41€{-1,0,1}3

subject to up = ugy1.

As shown in Fig. 2.5, the cost function requires predicted load current *(k + 2)
and capacitor voltages u®, (k + 2), uly(k 4+ 2) in discrete-time form. In this respect, the
first-order forward Euler approximation will be used to obtain a discrete-time system
representation. The differential state variable is approximated as follows:

dr  z(k+1) —x(k)

— = 2.21
dt T, ’ ( )

where T} is a sampling time.
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Approaching equation (2.9) with equation (2.21), the load currents are represented in

discrete-time as:

P+ = (1- RLTS)z'(k) + %(us(k‘) k). (2.22)
P2 = (1- RLTS)z'(k 1)+ %(us(k) ek + D),

where é(k) represents the estimated back-EMF. To calculate back-EMF the equation (2.9)

can be exploited:

ok —1) = uy(k — 1) —%’(k) ~(r- %)i(l{;— ), (2.23)

where é(k — 1) is the estimated value of é(k) (a valid assumption as long as the variation

of EMF is slow compared to the sampling frequency Ty).

Similarly, we have the discrete-time form for the capacitor voltages as follows:

uly (k +1) = uer (k) + %z’d(k), (2.24)

T, .
U%Z(l{ + 1) = ch(k’) + EZCQ(]C),

where 7.1, i, depend on the switching states and the output currents, and can be calcu-

lated by using equation (2.11):

(k) = 5 (aialk) + Hiio(R) + Hoic(k)), (2.25)

—_

ia(k) = = (Haz’a(k) + Hyiy(k) + ch'c(k)>.

\)

The DC-link capacitor voltages for two-step prediction are obtained by shifting the

variables into one future sample. Then, they can be described as:
P p Ts vg

T, .
Ul (b +2) = uly(k + 1) + 6#52% +1),
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where the current of DC-link capacitor can be estimated by using the equation (2.11):

1
% (k+1) = =3 <Haz’§(k 1) + Hyl(k + 1) + Hei?(k + 1)), (2.27)

Finally, the cost function of FCS-MPC for the 3L-NPC inverter with one step predic-

tion can be expressed as:

i (1) = (k1) |+

z';,(k—i—l)—ig(k—l—l)‘—i—)\dc

g= ugl<k+1)—ug2(k+1)]+Annc. (2.28)

The expression of the cost function with two-step prediction can be written as follows:

g:

ik +2) = ik +2)] +

ik +2) — i (k + 2)‘ +

k1) =k + 1)+

ig(k +1) =5k + 1)‘ + e

Py (k4 2) — bk + 2)‘ 4 Ante. (2.29)

The future reference currents i*(k + 1), i*(k 4+ 2) can be estimated by extrapolation
using Lagrange method based on the present and passed values. This process can be

expressed as [16, 70]:

7k + 1) = 3 (k) — 3¢ (k — 1) +i*(k — 2), (2.30)
(k4 2) = 6i* (k) — 8i*(k — 1) 4 3i*(k — 2).

Finally, the control results of proposed predictive control can be obtained from eval-
uation of the cost function by using a flowchart of the optimization process as shown in

the Fig. 2.8. The following steps summarize the proposed control strategy:
1 Read the current reference, measure the load currents, DC-link voltage and extrap-
olate the reference.
2 Initialize the value of the optimal switching state j,,; and cost function g,.
3 Estimate back-EMF é(k — 1) based on equation (2.23).

4 Predict the load currents and DC-link capacitor voltages for each switching state
at instant k + 1 and k + 2 from equations (2.22) and (2.24).

5 Calculate the number of switching change n. using (2.18).
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6 Compute the cost function g for each prediction based on equation (2.29).
7 Select the optimal switching state that minimizes the cost function.

8 Apply the optimal switching state.
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Figure 2.8: Flow diagram of the proposed FCS-MPC strategy.
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2.4 Simulation results

In order to validate the effectiveness of this basic finite control set model predictive
current control (FCS-MPC) strategy for 3L-NPC, the control scheme has been simulated
using Matlab software with the parameters shown in Table 2.3. Moreover, to verify
the dynamic performance, we perform a comparison between FCS-MPC and linear PI
controllers [71] with space vector modulation which used converter redundant switching
states to balance DC-link capacitor voltages [25] (PI-SVM) for different conditions of the

references with the same parameters.

To evaluate the steady state performance, we use the mean absolute percentage error
(MAPE) which can be express as follows:

n

MAPE = * Z

n“
=1

Yi — Yi

Y;

: (2.31)

where y’ is the reference vector and y; is the vector measured.

On the other hand, with the aim to estimate the average switching frequency per
semiconductor (fy,) of FCS-MPC, the following expression proposed in [52] can serve as

appropriate indicator:

. Sswpr T Sowgs _ Ngw,y T Msw,o
fow= Do T = Y S, (2.32)

r=a,b,c r=a,b,c

where ngy,,_,, Nsw,, are the number of switching changes in the gating signals of each upper

switch by measuring over a simulation time (7).

Table 2.3: Parameters used for simulation.

Parameter =~ Value  Description

Uje 540 [V]  DC-link voltage

C 1 [mF] DC-link capacitor

R 10 [©]  Load resistance

L 50 [mH| Load inductance

fsp 10 [kHz] Sampling frequency for FCS-MPC
fsom 5 [kHz| Sampling frequency for PI-SVM

f 50 |[Hz] ~ Current reference frequency

E 100 [V] Back-EMF peak amplitude

Iy 10 [A]  Peak amplitude of reference current
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Figure 2.9: The steady state and FFT of three-phase current for PI-SVM.
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Figure 2.10: The steady state and FFT of three-phase current for FCS-MPC.

To generate the same average switching frequency per semiconductor, the sampling
frequency of the FCS-MPC is considered f5, = 10 kHz and the sampling frequency of
the SVM is 5 kHz. For the SVM at 5 kHz, f,, = 2.5 kHz and the expected value
of fs, for FCS-MPC is about 2.5 kHz. The DC-link voltage Uy, is set to 540 V. The
transient responses of the PI-SVM and MPC from zero load current until the steady
state and the total harmonic distortion (THD) are illustrated in Figs. 2.9 and 2.10. The
current waveform of the FCS-MPC is smoother, and its THD is smaller. In order to
observe the dynamics ability to track the current reference and the interaction between
two components of the load current, the amplitude of the sinusoidal reference current
presents a steps from 10 A to 5 A at ¢ = 0.065 s as shown in Fig. 2.11. Figs. 2.11(c)
and 2.11(d) indicate that the iz is continued to track to its reference while the amplitude
of reference current (iq_ref = ia—ref) s decreased from 10 A to 5 A (Fig. 2.11(b)).
The mean absolute percentage error of PI-SVM is 0.41 and 0.08 with FCS-MPC. From
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Figure 2.11: The load curent transient response for a reference step of 10A-5A.

the results presented, it is clear that the predictive method obtains an accurate current
tracking ability with a low THD and low current ripple. Moreover, this simulation clearly
demonstrated the ability of the proposed control algorithm to track reference currents
with a fast dynamic response (the average computation time of the algorithm is 8 us in

a 3.3 GHz, i5-6600 CPU) and an inherent decoupling between two components: real and

imaginary.

One of the important issues of 3L-NPC structure is the balancing voltage of the
DC-link capacitor. Fig. 2.12 illustrates that the voltage of DC-link capacitor remains
balanced with MAPE of DC-link capacitor voltages deviation for the proposed method
0.09% and for PI-SVM 0.71% in spite of the transition of the load current which causes

the oscillation.

In an attempt to compare the FCS-MPC with one-step horizon with two-step pro-
posed, we analyze the characteristic with the RL load with the weighting values A\4. = 0.45
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Figure 2.12: The difference between the DC-link capacitor voltage.

and A, = 0.001 in equation (2.17). The load current with one-step prediction, which is
illustrated in Fig. 2.13, creates 1.2% THD. The average switching frequency f, is 1285
Hz. The load current with two-step prediction, which is shown in Fig. 2.14, creates 0.97%
THD, and respectively 931 Hz. Thus, this method provides a new approach to control
high power converter that require an operation with lower switching frequency. Further-
more, Figs. 2.15 and 2.16 show that the THD of the output voltage of proposed method
(25.64%) is smaller than the THD obtained with MPC one-step prediction (28.14%),
leading to improve the quality performance. In addition, the results of applying the pro-
posed method with three-step (uy = w1 = ugy2) are not too much better than two-step
horizon. The THD of the current and output voltage are 0.95% and 23.15% but increas-
ing the computational cost due to estimation of the load current and DC-link capacitor
voltages. Therefore, two-step horizon can be used to make a compromise between the

performance and computational complexity.

Fig. 2.17 and Table 2.4 analyse the impact of the computational delay. Three cases
are considered. In the first one any delay is considered, so the measurement at time
instant & is used to compute the control signal at time instant k. In the second one, the
computational delay exist but it is not compensate. In this case measurement at time
instant k are used to compute the control signal at time instant k, but this control signal
is effectively applied at time instant k£ 4 1. Finally in the third case, the computational
delay is compensated. The measurements at time instant k are used to predict the state
at k 4+ 1 that is used to compute the control signal of time instant £ + 1. Fig. 2.17
shows the cases for one step prediction without delay and with delay compensation, and

two step prediction with delay compensation. As can be observed, compensate the delay
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Figure 2.13: The transient response and FFT of current for FCS-MPC with
one-step prediction.
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Figure 2.14: The transient response and FFT of current for two-step proposed
method.

improves considerably the THD of currents. In Table 2.4 the results for one and two step

prediction are summarized.

Table 2.4: Comparison of the performance of different methods.

THD of MAPE of  f,
FOS-MPC method current (%) current (%) (Hz)
One-step prediction not considering the delay 1.2 0.12 1285
One-step prediction without delay compensation 2.89 0.34 1170
One-step prediction with delay compensation 1.75 0.19 1467
Two-step prediction not considering the delay 0.97 0.09 931

Two-step prediction with delay compensation 1.41 0.15 1245
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Figure 2.15: The steady state and FFT of inverter voltage for FCS-MPC with
one-step prediction.
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Figure 2.16: The steady state and FFT of inverter voltage for proposed method.

To confirm the robust performance of load variation, the operating condition discussed
is repeated with unbalanced load (R, = 12Q, R, = 10, R, = 8Q). The load currents
effectively follow their references without overshoot as shown in the Fig. 2.18. This
presented result demonstrates that the proposed controller is robust and can face the

load parameter variations.

2.5 Conclusions

This chapter proposes an FCS-MPC strategy with one and two-steps prediction for
3L-NPC inverter. Firstly, the mathematical model of 3L-NPC inverter is established,



Chapter 2. Finite Control Set Model Predictive Control for 3L-NPC' Inverter 43

T T T T 2 T T T T T

i,; 1.8H Fundamental (50 Hz) = 9.95 A, THD = 2.89% 1
f
g 161 1
©
© 14} -
3
= s 1.2 1
£ gt ]
&) Q
3 E 0.8f 1
fy
> 0.6 1
E
o 041 1
f
bl Ml
Eo
L 3 sl A A
0 0.02 0.04 0.06 0.08 0.1 0 500 1000 1500 2000 2500 3000
Time [s] Frequency [Hz]
(a) Current response of one-step prediction (b) Current spectrum of one-step prediction
without delay compensation without delay compensation
2 , , , , ,

Fundamental (50 Hz) = 9.99 A, THD = 1.75%

1.5H

Current [A]

Current magnitude (% of fundamental)

05}
ot ot il sl
; ; ; ; 0 |11 I l““ L lu“ll.l“ lllllllllll I Il“llll“lllllll
0 0.02 0.04 0.06 0.08 0.1 0 500 1000 1500 2000 2500 3000
Time [s] Frequency [Hz]

(c) Current response of one-step prediction with (d) Current spectrum of one-step prediction
delay compensation with delay compensation

10 v 2 ' ' ' ' '

Fundamental (50 Hz) = 9.99 A, THD = 1.41%

B
5
5 515} :
©
c
=
= 5
= 0 2 J
£ P
° g
5 g
g 05} ]
e
o
" 5 Ll |
i . i . ST 1111 T AL YO T ORI [ T
0 0.02 0.04 0.06 0.08 0.1 0 500 1000 1500 2000 2500 3000
Time [s] Frequency [Hz]
(e) Current response of two-step prediction (f) Current spectrum of two-step prediction
with delay compensation with delay compensation

Figure 2.17: The current response and current spectrum of one and two-step
prediction with and without delay compensation.

and then the cost function, which contains the current error, the capacitor voltage bal-

ancing and the reduction of the switching frequency, is defined. Next, to give a better
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Figure 2.18: The load current response of proposed method with unbalanced
load.

performance a two-step horizon control has been considered in this chapter. In order to
reduce the amount of calculations, the control is considered constant during the two step
prediction. Furthermore, an approach to compensate the computational delay has been
presented. Finally, in order to verify the performance of control scheme, there is a com-
parison between PI-SVM and FCS-MPC and then a comparative study between the two
horizon is analyzed. The simulation results confirm that this control technique can suc-
cessfully maintain their balanced capacitor voltages and reduce the switching frequency
while achieving an acceptable quality of current and voltage. In addition, the presented
results for one and two-step horizon demonstrate that the system performance is improved
when two-step prediction is considered. The proposed controller can be adapted to track
the references with the load variations. The linear PI current controllers and the modu-
lation block are further eliminated, reducing system complexity. Therefore, the proposed

method is an interesting alternative to a current control for the 3L-NPC converter.



Chapter 3

Model Predictive Power Control for
Grid connected 3L-NPC Inverter

Grid connected power inverters play an important role in industrial applications such
as new energy systems, high voltage direct current transmission and flexible AC transmis-
sion systems (FACTS), especially with the development of high power generators using
wind power. The main objective of grid side converter (GSC) is to keep the DC-link volt-
age Uy, constant as well as to guarantee that the active power transfers bidirectionally
between the rotor side converter (RSC) and the grid. Moreover, the THD of grid current
must be below 5% to meet grid code requirements specified by IEEE standard 519. Due
to the DC-link between the two converters, the reactive power exchanged by the GSC is
also independent of the reactive power processed by the RSC. In normal operation, the
GSC operates at unity power factor (PF = 0). However, in addition to the reactive power
control of the RSC, the GSC is expected to provide additional reactive power support
to the grid similar to the operation of a static synchronous compensator (STATCOM),
which is significantly lower than the rating of the wind generator. The simplified block
diagram of the grid side converter system is illustrated in Fig. 3.1. The pulses for the
controlled switches (S,, Sy, S.) are generated in order to control the DC-link voltage and
reactive power exchanged with the grid (Qys). By controlling the DC-link voltage to
a constant value, the active power (P,s.) flows through the converter is ensured. The
reference of the active power (Pys._rf) can be derived from the DC voltage controller

according to the operating conditions.

To analyze the bidirectional power flow, the DC load can be modeled as a resistor

Riseq and a battery supply E. The active power transfers with the grid can be varied
45
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Figure 3.2: The phasor diagram of the grid side converter.

by changing the value of load current 4;,,4. When the battery voltage E > Uy, the 444
becomes positive and power flows from the inverter to the grid, whereas when E < Uy,

the inverter operates in a rectifying mode and power is absorbed from the grid.

The active and reactive powers exchanged with the grid can be calculated by:
P, =3U,1,cosp, =3U,1,PF; Qg =3U,l,sinp,, (3.1)

where U,, I, are the RMS value of the grid phase voltage and current; ¢, is the grid
power factor angle. The grid power factor can be unity, lagging or leading based on the

power factor angle as shown in Fig. 3.2.

The classical control technique for grid connected inverters is the voltage-oriented
control (VOC) [19] or the virtual-flux-oriented control (VFOC) [23] which consit two

control loops in the dq reference frame. The inner current loop controls the active and
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reactive grid current components while the outer loop controls the DC-link voltage. These
methods allow independently controlling the active and reactive powers by the mean
of their current components. However, it operates with low dynamic response and its
performances depend on the quality of the internal current controller, which is influenced

by the accurate tuning of PI parameters and the completeness of current decoupling.

Recently, direct power control (DPC) [29] has been proposed to improve the controller
performance. In this technique, the appropriate switching state is selected by a switching
look-up table (LUT) based on the instantaneous error between the reference values and
estimated values of the active and reactive powers as well as the position of voltage or
virtual flux vector. Consequently, this method directly controls the active and reactive
powers and no requirement of the current control loops and modulation block is needed.
Nevertheless, the drawback of LUT is that it has large active and reactive power ripple
and switching frequency variation. Furthermore, a high sampling frequency is required for
LUT-DPC to guarantee acceptable steady-state and dynamic performances. With both
linear control and hysteresis techniques, the system constraints and technical requirements
such as maximum current, total harmonic distortion (THD) and switching frequency can
not be considered at the design stage. To solve this problem, several techniques have been
developed such as using DPC with SVM [32], sliding mode control [30], [33], proportional

resonant [72] and generalized predictive control [49].

In the recent years, finite control set model predictive control (FCS-MPC) is con-
sidered as a simple (time-domain) and powerful control strategy for power electronics
applications [16, 18, 44, 52, 73, 74]. The main advantage of FCS-MPC is that cascaded
control loop structure is no needed and all the controlled variables are added as terms in
the cost function. The objective of the cost function is to obtain the sequence of switch-
ing action that will minimize the cost function. Hence, no current loops are considered
and the inverter switches are directly obtained from cost function minimization, which

simplifies the system design.

The present chapter proposes the model predictive power control for grid connected
to 3L-NPC inverter while maintaining the balance of the DC-link capacitor voltage and
reducing the switching frequency. These objectives are accomplished through the cost
function in a predictive control strategy. The main contribution of this chapter is method-
ological and it will be shown that the presented technique allows to improve the quality of
the power regulation, reduce the computational time and the switching losses. A modified

control horizon of two prediction steps is used for compensate the computational delay
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and improve the dynamic performance of the system. In order to reduce the computa-
tional burden, two approaches are proposed in this chapter. To validate the effectiveness
of the proposed control method, simulation results are presented and compared with
the classical Direct Power Control methods with linear PI controllers and Space Vector
Modulation (DPC-SVM).

3.1 Model Predictive Power Control based on Virtual
Flux for Grid connected 3L-NPC Inverter

3.1.1 Mathematical model

Low [

Figure 3.3: The configuration of the grid connected three-level neutral-point
clamped inverter.

To analyze the operation of the system, the topological structure of the grid connected
3L-NPC inverter is represented in Fig 3.3. Based on equation (2.11), the neutral-point
current i4.; can be calculated from three-phase grid currents and the switching states as

follows:

Z.dcl - ic2 - icl - idcla + idclb + idclc - (1 - | Sa|)iag + (1 - | Sb|)ibg + (1 - | Sc’)icg- (32)



Chapter 3. Model Predictive Power Control for Grid connected 3L-NPC Inverter 49

Assuming that the DC bus voltage Uy, is constant and C; = Cy = C, the neutral-point

voltage (u,) can be given by:

du, 1 . 1 . ) .
= i) = —5 5 (1= 1 Salliag + (1= [ Sy + (1= |S)ieg ). (33)

By using the Clarke transformation which is presented in Appendix A, the dynamic

of neutral-point voltage can be written as:

du, 1 . '
a E(( | Sal = 15| = | Sel)iga + V3(| Sl — |SC|)295>. (3.4)

u u

. i R, L, ag

u u

i» ibg Rf Lf bg

u u

_Cf> icg Rf Lf cg

Figure 3.4: Simplified representation of the three-phase grid system.

In addition, the system configured by the grid side inverter, filter and grid voltage
can be ideally by represented as shown in Fig. 3.4. So under steady state operation, the

electric equation of the systems is given by:
di
Uiny = Ug + Rfig + Lfd—tg, (35)

where ug, 1,: are the grid voltage and current and Ry, L are the resistance and inductance
filter.

The inverter output voltage u;,, can be estimated by the measured DC-link voltage
and exploiting the knowledge of the current switching state. Based on equations (2.1)
and (2.2), after the a8 transformation this can be expressed as:

i = 22 (25— S — 5.+ VB(S, — ). (36)
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Figure 3.5: Reference coordinates and vectors.

On the other hand, from the Fig. 3.5, we can calculate the grid voltage from the
virtual flux of the grid 1, as:

_ diya

Uga = — = =~ |9y | wsinwt = —wihyg, (3.7)
dy
Ugp = diﬁ = |thy| w coswt = wihyq,

where w is the angular frequency of the grid.

Based on equations (3.5) and (3.7) we can express the grid current as follows:

dige 1 .
di = L_f (uinva + ng,B B szga) ’ (38)
digs

1 .
dt = L_f <Umv5 — WQ/Jga — RfZg@)).

The virtual grid flux 1, is subsequently defined as:
¢g = /ug dt = /(umv — Rfig) dt — Lfig (39)

Neglecting the resistance Ry, the virtual grid flux can be estimated by the virtual flux

of the inverter v, as:
1/)g = winv - Lfiga (310)

where 1, is derived from equations (3.6).
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The active and reactive powers can be calculated as follows [29]:
. . 3 . .
(ugazga + ugﬁzgﬁ) — ¥ <¢gazgﬁ - wgﬁlgoc)v (3.11)

. . 3 . .
(“gﬁzga - ugazgﬁ) = éw <¢gazga + wgﬂlgﬁ)-

Consequently, we have the continuous-time dynamics of the system in «af reference
frame based on the equations (3.4), (3.6), (3.7) and (3.8):

d;gta _ Lif (%(zsa — Sy — Se) + Wiy — Rfiga>’

% — Lif (;%(Sb —Sc) — Wibga — Rfig/i)v

y gtga s (3.12)
e

e (21501~ 15~ 180 + VB Si) 5.

Or the continuous-time dynamics of the system can be expressed as:

d
d—f = Az + Byu + By(2)| u, (3.13)

y=g(),
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where & = [igo 198 Vga Vgp uZ]T, u =S4 Sp SC]T, S, € {-1,0,1}, y =[P, QQ]T,

_R;/L; 0 0 w/Ly 0 2/3 —1/3 —1/3 ]
0 —R;/Ly —w/Ly 0 0 - 0 1/V/3 —1/V3
A= 0 0 0 —w 0|:Bi==%10 0 0o |,
2L,
0 0 w 0 0 0 0 0
0 0 0 0 0 0 0 0
[0 0 0 |
0 0 0 , ,
By(z) = % 0 0 0 L glr) = ;w [Zgazgﬁ ;ng.ga]
0 0 0 galga 9898
2iga  —iga + V3igs —iga — V/3igs]

(3.14)

This bi-linear dynamics with the particularity that the control set is represented by

a finite set of control moves.

3.1.2 Model predictive direct power control for 3L-NPC inverter

The aim of the predictive direct power control scheme is to:

e Minimize the error between the predicted active and reactive powers and their

reference values.
e Maintain voltage balance of the DC-link capacitor.

e Reduce the switching frequency.

In order to translate these objectives in a convex cost formulation, we consider the
following terms in the optimization problem for the grid connected 3L-NPC inverter with
two-step prediction [12], [52], [61]:

Ggria(tr, up1) = |Pr(k+1) — PP(k+ 1)| + | Py (k +2) — PP(k +2)| (3.15)
+]Qu(k+1) = Qb (k+ 1)| + |Qh(k +2) — Qb(k + 2)]

g
+ Aae [P (k 4+ 2)| + Anne,
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where P! and Q) are the predicted active and reactive powers; P and ()} are the reference
values for active and reactive powers; A\g4. and ), are the weighting factors of the capacitor

voltage balancing and the reduction of commutation.

The weighting factors Ag., A, play the role of tuning parameters for the control law
and can be adjusted to obtain an acceptable quality of the current, maintain the capac-
itor voltage balancing and reduce the switching frequency, which it is not easy for the
conventional control methods. The detail of the selection process and influence of these

parameters will present in next section.

In the cost function (3.15) n. penalizes the number of switching change when the
switching state S(k) is applied compared with previous state S(k—1). It can be expressed

as follows:

ne = [ Sulk) = Salk = D + [ Sy(k) = Syl — DI+ | Sulk) = Sk = D). (3.16)

The equation (3.13) can be discretized considering T as a sampling period and k as

the sampling time by using zero-order hold (ZOH) with no delay:
x(k+1) = Agx(k) + Brgu(k) + Bag(x)| u(k)|, (3.17)
where
Ts
Ag = T4+ AT,; By = / AT B dr ~ B\ Ty; Bog(x) = TyBy(x(k)), (3.18)
0

and [ is the 5x5 identity matrix.

According to equations (3.17) and (3.18), the grid current is represented in discrete-

time at instant £ + 1 as follows:

. (1 RTy T, T,
it (k4 1) = (1= =22 iga(h) + Tt + g Uie (284(k) = Sy(k) = S.(k)).
ook +1) = (1 - Rgf)z’gm - L%wwga(k) + (STTSfUdC(SM) - Sc(k)>, (3.19)

where the virtual grid fluxes ¢4, (k), ¥43(k) are estimated from the equation (3.10).
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Thus, the discrete-time forms for grid current can also be evaluated at instant k + 2

as:

RiTN . T,
i (k+2) = (1 - g—f>z§a(k H1) o+ (k) (3.20)

U (28, (k4 1) — Syl + 1) S.(k + 1)),

6Ly
RT,
ok +2) = ( ”

) lgs(k +1) = ZW ok +1) + (Sb<kr +1) = So(k + 1)).

6Lf

In the same way, the virtual grid fluxes are expressed based on the equations (3.10)
and (3.17) as

bk +1) =Y o (k+ 1) = Lgib (b + 1), (3.21)
gﬁ(k +1) = mvﬁ(k: +1)— sz'gﬁ(k +1),
bk +2) =yP (k+1) — Tsw¢§ﬁ(k +1),

sk +2) = ¢is(k+ 1) + Tewyp, (k +1).

The evolution of neutral-point voltage for two-step prediction is obtained by using

equations (3.17) and (3.12). Then its expression is given by:

2 4 1) = ) £ 35 (21 S~ | S(k)] — | Sk iga ()

L 540801 = 1 5.0 ().
ul(k+2) =ul(k+1)+ \/_T (k + )\—|S(k+1)|) s(k+1)
+ 4TC (2l Sa(k + 1)| — [ Sp(k + 1) — | Se(k +1))ib, (k + 1). (3.22)

Since the active and reactive power references are DC quantities, to reduce the com-
putational time and the oscillations in the powers when an abrupt change occurs in the
reference, the extrapolation can be simplified as follows:

Pr(k+2) = Pk + 1) = PX(k), (3.23)

g

Qg(k+2) = Qy(k + 1) = Qy(k).
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Figure 3.6: The proposed control method with two-step horizon for reduce
computational cost.

As previously mentioned, there are 27 voltage vectors which have to be evaluated
within one step prediction. When two steps are considered for prediction, a discrete
set of 272 = 729 possible trajectories of the switching states has to be considered for
the cost function, leading to a large number of cost computations which makes the real
challenge to the actual digital system implementation. In order to avoid a high jump in
phase voltage and reduce the number of commutations, it is possible to limit the possible

switching transitions. In this section, we propose to consider the combinations of inputs
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having only one switching variation at the instant k£ + 2, as shown in Fig. 3.6. For
example if w(k + 1) = [1,—1, —1], for w(k + 2) the set {[1,-1,—-1],[1,0,—-1],[0, -1, —1]
and [1,—1,0]} is considered. This leads to 135 combinations. Thus, the computations
required are limited with respect to the total of 729 trajectories. Therefore, the optimal

control action u,y is obtained as the result of equation (3.24):

Uopt = AIZ { min Ggrid (U, uk+1)} . (3.24)

ur€{—1,0,1}% up11€{-1,0,1}3

subject to ||up — ugs1]] <1

uinv
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Figure 3.7: MPPC-VF control scheme for grid connected to 3L-NPC inverter.

Finally, the objective of proposed predictive control can be obtained by evaluation
of the cost function for all trajectories (see algorithm 1). The overall control system is

illustrated in the Fig. 3.7.
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Algorithm 1: Algorithm of model predictive power control based on virtual flux
for grid connected 3L-NPC inverter

Measure i,4(k), u.(k) and Us; Read the reference values Ugerer (k) and Q (k) ;

Estimation of virtual grid flux v,(k) by using equations (3.6) and (3.10);

Extrapolation of references Py (k +2) and Q;(k + 2) based on equation (3.23);

/* ZTopt> Yopt are the optimal values of the switching states and cost
function */

Initialize optimal values of the switching state z,, and cost function g, ;

for i =1 to 27 do

Prediction of variables: i#(k + 1), ¥?(k + 1) and uZ(k + 1) from equations

(3.19), (3.21) and (3.22);

Predict switching transitions corresponding;

/* m = length(switching transitions corresponding) */

for j =1 tom do

Predict next state of variables: b (k +2), ¥P(k +2) and u2(k + 2) from

equations (3.19), (3.21) and (3.22);

Calculate the number of switching change n. by using equation (3.16);

Estimation of power: PP(k +2) and Q¥(k + 2) based on equation (3.11);

Compute the cost function ggiq from (3.15);

if Ggrid < YGopt then

YGopt = YGgridy Lopt = 1;

Store the present value of z,, and apply optimal switching states: S, Sp, S¢;

3.1.3 DC-link voltage controller

Pload Env
g
+ _>
Lipua U, | BLNPC g Filter (- Grid
— % inverter

Figure 3.8: DC-link system.

The first objective of the controller is to keep constant the DC-bus voltage. In ad-
dition, it must control active power that the voltage source inverter exchanges with the
grid (Fig. 3.8). We can have the relation that represents the transfer of power:

1 . du?
Poa _Pinv:_cc dca
foad 2 e gt

(3.25)
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where Cy. is the DC-bus equivalent capacitor: Cy. = C1/2 = C5/2 = C/2; Pioad, Pinw are

the load power and inverter output power.

According the equation (3.25), considering u2, the state variable and the output:
z = u?lc, Piv, Poaq are considered as the control input and an external disturbance.
Neglecting the losses in the inverter and filter, the active power in the inverter output
power P, is equal the active power of the grid P,. So, the dynamic system can be

modeled by the Fig. 3.9. It can be written as follows:

= -Cac— = Pload — Pg = - (Pg - Pload) . (326)

@ Ri(s) | G..(9) Em—> s

Figure 3.9: Block diagram of the DC-link voltage regulation loop.

Gle(s) is the transfer function of inner current controller dynamics with current control
method or power controller dynamics with direct power control method. In this work, it
is approximated by the first order transfer function with equivalent time constant 7, as
[19]:

1

Gleels) = 14+ T.s’

(3.27)

where T, = 4Ty, = 4 (T + Tpwar) for power controllers designed by symmetric optimum

(SO) criterion.

14Ty
Ryc(s) is the controller transfer function of DC-link voltage: Rg.(s) = p$.
dc2S
The open loop transfer function of the system can be derived:
1+ Ty 1 2
Go(s) + ldets (3.28)

P L Tios1l+T.sCy.s’

Tye1 is chosen equal to T,.. Therefore, the closed loop transfer function can be expressed

as: - )
- r - =n : (3.29)
2K, + Tye2Caes? + Cues 82 + 28wy,s + w?

GCZ<S)

where w, is the natural frequency and ¢ is the damping ratio of the system.
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DC-bus regulator is the outer control loop, so it is designed to have larger settling

time than the current loop controllers in order to guarantee stable system response.

On the other hand, from equation (3.29) we can calculate the parameters of the

controller as:

1
Td 2 —
< 2w,
¢ (3.30)
wnodc
K, =
48

3.1.4 Simulation results

In order to validate the effectiveness of the proposed model predictive control strategy
for grid connected 3L-NPC inverter under different conditions of power references, the
whole control scheme were carried out using MATLAB/Simulink environment with the

parameters as indicated in Table 3.1.

Table 3.1: Electrical and control parameters for simulation.

Parameter Value Description
Uje 600 [V] DC-link voltage
C 940 [uF| DC-link capacitor
Ry 80 [mQ] Filter resistance
Ly 10 [mH] Filter inductance
fsp 20 [kHz] Sampling frequency
f 50 [Hz| Frequency of the grid
Udm 220 |V] Rated phase grid voltage
Py, 15 [kW] Rated active power
Lim 32 [A] Rated current
Ade 100 Weighting factor of the voltage balancing
An 150 Weighting factor of the switching frequency
&, wy 0.707, 313.78 | Parameters for DC-link voltage controller

The performance of the proposed method for power control was tested by applying a
step in the active power reference P, without DC bus voltage control. The step change
in Py from 15 to -15 kW is applied at ¢ = 0.15 s, with a unitary power factor reactive
power set point set to zero @y = 0 (Fig. 3.25). Fig. 3.10(a) shows that the active power
flow of the inverter system is bidirectional. When the active power is transferred from
the grid to the DC-link (P, > 0), the inverter operates in a rectifying mode, whereas
when the power is delivered from the DC-link to the grid, the inverter is in an inverting

mode (P, < 0). The active power tracks the assigned reference with good performance
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Figure 3.10: The predictive power transient responses for a step in the active
power reference from 15 to -15 kW.
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Figure 3.11: The single phase grid voltage with corresponding grid current.

in what it may concern during the transient and steady-state conditions. The phase shift

between the voltage and current is also shown for this change in the power factor from 1
to -1 (Fig. 3.11).

With the purpose of verify the dynamic performances, we perform a comparison be-
tween MPPC-VF and Direct Power Control with linear PI controllers [19] and Space
Vector Modulation [25] (DPC-SVM) for different conditions of references and the same
parameters in Table 3.1. To generate the same average device switching frequency, the
sampling frequency of the MPPC-VF is considered f;, = 20 kHz and the sampling fre-
quency of the DPC-SVM is 5 kHz. For the SVM at 5 kHz, fs, = 2.5 kHz and the
measured value of f,, for MPPC-VF is about 2.5 kHz. In order to observe the dynamics
ability to track the active and reactive power reference, several power steps has been

applied to its references in the grid side. The active power reference presents a steps from
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Figure 3.12: The dynamic response of active power.

Table 3.2: Comparison of transient performance for two controllers.

Reference step Pr=5—8(kW) Pr=8—5(kW)
DPC-SVM MPPC-VF DPC-SVM MPPC-VF
Rise time (ms) 1.2 1 1.2 0.12
Settling time (ms) 5 2 7 0.17
Overshoot (%) 11.75 7.12 12.5 3.4

5 kW to 8 kW at instant ¢ = 0.15 s, then steps from 8 kW to 5 kW at instant t = 0.25 s
(Fig. 3.12), while the reactive power reference is changed from -2 kVar for leading power
factor operation to 2 kVar for lagging power factor operation at instant ¢ = 0.2 s (Fig.
3.25(b)). The results shown in Figs. 3.12(b) and 3.13(b) indicate that the active power is
tracking the reference with fast dynamics as confirmed by the Table 3.2. Settling time is
the time taken by using a band of 5% for the reference steps, and the rise time is defined
as the time required for the current to increase from the 10% to the 90% of the reference
step change. The transient active power from 5 kW to 8 kW reaches its steady state in 2
ms with the proposed method and 5 ms, respectively for DPC-SVM. The mean absolute
percentage error of active and reactive power for DPC-SVM is 3.9% and 10.48%, whereas,
for the proposed method they are 2.08%, and 5.61%, respectively. Consequently, the pro-
posed method presents better performance compared to the DPC-SVM. Moreover, the
average running time of the algorithm is 35 us in a 3.3 GHz, i5-6600 CPU. This makes

the proposed control a feasible option for high performance digital controller.

The steady state behavior of the inverter phase voltage is performed with the total
harmonic distortion (THD) for the proposed method of 23.08% in comparison with a

classical method distortion of 27.72%. The transient responses of the grid current, i,
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Figure 3.13: The dynamic response of reactive power.
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Figure 3.14: The dynamic response and FF'T of the grid current for DPC-SVM.

and its FF'T are illustrated in Figs. 3.14 and 3.15, where the THD is found to be lower
for the proposed method in contrast to the classical controller. The THD of grid current
is under the 5% limit required by the IEEE 519 standards.

To investigate the robustness of the proposed method against load variation, a resis-
tance load Rj..q is changed from 72 €2 to 45 ) at the instant ¢ = 0.15 s and from 45 € to
72 Q) at t = 0.25 s corresponding to the change of reference active power. The effect of
DC side load on the operation of system is shown in Fig 3.18. As shown in this figure,
with the proposed method the change in load doesn’t affect too much to the transition of
the DC-link voltage with lower overshoot (5.5 V) while linear PI control results in much
higher value (8 V). One of the important issues of 3L-NPC structure is the balancing
voltage of the DC-link capacitor. The voltage of DC-link capacitor will clearly remain
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balanced with MAPE of DC-link capacitor voltages deviation for MPPC-VF 0.27% and
for DPC-SVM 1.1% in spite of the transition of the power references (Fig. 3.19).

Since the performance of FCS-MPC depends largely on the sampling time, which is
improved by selecting the smaller sampling period. To analyze the effect of sampling time
on the quality of the current, the proposed control strategy is applied with four sampling
times 20 us, 50 ps, 80 us and 100 pus. To evaluate the quality of the system, the THD of
the grid current can be considered. Table 3.3 indicates that the quality of grid current is
the best with sampling time 7T = 20 us and the worst when the sampling time 100 us is
considered. However, there is a limited sampling time due to the requirement of execution

time such as computational time, measurement of signal and grid voltage orientation. In
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Table 3.3: Comparison of THD with different sampling time.

Sampling time (7;) Total harmonic distortion of i, (%)

20 (us) 2.11
50 (us) 3.62
80 (us) 4.48
100 (us) 4.66

addition, a smaller sampling period will result in a higher switching frequency which is
not recommended for high power application. For this reason, the sampling time in the
50 — 100 ps range can be selected for FCS-MPC method.
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Figure 3.20: Weighting factor influence on: (a) The THD of the grid current
and average switching frequency. (b) The power errors.

The issue in FCS-MPC is the selection of weighting factor in the cost function, but
this problem can be solved by using the guidelines proposed in [42]. A high value of
Ade Will assure the balance of DC-link capacitor voltages but increase the tracking power
errors and THD of the grid current. A good suggestion for select A4, so that the neutral-
point voltage deviation of the DC-link voltage is around 3% of nominal DC-link voltage
as indicated in Fig. 3.19. On the other hand, by increasing the weighting factor A,
we can reduce the switching frequency, leads to reduce the switching losses. The THD
of grid current and power tracking errors also increase due to the additional weighting
term \,. By running a simulation and gradually increasing the value of A, a satisfactory
weighting factor can be obtained by evaluating the performance such as the THD of the
grid current, MAPE of power errors. As the weighting factor A, increases from 0 to 600,
the average switching frequency fs, reduces from 2893 to 1194 Hz with a increase in
power errors (Fig. 3.20(b)) and the THD of the grid current from 3.27% to 6.51% (Fig.
3.20(a)). For this reason, the weighting factors \4. and A, can be selected at 100 and 150
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to achieve an acceptable quality of current, capacitor voltage balancing and reduction of

switching frequency.

3.2 Modified Model Predictive Control with reduced

computational cost

3.2.1 Mathematical model based on voltage orientation

By using rotational transformation, the dynamics can be described in dq reference

frame based on the equation (3.5) as:

. di .

Uinw_d = Ryiga + Lfd—id + Ugg — WL figg, (3.31)
. di 4

Uiny _q = Rflgq + Lfd—iq + Ugq + CULf’Lgd,

where w is the angular frequency of the grid.

Py

I
g
A d
i\ T ; g
g9 lgd\ )

/39 .
(04

Figure 3.21: Vector presentation in stationary («/3) and synchronously rotating
(dgq) reference frames.

Since the system is oriented with grid voltage (Fig. 3.21), the components of grid

voltage can be expressed:
Ugg = 0; ugq = U, (3.32)

where ljg is the magnitude of the grid voltage which is obtained by the phase locked loop
(PLL).
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Consequently, we have the continuous-time dynamics of the system based on grid

voltage orientation from the equations (3.3), (3.31) and (3.32) as follows:

di d Rf . 1 ~ .

d—i = —L—flgd + L_f(umv*d — Ug) + w29q7 (333)
di Ry 1 .

d—iq = —L—fzgq + L_fuim}*q — Wlgd,

du, 1 : :
= = (1S =15 = | 5)iga + V3(| SiD) = | SclYigs),

where the grid current in dq reference frame can be calculated from the grid current in

af reference frame by using rotational transformation:

igd = lga COSHO + iggsind, (3.34)

Ggq = Ggp COS O — 1goSIN 0.

Similarly, the inverter output voltage in dq reference frame can be estimated based

on equations (2.1) and (2.2) as:

Udc

6

Uiny g = Ugc (\/§ (Sp — Se)cos O — (2S5, — Sy — S.) sin 9) )

((ZSa — S, — S.)cos + /3 (S, — S.) sin 9) : (3.35)

Uiny _d =

From the output control point of view, the active and reactive powers exchanged with

the grid can be calculated as follows [29]:

3 . . 3~

Py = 2 (Ugdiga + Ugqligq) = §Ug@yd’ (3.36)
3 . . 3

Qy = 2 (Ugglgd — Ugdlgq) = _§nggq~

The above equation clearly shows that the active and reactive powers are decoupled

and can be controlled via the components of grid current.

3.2.2 Proposed Model Predictive Control with reduced compu-

tational cost

In order to fulfill the control objectives, the cost function of the conventional FCS
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Figure 3.22: Control variable of one-step horizon for FCS-MPC with delay
compensation.

model predictive current control for the grid connected 3L-NPC inverter with one-step
prediction with delay compensation will use the following ingredients on the same ratio-

nale of the previous studies on the subject [12, 52, 75]:

gria = |T5a(k +2) — b (k +2)| +

ing (k4 2) =0 (k + 2)| + Age |l (k + 2) 4+ Anne.
(3.37)

The time delay produced by computation time is dealt with on the same principles
as in the previous chapter. In short, to take into account the computational delay, the
control scheme with one-step horizon which is illustrated in Fig. 3.22 will be used. In

this case, the optimal control input w,,; is the one which minimizes the cost function:

tga(k + 1) = f1(iga(k), igg(k), wr); tgg(k +1) = foligg(k), iga(k), ur), (3.38)
ik +2) = filiga(k + 1), igg(k + 1), wks); iy (k +2) = foliga(k + 1), igq(k + 1), wgs1),
i (k+ 1) = f(ig(k), uz(k), ui); wl(k +2) = fo(ig(k + 1), @z (k + 1), ugya),

Ggria = |i5g(k +2) — &, (k + 2)| + |i,(k 4+ 2) — 2, (k + 2)| + Age [ (k + 2)| + Anne,

Uopt = ATy min_ - Grid -
’Ll,k+1€{71,0,1}

In order to reduce the computational time, a simplified FCS-MPC is presented in [76]
but without delay compensation for power converters in standalone mode. To improve
the dynamic performance and reduce the computational burden, in this section this idea

is extended for the grid connected 3L-NPC inverter considering the delay compensation.
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The main idea of the proposed method is to select inverter voltage (win, ) at instant k+1
along with 27 voltage vector that is closer to the reference inverter voltage u?,, ,(k-+1).

nv_n

The proposed control algorithm is described as follows:

e Step I - Estimation of the current: The components of grid current igq(k + 1) and
igq(k +1) at instant k + 1 are estimated by using equation (3.40) with the previous

optimal switching state (uy) at instant k.

o Step II - Calculation of the reference inverter voltage: We can calculate the refer-
ences of inverter output voltage uj,,, 4(k+1) and uj,, ,(k+1) at instant k+1 based
on the grid current reference at k —i—_2 and estimation of the grid current igq(k + 1)
and iy, (k1) at k41 by using the equation (3.41). Next, the neutral-point voltage

can be evaluated at k£ + 1 based on grid current i,(k) and switching state wy1.

o Step III - Evaluation of the cost funtion and selection of the optimal switching state:
The optimal inverter output voltage will be applied to the inverter at instant &£+ 1

by minimizing the modified following cost function ggi4:

tga(k +1) = fi(iga(k),igg (k) ur); dgq(k + 1) = foligg(k),iga(k), ur), (3-39)
ub(k+1) = f3(ig(k), uz(k), Urs1); Uino dn = f6(Uinv n); Uino_gn = f1(Uinv_n),

Wy ok +1) = fa(@g(k 4+ 2),iga(k + 1), dgq(k + 1)),

Wy ok +1) = f5(i%,(k +2),iga(k + 1), 7gg(k + 1)),

+

Uiy o(F+ 1) = Uiny_gn| + Ade [UE(k + 1)| + Apne,

I "
9grid = uinv_d<k + 1) — Uinv_dn inv_gq

U’opt == arg {mlnggrzd} 5 n = 1, ceey 27

where uj,,, 4(k+1) and u},, ,(k+ 1) are the required reference inverter voltages at time
E+1; Uiny dn and Ui, ¢n are the components of voltage which correspond to 27 switching

states of 3L-NPC inverter.

Comparing (3.38) and (3.39), is becomes clear that the conventional FCS-MPC and
the proposed method have a different composition of the cost function. With the conven-
tional FCS-MPC, we have to evaluate 27 of the predicted currents in the cost function
to obtain the optimal switching state. On the contrary, we only require 1 calculation of
inverter voltage reference based on estimation of the grid current %gdq(lﬁ— 1) and reference
current 4 (k + 2) for the proposed control system. Moreover, the selection procedure of
choosing the control input is simple, no requirement of loop optimization. Therefore, the

proposed method is more attractive from the computational point of view compared with
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Figure 3.23: Block diagram of the proposed MMPC scheme.

the conventional FCS-MPC method, supporting the feasibility of the real time implemen-

tation. The overall system of the proposed control strategy is shown in Fig. 3.23.

According to equation (3.33) and assuming a sampling time of T}, the grid current is

estimated in discrete-time by using the first-order forward Euler approximation as follows:

o , T.R T, ~ ‘

tga(k + 1) = igq(k) (1 - f) + = (umv_d(k) — Ug> + Tywigy(k),
! !

o , T.R T, ,

Ggg(k + 1) = ige(k) (1 - f) + L_uinv,‘I(k) — Tswigq(k), (3.40)
f f

where in, ¢(k) and ., 4(k) can be obtained based on the previous control input uy

and Uy. by using equation (3.35).

The components of reference inverter output voltage are obtained by using the equa-

tion (3.33), replacing the predicted currents 4y ,(k+2), i (k+2) by theirs reference values
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ira(k +2) and i} (k + 2) as:

. L L . R
Wi alk+1) = iga(k+1) (Rf _ —f) + 2Lk +2) + Uy — whyigg(k+ 1),

T, T, ?
* ; Lf Lf 5k =
Uiny o(k+1) =idge(k+1) | Ry — T + ngq(kﬁ +2) +wlyige(k + 1), (3.41)

where the grid current references are calculated from the active and reactive powers

according to equation (3.36). In a simplified form these are given by:

2P;

ga(k +2) = igy(k) 30, (3.42)
. . 2Q;
ipg(k+2) =iy, (k) = — BUZ.

The discrete-time model for neutral-point voltage can be obtained from (3.33) as

follows:

B+ 1) = w(k) + 2 (2] Sulk + 1) — | Solk + D) = | Sulk + D)iga(k)  (3.43)

4C
V3T, .
10 U Sk 4+ D=1 Selk + 1)) igs (k).

+

Finally, the aim of proposed predictive control can be achieved by evaluating the

appropriate cost function for all considered switching states (see algorithm 2).

Algorithm 2: Algorithm of modified model predictive control with reduced com-
putational cost
1. Measure iy(k), u,(k), ug(k), Sapc(k) and Ug.; Read the reference values
Ude—ref (k) and Q3 (k) ;
2. BEstimation of grid current 7,4(k + 1) and iy, (k + 1) by using equation (3.40) ;
3. Calculate the reference of grid current i’,(k), i;,(k) from (3.42) and inverter
output voltage uj,, 4(k+1),uj,, ,(k+1) from (3.41) ;
4. Calculate the components of inverter output voltage: uiny ¢n and Uiy gn, With
n =1 — 27 from equation (3.35) ;
5. Estimate the value: n, for 27 voltage vector based on equation (3.16) ;
6. Predict the neutral-point voltage u?(k + 1) for 27 voltage vector by using
equation (3.43) ;
7. Compute the cost function ggiq from (3.39) ;
8. Select the optimal switching state Top: [~, Tope] = min(g) ;
9. Apply optimal switching states: Sg, Sy, S;
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3.2.3 Simulation results

To verify the performance of the proposed control strategy in the present work, sim-
ulation studies were carried out in Matlab/Simulink environment and SimPowerSystems
toolbox with the same parameters as the previous section. The parameters of the con-

troller are given by A4 = 20 and A, = 60.

In order to illustrate the efficiency of control scheme, various scenarios with the step
change in active and reactive power were carried out for an extensive simulation window
(20 s). The reference of active power (P,_,.s) is derived from the DC-voltage control
loop with linear PI controller. Fig. 3.24(a) shows that there are overshoots in transient
response of active power mainly due to the effect of active power reference. As a side
note we mention that, this issues can receive further improvements by using alternative
design methods for DC-voltage control loop. However, this is not the main focus of this

thesis and will not be developed here.

One of the main objectives of GSC is to provide a desired amount of reactive power
which is demanded in the electrical grid. The results in Fig. 3.24 confirm that the
proposed control strategy is able to operate with high dynamic performance and good
tracking reference of the active and reactive powers. To further demonstrate the perfor-
mance, a zoom of simulation results from 0.05 s to 0.3 s are presented in Figs. 3.25(a)
and 3.25(b). The initial active power reference is 5 kW and reactive power reference is
-2 kVar, corresponding to negative power factor (PF = —0.93). Thus, the grid voltage
lags the current by 338° as shown in Fig. 3.26(b). At time ¢ = 0.15 s, the reference
of active power changes from 5 kW to 8 kW, then steps from 8 kW to 5 kW at instant
t = 0.25 s. The reference P,_,.; and measured active power P, are illustrated in Fig.
3.25(a). A step change in reactive power reference QQy_,.; from -2 kVar for leading power
factor operation to 2 kVar for lagging power factor is applied at ¢ = 0.2 s as shown in
Fig. 3.25(b). Fig. 3.26(a) demonstrates the phase shift between the voltage and current
for the different power factors. The results shown in Fig. 3.25 indicate that the proposed
method achieves better performance than DPC-SVM, faster dynamic response with rise
times of 1 ms and smaller overshoot. The mean absolute percentage error of active and

reactive powers are 2.99%, and 7.81% respectively.

Figs. 3.27(c) and 3.27(d) are the transient responses and current spectrum of the grid
current. Comparing the grid spectrum in Fig. 3.14(b) and Fig. 3.27(d), the proposed
method achieves better performance. The current THD is 3.66% for the proposed method
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Figure 3.24: The dynamic response of active and reactive powers for proposed
method with long simulation time.
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Figure 3.25: Performance of control scheme with dynamic active and reactive
power references.
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Figure 3.26: Transient waveforms of the grid voltage and current.
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Figure 3.27: The dynamic response and harmonic spectrum of the grid current
for the conventional FCS-MPC and proposed method.

which still meets the requirement of the IEEE 519 standard. In particular, comparing with
the conventional FCS-MPC with one-step control horizon which used the cost function
(3.38) the proposed method achieves the same performance of the current as illustrated
in Fig. 3.27. The proposed method has a small increase in MAPE of active power
and THD of the current from 2.94% to 2.99% and from 3.6% to 3.66%, respectively.
However, the amount of calculations needed for the proposed method is reduced about
96% compared with the conventional FCS-MPC with one-step control horizon. In fact,
the average computation time of the conventional FCS-MPC is about 25 us, while the
proposed method needs only 10 us in a 3.3 GHz, i5-6600 CPU. This means that the
proposed algorithm is faster than the conventional FCS-MPC, allowing a reliable and

cost effective real time implementation.

To analyze the robustness of the controller against load changes, we can chose the
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Figure 3.28: Performance of the controller during load variation.
initial condition as the Uz, = 600 V, zero grid reactive power (@, = 0) and active

power P, = —5 kW, which is delivered to grid. At the instant ¢ = 0.15 s, a resistance
load Rjyeq change of 50% is produced from 72 © to 36 2, leading to a change of active
power to -10 kW as shown in Fig. 3.28(a). It can be seen from Fig. 3.28(c) that the
proposed method is capable to keep the DC-voltage constant with a slight decrease at
the transition. Moreover, the DC-link capacitor voltages are balanced within in a bound

of 3% of nominal DC-link voltage as illustrated in Fig. 3.28(d).

3.3 Conclusions

In this chapter, two models predictive control for grid connected 3L-NPC inverter
has been proposed to control the grid active and reactive powers. In the first control

strategy, the proposed control operates in discrete-time to predict the state controlled
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of virtual flux, grid current and neutral-point voltage for each switching configuration of
the inverter. By using the cost function which includes the active and reactive powers,
we can control directly the power exchanged with the grid. Two-step horizon is chosen
to improve the performance. In order to reduce the computational burden, only combi-
nations of inputs having one switching variation are considered. Moreover, this method
does not require voltage measurement and coordinate transformation, leading to a simple
implementation and fast dynamic response. The selection process of choosing the weight-
ing factors are also presented in this chapter. In a second time, the control scheme based
on grid voltage orientation with one-step prediction and delay compensation is proposed.
The active and reactive powers can be controlled via the components of grid current.
The main contribution of proposed method is the use of the cost function for reduce the
amount of calculations. The reference of inverter voltage vector is employed to evaluate
the modified cost function for selecting the optimal switching state. The simulation re-
sults indicate that proposed control strategy can successfully track the active and reactive
powers, balance the DC-link capacitor voltages and reduce the switching frequency. The
linear PI controllers for the internal current loops and the modulation block are further

eliminated, leading to a simple practical implementation.



Chapter 4

Model Predictive Direct Power Control
for DFIG fed by a 3L-NPC Inverter

Nowadays, doubly fed induction generator (DFIG) represents an attractive solution
due to its advantages: for instance, only 30% of generator power passes through, reducing
converter cost and power lost |5, 9] comparing with the full scale converter configuration.
In wind energy, the comparison between the wind turbines using fixed speed and the
DFIGs based wind turbines shows that the last category can operate with four-quadrant
active and reactive power capabilities, leading to both bidirectional active and reactive
power flow from the rotor side to grid through the rotor side converter (RSC) and grid
side converter (GSC) (Fig. 4.1). Several control algorithms have been proposed to control
DFIG based wind turbine system. The most popular control strategy is the well know field
oriented control (FOC) based on the orientation of stator voltage (stator voltage oriented-
SVO) [15] or the stator flux (stator flux oriented-SFO) [9], [24]. This method incorporates
a cascaded structure with four PI regulators, two Pls in the outer loops for active and
reactive powers of the stator and two Pls in the inner rotor currents loops. However, one
drawback of this method is that its performance depends on accurate machine parameters
such as stator and rotor resistance and mutual inductance. Another drawback of using
PI controller is the necessity of tuning of the gains in the whole operating range of wind

speed.

Recently, alternative approaches to field oriented control such as direct torque con-
trol (DTC) [27] or direct power control (DPC) [14] have been proposed to improve the
controller performance. In these strategies, two hysteresis controllers are used to deter-

mine the inverter instantaneous switching state, which is selected from a lookup-table

7
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Figure 4.1: Schematic diagram of DFIG based wind generation systems [9].

(LUT) based on the errors between the reference and estimated values. Therefore, these
techniques provide faster transient response in comparison with FOC without requiring
current regulators nor coordinate transformations or specific modulations like PWM or
SVM for pulse generation. However, the variable switching frequency and large power
ripple are considered to be the main drawbacks of LUT. Moreover, in order to obtain
an acceptable steady-state and high dynamic performances, a high sampling frequency is
required for this method. With both linear control and hysteresis techniques, the system
constraints and technical requirements such as voltage balancing, total harmonic distor-
tion and switching frequency can not be considered at the design stage. To overcome
this problem, several techniques have been developed such as using DPC with space vec-
tor modulation (SVM) [31], deadbeat power control [77], sliding mode control [35]. The
common-mode voltage (CMV) generated by the voltage source inverter is known to cause
the overvoltage stress on the winding insulation of the machines and premature failure
of the bearings. Several studies have been presented to reduce the peak common-mode
voltage by avoiding the zero vectors in pulse width modulation (PWM) |78, 79], applying
model predictive control methods [80-82.

Over the last decade, model predictive control (MPC) proved to be an alternative
control technique that was applied in machine drives and converters. Several approaches
such as predictive current control [83], predictive direct torque control [84] and predictive
direct power control [85] were applied to control the DFIG. The MPC for DFIG were
presented in [46, 47, 50, 86]. These strategies use quadratic programming (QP) to solve
online the control optimization problem or characterize the parametric solutions which
can be precomputed offline, thus obtaining the explicit MPC solution as piecewise affine
(PWA) control laws. Finite control set model predictive control has been recently dis-

cussed in the virtue of its advantages, such as easy inclusion of non linearities in the
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model, delay compensation and additional constraints such as switching frequency and

common-mode voltage.

The present chapter presents a model predictive direct power control (MPDPC) for
DFIG connected to 3L-NPC inverter. The mathematical model of DFIG with two ref-
erence frames are introduced. A control goal is derived by optimization of an objective
cost function that considers the tracking errors of the active and reactive powers, voltage
balancing and reduction of switching frequency and common-mode voltage. The principle
of the proposed control scheme is to use the dynamical model to calculate prediction of
the future values of the stator flux, rotor current, DC-link capacitor voltages and CMV.
The active and reactive powers can be estimated based on the stator flux and the rotor
current. Consequently, this method can control directly the power of DFIG without using
rotor current loop. In order to validate the effectiveness of the proposed control strategy,
simulation tests are carried out using Matlab and Simulink with different modes of speed

operation.

4.1 Introduction to the doubly fed induction generator

for wind turbine

The doubly fed induction generator consists in a stator and a rotor each carrying
three-phase windings which are spatially shifted by 120°. The stator is supplied by three-
phase voltage source of the grid (us) with frequency f,, whereas the rotor is supplied by
three-phase voltage source inverter (u,) with frequency f,.. Thus, a stator flux is induced

in the air gap and rotates at synchronous speed (ng). This is given by the expression:

~ 60f,

ns (rpm), (4.1)

where p is number of pole pairs of the machine.

The angular frequency of the induced rotor voltages and currents is given by [9]:
Wy = Ws — W, (4.2)

where wg, w, are the angular frequency of the voltages and currents of stator windings

and rotor windings (rad/s), w,, is the angular frequency of the rotor and is related to
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Figure 4.2: Four quadrant modes of operation of the DFIG.

mechanical rotational speed 2, as:

Wi = Py (rad/s). (4.3)

Hence, slip (s) is defined as difference between synchronous speed and rotor speed as:

PR (4.4)

Ws

By combining equations (4.2) and (4.4), we can obtain the relationship between the

slip, the stator, and the rotor angular frequency:

Wy = SWw, (4.5)
fr=5Fs.

The DFIG can operate under different conditions depending on the power and wind
speed (Fig. 4.2) [9]. The stator output power P; flows from the DFIG stator to the grid
under operating mode as generator. The DFIG can operate below the synchronous speed

ws (sub-synchronous mode) and above the synchronous speed (hyper-synchronous mode)
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Figure 4.3: Active power flow representation of DFIG for hyper and sub-
synchronous speed under generating mode.

which allow an operational speed range of about 30% around the synchronous speed. Fig.
4.3 shows that it is possible to exchange power through both the stator and rotor sides
to the grid in operation modes 2 and 3. The rotor power P, is negative for negative slip
(hyper-synchronous speed) and positive for positive slip (sub-synchronous speed). For
hyper-synchronous speed operation, P, is transmitted to DC-link voltage and tends to
rise the DC voltage. On the other hand, P, is received from the DC-link voltage and
tends to decrease the DC voltage for sub-synchronous speed operation. Consequently,
neglecting the power losses in the converters, DFIG and filter, the power delivered to the

grid P, is the sum of the stator and rotor powers, given by:

|Ps| +|P,| for hyper-synchronous speed,
Pyl = (4.6)
|Ps| — |P.| for sub-synchronous speed.
4.2 Dynamic modelling of the DFIG
dy. /di dy,,/di |
Lsa Rs ;’4—_ __>";k r by
+ +
dy  /dt||dy , /dt
b < X
+ +
dy, /dt| |dy,./dt
™ i, R el e Z R g
u, :__>_|:|_*KYY\_. <._/W\*_|:’_<_$ u,
1 1 tusc urc_ 1 1

Figure 4.4: Equivalent circuit of the DFIG.
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The doubly fed induction generator can be modelled by the equivalent circuit (see
[9]). The stator voltage, current and flux of the DFIG can be described from Fig. 4.4 as

follows:

dtsa

sa — Rs .sa s 4.7
u lsa + I (4.7a)
. dwsb
o = Rl _—, 4.7b
Ugh lgp + dt ( )
dise
sc — dlg .sc s 4.7
u Rgige + 7 (4.7¢)

where R, is the stator resistance; i, i, 75 are the stator currents of phases a, b and c¢;

Usq, Usp, Use are the applied stator voltages; 1q, Vs, Vs are the stator fluxes.

Similarly, the rotor side is described by:

- Y
ra = Rrirg ’ 4.8
u Qra + o (4.8a)
‘ di,
Urp = errb + %, (48b)
- Yy
re — Rr rc TR 4.8
u Ire + L (4.8¢)

where R, is the rotor resistance referred to the stator; i,,, i, i, are the rotor current
referred to the stator of phases a, b and ¢; u,q, U, U, are the rotor voltages referred the

stator; ¥,.q, V¥, Ure are the rotor fluxes.

4.2.1 A dynamical model of DFIG in stator reference frame

2
By multiplying equations (4.7a) and (4.8a) by 3 then multiplying equations (4.7b)

2 2
and (4.8b) by 30 and also multiplying equations (4.7¢) and (4.8¢c) by §a2, we can obtain
the voltage equation of the DFIG in vector form:

dy?
ul = Ry} = 4.9
D= R+ 2 (4.9
Ayl
u. = R, C 4.10
=R+ (4.10)
where uf, 13, 97 are the stator voltage, current and flux vector in stator coordinate (aB);

ul, il 1! are the rotor voltage, current and flux vector in rotor coordinate (D@Q).
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Figure 4.5: Vector representation in different reference frame.

The constant 2/3 is chosen to scale the space vectors according to the maximum
amplitude of the three phase magnitudes. In this case, the superscripts s and r indicate
that vector are referred to stator and rotor reference frames, respectively. (We point to
the Appendix for further details on the developments and the explicit expression of the

constant a).

On the other hand, the relationship between the flux and the current is given by:

Vs = Lt + Ly, (4.11)
Y = Ly’ + L7, (4.12)

T

where L, and L, are the stator and rotor inductances; L,, is the magnetizing inductance.

The stator leakage inductance L,4 and the rotor leakage inductance L, can be related

as follows:

Ly = Ly + Lo, (4.13)
L, = Ly, + L, (4.14)

By using Park transformation (A.8), the stator and rotor fluxes can be rewritten as

follows:

YE = LS+ Lypi® = Lgi® + Lyite’™, (4.15)
Yr = Lyi" + Lyi’ = Lya" + Lyite ™%, (4.16)
where 6, is the angle between the stator reference frame a3 and the rotor reference frame
D@. Consequently, referring the corresponding vector to the stator reference frame by
multiplying equations (4.10) and (4.16) by e/%m, the model of the DFIG is obtained in
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the af coordinate:

s, Ay
5 = Ryif s 4.17
ug = R+ (4.17)
d S
u,; = Ri; + v — Jwmy, (4.18)
dt
Yy = Lgiy + Lty (4.19)
Yy = Lpij + Lty (4.20)

According the equations (4.17) and (4.18), the components of stator and rotor voltages

can be expressed as:

Uas = Ryins + %, (4.21)
ugs = Rsigs + d§587

e = Reor + T2 4 iy,

ugr = Ryigr + dgfr — WinWar-

And the stator and rotor fluxes are given by:

Yas = Lstas + Lmiar, (4.22)
VYgs = Lsigs + Limigr,
Yar = Lriar + Linlas,
Yor = Lyigr + Lipigs.

Based on the equations (4.21) and (4.22), we have the equivalent model of the DFIG

which chooses the currents as state space variables:

lis R, wnl?  RLn . wpLn. 1 L

Gt oL e T opr s T g, er T T, T g s T JL;nLT tar, (4.23)
dig,  wall. Ry wulw. . Riln. 1L,

dt oL, L. T oL e T oL T oL T gL, e

dig, R.,L,, . Wi Ly, . R, . W . L,, 1

At oL oL, BT gL ter T T T g tes T o ter

digr _ Wnlm, | Relm, | W, B Im gt

dt oL, * " oL.L, " ¢ oL " oL.L, " oL, "

with o = 1 — L,,?/L,L,, the leakage coefficient.
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By using Clarke transformation (A.5), the electric power on the stator side can be

calculated as:

Ps = usaisa + usbisb + U'scisc = § (uasias + uﬁsiﬁs) )
1 . . ) 3 . .
Q= 7 (s = )+ (= b+ (s = ) ) = 5 (U — hasizs) - (4.24)

Furthermore, neglecting the cooper power losses in the stator and rotor resistances,

the active and reactive powers in stator and rotor can be expressed (see [9]) as follows:

P, = 3R,|I,|> + 3Re {jwsLmiyi’} ~ 3Re {jws L (iar + jigr) (ias — jigs)} (4.25)
~ 3wsLm (iariﬁs - iasiﬂr> 5
P. = 3R,|I.|" + 3Re {jsws Lmisit} = 3Re {jisws L (ias + jigs) (iar — Jige)}

~ stsLm (iasiﬁr - iariﬁs) ~ _SP87

where the superscript * represents the complex conjugate of a space vector.

In the same way, the expression of the reactive powers of stator and rotor can be given
by:

Qs = 3w8L5|]S|2 + 3wy Ly Im { jws L 1,05} & 3ws Ly Re {07 } & 3ws Ly, (tarias + i8sipr) ,
Q, = 33wsLT\Ir|2 + 3Im {jsws Liisiy } &~ 3sws Ly, Re {isir} & 35ws L, (larias + igsipr) = SQs.

(4.26)
The electromagnetic torque of the DFIG can be defined as [9]:
3 s
T., = émeIm {iris}. (4.27)

The mechanical equation of the system dynamics is represented by the following equa-

tion:

dQ,,
Tom — Tioga = J——. 4.2
em load J dt ( 8)

where J is the inertia of the mechanical axis and Tj,,4 is the external torque applied to

the mechanical axis.
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4.2.2 The model of DFIG in dq coordinate based on stator fluxed

orientation
Wy S Q... .
R —l//q> + Lsa Lm' + <l//—q - Rr ) ”
—»—:l—@ 200 NN (D—
+ + + +
uds dl//ds Lm dlf//dr udr
dt dt
Wy l//ds L L 22 'l//dr

R, +-—

+
+
+
~
<+

qu dl//qs %Lm dl//qr uq,
dt dt

Figure 4.6: Steady state equivalent circuit of DFIG in dq reference frame.

Fig. 4.6 shows the generalized equivalent circuit of a DFIG in dgq coordinate based on
stator flux orientation. From the voltage equations (4.9) and (4.10), multiplying them by

e % and e~7%  respectively the stator and rotor voltages can be rewritten as:

¢d
= Ryi% + —> + jwapd, (4.29)

I/Jd
u™ = R,i% + + juwpp®, (4.30)

where the superscripts dq indicates the stator flux reference frame.

From the equations (4.11) and (4.12) by using the same way, the flux expression can

be obtained as:

@/}gq = Lsigq + Lmigqa (431)
P8 = [,i% + L5, (4.32)
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From equation (4.31), the stator current is written as:

i1 = Li (3 — L,yid) . (4.33)

By substituting equation (4.33) into equation (4.29), the stator flux dynamics is given
by:

dyde 1 , . y .
= — (= (14 jw,To) % + Lyid® + Toul?) | (4.34)
dt T,
where T, = é—i is the time constant of the stator.

By substituting equation (4.33) into equation (4.32), the rotor flux can be rewritten

as:

L L?
Wl = L_ngq + (LT — Lm) i, (4.35)

By substituting equations (4.34) and (4.35) into equation (4.30), the dynamics of the

rotor current is represented as follows:

dide 1 w (L L 1 L
roo_ = q m . m dg\ _ _— -dq . m  dq
i " oL (¢8 (—LSTS + jwm, Ls) + uy, ) L <zr (R, + jwroL,) + 7Y ) :

where R, = R, + L2 /L,T,.

Based on the equations (4.34) and (4.36), the dynamical model of DFIG can be

expressed in matrix form as below:

z = A(ws, W, w;)x + Bu, (4.37)
¢ds Uds
where x = 7’_%8 LU= Has ,
Ly Udy
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T Lo
T o T
1 , Ln
_w —_——
: T. T.
A(ws, Wi, wr) = L ol R , (4.38)
L.T.wL, LwL, oL "
mem Lm RO’
| oL.L, L,oL " oL |
1 0 0 0
0 1 0 0
b= L 0 L
O'LSLT» OLT‘
Lo, 1
O _
L oLsL, oL, |

The components of the equation (4.29) in dg reference frame can be rewritten as:

dqujds

Ugs = Rsids + 7 - Ws¢q57 (439>
di)gs
Ugs = Rsiqs + % + ws¢ds-

Since the stator is connected to the grid, the stator flux is a function of the grid
dy

dt
stator resistance, under stator flux orientation (Fig. 4.5), the component of stator voltage

voltage in steady state (with the assumption = 0). Neglecting the small drop in the

can be simplified based on equation (4.39) as follows [24]:
iy = g = 03 ttgs = Uy  withus, (4.40)

where (79 is the magnitude of the grid voltage.

The active power in the stator can be expressed as follows:

3 , , 3 . 3 . 3, L, .
Py = 2 (Udsias + Ugsiqs) = éuqslqs = §¢dswszqs = _éwdSL_swslqr' (4.41)

and the reactive power can be rewritten as:

3 , . 3 3 s L
Qs = 5 (UQSst - uds%s) = §uqszd3 = 5%%3 (,(éd - L_Zdr) . (4'42>
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From equation (4.17), two stator flux components can be estimated by integration as:

¢as - /(uas - Rsias) dt, (443)
wﬂs = /(Uﬁs — Rs’iﬁs) dt.
In order to avoid DC-offsets, a digital low pass filter with a low cutoff frequency can

replace the pure integrator. The position of stator flux is estimated by using function as

follows:

0, = arctan (Zﬁs) : (4.44)

as

4.3 Model Predictive Direct Power Control of DFIG

Figure 4.7: Simplified electrical circuit of 3L-NPC inverter connected the rotor
of DFIG.

The configuration of the rotor of DFIG connected 3L-NPC inverter is illustrated in
Fig. 4.7. The rotor voltage which will be injected into DFIG, is also the output voltage of
3L-NPC inverter. Thus, the inverter output voltage in rotor reference frame (DQ) uzg
can be calculated by using equation (2.1):

2
uPe — 3 (uAZ+auBZ+a2uCZ) . (4.45)

inv
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Consequently, the rotor voltage referred to the stator in dgq reference frame (uf?) can
be calculated by using rotational transformation as [9]:

udt = KulP9e=0r (4.46)

mu

where K is the ratio of the stator voltage to the rotor voltage of the DFIG.

The rotor current referred to the stator in dq reference frame (i%?) can be calculated

based on the rotor current in rotor reference (i2?) by using rotational transformation:

1 .
i1 = Ez’f?%—ﬁr. (4.47)

Based on the configuration in Fig. 4.7, the dynamic of neutral-point voltage (Z) is
obtained based on the rotor currents and the switching states of 3L-NPC inverter:
du, 1 V3

= 5 IS =18 = IS o+ 3

(19 = 15c) ir- (4.48)

In an inverter driven system, the common-mode voltage (u.n) is defined as the voltage
between the rotor neutral (N) and the neutral-point voltage (7). Thus, the common-mode

voltage (CMV) can be expressed as follows [12]:

Uy = A2 “’;Z tucz, (4.49)

The inverter output voltage is synthesized from the DC-link voltage, and the neu-
tral phase voltage and has 3 possible values: {—U,./2,0,U./2}. Consequently, the
CMV constitutes 7 steps {—Uqg./2, —Uqge/3, —Uqac/6,0,Uqe/6,Uqe/3, Uge/2} and changes
from —Uy./2 to Us./2, depending on the inverter switching states.

In summary, a model for DFIG with stator flux and rotor current will be used as state
variable, and the stator active and reactive powers are considered as the output. The
control input of the system is rotor voltage which is calculated based on the switching
state S, and DC-link voltage Ug.. The stator voltage is normally fixed by the grid, thus

it is considered as disturbance.

The aim of model predictive direct power control (MPDPC) scheme is to select the in-
verter switching state that leads the active and reactive powers closest to their respective

references, balances the DC-link capacitor voltages and reduces the switching frequency
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and CMV. In order to facilitate a multi-objective optimization, we consider the follow-
ing terms in the cost function for the DFIG connected 3L-NPC inverter with two-step
prediction (see further choices in [52], [16], [87, 88]):

Grse = |P{ (k1) = Pk + 1)+ [PI(k +2) = PY(k +2)] + [Qs(k + 1) — Q5(k + 1)
+1Qu(k +2) — QUK + 2)| + Aae [uB (K + 2)] + Aegn [y, (k + 2)] + Annic, (4.50)

where Ag., A\, and A, are the weighting factors of the capacitor voltage balancing, the

reduction of commutation and common-mode voltage.

The continuous-time model can be converted to discrete-time by using forward Euler

approximation and considering Ty, as a sampling period:

s (k +1) Vs (k) Uas (k)

P (k41 s(k s(k
d'}qs( +1) — Ay %q( ) 4B, uq( ) ’ (4.51)

ige(k+1) iar(k) gy (k)

ige(k+1) lqr (k) ugr (k)

where -
Ag=eTr ~ T+ AT,,, By = / eATe=4) Bdr ~ BT, (4.52)
0

and ugs = g5 = 0.

In the same way, the neutral-point voltage is represented in discrete-time by using the

first-order forward Euler approximation as:

(k4 1) = us(8) + 12 @1Su(R)] ~ 1Ss(k)] — SL(R)) 70 (B) (4.53)
=T (1530 — 1.0 i )

4C
ul(k+2) =ul(k+1)+ Lop (21Sa(k+ 1) = [Sp(k+ 1)| = [Se(k + 1)]) i, (K + 1)

4C
L (1530 1) = 0k + 1)) (4 1)




92 Chapter 4. Model Predictive Direct Power Control for DFIG fed by a 3L-NPC

The active and reactive powers of the stator depend on the stator flux 14, and rotor

current 44, i, predictions according to equations (4.41) and (4.42):

PPk 1) = S0 (k4 1)LL—%5¢5T</<; L), (4.54)
Quk+1) = ;% (Wb (k + 1) — Lyih, (k+1)).

In the real-time implementation of the control scheme, the calculation time of the
control law will induce sample time delay in the actuation. Several studies regarding the
delay compensation are available in the litterature, and this particular aspect will not
be further detailed in the present chapter. We mentioned only that a simple solution to
compensate the computational delay is to compute at time instant k the cost function
corresponding to time instant k41 using an estimation of the state at time £+ 1 and then
the optimal switching state is applied at time k£ 4 1. In the subsequent developments we
used the method proposed in Section 3.1.2 to reduce the computational effort and allow
a straightforward implementation. In this case, the prediction of stator flux and rotor
current at instant k + 2 can be obtained by shifting one sample step of equations (4.51)
and (4.52) as:

x(k+2) = Age(k+ 1) + Bau(k + 1), (4.55)

The stator active and reactive powers at instant k£ 4+ 2 can be calculated as follows:

L., .
PPk +2) = —;ngs(k +2) 7w (k+2) (4.56)
Jwh (k+2 .
Qulk+2) = 24V o oy i 2).

The prediction of stator voltage at time k£ + 1 can be estimated by given equation:

Uas(k + 1) = uqs(k) cos(wsTsp) — ups(k) sin(wsTs,), (4.57)
ugs(k + 1) = uas(k)sin(wsTsp) + ugs(k)cos(wsT,).

Similarly, the stator voltage transformation from af reference to dq reference frame

is given by:

Ugs(k 4+ 1) = uas(k + 1) cos(0s) 4+ ugs(k + 1) sin(6;), (4.58)
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Figure 4.8: Block diagram of proposed control scheme for DFIG connected to
3L-NPC inverter.

Finally, the overall block diagram of the proposed control scheme is shown in Fig.
4.8. The goal of the predictive control is to minimize the cost function presented in
(4.50). In each sample time, the predictive algorithm evaluates for every possible switch-
ing states and then selects the one that achieves the minimum value for applying in the

next sampling instant. In short, the algorithm can be summarized in the following steps:

e Step 1: Measurements: is(k), i,(k), us(k), u.(k), wy and Uge.

o Step 2: Read the reference values: Py (k) and Q%(k).

s

e Step 3: Estimate: Stator flux estimation 4(k) by using (4.43).
e Step 4: Predict the control variable at time k+1: Stator flux ¢%_(k+1), rotor current
iy, (k + 1), b (k + 1), neutral-point voltage u2(k + 1) for 27 switching states based

on (4.51), (4.52) and (4.53) respectively, then estimate the stator power PP(k + 1),
QP(k + 1) and n. by using (4.54) and (3.16).

e Step 5: Predict with corresponding switching transitions: Stator flux ¢4 (k + 2),
rotor current iy, (k + 2), (k4 2), neutral-point voltage u2(k + 2) from (4.55),
(4.53) and CMV w?_(k + 2) from (4.49), then estimate the stator power PP(k + 2)
and QP(k 4 2) based on (4.54).

e Step 6: Ewvaluate: cost function g,¢. by using equation (4.50) .
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e Step 7: Optimize: Select the optimal value and apply to the inverter. Return to
Step 1.

4.4 Simulation results

To test the performance of the proposed control scheme, simulation was performed
with the Matlab/Simulink software and the algorithm is programmed using SFunction
Builder Block. The implementation via such a block is selected to allow easy experimental
implementation. The model of the DFIG was implemented in Simulink according to a
stator coordinate for simplicity and prioritizing the simulation speed. The DFIG is rated
at 2 MW and its parameters are listed in Table 4.1.

Table 4.1: DFIG parameters.

Parameter Value Description

Patea 2 [MW] Rated stator three phase active power
Us_rated 690 [V] Line to line nominal stator voltage
U, _rated 2070 [V] Line to line nominal rotor voltage
Lo rated 1760 [A] Each phase nominal stator current
Ns—rated 1500 [rpm| | Synchronous speed

P 2 The number pairs of poles

R, 2.6 [mQ] Stator resistance

R, 2.9 [mQ] Rotor resistance

L, 87 |uH]| Stator leakage inductance

L, 87 |nH]| Rotor leakage inductance

L, 2.5 [mH]| Mutual inductance

J 0.314 [kg.m?| | Moment of inertia

fs 50 [Hz] Frequency of the grid

Use 1200 [V] DC-link voltage

Cle 16000 [uF| | DC-link capacitor

In order to evaluate the dynamic performance, a comparison between MPDPC and
deadbeat power control [77] with space vector modulation which used converter redun-
dant switching states to balance DC-link capacitor voltages [25] (DPC-SVM) is estab-
lished under different modes of speed and the same parameters in Table 4.1. The SVM
implemented for the deadbeat controller has a sampling frequency fs,,, = 3 kHz. For the
MPDPC, a sampling frequency f,, = 20 kHz is considered. This value has been selected
to obtain an average switching frequency fs, = 1.5 kHz similar to the DPC-SVM.
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Given the global objective which is to control the power factor (PF), the reactive

power reference is considered to be given by:

V1—PF?

s re :Psre
Qures = Pores™pp

(4.59)

The DFIG was assumed to be functioning in speed control, i.e., the rotor speed is
set externally to a constant value, and has slow changes because of the large inertia of
the wind turbine. The initial active power and power factor reference were - 2 MW and
PF =1 at 0.5 s. The active power reference presents a steps from -2 MW to -1 MW at 1
s, then steps from -1 MW to -1.5 MW at 2 s (Fig. 4.9(a)). While the PF is changed from
1 to 0.9 at 1 s, then is changed from 0.9 to -0.9 at 1.5 s and from -0.9 to 0.9 at 2 s. The
PF changes produce reactive power reference using equation (4.59) from 0 Var to -0.484
MVar at 1 s, then is changed from -0.484 MVar to 0.484 MVar at 1.5 s and from 0.484
MVar to -0.727 MVar at 2 s (-’ refers to generating active power and absorbing reactive
power) (Fig. 4.9(c)).

As the machine operates at synchronous speed, slip is zero. Consequently, the power
of the rotor is approximately zero as illustrated in Fig. 4.9(b). Figs. 4.9(b) and 4.9(d)
indicate that the active power is tracking its references with fast dynamics and without
affecting the reactive power. The proposed method presents better performance compared
to the DPC-SVM. The DPC-SVM has worse results principally because the dynamic of
the inverter and especially the influence of the neutral-point voltage variation are not
taken into account in the control. As can be seen in Fig. 4.9, the power ripples of DPC-
SVM is bigger than the proposed method. In fact, the mean absolute percentage error of
stator active and reactive powers of proposed method are only 1.32% and 1.98% better
than the results of 8.74% and 13.1% of DPC-SVM method.

The steady state of the stator current for the DPC-SVM controller and the MPDPC
are presented in Figs. 4.10(a) and 4.10(c). To analyze THD of the output current,
Powergui FFT toolbox has been used. The harmonic spectrum of stator current (i)
under the steady state condition of -1.5 MW and -0.727 MVar at synchronous speed for
DPC-SVM and MPDPC are shown in Figs. 4.10(b) and 4.10(d). It can be seen that the
THD value for the stator current for propsed method is much lower than DPC-SVM, from
6.72% to 2.52%. Thus, a THD of the stator current of less than 5% is met well within
the limit required by the international standards such as IEC-61727 and IEEE-519. The
quantitative comparisons of the two control methods at steady state, including the THD

of the stator current is summarized in Table 4.2.
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Figure 4.9: The dynamic response of active and reactive power with synchronous
speed for DPC-SVM and MPDPC.

Table 4.2: Comparison of steady state performance for two controllers.

Method MAPE of P, MAPE of ), THD of iy,
DPC-SVM 8.74% 13.1% 6.72%
Proposed method 1.32% 1.98% 2.52%

One of the main drawback of 3L-NPC structure is balancing voltage of the DC-link
capacitor. Fig. 4.11 shows the evolution of the neutral-point voltage u, under different
of power steps. The result indicates that the balance of DC-link capacitor voltage is
guaranteed with MAPE of voltage deviation 0.41% in spite of the transition of power

references.

The performance of the proposed method is also examined while varying the rotor
speed from 1200 to 1800 rpm as shown in Fig. 4.12. The active power reference is
changed from -2 MW to -1 MW at 1.5 s and from -1 MW to -1.5 MW at 2 s (Fig.
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Figure 4.10: The steady state and FF'T of the stator current with synchronous
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Figure 4.13: The dynamic response of the power and current with rotor speed
variation.

4.13(a)). While the reactive power reference is changed from -1.24 MVar to 0.62 MVar at
1.5 s and from 0.62 MVar to 0 Var at 2 s, corresponding with the change of power factor
from 1 to a leading (0.85) or lagging (-0.85). When the rotor speed of the generator is
greater than synchronous speed, the slip is negative (s = —0.2), thus, the rotor power
P, will be transferred from the generator rotor to the grid through the rotor converters
of the DFIG, whereas the RSC operates as a rectifier and the GSC as an inverter. The
powers delivered to the grid P, and (), which are the sum of the stator and rotor powers
are illustrated in Figs. 4.13(a) and 4.13(b). On the contrary, the slip is positive (s = 0.2)
with sub-synchronous speed. This positive slip means that the rotor power P, will be
positive and will be received from the grid through the converters in which the RSC
operates as an inverter and the GSC as a rectifier (Fig. 4.13).

On the other hand, a high common mode voltage can cause overvoltage stress in the
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winding insulation of the electrical machine fed by power converter, producing deteriora-
tion and reducing the lifetime of the machine. Fig. 4.14 shows the common mode voltage
is reduced by changing the weighting factor value A, from 0 to 250 while maintaining

an acceptable quality of current and power.

Acm = 250

400

200
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o

-200

-400
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Figure 4.14: Performance of common-mode voltage.

Moreover, the machine parameters such as stator, rotor resistances, and inductance
depend on the operating point and the temperature, affecting the accuracy of the con-
troller. To confirm the robustness of the proposed method against variations of DFIG
parameters, the values of the stator and rotor resistances R, and R, have been varied
up to 50%, while the values of inductances L,, L, and L,, have been reduced to 50%.
The machine operates at synchronous speed. The results shown in Fig. 4.15 demonstrate

that the active and reactive powers are continuously tracking their references with slight
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Figure 4.15: Response of step tests for active and reactive powers with variation
of DFIG parameters.
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increase of the power ripples and THD of stator current. Thus, it is possible to indi-
cate that the proposed control strategy is robust and can operate under the parameter

variations.

4.5 Conclusions

In this chapter, a new direct power control method for DFIG system has been pro-
posed in a direct manner to control the active and reactive powers. The DFIG and
inverter discrete-time models are used to predict the behavior of the stator flux, rotor
currents, neutral-point voltage and common-mode voltage. Using this information, the
best switching state that minimizes a predefined cost function is selected and applied
in the next sampling instant. Compared to DPC-SVM, the proposed method provides
a fast transient response and better steady state performance. In addition, the peak of
common-mode voltage can be reduced by adding a corresponding term in the cost func-
tion. The simulation results confirm the effectiveness and the robustness of the control

scheme under the power, speed and parameters variation.



Chapter 5

Model Predictive Power Control based
on Lyapunov function for 3L-NPC

back-to-back converter

Finite control set model predictive control (FCS-MPC) has been discussed in the pre-
vious chapters and its principles can be widely applied to power converters and electrical
machines thanks to its benefits such as simple implementation, easy taken into account
additional constraint and delay compensation. In spite of the good performance, the
FCS-MPC has some drawbacks to be addressed, one of them being the stability issue. A
remarkable tool to solve this problem is Lyapunov stability theory. In [89, 90|, a practical
stability of FCS-MPC is presented to design a suitable cost function with one-step hori-
zon by finding terminal weighting matrix based on the linear quadratic regulator (LQR)
problem. Another approach is proposed in [91], based on imposing model predictive di-
rect torque control (MPDTC) which ensures the stability within a certain norm bound.
In [92], [93] a Lyapunov function based on an FCS model is proposed for reduce the exe-
cution time of the algorithm to control the current of three-phase two-level voltage source
converter. A control scheme for Permanent Magnet Synchronous Machine (PMSM) which
uses a control Lyapunov function (CLF) constraint to guarantee closed loop stability is
presented [94, 95].

In this present work, in order to ensure the stability of the closed loop, we revisit
the methodology employed in the previous chapters for the model predictive direct power
control scheme by incorporation stability related information derived from a control Lya-

punov function before the loop optimization. Therefore, aside the reinforcement of the

101
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stability, the amount of calculation required for the proposed method is reduced compared
with the conventional FCS-MPC, supporting the feasibility of the real time implemen-
tation. To validate the effectiveness of this proposal, two cases are presented. The first
one is the control of the 3L-NPC inverter connected the grid and the second one is the
3L-NPC connected to the rotor of the DFIG. Moreover, by means of suitable weighting
factor, the proposed method can provide a flexible approach to reduce certain common-
mode voltage levels and keep the switching frequency device below 1 kHz. Simulation

results are presented to confirm the efficiency of the proposed control system.

5.1 Improved Predictive Direct Power Control based
on Lyapunov function for Grid connected 3L-NPC

Inverter

5.1.1 Model predictive direct power control based on Lyapunov

function

The dynamics model based on virtual flux orientation which is presented in Section
3.1.1 can be used for modeling the system. Hence, the continuous-time dynamic model

is rewritten in the af reference frame as:

djlgta - Lif (%(zsa — Sy = 52) + wihgs — Riga ), (5.1)
‘Z_é;ﬁ - Lif (2({%(51) — Se) — wihga — Rfigﬁ)a
d?ga = —wigs,
i e
du, 1

—= = = (218l = 1 Sbl = I SulYiga + V3(| Sbl) = | Sl)igs ).
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Considering the system to be oriented with virtual grid flux (Fig. 3.5), the components

of grid voltage become as:

Ugd = Pgq = 05 Ugq = 09 ~ Wi, (5.2)
where Ug is the magnitude of the grid voltage.

The active and reactive powers flow to the grid can be expressed in dq reference frame
based on the equation (5.2) as [29]:

. . - 3 .
Py = 2 (Ugdiga + Uggigq) = §w¢gcﬂgq = §U919q7
3 . . 3 . 3.
Qg = b (Ugqlga — Ugalgq) = §W¢gdzgd = §Uglgd' (5.3)

Furthermore, the dynamics of grid current in dg reference frame is also derived from
the equations (3.31) and (5.2):

digg Ry 1 .

_dff = __Lf lgqd + _Lf Uiny_d T Wigq, (5.4)
di Ry 1 1.

d_-zq = —L—flgq + L—fumv_q — L—ng — UJng.

The grid current in dq reference frame can be obtained through a transformation from

the stationary to a synchronous rotating frame using the following equation:

igd = lga COSO + iggsin, (5.5)

igq = g COS O — 140 SN0,

where 6 denotes the angular position of rotating frame with respect to stationary frame.
It can be obtained by the phase locked loop (PLL).

Defining the state errors of the grid current ng, qu:

lga = fgd — Gy, (5.6)

S
tgqg = lgqg — lgg»
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where the grid current references are calculated according to equation (5.3):

2Q;
= —2, 5.7
gd 3Ug ( )
)
99 3Ug

and substituting into the system dynamics given by equation (5.4), we have the dynamics

of the errors for the grid current as:

df{gd Rf 1 . dZ;d
Y, = T - Winv T3 58
7 I, igd + qu L4+ Wigg 7 (5.8)
dig, Ry, 1 1. o i
-, = T 5 - Winv - _U - - ﬂ~
dt Ly e T Ve T e Ty

Since the frequency of the grid (f = 50 Hz) is smaller than sampling frequency
(fs = 20 kHz), we can consider:
iy _ o

According to equation (5.3), the active and reactive powers can be controlled via the
grid current components ¢4q and i4,. Therefore, we can use a control Lyapunov candidate
function to ensure that the active and reactive powers are maintained according to the

active power reference P; and reactive power reference () as:

V <zgd, zgq> = inlzd + §qu§q, (5.10)
with derivative _ N
e~ ~ digq ~ di

Vv <1gd7 qu) - Kdlgdd_i + ququ_iqa (511>

where K, and K, are the positive gains.

In order to reduce the computational cost, we impose a pruning method for the choices
inside the feasible finite set of controls based on the decrease of the Lyapunov function
as illustrated in Fig. 5.1. At each switching instant only switching policies corresponding
to a negative v will be considered as admissible for in the evaluation of the MPC cost

function.
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Figure 5.1: The improved FCS-MPC algorithm with reduced candidate se-
quences.
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Figure 5.2: The dynamic responses for the Lyapunov function and its derivative.
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In order to illustrate the behaviour and the choices made along the real time control
let us consider a simulation scenario around a set-point. Figs. 5.2(a) and 5.2(b) show
the Lyapunov function and its derivative which guarantee the stability of the system as
long as Vv is negative at each moment in time. Fig. 5.2(c) demonstrates the effect of each
switching state, and then considering states that pass a stability test (V < 0) in order
to be selected for the loop optimization. With the aim to clarify this process, the detail
of the selection with 10 switching states can be illustrated in Fig. 5.2(d). For example,
at the time ¢t = 0.1502 s, there are 3 switching configurations (state 3, 4 and 5) which
satisfy the stability condition. Next, the optimal state is selected by minimizing the cost
function among these feasible alternatives. Consequently, the state 4 is determined at

this time as optimal.

3
*‘ = © = State 1
x x State 2
25 ¥*x
. 1‘:* » State 3
* x - State 4
c x
S 2+ % State 5
= o O State 6
2 45l &9 N * State 7
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Figure 5.3: AV of Lyapunov function.

Nevertheless, due to discrete set control voltage, there is a different selection based
on Lyapunov candidate function V and AV = V(k + 1) — V(k) and the MPC based
selection. Referring to Fig. 5.3, consider time ¢ = 0.1506 s, only state 5 has AV < 0,
on the contrary, 3 switching states (state 3, 4 and 5) have VV < 0 (Fig. 5.2(d)). Thus,
in fact the approximation of derivative Lyapunov function AV is worse than using 1%
to select the switching decreasing Lyapunov function. Based on this basic principle of
selection, the optimal control sequence uy, = [S, Sy SC]T is the one which minimizes the

cost function:

Uopt = aIg { min Ggrid (U, uk+1)} ) (5.12)
ur€{—1,0,1}% up11€{-1,0,1}3

subject to V(k) <0

V(k+1)<0
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Is worth to be mentioned that the selection is not redundant with the cost function
minimization. Thus, considering the constraints in the optimization problem leads to lost
of performance (from the point of view of the optimization cost function). This is the

price to be paid to guarantee a Lyapunov decrease all by optimizing the cost function.

The feasibility of the constraints in the optimization (5.12) is equivalent to the valida-
tion of a Lyapunov function definition. Conversely, the feasibility domain of the problem
5.12 represents the validity domain of the Lyapunov function. From this point of view,
it should be mentioned that the decrease of the Lyapunov function cannot be guaran-
teed in the neighbourhood of the origin due to the quatification of the control signal. A
measure of the neighborhood of the origin is analysed in Section 5.2, in order to provide
a Input-to-State Stability type of argument for the overall control scheme. Finally, the
flowchart of overall control technique for the model predictive power control (MPPC)

based on Lyapunov function is illustrated in Fig. 5.4.

5.1.2 Illustration of selection criteria in simulation

Simulations were carried out using MATLAB /Simulink and SimPowerSystems toolbox
to test the effectiveness of the proposed control strategy. The parameters of the system
used for simulation studies is given in Table 3.1. The sampling time 7T set to 50 us which

is appropriate for the average device switching frequency fs, = 2.5 kHz.

In order to validate the bidirectional power flow ability under a unity power factor
operation, the active power reference P, ..y changes from 15 kW to - 15 kW at ¢ = 0.155
s, corresponding with the change of power factor from 1 to -1. Fig. 5.5 shows that
the controller provides fast tracking response and good dynamic performance during the
transient. The grid voltage is in phase with the current in a rectifying mode and out of
phase with the current in an inverting mode. The phase shift variation between the grid

voltage and current is depicted in Fig. 5.6.

With the aim to study better the efficiency of the proposed method, the results ob-
tained from conventional FCS-MPC [96] with the same conditions are also presented.
Then, to fully confirm the over range of operation of the proposed scheme with different
power factor, a second dynamic test is performed. The reference values of active and
reactive powers are set at 5 kW and -2 kVar, corresponding to negative power factor
(PF = —0.93). At t = 0.15 s, the reference of active power is changed to 8 kW, leading

the power factor reaching about -0.97. Then at ¢ = 0.2 s, the reactive power reference
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Measure i, (k), u_(k), u,(k), U,.(k)

x | Step1 Read the reference values U, (k), Q;(k)

Estimation of virtual grid flux y, (k) by using (3.10)

Step 2 . K o
P Calculation of current reference i, (k), i,, (k) from (5.7)

Initialize optimal values of switching state and cost function

xopt s g opt

Step 3

Compute prediction of current i} (k +1),i.,(k +1) from (5.1),

Step 4 i7,(k +1), i (k +1) from (5.5)

Calculate the grid current error fg‘; (k+1),i,. (k+1) from (5.6)

Step 5 Evaluate (k) from (5.11) with (5.8)

k+1

If ¥ (k)< 0: Compute prediction wr, (k+ D,y 2 (k+1),uf (k+1)

Step 6 using (5.1); Estimate n_, P? (k+1), 07 (k +1) from (3.16), (3.11)

Compute prediction of current i, (k +2),i/,(k +2) from (5.1)

Step 7 Evaluate V' (k+1) from (5.11)

If V(k+1)<0: Compute w?, (k+2),y7, (k+2),u’ (k+2)

Step 8 using (5.1); Estimate P?(k+2), 0" (k +2) based on (3.11)

Evaluation of the cost function g, (,u,,,) from (3.15)

Step 9 Optimize the cost function

Store the present value of x,_,

Step 10 Apply optimal switching states S ,S,,S.

GAAAA AL N T

k+2

Figure 5.4: Execution flow diagram of the proposed control method.
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Figure 5.6: Steady state grid voltage and current waveforms.

(g res 1s changed to 2 kVar, forcing the operation to lagging power factor. Finally, a step
change in the active power reference from 8 kW to 5 kW is applied at t = 0.25 s, leading
to a redution of the power factor from 0.97 to 0.93. The results shown in Fig. 5.7 indi-
cate that the active and reactive powers can track their reference values and reach their
steady state conditions with fast dynamic response. The mean absolute percentage error
of active and reactive powers for conventional FCS-MPC are 1.95% and 5.57%, whereas,

for the proposed method they are 2.15%, and 6.84%, respectively.

The total harmonic distortion (THD) can be used to evaluate the steady state per-
formance. The current spectrum of grid current for conventional FCS-MPC and the
proposed method are depicted in Figs. 5.8(b) and 5.8(d). The THD of grid current
using conventional method is 3.57%, while the THD for the proposed method is 3.71%,
which is still below the accepted limit of the IEEE 519 standard. It is clear that the

proposed method has the same steady state of grid current than conventional method
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Figure 5.7: The dynamic response of active and reactive powers for conventional
FCS-MPC and proposed method.

as shown in Figs. 5.8(a) and 5.8(c). The simulation results illustrate that the MAPE
of power and THD of the current for the proposed method increase slightly compared
with conventional FCS-MPC. However, in practice, the average combinations calculated
of the proposed method are 61 depending on the measured states and power references.
Thus, the proposed control method reduces the average amount of calculations needed
by about 91% compared with the conventional method. Indeed, the average computation
time required of the conventional FCS-MPC is about 92 us, while the proposed method
needs only 35 us in a 3.3 GHz, i5-6600 CPU, permitting a real time implementation
with extended horizons. Consequently, it is possible to indicate that the proposed MPPC
based on Lyapunov function technique shows the same output performances but on the
basis of a reduced computational time, in comparison with the conventional FCS-MPC

scheme.

The major drawback of 3L-NPC inverter is the balance of DC-link capacitor voltages.
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Figure 5.8: The dynamic response and FFT of the grid current for conventional
method and proposed method.

In order to test the behavior of the system under DC load variation, a resistance load
Rjoaq varies from 72 € to 45 Q at ¢ = 0.15 s and from 45 € to 72 Q at t = 0.25 s. As
shown in Fig. 5.9, although there is a small overshoot at transition steps but the DC-link
voltage is maintained at its reference value with good voltage balance between DC-link

capacitor.

To validate the ability of the proposed method against parameter variations, we have
considered a variation of parameters which the values of the inductance L; has been
varied up to 40%, while the value of resistance Ry has been increased to 50% of its real
value. The test condition is the same as that in Fig. 5.7. Fig. 5.10 presents the results
of the conventional and proposed method with parameter variations. It is obviously that
both the active and reactive powers can track theirs reference values with small increase

of the power ripples, but still remains an acceptable THD of grid current.
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5.2 Model Predictive Direct Power Control Based on
Lyapunov Function for DFIG Fed by a 3L-NPC

Inverter

5.2.1 Proposed model predictive direct power control based on

Lyapunov function

Since the system is oriented with stator flux (ugs = ¥ys = 0, ugs = Ug A wstys), the

rotor current of DFIG can be simplified as:

didr LmU RJ . ] 1
i e Tl oL, e o (5.13)
digr meng R, . ) L, N 1
— - 7 r (JJTZ r T u s U "o
dt OJSLSO-LT UL?" 7 ¢ ULer ! ULT 7

where U o is the magnitude of the grid voltage which can be assumed constant and obtained

by using the phase locked loop.

To obtain the discrete-time of the rotor current, an Euler approximation can be used:

b (k+1)= % + (1 — %Z}P) iar(k) + Topwrig- (k) + ZLP ugr(k), (5.14)

P (k1) = % ' (1 - if) ) = 6 Topiar () = 2250 (0) + 2 (),
v 2) = Lolils (1= 2 ) ot 1)+ o b+ 1)+ 2 (),

P (k+2) = % + (1 - %) (k4 1) — . Tyt (k + 1) — izj;puq(k +1)

T
+ O_—IZUZT(]C + 1),

where T}, is the sampling time.

The neutral-point voltage at instant k£ + 1 and k£ 4 2 can be accomplished by using
equation (4.53) which is presented in Section 4.2.2.
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The stator power can be expressed based on equations (4.41) and (4.42) as:

Ps - _EwdsL_swslqr - _EUgL_Squv
3~ wds Lm . 3 - Ug Lm .
30 _Lmy N 220 _ L) 5.15
Q=3 9<LS Ls“> 2 g(wsLs Lszd> (5.15)

Since the grid voltage amplitude does not vary under normal operating conditions,
from equation (5.15), it follows that the stator power is proportional with rotor current.
Thus, this principle can be used to control the stator active and reactive powers by means
of the rotor current components. In this case, the rotor currents will be used as state
variable, while the stator powers and rotor voltage are considered as the output and

control input. The state error of the rotor current can be defined by following equation:

e = gy — 1, (5.16)

C
lgr = lgr — Ty

where the reference values of rotor current are achieved from the equation (5.15):

, 2Q:L, U,
U = ——— + : 5.17
v 3U,L,  wskm (5.17)
} 2P*L,
lgr = — = .

30U, Ly,

Replacing the rotor currents 4., i, in equation (5.13) by their errors ;dT, ;qr which

are defined in equation (5.16), one obtains the error dynamic system of the rotor current

as:
dig, LU, R, . . 1 diy
— - r rlgr —F Wdr — _Ta 518
At w.L.TwoL, oL, & terte o tar = (5.18)
digr meng R, ‘ L, N 1 diy,
- - lgr — Wrldyr — —7 5 Ugs —Ugr — —>
dt — wsL.oL, oL, L L, T oL, T dt
- . di, diy, . .
with assuming Tl 0; Frai 0 due to higher sampling rate.

In order to guarantee the stability, a Lyapunov candidate function can be used to

ensure that the active and reactive powers are maintained according to the active power
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reference P’ and desired power factor (PF) as:

V <Zdra qu> = §Kd7’37‘ + §K‘1227’7 (519)
with
AV =V GZT(k +1),7 (k + 1)) —V (Zdr(k),qu(k)) , (5.20)

where K4 and K, are the positive gains.

To reduce the computational burden when two-step horizon is considered, we impose
a pruning method based on the decrease of the Lyapunov function described above.
With the aim to ensure the stability of the closed loop, at each switching instant only
control voltages assuring AV < 0 have to be considered in the evaluation of the MPC
cost function. As shown in Fig. 5.11, ones a switching state is determined to satisfy
the stability condition (AV < 0), then this feasible alternative is selected for the loop
optimization. Nevertheless, due to model uncertainties and the structure of the discrete
set control voltages, the candidate Lyapunov function (5.19) does not converge to zero
in general, its decrease being feasible only outside a reagion containing the origin. Thus,
the closed-loop system is converging to a set centered in zero at best. In this section,
we can characterize the stability of the system using an attractivity such as Input to
State Stability (ISS) [97-99] during the optimization problem, two cases are considered:
the first one correspond to V' (k) > ¢, and the second one V(k) < g,. If V(k) > ¢,
only switches obtaining AV < 0 are considered and if V (k) < €, only switches assuring
V(k+1) < &, are considered (Fig. 5.12). Hence, ¢, can be used as a stabilizing constraint
which guarantees feasibility and stability for the optimization problem. The detail of the
selection and influence of this parameter will present in next section. Moreover, to avoid
a high jump in phase voltage and reduce the number of commutations, only combination
of inputs having a difference of one switch in the inverter are considered. Consequently,

referring to equation (4.50), we can obtain the optimal control sequence by given equation:

Uppt = Ar'g { min Grsc (uka ukJrl)} . (521>

ure{—=1,0,1}3 up 1 €{-1,0,1}>
subject to ((V(k) > &) & (AV < 0)) V ((V(K) < &) & (V(k+ 1) < &)

|ur — upqa]| < 1

Finally, a block diagram of the whole control strategy is shown in Fig. 5.13. The aim
of the proposed model predictive control based on Lyapunov function can be achieved by

using algorithm 3.
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Figure 5.13: Block diagram of proposed control technique based on the Lya-
punov function.

5.2.2 Simulation results

Simulations of the proposed control strategy for a DFIG connected 3L-NPC inverter
were performed by using the Matlab/Simulink. The power control strategy has adopted
sampling frequency fs, = 10 kHz which creates the equivalent switching frequency fg, =1
kHz. The DFIG parameters are shown in Table 4.1. The weighting factors of the cost
function in (4.50) are Age = 8000, A, = 13000 and A.,, = 350.



Chapter 5. Model Predictive Power Control based on Lyapunov function 117

Algorithm 3: Algorithm of model predictive direct power control based on Lya-
punov function
Measure i,(k), u,(k), us(k), wy, (k) and Uge(k) ;
Read the reference values Pf(k) and Q*(k) ;
Calculate the rotor current reference 4}, (k), i},.(k) by using equation (5.17) ;
Extrapolation of references P (k + 2), Q%(k +2) and ugs(k+1) ;
/* Zopt, Gopt are the optimal values of the switching states and cost
function */
Initialize optimal values of the switching state z,, and cost function g, ;
for i =1 to 27 do
Compute predictions: ul, (k4 1), ub, (k4 1) from (4.45) and (4.46), 4}, (k + 1)
and 2 (k +1) from (5.14) ;
Calculate the rotor current error: % (k4 1) and 7&(1@ + 1) by using equation
(5.16) ;
Evaluate the candidate Lyapunov function: V(k + 1), V(k), AV based on
(5.19) and (5.21) ;
if (V(k)>e,)&(AV <0))V((V(k) <ey)&(V(kE+1)<e,)) then
Prediction of neutral point voltage: uf(k + 1) by using (4.53) ;
Estimate the values: n, from (3.16), PP(k + 1) and Q?(k + 1) from (5.15) ;
Predict corresponding switching transitions ;
/* m = length(switching transitions corresponding) */
for j =1 tom do
Predict next state of variables: ul, (k+2), u? (k+2) based on (4.45) and
(4.46), %, (k +2), ib (k +2) based on (5.14) and w?,,(k +2) from (4.49) ;
Estimation of power: PP(k + 2) and QP(k + 2) by using (5.15) ;
Compute the cost function g, from (4.50);
if Grsc < Yopt then

L Gopt = Grscs Lopt = 1,

Store the present value of z,, and apply optimal switching states: S, Sp, S¢;

In order to show the efficiency of the proposed control system, various active and
reactive power steps with synchronous speed (1500 rpm) were carried out with long
simulation times (20 s). As shown in Figs. 5.14(a) and 5.14(b), the proposed control
strategy can achieve the fast dynamic response and good tracking reference of the active
and reactive powers. To illustrate the performance clearly, zoom of simulation results
from 0.5 s to 2.5 s with the detail are presented in Figs. 5.14(c) and 5.14(d). The rotor
speed is assumed to be synchronous. At ¢ = 0.5 s, the initial active power reference is set
at -2 MW, while the reactive power reference is set to 0 Var to work unity power factor
(PF =1). The active power commanding steps from -2 MW to -1 MW at 1 s, and then
steps from -1 MW to -1.5 MW at 2 s as illustrated in Fig. 5.14(c). While the PF required
changes from 1 to 0.9 at 1 s, then changes from 0.9 to -0.9 at 1.5 s and from -0.9 to 0.9 at
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Figure 5.14: Response of active and reactive power with synchronous speed
under power reference variations.

2 s. Thus, the corresponding reactive power steps from 0 Var to -0.484 MVar at 1 s, then
steps from -0.484 MVar to 0.484 MVar at 1.5 s and from 0.484 MVar to -0.727 MVar at 2
s. There are small steady state error in the powers, where the mean absolute percentage

error of active and reactive powers are 1.4%, and 1.98%.

Fig. 5.15 shows the steady state and its harmonic spectrum of stator current with
synchronous speed. The THD of stator current (iy,) is 3.14% lower than 5% limit required
by the IEEE 519 standard. Moreover, the average number of calculations needed of the
proposed algorithm are 46 in practice. As a result, the computations required are reduced
about 93% compared with conventional FCS-MPC. In fact, the average computation time
of the proposed method is 35 us with respect to the conventional FCS-MPC (125 us) in
a 3.3 GHz, i5-6600 CPU, allowing the implementation of a real time operating system.

The performance of the proposed control method is also investigated with variable
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Figure 5.15: The steady state and harmonic spectrum of stator current with
synchronous speed.

rotor speed from 1200 to 1800 rpm as shown in Fig. 5.16(c). The system starts at 0.5 s
with stator active power reference of -2 MW and unity power factor (Q% = 0). The stator
active power reference presents a step from -2 MW to -1 MW at 1.5 s and then steps from
-1 MW to -1.5 MW at 2 s (Fig. 5.16(a)). The stator reactive power reference is stepped
from -1.24 MVar to 0.62 MVar at 1.5 s and then to 0 Var at 2 s as depicted in Fig. 5.16(b),
corresponding to leading power factor operation (PF = 0.85) at 1 s, lagging power factor
operation (PF = —0.85) at 1.5 s and unity power factor operation (PF = 1) at 2 s.
Fig. 5.16 illustrates the waveforms of the generated active power, reactive power, stator
current and rotor current. It is shown that the decoupled control of the stator active and
reactive powers is achieved under sub-synchronous and hyper-synchronous operation. It is
important to highlight that the controller accurately tracks the commanding value under
the condition of variable rotor speed and steps of power references, validating the tracking
capability of the proposed method. In addition, the results were performed with using
the stability condition v <7dr,7qr> < 0 instead of AV < 0. The quality of the system is
deteriorated because the THD of the stator current is increased to 5.59% which exceeds
the 5% limit required by the IEEE 519 standards. Thus, the proposed method uses the
stability condition AV < 0 to achieve high performance. To verify the feasibility of the

controller, a comparison of different method is also presented in Table 5.1.

The selection of values for the weighting factor need to be chosen carefully to achieve
a satisfactory control, but the guidelines proposed in [42] can be used. A high value of
Age Will control the voltage unbalance accurately but with higher power tracking errors
and THD of the stator current. To maintain an acceptable performance, the weighting

factor \g. can be selected so that the drift in capacitor voltages is set within about 3%
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Figure 5.16: Tracking behavior of the proposed control technique with variable
rotor speed and different power step.

Table 5.1: Comparison of dynamic performance for different control methods at
t=1.6s.

Method MAPE MAPE THD Computation

of P, of Qs  of iy time
Conventional FCS-MPC 1.24%  1.76% 4.75% 125 s
Proposed method using V < 0 1.26%  1.83% 5.59% 35 s

Proposed method using AV <0 1.25% 1.81% 4.86% 35 s

of nominal DC-link voltage. For megawatt applications, the device switching frequency
should be set below 1 kHz to allow the reduction of power losses [61]. For system with
a finite number of control actions, it is simply to determine the best value of weighting
factor by evaluating the specific performance of the system. For the DFIG based wind
conversion system, the THD is considered as a key to evaluating the performance. To

perform the investigation, an exhaustive search is carried out based on simulation. As
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the weighting factor )\, increases from 0 to 55000, the f, reduces from 1898 to 647 Hz
with a slight increase in power errors (Fig. 5.17(b)) and the THD of the stator current
from 3.1% to 5.56% (Fig. 5.17(a)). As a result, the weighting factor A, is set at 13000 to

ensure the low THD of the stator current and the switching frequency device of 1 kHz.

In addition, a high common-mode voltage can cause shaft voltage, leakage current
leads to premature failure of the machine bearings. As shown in Fig. 5.18, the CMV is
reduced by increasing the weighting factor value A.,, from 0 to 100 at ¢t = 1 s and then to
350 at t = 1.5 s. It is seen that the peak value of CMV is reduced to 66.67% from Ug./2
to Uy /6 by setting A, at 350. However, the THD of stator current, power tracking error
and drift in capacitor voltage increase due to the additional weighting term A.,,. For
this reason, the weighting factors A4, A, and A, can be chosen at value 8000, 13000 and
350 to achieve an acceptable quality of current, capacitor voltage balancing, reduction of

switching frequency and CMV.

In this study, the parameter €, can be considered as a tuning parameter which can
be selected by making a compromise between the total harmonic distortion of the stator
current, power ripples and the average amount of calculations required. If €, is chosen
at zero, the Lyapunov function assures the convergence of the system. However, the
THD of the stator current and power errors increase, then the quality of the system is
deteriorated. In this case, the THD of the current is 5.57% and MAPE of active and
reactive powers are 1.91%, and 2.5%, respectively. On the contrary, increasing e, leads

to a better performance but increase computational burden. Fig. 5.19 demonstrates the
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5.3 Conclusions

In this chapter, a new model predictive direct power control method based on Lya-
punov function has been proposed to control directly the active and reactive powers for
DFIG based wind energy conversion system. Firstly, the mathematical model of the sys-
tem is established, and then the appropriate cost function is defined to track the active

and reactive powers, maintain their balanced capacitor voltages, reduce the switching
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frequency and common-mode voltage. Secondly, a Lyapunov function based on a pre-
dictive model is proposed where candidate inputs satisfy the stability conditions before
they are used in the loop optimization. The resulting controller guarantees the stability
of the system with the direct Lyapunov stability which is impossible with conventional
FCS-MPC. In addition, the proposed method can reduce the computational effort com-
pared with the conventional FCS-MPC method, allowing the real time implementation
of two-step horizon. Finally, in order to verify the performance of control scheme, there
is a comparison between the conventional FCS-MPC and the proposed method under
different operating modes. Simulation results are provided to confirm and validate the
efficiency of the proposed control strategy. In addition, to improve the efficiency of power
conversion, the device switching frequency maintains below 1 kHz that is not achievable
with the classical control methods where higher switching frequency is necessary to obtain
similar results. Consequently, the proposed method is suitable to control the DFIG based

wind turbine for megawatt range wind power applications.






Chapter 6

Model Predictive Power Control with
Dead-time Compensation for 3L-NPC

back-to-back converter

In inverter control, it is necessary to insert a dead-time in gating signals to avoid the
short circuit across the inverter DC voltage source. In general, when the converter is
modeled, it is assumed that the control signals and the semiconductor devices are ideal.
This causes an error between the desired value and actual achieved value. Thus, the
dead-time effect will distort the output voltage and current, leading to increase the total
harmonic distortion (THD) of the current. Moreover, the turn-on/off time is inevitable in
practical device, resulting commonly in voltage distortion. To solve this problem, several
techniques have been proposed. In most case, compensation techniques are based on an
average value theory and the lost voltage due to dead-time effect is added to the voltage
reference [100-102]. Another method is presented in [103, 104] which used a pulse based
compensation strategy to realize to each pulse obtained with a Pulse Width Modulation
(PWM) technique. In [105-107|, a compensated voltage based on a feedforward method
is fed to the reference voltage in order to generate a modified voltage. Further, some
solutions have been suggested to compensate the dead-time effect by using disturbance
observer [108, 109] and hysteresis band [110]. Recently, the dead-time compensation

schemes based on model predictive control are widely used due to its benefits [111-114].

This chapter presents a new compensation strategy of model predictive control for
3L-NPC converter in order to address the dead-time effect of the switching devices. It is

shown that by taking into account the dead-time in the model, it is possible to compensate

125
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its effects. In this study, we will focus on the modelling of errors caused by dead-time and
swiching-time delays induced by the physical switching mechanism. With this approach,
the model to predict the inverter output voltage and neutral-point voltage takes into
account the dead-time and turn on/off time taken by the converter to compensate its
effects. In order to verify the feasibility and effectiveness of the proposed compensation
algorithm, simulation will be carried out by using Matlab/Simulink and SimPowerSytem

toolbox.

6.1 Compensation of errors due to dead-time and switching-

time delays

In the real implementation of the 3L-NPC inverter, considering a dead-time in the
modeling is necessary to prevent the simultaneous conduction of two switching devices in
each leg of the inverter. The dead-time causes output current waveform distortion, current
ripple and increases the THD, especially with high switching frequency [92, 111, 112|. In
practice, the switch takes turn-on time and turn-off time to reach the steady state. This
time also influences the output voltage and neutral-point current. The voltage vector
during the dead-time and switching-time delays is determined according to the state
between previous switching state and present switching state and the sign of the phase
current. The commutation process from state |O] to state |P] is illustrated in Fig. 6.2(a).
For example, in switching state [O], switches Sy; and S, are turned “ONj. If i,, > 0,
the clamping diode Dz is turned “ONj. For ideal case without dead-time, the switch
S\, is turned “OFF”and S, is turned “ONj simultaneously, so that the output voltage
changes from zero to Uy./2 at the same time. If the dead-time ¢, and turn-on time ¢,,
are considered, the real gate signals and output voltage approximation are shown in Fig.
6.1(a). Sia switches from “OFF”to “ONj after the dead-time and the path of i,, remains
unchanged. After Sis is “ONj, it requires a turn-on time for the switch to be fully turned
“ONj and conduct current. Thus, the output actual voltage is clamped at zero. So the load
current is commutated from Dyq; to Siz and the output voltage switches to Uy./2 after
the dead-time and turn-on time (Fig. 6.2(a)). Hence, the real output voltage is reduced
by tq + ton and shown with the rectangular pattern in Fig. 6.1(a). For the switching
transition from [P] to [O] with 4., > 0, Sjo is turned “OFF”and S, is turned “ONj after
the dead-time. Because of the turn-off time t,;¢, Si2 is continuously conducted, leading

to the output voltage remains Uy./2. Then, the real output voltage switches to zero after
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the turn-off time. This means that the switching state [P| is extended by ¢,¢¢. In brief,
the influence of dead-time and turn-on/off time on output voltage can be illustrated in
Figs. 6.1 and 6.2. Therefore, neglecting a saturation voltage of IGBT and a forward
voltage of the freewheeling diode, the real output voltage of one phase u,z. ... applied
during a sampling period T, can be expressed as follows:

(11) (Sx(k - 1) = _1> & (Sm<k) = 0)7

(i) (Su(k — 1) = 1) & (S, (k) = 0),

(iv) (Se(k—1) = 0)& (S:(k) = —1),

(v) ((sign(iag) > 0) &(i)) V ((sign(izg) < 0) &(iv)),

(vi) ((sign(izg) > 0)&(iii)) V ((sign(ize) < 0) &(ii)),
(vii) ((sign(izg) < 0)&(i)) V ((sign(izg) > 0) &(iv)),

(viii) ((sign(izg) < 0)&(iii)) V ((sign(izg) > 0) &(ii)),

(muxz(lﬁ), if condition (v) is satisfied,
t;{;f uzz(k—1), if condition (vi) is satisfied,
Upz real(k) = Muwz(k), if condition (vii) is satisfied, (6.1)
ta ;ton uzz(k —1), if condition (viii) is satisfied,
| uaz (k) otherwise,

where u,z, 154 are the inverter output voltage and grid current of one phase z = a, b, c.

Furthermore, the dead-time can also affect the neutral-point voltage because of the
different neutral-point current as shown in Fig. 6.2 [115]. In order to clarify this effect, the
switching commutation from [O] to [N] with 7,, < 0 is taken as an example (Fig. 6.2(d)).
S}, and Sy, are turned “ONj, and the current is conducted by S}, and clamping diode
Dz15. During the dead-time interval t,, S;Q is state “ONj then the current continuously

remains, leads to 741, = %q9- The commutation is complete after S;l is fully turned
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Figure 6.2: Commutation during the dead-time.

“ONj with turn-on time t,,. Hence, the neutral-point current ig4.i, is conducted within

tq + ton time. Considering the dead-time and switching-time delays, the corresponding

neutral-point current of one phase can be summarized as:

ldcle =

( td + ton .
Ts —tors,
Ts g

bogy .

T lxg,
Ts - td - ton .

iy
T, 7

(1 = [ Se])iag,

if condition (v) is satisfied,
if condition (vi) is satisfied,
if condition (vii) is satisfied,
if condition (viii) is satisfied,

otherwise,

where 7401, is the neutral-point current of one phase x = a, b, c.

(6.2)
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The summary of commutation process taking into account the dead-time effect pre-
sented in Table 6.1.

Table 6.1: Commutation during a transition of 3L-NPC inverter considering the
dead-time effect.

. Positive load current Negative load current
Transition

Conducted switches  State  Conducted switches  State

From [O] to [P] SH, Dle O 512, D212 O

Si1, Dz tg+ton S12, Dz12 tors

Si1, Si2 P S, Dig P

From [P] to [O] SH, 812 P DH, D12 P
Si1, Si2 toff 1?11, Dy ta+ton

Si1, Dz O Sy D712 O

From [N] to [O] D}y, D}, N Sy, Sy N

D11> D12 ta + ton k?w 512 750ff

Si1, Dz O Sy D712 O

From [O] to [N] SH, Dle O 512, D212 O
51/1, Dlel toff 513, Dglz tg+ton

D117 D12 N Sllu Sl2 N

By using the equation (3.3), the neutral-point voltage for compensate the dead-time

can be rewritten:

AUy real 1 . 1 . ) )
= ——=ldclereal — T T~ cla C clc) 63
dt 2Czd 1oreal 2C (laer taety + Tdete) (6:3)

With ige1a, Tde1p, tacle given by equation (6.2).

The real inverter output voltage considering the dead-time effect is calculated in terms

of phase to neutral voltages:

2
Uinv_real = (uAZ_real + QUBZ real +a uCZ_real) ) (64)

Wl Do

where the real phase to neutral voltage Az rear; UBZ real, UCz reat are Obtained from

equation (6.1).
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6.2 Application of model predictive control with dead-
time compensation to grid connected 3L-NPC in-

verter

According to equation (3.8), the grid current is represented in discrete-time by using

the first-order forward Euler approximation as follows:

R,T, T, T,

Zga(k + 1) = <1 - Lf )Zgoz(k> + L_fwgbgﬁﬁreal(k‘) + L T Uinva real(k) (65)
R,T, T, T,

Zgﬂ(k + 1) = (1 - Lf )Zgﬁ(k) wawga_real<k) L umv,ﬁ’ Teal(k)

where the real inverter output voltage with dead-time compensation in a3 frame umwjeal(k:),
Uinvs real(k) are calculated by using equation (6.4) and af transformation; the virtual

grid fluxes ¥go reat(K), ¥gp rear(k) are estimated from the equation (3.10).

The discrete-time of neutral-point voltage can be obtained from equation (6.3) as

T,
2C

T, .
z real(k + 2) - U’z real(k + 1) 20( dcla(k + 1) + chlb(k + ) + Zsclc(k + 1)>7 (66)

k + ) - uz_real(k)

z _real (

<chla(k) + ide1s (k) + idclc(k)>7

where the neutral-point currents i4.1, (k) and i, (k+1) are estimated by using equation

(6.2).

The same direct power control based on Lyapunov function presented in Section 5.1.1
is considered here, but taking into account the dead-time effect in the simulations. A
comparison between the results obtained without and with compensation of dead-time is

presented.

Several simulations have been done using MATLAB /Simulink and the SimPowerSys-
tems toolbox in order to validate the proposed compensation scheme. The simulation
configurations are under exactly the same as the Section 3.1.4. The converter is con-
structed by using twelve IGBT modules PM50RSA060 from Powerex with the parameters
as denoted in Table 6.2.

The active and reactive powers exchanged with the grid are shown in Fig. 6.3. The

results indicate that the proposed control is able to track the power reference with fast



132 Chapter 6. Model Predictive Power Control with Dead-time Compensation

Table 6.2: Parameters of IGBT.

Parameter = Value  Description

ta 5|us]  Dead-time

ton 0.95 [us|] Turn-on time

toss 2.5 [ps]  Turn-off time

Vi 2.6 [V] Saturation voltage of IGBT
Via 1.7 [V]  Forward voltage of diode

dynamic response. Fig. 6.4(a) illustrates the grid phase current along with the corre-

sponding grid voltage under the same power reference variation. The grid current is

proportional to the active and reactive powers as depicted in Fig. 6.4(b).
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Figure 6.3: Transient operation of active and reactive powers.
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For further verification of the dead-time compensation method, the spectrum of the
grid current is analyzed and compared for the uncompensated and compensated case in
Figs. 6.5(a) and 6.5(b). For the uncompensated case in Fig. 6.5(a), the amplitude of the
order harmonics are larger, which is caused by the dead-time effect. The THD for the
uncompensated grid current is around 4.6%. But for the compensated current, the order
harmonic components have been reduced as illustrated in Fig. 6.5(b). Comparing the
grid current spectrum in Fig. 6.5(a) and Fig. 6.5(b), the proposed compensation method
has better performance. Moreover, with the dead-time compensation, the mean absolute
percentage error has been reduced from 2.31% to 2.29% for active power and from 8.03%
to 7.65% for reactive power, respectively. Also the THD for the grid current is reduced
from 4.6% to 4%. In reality, the dead-time and switching-time delays are influenced by
various factors like propagation delay or device nonlinearity. So, the compensation can
not totally eliminate the dead-time effect. However, it is possible to indicate that the

proposed method can achieve a good compensation performance with a lower THD of the

current.
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Figure 6.5: Grid current spectrum with and without dead-time compensation.
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6.3 Application of model predictive control with dead-
time compensation to DFIG connected 3L-NPC in-

verter

Considering the dead-time effect, the real inverter voltage in dq reference frame can

be achieved from equation (4.46):

d _ DQ —j6r
urlireal - Kuinv_reale ’ ’ (67)
where u2¢ , is the real inverter voltage in D@ frame given by equation (6.4).

inv_rea

On the other hand, the effects of dead time on common-mode voltage can be expressed

as follows:
UAZ real + UBZ real + UCZ real

Uem_real = 3 (68)

By using the modified inverter voltage, neutral-point voltage and common-mode volt-
age in equations (6.7), (6.3) and (6.8) to impose on the dynamic model of DFIG in equa-
tion (4.37), we can predict the rotor current, stator flux and power taking into account
the dead-time effect at switching state. Therefore, the proposed dead-time compensation

is accomplished by using the control method presented in Section 4.3.

A simulation was set up in MATLAB/Simulink and the SimPowerSystems toolbox
in order to investigate the proposed dead-time compensation algorithm. The sampling
time is 100 us to maintain a significant lower average switching frequency of 1 kHz. The
parameters of DFIG and IGBT used in this work are reported in Tables 4.1 and 6.2. The
weighting factors Ag., A, and \.,, was set to 50, 20000 and 200.

In order to observe the dynamics response of the DFIG, various active and reactive
power steps with rotor speed varying from 1200 to 1800 rpm during the period 0.5-2.1 s
(Fig. 4.12) were carried out. Figs. 6.6(a) and 6.6(b) show the results step of active and
reactive powers. The reference of active power presents a step from -2 MW to -1 MW at
1.5 s and then returns to -1.5 MW at 2 s. While the power factor is changed from 1 to
0.85 at 1.5 s, from 0.85 to -0.85 at 1.5 s and from -0.85 to 1 at 2 s. From this simulation
result one can see that the proposed controller can reach the reference values with fast
dynamic response, and is robust to speed variations. The transient response of stator and

rotor currents are illustrated in Figs. 6.6(c) and 6.6(d).
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Figure 6.6: Transient performance of proposed method under rotor speed vari-
ations and various power steps.

With the aim to evaluate the steady state performance, the harmonic spectra of the
stator current for the uncompensated and compensated case are analyzed and compared
in Fig. 6.7, which is drawn by the Powergui toolbox using Fast Fourier Transform (FFT)
algorithm. Fig. 6.7(a) shows that the amplitude of the order harmonic is larger for un-
compensated case due to dead-time effect. Thus, the distortion of the current is increased
and the THD of stator current was as high as 4.3%. By taking into account the impact
of dead-time in the model, the order harmonic components of proposed compensation
method have been largely reduced, especially the 21" 22" and 23"* order harmonic as
depicted in Fig. 6.7(b). The THD of the stator current is also reduced from 4.3 % to
3.03 % which is under the 5% limit required by the IEEE 519 standards. To clarify the
efficiency of the present method, the comparison for several power references and rotor
speeds is summarized in Table 6.3. Moreover, the mean absolute percentage error is re-
duced from 2.25% to 1.68% for active power and from 2.22% to 1.65% for reactive power,

respectively.
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Figure 6.7: Stator current spectrum with and without compensation.

Table 6.3: Comparison of THD.

Py vep Qs rey Wy THD without compensation THD with compensation

(MW)  (MVar)  (rpm) (%0) (%)
-2 0 1313 2.97 2.57
2 062 1463 2.48 2.06
-1 0.62 1688 4.3 3.03

-1.5 0 1800 3.8 3.25

6.4 Conclusions

This chapter has analyzed the influence of the dead-time and switching-time delays in
the model predictive control and proposed a novel compensation method to improve the
current distortion. In this method, the average inverter output voltage and neutral-point
voltage in a sampling time have been derived from the theoretical analysis of the inverter
during dead-time effect. The proposed compensation method is quite simple so that the
algorithm can be easily implemented directly into the controller while maintaining an
acceptable quality of the current and power. The effectiveness of the proposed method
was demonstrated through simulation for two control schemes: grid connected inverter
and DFIG connected inverter. It can be concluded that the proposed method has a better

performance compared to the uncompensated method.



Chapter 7

Conclusions

In recent years, wind turbine technology shows a trend towards the research and devel-
opment of the large wind turbine into both generator and power converter configuration.
The topology of variable wind speed using doubly fed induction generator (DFIG) is one
of the highest wind turbine market with power in the range in 1.5-6 MW. Moreover,
the three-level neutral-point clamped (3L-NPC) inverter structure is considered a good
solution for high power due to its advantages: reduction of the total harmonic distortion
(THD) and the common-mode voltage, and increasing the power level of inverter thanks
to a decreased voltage applied to each component. In this thesis, we have investigated
different model-based strategies and developed finite control set model predictive control
(FCS-MPC) with two-step prediction for two converters within a DFIG system: rotor
side converter and grid side converter. We have demonstrated that this predictive control
can achieve better control performance in terms of power quality and dynamic response
compared to conventional method with space vector modulation. The main drawbacks of
FCS-MPC are the computational burden. The computational burden has been reduced
considering only switches that assures few commutations or a decreasing of a Lyapunov
function. This allows a real time implementation for predictive horizons of two steps. The
stability has been assured considering only switching combinations assuring the decreas-
ing of a Lyapunov function, assuring in this way the stability of the closed loop. Finally
the dead-effect has been studied. The last chapter presents a method to compensate the

dead time effects in voltage and currents, improving the steady state performance.
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7.1 Summary of Contributions

The major contributions and conclusions of this thesis are summarized as follows:

1. A development of finite control set model predictive control is presented
to control 3L-NPC inverter

In this dissertation, an FCS-MPC strategy was employed to track the current while
maintaining voltage balance of DC-link capacitor and reducing the switching frequency
for 3L-NPC inverter. The principle of the proposed control scheme is to use the dicrete-
time model to predict the behavior of the load current and DC-link capacitor voltages for
all possible configurations of voltage vectors. Two-step horizon is proposed to compensate
the issue associated with implementation of digital control. In order to reduce the amount
of calculation, the same voltage vector is considered instead of different vectors. The
predictive control method gives better performance compared to linear current controller
with space vector modulation. Furthermore, the simulation results for FCS-MPC with

one prediction step and two proposed prediction steps are presented and compared.

2. Two advanced control schemes based on FCS-MPC are proposed to

control grid connected 3L-NPC inverter

An FCS-MPC formulation for grid connected 3L-NPC inverter was presented in this
thesis. The computational cost is mitigated by considering two control approaches. In
the first control strategy, to limit the possible switching transitions, only combination of
inputs having a difference of one switch in the inverter is considered. The grid active and
reactive powers can be controlled based on the predicted values of virtual flux and grid
current. In the second one, the key novelty of the proposed method relates to the approach
to design a cost function. The cost function that includes the error between the possi-
ble inverter output voltage and its references, DC-link capacitor voltage balancing and
reduction of switching frequency, will be used. The reference voltage vector is obtained
by using the inverse procedure of the model current prediction. Then the modified cost
function is introduced by the equivalent transformation. Our proposal does not require
any additional control loop and modulation block, leads to benefits in implementation

simplicity.
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3. An FCS-MPC strategy is proposed for DFIG connected 3L-NPC in-

verter

The control of active and reactive powers of DFIG are accomplished by optimizing
the predefined cost function which include the power errors, the additional constraint of
neutral-point voltage, switching frequency and common-mode voltage. In order to verify
the performance of control scheme, there is a comparison between deadbeat power control
with space vector modulation and proposed method under the same condition of power
step and rotor speed. Furthermore, this controller can reduce the common-mode voltage

and is able to achieve the robustness with parameter variations.

4. Stability of FCS-MPC strategy is addressed for 3L-NPC back-to-back

converter

In order to include stability criteria in the switching policy, we propose a novel selec-
tion scheme for the control action. This incorporates a restriction of the viable switching
configurations derived from a control Lyapunov function prior to the effective cost op-
timization. The average computational time of the proposed method is greatly reduced
compared with the conventional FCS-MPC, allowing hardware implementation of the al-
gorithm. Moreover, the influence and the selection of weighting factor are also analyzed
and presented in this thesis. By keeping the switching frequency of 1 kHz, it is suitable

to control the DFIG based wind turbine for megawatt range applications.

5. Model predictive power control with dead-time compensation for 3L-

NPC back-to-back converter is introduced

The dead-time effect of power converter when governed by FCS-MPC is analyzed.
Then, by taking into account the dead-time and switching-time delays in the prediction
model, their effects can be compensated. This methodology is applied to two control
schemes: grid connected converter and DFIG connected converter. In order to validate the
effectiveness of the proposed compensation method, a comparison with uncompensated

method is presented and analyzed.
6. Simulation studies are performed to verify the system operations

In order to confirm the feasibility and effectiveness of the proposed control strategy, all
simulation studies were carried out in Matlab/Simulink and SimPowerSystems toolbox.
The predictive control algorithms are programmed using SFunction Builder Block for easy
real time implementation. The simulation times have been revised on a large time-scale

in order to show the efficiency independent with the transitories.
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7.2 Future work

The future research works can be suggested as follows:

1. Complete control systems of DFIG based wind turbines with 3L-NPC

back-to-back converter

To clarify the performance of DFIG based wind turbines, an investigation of overall
control system considering wind speed controller deserves a particular attention for the

integration of different sub-systems and the analysis of the global performances.
2. FCS-MPC with fixed switching frequency for 3L-NPC inverter

The variable switching frequency operation with the FCS-MPC method leads to a wide
harmonic spectrum of the current, deacreasing the performance of the system. Thus, by
keeping the switching frequency constant, we can maintain the advantages of the classical

FCS-MPC while improving the steady state performance.

3. FCS-MPC for DFIG based wind turbines under unbalanced network

conditions

A development of FCS-MPC for DFIG based wind turbines under unbalanced grid
voltage can rerpesent an interesting research subject in order to eliminate the unbalanced

problem.
4. Experimental results of the proposed method

To provide convincing evidence for the proposed control strategy, experimental test
should be carried out and this is representing the main objective in order to bring the
current line of research towards a wide acceptance and to validate/adjust the assumptions

made along the design procedure as presented in the present manuscript.
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The three-phase magnitude of the ideal system can be expressed as:

A
r, = X sin(wt + ¢), (A1)
A 2m
xp = X sin(wt + ¢ — ?),
AL 27
z. = X sin(wt + ¢ + ?),

A
where X, w, ¢ are the amplitude, angular frequency and phase shift of the space vetor.

b

Figure A.1: Space vector presentation in three-phase (abc) and stationary ref-
erence frame (af).

The space vector can be represented in term of three-phase as (Fig. A.1):

2
T = g(xa + amy, + a’x.), (A.2)
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Figure A.2: Space vector representation in different reference frames.

with a = 727/ = —% +j‘/7§.

The constant 2/3 of expression (A.2) is chosen to scale the space vector according to

the peak amplitude of the three-phase magnitude.

The space vector defined by (A.2) can be expressed in the stationary reference frame

(ap) as:
T =4+ jTs. (A.3)

Thus, the af components of the space vector can be calculated from the abc magnitude

1 1
Tqg — =Tpb — =Te | ,
27 9

1
ﬁ(xb — ).

as follows:

zro = Re{z} =

Wl

rg=Im{r} = (A.4)

Therefore, the space vector in the stationary reference frame can be rewritten in

matrix form by using Clarke transformation as:

Besides the stationary reference frame attached to the stator, the space vector equa-
tions can be formulated in a general reference frame which rotates at the synchronous
speed w, as shown in Fig. A.2. In the same way, the space vector can be expressed in

the synchronous reference frame (dq) as follows:

dq:

x Tq+ jx,. (A.6)
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Moreover, the space vector can be formulated in the rotor reference frame (DQ)

aligned with the rotor which rotates at the electric angular speed w,,:

P9 = xp + jag. (A.7)

For referencing space vector into different reference frames, the rotational transforma-
tion (Park transformation) is used. For example, the transformation from a3 coordiantes

to D@ coordinates is done by:

DQ Tp cosf,, sinf,, To (AS)
oY = = , .
xQ —sind,, cosb,, x3
where 6,, is the electric angular position of the shaft.

Similarly, to transform from «f reference frame to dq reference frame, the following

expression is used:

T cosfy sinéb, To
gl =| 7| = , (A.9)
Zq —sinf, cosb, z3
where 6, is stator flux angle in the stationary reference frame.

Finally, the relationship between D@ reference frame and dq reference frame is:

gl = g PQei0 (A.10)
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