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Avertissement

Ce document correspond a un travail de thése de doctorat préparé en co-direction a I'University
College London (UCL, Royaume-Uni) et a I'Université Jean Monnet de St-Etienne (France), et
soutenue avec succés a UCL le 7 septembre 2015 pour l'obtention du titre de Doctor in
Philosophy (PhD) sous le titre « Hydrology and hydrological modelling of acidic mires in central
France ». Le présent document, soutenu a St-Etienne pour l'obtention simultanée du titre de
Docteur de I'Université de Saint-Etienne, reprend a I'identique le corps du document soutenu a
UCL, a I'exception de la page de garde, des remerciements (en partie traduits en francais), et des
résumés généraux et de chaque chapitre en francais qui y ont été ajoutés pour répondre aux

exigences de I'UJM.






Résumé

L'objet de la présente these est de caractériser, quantifier et modéliser les flux d’eau au sein de
la Réserve Naturelle Nationale de la Tourbiére des Dauges, située en Limousin (Massif Central,
France) et qui inclue une tourbiére acide de fond de vallon et son bassin versant. Un ensemble
de techniques, incluant la description de coupes superficielles existantes, la réinterprétation de
sondages géologiques profonds, la tomographie de résistivité électrique et une modélisation de
la distribution spatiale des formations affleurantes, ont été utilisées pour caractériser la nature
et la géométrie des formations d’altération du granite. Les dépots alluviaux et tourbeux ont été
caractérisés et cartographiés par sondage a la tariére et a la tige filetée, et leur conductivité
hydraulique estimée par choc hydraulique. Les précipitations, les parametres météorologiques
nécessaires au calcul de I'évapotranspiration potentielle, les débits et niveaux dans les ruisseaux,
et les niveaux piézométriques dans la tourbe et les formations minérales sous-jacentes ont été
mesurés en continu pendant trois ans. Le modéle hydrologique distribué a base physique MIKE
SHE / MIKE 11 a été utilisé pour modéliser les écoulements et les niveaux piézométriques au sein
de la tourbiere et de son bassin versant avec un pas de temps quotidien et une résolution
spatiale de 10m. Il est montré que les apports souterrains issus de la zone fissurée du granite et
suintant au travers du dépot tourbeux constituent une part quantitativement importante et
fonctionnellement essentielle de la balance hydrique de la zone humide. Ces suintements sont
les plus importants en périphérie de la tourbiére. lls maintiennent la nappe en surface ou proche
de celle-ci dans la zone humide pendant toute I'année a I'exception de la période estivale. La
présence d’une nappe affleurante entraine une évacuation rapide vers les cours d’eau des
apports par ruissellement ou par précipitation directe du fait de la saturation des histosols.
Toutefois, il est montré que le fonctionnement hydrologique a I'’échelle locale peut s’éloigner de
ce schéma général du fait d’'une grande hétérogénéité du taux d’humification et de la
conductivité hydraulique de la tourbe, de la présence de dépdts alluviaux tres perméables sous
ou au sein du dépdt tourbeux et de perturbations anthropiques passées. Une fois calibré, le
modele hydrologique, qui représente la zone fissurée du socle granitique comme un milieu
poreux équivalent, donne des résultats satisfaisants a trés bons selon les indicateurs de
performance utilisés : il est capable de reproduire les débits dans les cours d’eau au niveau des
quatre stations de jaugeage disponibles, et le niveau de la nappe dans la plupart des piézometres
installés. A I'échelle du bassin versant étudié, le niveau moyen de la nappe simulé par le modeéle

montre une trés bonne concordance avec la distribution observée des végétations de zone



humide, cartographiée de maniere indépendante. Les analyses de sensibilité ont montré que la
porosité efficace et la conductivité hydraulique horizontale de la zone fissurée du granite sont
les paramétres auxquels les débits et les niveaux de nappe (y compris dans la tourbe) simulés
par le modele sont les plus sensibles, ce qui démontre l'importance d’une meilleure
caractérisation des formations d’altération du granite dans tout le bassin versant pour la
compréhension et la modélisation du fonctionnement hydrologique de ce type de zone humide.
Le modele a été utilisé pour simuler I'impact potentiel d’'un changement d’occupation des sols
au sein du bassin versant sur la balance hydrique et les niveaux de nappe dans la zone humide,
ainsi que sur les débits dans les cours d’eau. Le modele suggére que le remplacement des
végétations actuellement présentes sur le bassin versant par des plantations de coniféres
conduirait a une réduction substantielle des apports de surface et souterrains a la tourbiere, et
a un abaissement conséquent des niveaux de nappe dans les histosols en période estivale et en

périphérie de la tourbiere.



Abstract

This thesis identifies, quantifies and models water fluxes within the Dauges National Nature
Reserve, an acidic valley mire in the French Massif Central. A range of techniques were used to
investigate the nature and geometry of granite weathering formations and of peat deposits.
Rainfall, reference evapotranspiration, stream discharge, stream stage, groundwater table
depths and piezometric heads were monitored over a three-year period. The distributed,
physics-based hydrological model MIKE SHE / MIKE 11 was used to model water flow within the
mire and its catchment. It was shown that the mire is mostly fed by groundwater flowing within
the densely fissured granite zone and upwelling through the peat deposits. Upwelling to the peat
layer and seepage to overland flow were highest along the mire boundaries. However
hydrological functioning differs from this general conceptual model in some locations due to the
high variability of the peat hydraulic characteristics, the presence of highly permeable alluvial
deposits or past human interference including drainage. The equivalent porous medium
approach used to model groundwater flow within the fissured granite zone gave satisfactory
results: the model was able to reproduce discharge at several locations within the high-relief
catchment and groundwater table depth in most monitoring points. Sensitivity analyses showed
that the specific yield and horizontal hydraulic conductivity of the fissured zone are the
parameters to which simulated stream discharge and groundwater table depth, including in peat,
are most sensitive. The model was forced with new vegetation parameters to assess the
potential impacts of changes in catchment landuse on the mire hydrological conditions.
Replacement of the broadleaf woodlands that currently cover most of the catchment with
conifer plantations would lead to a substantial reduction in surface and groundwater inflows to
the mire and to a substantial drop in summer groundwater table depths, particularly along the

mire margins.
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Chapter 1. Hydrology and hydrological modelling of mires

1.1. Introduction

This thesis investigates the hydrology of the Dauges National Nature Reserve (NNR), an acidic
mire in the Monts d’/Ambazac, on the western side of the French Massif Central. The research is
based on a combination of hydrological and hydrogeological surveys, monitoring and modelling
using MIKE SHE / MIKE 11, a distributed physically-based hydrological/hydraulic model. The
Massif Central is one of the areas with the highest density of mires in Metropolitan France. As a
consequence of the high value of these environments for nature conservation, and also of the
many environmental services they provide, a large number are protected under both the
national and European legislation. The current chapter provides an introduction to the thesis by
reviewing relevant scientific literature on mires, mire hydrology and mire hydrological modelling.
Specific details of the mires in the Massif Central are presented in Chapter 2 before the mire of
the Dauges NNR and its catchment are introduced and the aims and objectives of the research

undertaken in this site are presented.
1.2. Peat, peatlands and mires

1.2.1. Definitions

According to the International Mire Conservation Group (Joosten & Clarke 2002; Schumann &
Joosten 2008), peat is a sedentarily accumulated material consisting of at least 30% (dry mass)
of dead organic material. Peat soils (often called histosols) are generally defined by the presence
of a minimum depth of peat (or histic horizon). However the thresholds in both organic content
used to define peat and peat depth used to define histosols vary widely in the wetland and soil
sciences literature (Chesworth 2008). For instance, the minimum organic content defining peat
varies from 20% to 80% (Rydin & Jeglum 2006). The FAO defines a histic horizon as having at
least 20-30% organic content, being saturated with water for at least 30 days in most years
(unless artificially drained), and having a thickness of at least 10cm. The French Référentiel
Pédologique (Baize & Girard 2009) uses thresholds of 50% of organic matter and 10cm depth.
According to Joosten & Clarke (2002), the organic matter threshold of 30% is the most frequently
encountered in definitions of peat and organic soil in the international literature and is that
adopted by both the International Mire Conservation Group and the International Peat Society.

As defined by Joosten & Clarke (2002), peat is an organic material that has formed on the spot
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and has not been transported after its formation. This distinguishes it from other organic
sediments such as gyttjas (organic sediments formed at the bottom of open water bodies by the
deposition of mainly dead plankton mixed with inorganic constituents) or folisols (upland organic
soils formed in cool and moist forest ecosystems of boreal regions by the accumulation of forest
material, mostly tree leaves, under well drained but highly acidic conditions). Peat derives from
the remains of plant and animal constituents that have accumulated over time under anoxic
conditions principally caused by an almost constant and complete water-saturation of soils

(Rydin & Jeglum 2006).

Peat can therefore only form in wetlands, which were defined by Joosten & Clarke (2002 p. 24)
as “area[s] that [are] inundated or saturated by water at a frequency and for a duration sufficient
to support a prevalence of vegetation typically adapted for life in saturated soil conditions”. As
stated by Singh (2010 p. 30), “there is no single, indisputable, ecologically-sound definition for
wetlands, primarily because of the diversity of wetlands and because the demarcation between
dry and wet environments lies along a continuum”. The International Convention on Wetlands of
International Importance, especially as Waterfowl Habitat, known as the Ramsar Convention
from the name of the city in Iran were it was signed in 1971, defines wetlands based more on
hydrological terms as “areas of marsh, fen, peatland or water, whether natural or artificial,
permanent or temporary, with water that is static or flowing, fresh, brackish or salt, including
areas of marine water the depth of which at low tide does not exceed six metres” (Ramsar
Convention Secretariat 2013). A number of definitions have also been proposed that include
pedological criteria on top of hydrological and botanical criteria. This is the case with the US Fish
and Wildlife Service (Cowardin et al. 1979) and the French legislation (Arrété du 24 juin 2008
précisant les criteres de définition et de délimitation des zones humides en application des articles

L. 214-7-1 et R. 211-108 du code de I'environnement) for instance.

The frequency and duration of soil saturation required for peat formation are generally higher
than those required for the development of a vegetation adapted to wet conditions, and
therefore peat does not form in all wetlands. A wetland with a naturally accumulated peat layer
and dominated by vegetation that is currently producing peat is called a mire (Joosten & Clarke
2002). Joosten & Clarke (2002) proposed the use of “suo” (from Finish) to define a wetland with
or without a peat layer dominated by vegetation that may produce peat. This terminology is,
however, very rarely used in practice. Wetland, suo and mire are increasingly narrow definitions.

A mire is by definition a suo, and a suo a wetland, but the opposite is not true (Figure 1-1).
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NON-PEATLAND <4—1+——p PEATLAND
< 30 cm of peat > 30 cm of peat

WORLD

WETLAND

SUO

MIRE

Figure 1-1. Relationship between mire, suo, wetland and peatland (Joosten 2004).

A peatland is an area with a naturally accumulated peat layer at the surface, with or without
peat-forming vegetation (Joosten & Clarke 2002). The International Mire Conservation Group
has retained a depth threshold of 30cm (Joosten & Clarke 2002; Joosten 2004), but this threshold
varies between 20cm and 70cm of peat with country and scientific discipline. By definition,
peatlands must have been mires (and wetlands) at some stage in their history for peat to have
accumulated, but may have lost their peat-forming vegetation, for instance through vegetation
removal for peat mining. They may also have lost all wetland-defining characteristics, for

instance through drainage and cultivation.

1.2.2. Peatland distribution

There is no definitive estimate of the area covered by peatlands (Charman 2002; Joosten & Clarke
2002; Rydin & Jeglum 2006; Yu et al. 2010). This is, in part, due to the different definitions of
peat and peatland used in different countries, but also to technical difficulties in inferring the
organic content and depth of peat soils using remote-sensing techniques. Maltby & Immirzi
(1993) provided a range of 3.88-4.08x10° km?2. Joosten & Clarke (2002) suggested a figure of
about 4 x10° km?2. The International Mire Conservation Group launched the Global Peatland
Database initiative in 2004 to refine these estimates but this is still an on-going project (Joosten
2004). Based on preliminary results, Rydin (2006) estimated the global peatland surface to be
4.16x10° km?, about 3% of the land mass. Peatlands are found in almost every country of the
world (Schumann & Joosten 2008), however the overwhelming majority (87% according to
Joosten & Clarke 2002) are located under boreal and sub-arctic latitudes (Figure 1-2), where low

evapotranspiration rates lead to a positive water balance all year round and the development of
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large extents of mires. Most of the other peatlands are located under tropical or subtropical
latitudes, particularly in south-east Asian coastal plains and the Amazon Basin, where extremely
high rainfall compensate for high evapotranspiration rates. Most tropical peatlands occur within

larger forested wetland systems with predominantly mineral soils and are therefore difficult to

map precisely (Thompson & Hamilton 1983 in Charman 2002).
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Figure 1-2. Global distribution of mires (from Lappalainen 1996).

1.2.3. Mire classification

Charman (2002 p. 5) stated that “the classification of peatlands is probably one of the most
fraught and misunderstood systems of all, [...] probably because there are so many criteria that
can be used, and almost all of them are continuous rather than discrete variables”. Most
countries where peatlands cover a substantial area have developed classification systems and
few are compatible with each other. Moore (1984) recognised seven main criteria used either

individually or in combination to classify peatlands:

e floristics, i.e. based on plant species composition. This is generally favoured in countries

where the number and extent of peatlands is small, for instance in France. Plant species
are often assumed to be reliable proxies for other factors that are more difficult or time-
consuming to measure, such as water chemistry or hydrology.

vegetation physiognomy, i.e. the structure of the dominant plant species, particularly

used in Russian and Scandinavian systems.
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e morphology, i.e. the shape of the peatland, sometimes on a variety of scales, from the
entire peat mass to micro-topographic features such as pools, hummocks, hollows and
lawns. This is generally favoured in large-scale surveys based on aerial photograph
interpretation (lvanov 1981). The development of new methods in GIS-based terrain
analysis and high-resolution remote-sensing of ground elevation such as LiDAR have
recently led to a renewed interest in morphological characterisation and classification of
peatlands (Anderson et al. 2010; Richardson et al. 2010; Hasan et al. 2012; Millard &
Richardson 2013; Tang et al. 2014).

e hydrology, i.e. the source of water supply and/or the water dynamics within the peatland.
More often than not, the hydrology of peatlands is actually inferred from other criteria,
in particular floristic and morphological.

e stratigraphy: the characteristics of the peat column based on the examination of peat
cores are used to infer the developmental history of the site.

e chemistry of the superficial peat or of the groundwater.

e the peat value for horticultural, energy-production or agricultural uses. These

classifications are generally based on peat physical characteristics and its botanical origin.

One of the earliest and most widely used divisions of peatlands is that between bogs and fens.
Joosten & Clarke (2002) stated that this division was initially based on the peatland morphology
and on the consequent use of the land after peat exploitation. Bogs (regenmoor or hochmoor in
German, haut-marais in French) are raised above the surrounding landscape. After peat
extraction, carried out under dry conditions after drainage, a mineral subsoil remained. On the
contrary, fens (niedermoor in German, bas-marais in French) are situated in depressions and

were exploited by dredging. The result of the exploitation was open water.

This division corresponds to a fundamental distinction in terms of the main source of water. The
morphology of fens means that a substantial part of their water input has previously flowed
through or on mineral ground: they are minerotrophic peatlands (from Latin minera “mine, ore”,
and Greek trophe "food, nourishment”). Conversely, bogs are peat bodies that are elevated
above the surrounding landscape. As such, the unique water and therefore nutrient inputs to
the mire upper peat is from precipitation: they are ombrotrophic peatlands (from Greek ombros
“rain shower” and trophe "food, nourishment”). Precipitation water is acidic and poor in
dissolved minerals (Vet et al. 2014). In contact with the pedosphere and the lithosphere, the
chemical composition of water changes. The degree of change is extremely variable depending

on the properties of climate, soils, vegetation, land use and bedrock within the catchment and
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on the water residence time, influenced by the catchment area and topography and the physical
properties of soils and bedrock (Hiscock & Bense 2014). However, in most cases contact with the
pedosphere and the lithosphere results in higher contents of dissolved minerals and a higher pH.
The chemistry of water inflows, and therefore the proportion of inflow received from
precipitation, has profound consequences on the ecology of the mire. It determines a
fundamental ecological gradient, or more exactly a series of environmental gradients that more
or less tally with each other, that can be identified with almost all the criteria listed above and is
therefore common to almost all peatland classification systems: the bog — fen / base-poor — base-
rich / acidic - alkaline / precipitation-fed (ombrotrophic) — groundwater-fed or surface water-fed
(minerotrophic) / convex — concave morphology / Sphagnum — brown mosses gradient (see
Section 1.2.4). However this general picture can have some exceptions. Some waters flowing
through siliceous sands or granites for instance may have a chemical composition very similar to
that of precipitation, and minerotrophic fen vegetation in these environments may resemble
that of ombrotrophic bogs (Wheeler & Proctor 2000). Inversely, bogs in coastal areas tend to
receive more nutrients from precipitation than their counterparts in continental areas, due to
higher precipitation totals and a slightly higher concentration of minerals. Consequently,
Bridgham (1996) and Wheeler & Proctor (2000) suggested that the definition of bog should
include all acidic, base-poor mires generally dominated by Sphagnum mosses, while fen should
be only used to refer to neutral to basic, base-rich mires generally dominated by graminoids and

brown mosses.

A distinction has also classically been made between cases where peat started to accumulate in
open water systems (terrestrialisation mires, for instance floating mats on lakes) or directly on
mineral ground (paludification mires, for instance blanket bogs). Another terminology often used
in peatland science is based on the suffix —genous, from Greek -genes "born of, produced by",
and a prefix indicating the main source of water inflow to the peatland. Unfortunately there has
been a large amount of confusion on the meaning of both suffixes and prefixes. The suffix —
genous is generally understood as referring to the current source of water (Joosten & Clarke 2002;
Rydin & Jeglum 2006; Wheeler et al. 2009), but some researchers have used it to describe the
conditions, and in particular the source of water, that initially triggered peat accumulation (Julve
1998; Manneville et al. 1999). These are identical in most, but not all, cases. For instance many
ombrotrophic raised bogs developed from minerotrophic fens (Hughes 2000; Hughes &
Dumayne-Peaty 2002; Hughes & Barber 2003, 2004). There has also been much confusion on

the meaning of prefixes. Von Post was the first to use this terminology and defined topogenous
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mires as those “developing in terrestrialising lakes or river valleys or at springs”, and soligenous
mires as fed by “meteoric water running off from the surrounding terrain” (Von Post & Granlund
1926, in Joosten & Clarke 2002). Accordingly, Joosten & Clarke (2002) defined ombrogenous
mires as “stemming solely from precipitation water”, soligenous mires as “stemming from
precipitation water and superficial runoff”, and lithogenous mires as “also stemming from deep
groundwater”. They also defined thallassogenous mires as fed by seawater. Inversely, Charman
(2002) and Rydin (2006) defined topogenous mires as arising from a static groundwater table
resulting from a particular topographic position, such as in a basin or a floodplain, soligenous
mires as those fed by flowing water, for instance spring or sloping fens, and limnogenous mires
as those forming as a result of the influence of a lake or river. Charman (2002) states that in
practice limnogenous and topogenous mires can hardly be differentiated, and indeed Rydin
(2006) cites floating mats as an example in his description of both limnogenous and topogenous
mires. Accordingly, Wheeler et al. (2009) only retains the terms soligenous, topogenous and

ombrogenous.

A number of mire classifications currently in use are detailed in Appendix A, since, taken together,
they provide a good overview of the diversity of mire types, of the varying hydrogeomorphic

settings that explain them and of their hydrological functioning.

1.2.4. Vegetation and environmental gradients in mires

In two seminal studies, Wheeler & Shaw (1995) and Wheeler & Proctor (2000) investigated the
environmental factors driving vegetation in British fens and mires of north-west Europe
respectively. They showed that mire vegetation could be summarised by three principal
gradients corresponding to base richness and pH, fertility and water level. These three gradients
have also been recognised by many authors (Anderson et al. 1995; Asada 2002; Hajek et al. 2006;
Marini et al. 2008; Sottocornola et al. 2008), even though their respective importance will
strongly depend on the scope of the study, in terms of both spatial scale (Hajkova et al. 2004)
and mire types included, and on the variables used to characterise the physico-chemical
conditions. The findings described below refer to temperate and boreal mires of the northern

hemisphere only.

Base-richness and pH seem to be the primary environmental gradient explaining vegetation in
mires (Wheeler et al. 2009). pH in itself has little relevance to plant life but is related to a number
of other geo-chemical processes, for instance the concentration in the soil solution of phytotoxic

metals such as aluminium, manganese and iron. Wheeler & Proctor (2000) stated that the
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distribution of pH values in mires is bimodal, corresponding to pH buffering by humic acids
(pH<5.5) and the bicarbonate system (pH>6.0), however this was relativized in the case of
Scandinavian mires by @kland et al. (2001) who observed a more gradual transition. Mires with
low pH are dominated by Sphagnum mosses, ericoids and calcifuge sedges, while those with
high pH are dominated by “brown” mosses and dicotyledonous herbs. Bryophytes seem
particularly responsive to this gradient (Vitt & Chee 1990). Ombrotrophic bogs, only fed by
meteoric water, are always acidic, even though bogs located in hyper-oceanic climates may have
a higher base content than continental ones. The pH and base content of minerotrophic mires
depends on the source of water and the bedrock geology. Base-rich mires may become acidified
upon drying, due to the release of oxidised forms of sulphur in sulphur-rich mires (Lucassen et
al. 2002; Clark et al. 2005) or to higher infiltration rates of meteoric water, and this mechanism
has in some cases been shown to have triggered the development of raised bogs overlying base-

rich fens (Giller & Wheeler 1988).

The second most important environmental gradient is fertility (Wheeler & Shaw 1995; Wheeler
& Proctor 2000). Ideally, fertility is measured using phytometric assays, whereby biomass
production on peat samples is measured in standardised conditions (Wheeler et al. 1992).
Fertility depends on the availability of nitrogen, phosphorus and potassium but concentrations
in mire water or peat extracts may not always reflect it well (Wheeler et al. 1992). The fertility

gradient is more evident in base-rich than acidic mires (Peterka et al. 2014).

Wheeler & Shaw (1995) reported that the third most important environmental gradient in British
fens was related to water table depth. Water levels influence a range of physico-chemical
processes, in particular nutrient availability. Flow through the root zone has also been shown to
influence vegetation. This is for two reasons: redox potential is generally higher in peat through
which there is a substantial flow than in stagnant conditions (Armstrong & Boatman 1967), and

increased flow leads to increased nutrient supply, even under ombrotrophic conditions.

Wheeler et al. (2009) stated that the fact that pH and fertility appears to be more important than
water levels in explaining differences in mire vegetation may seem surprising given the obvious
importance of this factor as empirically evidenced by vegetation zonations around open water
for instance. They explained this apparent paradox by the fact that a limited number of water
table depth records can be poor estimators of soil moisture conditions experienced by plants,
due to the larger variability in time than in space of water levels in wetlands, to the sensitivity of

some species to extreme values and to differences in soil hydrophysical properties. Asada (2002)
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for instance found two distinct floristic gradients in a Japanese mire, one strongly correlated to
pH and mean, minimum and maximum groundwater table depth, and the other to the
groundwater table depth standard deviation. Wierda et al. (1997) have also highlighted the
importance of the amplitude of groundwater table depth fluctuations. Some researchers have
attempted to devise indicators that would be more representative of aeration and hydric stresses
to which plants are exposed when air and water, respectively, rarefy within the root zone.
Gowing et al. (1998) and Silvertown et al. (1999) used sum exceedence values (SEV),
corresponding to the period of time during the growing season for which the water level is higher
or lower than a specified threshold that may vary according to the physical properties of soils.
Bartholomeus (2010) and Bartholomeus et al. (2008, 2012) developed a new process-based
proxy for oxygen stress and demonstrated that it performed better than SEV or mean spring
groundwater level at predicting vegetation characteristics. However such proxies are difficult to
calculate as they require high-frequency observed or modelled groundwater table depth data

over long periods and detailed data on soil physical characteristics.

Understandably given the costs and technical difficulties associated with long-term hydrological
monitoring in remote sites, most researchers have used relatively crude estimators of the
hydrological regime (see for instance Kleinebecker 2007; Kleinebecker et al. 2007, 2010, who
used a single record of groundwater table depth in Patagonian mires). Despite this, a large
number of studies carried out at the site or regional scale have shown a clear relationship
between plant species distribution and hydrological characteristics in mires, and, for a
substantial proportion of them, the predominance of the water regime over other
environmental factors to explain vegetation patterns (Glaser et al. 1990; Bridgham & Richardson
1993; Jeglum & He 1995; Bragazza & Gerdol 1996, 1999a; b; Bragazza 1997, 1999; Wierda et al.
1997; Asada 2002; Miserere et al. 2003; Hajkova et al. 2004; Nekola 2004; Hajkova & Hajek 2004;
Bragazza et al. 2005; Yazaki et al. 2006; Sottocornola et al. 2008; Pellerin et al. 2009; Jeglum 2011;
Jabtonska et al. 2011; Conradi & Friedmann 2013; Hettenbergerova et al. 2013). At the
microform scale, the association of Sphagnum species for instance with particular water table
depths and their arrangement along the hollow-hummock gradient has long been recognised in

ombrotrophic mires (Lindsay 1995).

Wheeler et al. (2009) suggested that the lower importance of the water regime in large scale
studies than in site- or regional-scale investigations may be explained by the fact that the
response of plant species to soil moisture may differ across sites or mire types due to modulation

by other factors such as competition (Nordbakken 1996), facilitation, concentrations of elements
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that become phytotoxic in their reduced form (Fe, Mn, S), and the availability of nutrients.
Consequently, the search for an exact relationship between water level and plant species that

would be valid across large geographical areas has often proved elusive.

1.2.5. Values and environmental services

Values and functions of peatlands were extensively reviewed by Joosten & Clarke (2002) and
Parish et al. (2008). Joosten & Clarke (2002) distinguished production functions (peat extraction
for instance), carrier functions (often resulting in their destruction, such as their use for waste
disposal or water reservoir creation), regulation functions (the chief of which is regulation of the
global climate), informational functions (recreation, aesthetic, scientific and spiritual functions;
including their invaluable function as environmental archives, Charman 2002), and
transformation and option functions (possible future functions). It is beyond the scope of this
review to detail them all, and only a few functions particularly important at the global scale
(global climate regulation) or within the study area (biodiversity, water quality regulation) are

discussed.

1.2.5.1. The role of peatlands in the global climate

Peatland sequester atmospheric carbon through photosynthesis and peat accumulation. Even
though they occupy a relatively small proportion of the Earth, the high carbon concentration in
peat make peatlands a globally important carbon store, with a major role in the global carbon
cycle and climate system. Recent reviews of this role can be found in Frolking et al. (2011), Yu et
al. (2011), Worrall et al. (2011) Lindsay (2010), Worrall et al. (2010), Parish et al. (2008), Strack
(2008) and Limpens et al. (2008). A slightly older but detailed review can be found in Joosten &
Clarke (2002). Peatlands contain approximately 600 gigatons of carbon (Yu et al. 2010). For
comparison, the atmosphere contains 830 gigatons of carbon. The peatland carbon store is equal
to the carbon stock in all terrestrial biomass, twice the carbon stock in the forest biomass, and
about a third of all terrestrial carbon, even though peatlands occupy only 3% of the land area.
Peatlands are the most efficient carbon store of all terrestrial ecosystems (Parish et al. 2008).
Long-term carbon accumulation rate in peatlands since the last ice age is approximately 16-88

gigatonnes every thousand years.

Pristine mires are currently weak sinks of atmospheric CO,, moderate sources of methane and
very weak sources of N,O (Frolking et al. 2011). Given that these gases have different

atmospheric lifespans and global warming potential, the net radiative forcing of mires depends

46



on the time horizon chosen. It is positive over timescales shorter than 50-100 years, but negative
over longer timescales (i.e. carbon sequestration in peat contributes to cooling the global
climate), even though minerotrophic mires are larger sources of CH; and smaller CO; sinks than
ombrotrophic ones and as a consequence have a positive radiative forcing even over long time
scales (Joosten & Clarke 2002). However carbon fluxes in peatlands are highly dependent on
redox, and therefore hydrological, conditions, which may vary at daily to interannual scales.
Consequently, peatlands are a large, potentially vulnerable carbon store that could have a major
warming effect on the climate if destabilised (Frolking et al. 2011). Anthropogenic perturbations
such as drainage, peat extraction or fire lead to a switch in the radiative forcing of peatlands from
negative to positive. These perturbations are currently responsible for the release of at least
3,000 million tonnes per year of carbon dioxide, more than 10% of the global anthropogenic
emissions (Parish et al. 2008). Because of the large emissions from degraded peatland, restoring
and rewetting them is one of the most efficient way to reduce anthropogenic carbon emissions

(Parish et al. 2008).

By changing the energy and water balance of mires, climate change will also impact their carbon
balance. The distribution of mires, particularly ombrotrophic ones, is clearly climate-driven, and
empirical bioclimatic envelope models predict a substantial reduction in the area suitable for
peatland development on the southern edge of their present distribution (Gallego-Sala et al.
2010; Clark et al. 2010; Gallego-Sala & Prentice 2013; Coll et al. 2014). It is therefore likely that
they will become net sources of carbon. The evolution of carbon fluxes in boreal peatlands is
more uncertain. It has recently been shown that carbon accumulation rates in these have
increased during warmer climate intervals since the last ice age, suggesting that pristine
peatlands have served as a negative feedback to climate change over the Holocene (Yu et al.
2011). However the extent to which this will occur in the future is still unclear. There is also much
uncertainty about the future of permafrost in boreal mires. Carbon in permanently frozen peat
is relatively inert, so climate change could make very large stores of organic matter available for
decomposition if it leads to permafrost melting (Frolking et al. 2011). Reviewing the current
evidence, and while acknowledging for a large uncertainty, Frolking et al. (2011) concluded that
peatlands will not become a “carbon bomb” in the 21 century, but rather, will be a relatively
small but persistent carbon source that will further impede efforts to maintain emissions below

target. The potential impact of climate change on mires is further discussed in Section 1.2.6.2.
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1.2.5.2. Peatlands and water quality

Because of their hydrological and biogeochemical characteristics, that differ markedly from other
types of soils (Reddy & DelLaune 2004), the presence of wetlands, including peatlands, within a
catchment may have substantial impacts on the chemistry of water draining from it (Johnston et
al. 1990; Fisher & Acreman 2004). This impact is particularly relevant to the Monts d’Ambazac
where five reservoirs are the only source of drinking water for the more than 200,000 inhabitants
of the nearby city of Limoges and surrounding villages (Anonymous 2014). The Dauges mire

investigated in the current study is located just upstream of the largest of these reservoirs.

An increase in dissolved organic carbon (DOC) in stream fed by peatland-dominated catchments
has been observed over the last decades, principally caused by current climate change (Freeman
et al. 2001, 2004). DOC concentrations have for instance doubled since the late 1980s in streams
draining blanket bogs in England (Evans et al. 2005). Increased DOC concentrations in streams
used for water abstraction is an important issue for the water supply industry since DOC gives a
brown color to water, may be bound to metallic pollutants, promote bacterial growth and leads
to the formation of carcinogenic trihalomethane in the presence of chlorine (Gough et al. 2014).
DOC dynamics in peatlands are complex, but numerous studies have shown that its formation
and release are promoted by lower and more variable groundwater levels (Freeman et al. 2001;
Clark et al. 2005, 2009; Strack et al. 2008; Fenner et al. 2013). It has been shown that the
restoration of wetter conditions in peatlands through drain blocking and revegetation of eroded
areas lead to a reduction in DOC (Wallage et al. 2006; Holl et al. 2009; Armstrong et al. 2010;
Parry et al. 2014) (Wallage et al. 2006; Holl et al. 2009; Armstrong et al. 2010; Parry et al. 2014).
Consequently, a number of water supply companies now fund peatland restoration in Great-

Britain (South West Water 2014).

Because they are characterised by organic soils and reductive conditions, peatlands have been
shown to constitute major sinks for almost all metallic and metalloid pollutants, including
radionuclides (Sobolewski 1999; Brown et al. 2000; Ringqvist et al. 2002; Tipping et al. 2003;
Rothwell & Evans 2004; Rothwell et al. 2008; Szkokan-Emilson et al. 2013). This environmental
service provided by mires is particularly relevant to the research site due to its history of uranium
mining, further detailed in Section 2.6.2, and to the high concentration in arsenic in bedrocks
and groundwaters in the area (Mauroux et al. 2009). Moore (1954, in Owen & Otton 1995), for
instance, showed in the laboratory that peat could retain up to 98% of uranium contained in

water flowing through it. In Sweden, Lidman et al. (2012) have shown that approximately 65-80%
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of uranium and 55-65% of thorium entering mires are retained in the peat. Some mires, natural
or constructed, have been used to clean effluents from uranium mines (Schoner et al. 2009).
Mires are also sinks for arsenic (Langner et al. 2012). For instance, Gonzalez A et al. (2006) have
measured a reduction in arsenic concentrations in a stream crossing an acidic minerotrophic
mire in Switzerland from 400ug.I! upstream of the mire to less than 2ug.I"! downstream.
However sequestered pollutants can be released back in soil solution and watercourses if
groundwater levels are lowered or become more variable (Schéner et al. 2009), for instance
following drainage (Rothwell et al. 2009, 2010, 2011) or climate change (Tipping et al. 2003;
Cortizas et al. 2007; Wallstedt et al. 2010; Rose et al. 2012; Szkokan-Emilson et al. 2013).

1.2.5.3. Biodiversity in peatlands

Peatland are extreme environments, being constantly wet, partly anoxic, generally nutrient-poor,
often colder than surrounding mineral soils, and, for part of them, among the most acidic
environments on Earth (Rydin & Jeglum 2006). Organisms that are adapted to these conditions
are generally highly specialised and, for a number of them, cannot grow in other habitats (Parish
et al. 2008). Bryophyte diversity is particularly high in mires: in Russia and the Baltic States,
between 21 and 69% of all moss species and between 37 and 70% of all liverwort species are

found in mires (Parish et al. 2008).

French mires, particularly ombrotrophic ones, are located at the southern edge of the
distribution area of mires in the northern hemisphere (Julve 1996). They are relatively rare and
highly original habitats within the country, and, as a consequence, species that live in these
habitats are also rare. For instance, montane acidic mires offer suitable habitats to a range of
boreal species that would not otherwise occur in France. Mires cover about 0.14% of
Metropolitan France only (about 79,000 hectares according to the last available inventory,
MEDDE/CGDD/SOeS & Fédération des Conservatoires d’Espaces Naturels 2013), yet 9% of
vascular plant species legally protected at the national level, 6% of red list vascular species and
6% of all vascular plant species are only or principally found in mires (Julve 1996). Mires are also
a habitat for a large number of other wetland species (Manneville et al. 1999). As a consequence,
most mire habitats within the EU are now protected under the EU 92/43/EEC Habitats Directive,
that requires member states to designate Special Areas of Conservation (SAC) to contribute to
the conservation of a list of habitats and species for which the EU has a global responsibility. At
the global scale, 35% of Ramsar sites (268 sites covering 27M hectares) are peatlands (Joosten

& Clarke 2002).
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1.2.6. Threats to mires

1.2.6.1. Past and current threats

Threats to mire conservation were extensively reviewed by Charman (2002) and Parish et al.
(2008). Up to now, the highest threat has lain in mire water balance perturbations through
drainage, associated to anthropogenic perturbations such as agriculture, forestry and peat
extraction. Peatlands are currently being destroyed at a rate of 4,000km? a year, and the global
volume of peat decreases by 20km? a year. Agriculture (including palm oil production, Parish et
al. 2008), forestry and peat extraction are responsible for 50%, 30% and 10% of these losses

respectively (Parish et al. 2008).

Forestry exploitation of peatlands mainly occurs through logging of natural forested mires,
sometimes accompanied by drainage and fertilisation to improve economic returns particularly
in Scandinavia and Canada (Charman 2002). Afforestation of mires has been especially common
in bogs of western Europe, but this has now virtually ceased following legal and fiscal changes
over the last decades and some afforested peatlands are now being restored (Lunt et al. 2010;
Cris et al. 2011; Parry et al. 2014). Forestry, including the conversion to Acacia sp. plantations for
the pulp and paper industry, is an important threat to the conservation of tropical forested mires

(Parish et al. 2008).

Global peat production is about 30 million tonnes per year (Parish et al. 2008). Peat is extracted
for two main purposes: energy production and use as a growing medium or soil conditioner in
horticulture and agriculture. Use of peat for energy production is the most common, but due to
transport constraints it is local and restricted to countries with a large peat resource and/or
limited alternative energy sources. For instance, about 5-7% of primary energy consumption in
Finland and Ireland relies on peat. In Ireland, peat-powered plants generate 8.5% of electrical
consumption (Paappanen et al. 2006). The physico-chemical properties of peat make it the ideal
growing media: in Europe, peat-based growing media makes for 95% of the market (Parish et al.
2008). Peat extraction generally results in major perturbations to the mire ecosystem, through
direct destruction or indirectly by lowering the groundwater table in non-exploited neighbouring
areas. There has been numerous attempts at reducing the impact of peat exploitation through
the restoration of cut-over peatlands (Boudreau & Rochefort 1999; Cooper et al. 2001; Price et
al. 2002; Gorham & Rochefort 2003; Quinty & Rochefort 2003; Rochefort et al. 2003; Cobbaert
et al. 2004; Chirino et al. 2006; Lucchese et al. 2010; Gonzalez & Rochefort 2014) or through

Sphagnum farming (Gaudig et al. 2014; Pouliot et al. 2015).
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Joosten & Clarke (2002) estimated that anthropogenic disturbance has led to the destruction of
almost 25% of mires at the global scale. Losses have been the largest in Europe, where about 52%
of mires have been lost, with some countries including Germany and the Netherlands having lost
over 90% of their original mire area (Joosten & Clarke 2002). In France, it is estimated that the
total mire area has been reduced by approximately 50% since the end of the Second World War,
when the first peat resource inventory was published (Manneville et al. 1999). At present, mire
destruction is progressing at the fastest rate in south-east Asia, where 120,000 km? of mires have
been lost since the 1960s. Over 90% of peat swamp forests in this part of the world have been

sufficiently degraded to become net sources of carbon (Parish et al. 2008).

Air and water pollution are also altering the ecology of mires. Atmospheric nitrogen deposition
has for instance been shown to impede Sphagnum growth (Gunnarsson & Rydin 2000) and to
promote the development of Molinia caerulea and Betula pubescens in raised bogs (Tomassen

et al. 2003, 2004), and therefore may amplify the impact of climate change (Section 1.2.6.2).

1.2.6.2. Future threats: climate change

Climate is the over-riding factor explaining mire distribution, development and characteristics at
the global scale (Parish et al. 2008). This is particularly the case for ombrotrophic mires, in which
precipitation is the sole inflow, but is also true, even though to a lesser extent, in minerotrophic
mires since climate will have an impact on the catchment water balance and surface and

groundwater inflows to the mire (Winter 2000; Drexler et al. 2013; Bourgault et al. 2014).

Palaeoecological records show that mires have switched suddenly (in a matter of years or
decades) between different states many times during the Holocene in response to climate
change (Charman et al. 2006; Dise 2009). Even within the last 200 years, Hendon & Charman
(2004) showed that the vegetation of raised bogs in Northumberland (UK) shifted several times
between wet Sphagnum-dominated communities and dry monocotyledon-dominated
communities principally as a result of climate. Peat accumulation rates have also changed
accordingly (Mauquoy et al. 2002; Yu et al. 2003). It may have stopped entirely in some cases
during extremely dry periods but generally resumed once conditions became wetter again
(Parish et al. 2008). Reviewing the evidence on the impact of past climate change on mires,
Parish et al. (2008) concluded that even though pristine peatlands have generally been resilient,
peatland response to climate change may not occur smoothly and sudden changes may occur
when specific climate and/or ecological threshold are reached. However, the actual response will

be determined by the peatland type and local setting.
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The degree of climate change expected in the next century as a result of anthropogenic carbon
emissions is far larger than any changes that have occurred since the end of the last ice age
(Maslin 2014), during which most modern mires have developed. Therefore it is difficult to assess
the potential impact of future climate change on mires purely on the basis of palaeoecological
evidence. Experimental and observational studies investigating this issue were reviewed by
Zhaojun et al. (2011). Mesocosm studies suggest that, even though Sphagnum productivity may
at first be enhanced by higher temperatures and increased atmospheric CO, concentration,
climate change is likely to result in a shift from Sphagnum-dominated to graminoid-dominated
(Dieleman et al. 2015) and/or shrub-dominated (Weltzin et al. 2000, 2003; Walker et al. 2006;
Dieleman et al. 2015) communities in acidic mires, as a consequence of reduced soil
waterlogging, bryophyte die-off during drought episodes (Gerdol et al. 2008; Bragazza 2008) and
increased peat mineralisation and nitrogen and phosphorus availability (Zhaojun et al. 2011).
Multi-decadal observational studies suggest that this shift in vegetation is already happening in

varied locations across the globe (Hendon & Charman 2004; Malmer et al. 2005; Czerepko 2008).

The most worrying insight into the future of mires probably comes from empirical bioclimatic
envelope or process-based models of the present and future distribution of mires at the
continental or global scale. As noted in Section 1.2.5.1, such models suggest a substantial
reduction in the area suitable for peatland development, in particular on the southern edge of
their present distribution (Gallego-Sala et al. 2010; Clark et al. 2010; Gallego-Sala & Prentice
2013; Coll et al. 2014; Keith et al. 2014). As stated by Gallego-Sala & Prentice (2013), the decline
in suitable bioclimatic space for mires does not necessarily entail their rapid disappearance, but
rather that they will come under substantial hydric stress that will likely trigger important

changes in hydrology, vegetation and biogeochemistry, including carbon fluxes.

Integrated hydrological modelling studies have suggested that, in some cases, the impact of
climate change on the water balance of groundwater-fed mires can be mitigated by a careful
management of groundwater resources, in particular trough the reduction of abstraction
(Armandine Les Landes et al. 2014). Management of mires themselves may also be required, for
instance by reducing the dominance of trees and large graminoids with high evapotranspiration

rates (Worrall et al. 2007; Banaszuk & Kamocki 2008).
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1.3. Peatland hydrology

As evidenced in previous sections, hydrology is one of the most important factors in explaining
the diversity of geomorphological, biogeochemical and ecological processes in mires (Charman
2002; Reddy & Delaune 2004; Rydin & Jeglum 2006). The long-term maintenance of the many
environmental services that mires provide depends on the persistence of their water balance
and of a shallow groundwater table. The most important threats that mires face result from a
perturbation of their hydrological functioning and include drainage (including as a result of peat
extraction), afforestation and climate change. Hydrology is therefore central to peatland science.
As such, peatland hydrology is further reviewed in this section. Additional extensive reviews of
peatland hydrology can be found in Ingram (1983), Siegel & Glaser (2006), Holden (2006) and
Labadz et al. (2010), even though the focus of the latter two publications is on British blanket
bogs. A wider-scoping review of the hydrology of wetland soils, much of which is applicable to

peatlands, can also be found in Richardson et al. (2001).
1.3.1. Water and water flow in peat soils

Water flow within peat is strongly influenced by its composition and degree of humification
(Boelter 1968; Paivanen 1973; Brandyk et al. 2002), and therefore these factors are briefly
reviewed in the following section. Subsequent sections review hydrologically-relevant peat
properties such as porosity, moisture retention and hydraulic conductivity, the

acrotelm/catotelm model and the impact of drying on peat properties and hydrology.
1.3.1.1. Peat composition and humification

The solid phase of peat is made of plant fibres, amorphous humus, inorganic particles and
amorphous inorganic substances in the form of carbonates, phosphates and hydroxides (Szajdak
et al. 2011). The water content at saturation and the proportion of each solid constituent depend
on the plant species from which peat originates, the importance of external mineral inputs and
the compaction, transformation and decomposition processes the organic matter has been
subjected to after its deposition. The physical and chemical properties of peat are often
expressed as a function of three main descriptors: its botanical composition, its bulk density and
its degree of humification. These three descriptors are not independent of each other. Three
basic botanical compositions are generally distinguished: Sphagnum peat, sedge & reed peat,
and woody peat (Rydin & Jeglum 2006). The degree of decomposition (or humification) should
theoretically be assessed by measuring the fibre or humus content by wet sieving (Parent &
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Caron 2008), but this is very tedious and in practice the most widely used method to estimate
the degree of peat decomposition is the von Post method (von Post 1922): a fresh sample of
moist peat is pressed in one hand while the extruded liquid or mud is collected in the other hand,
and field observations are matched to one of ten humification scores based on visual and tactile
criteria (Table B-1 in Appendix B). Despite its simplicity, the von Post index has been proven to
perform well compared to (and sometimes even better than) more complex estimators of peat
decomposition (Stanek & Silc 1977; Malterer et al. 1992), however it tends to underestimate
decomposition when applied to relatively dry peats and is not recommended in this case (Parent
& Caron 2008). It is well correlated to peat bulk density (Pdivianen 1973; Silc & Stanek 1977). A
three-class humification scale (fibric, mesic/hemic, sapric/humic) is also often used, theoretically
on the basis of the fibre content, but in practice often based on the von Post index. Table 1-1

gives the definition of the three classes according to Szajdak et al. (2011).

Table 1-1. Correspondance between humification classes and humification indicators (Szajdak et al.

2011).
Humification class Fibre content von Post index
Fibric >40% 1-4
Hemic (=Mesic) 10-40% 5-6
Sapric (=Humic) <10% 8-10

1.3.1.2. Peat porosity and water retention curve

An important attribute of peat soils is their ability to hold and retain water: saturated peat is in
many cases more than 90% water (based on a literature review, Letts et al. 2000 found median
porosity values of 0.83, 0.88 and 0.93 for sapric, hemic and fibric peat, respectively). This ability
is highly variable depending on the peat botanical composition, humification and bulk density.
Table 1-2 and Figure 1-3 provide examples of this variability. Poorly decomposed fibric peats have
very large pores and saturated water content ranges between 90% and 97%. Total porosity and
the number of large pores decrease with increasing humification and bulk density, while the
number of small pores increases. However total porosity is still substantially higher in highly
decomposed peats (between 80 and 85%) than in mineral soils (Boelter 1968; Pdivanen 1973;

Brandyk et al. 2002).

Table 1-2. Bulk density, total porosity and specific yield measured in northern Minnesota bogs (Boelter

1968).

Organic material Bulk density (g.cm™) Total porosity (%) Specific yield (%)
Fibric <0.075 >90 >42
Hemic 0.075-0.195 85-90 15-42
Sapric >0.195 <85 <15
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Figure 1-3. Water retention curves for Sphagnum (a) and reed (b) peats by degree of decomposition
(Brandyk et al. 2002).

The range of variation of the peat specific yield is higher than that of total porosity, particularly
in Sphagnum peats (Figure 1-3). It can exceed 65% in fibric undecomposed Sphagnum peats and
is about 13% in sapric Sphagnum peats (Boelter 1968; Letts et al. 2000). Whereas specific yield
decreases substantially with increasing humification, the available water capacity and the
residual water content (or water content at wilting point) tend to increase with increasing

humification (Figure 1-3).

1.3.1.3. Peat hydraulic conductivity

Most researchers who have measured peat hydraulic conductivity have generally used slug tests
within piezometers or laboratory methods applied to small peat volumes. The values recorded
therefore relate to hydraulic conductivity at the scale of a few tens of centimetres. Using such
methods, peat saturated hydraulic conductivity has been found to be very variable, with values
ranging from less than 10?m.s™ (almost impermeable) to more than 103m.s? (highly permeable,
Boelter 1968; Ivanov 1981; Letts et al. 2000). Hydraulic conductivity is generally negatively
correlated to bulk density and to peat humification (Figure 1-4, Figure 1-5), and more so for
Sphagnum peats than for sedge, reed and wood peats. This large decrease in hydraulic
conductivity with peat humification combined with the parallel decrease in specific yield
described in Section 1.3.1.1 has important consequences on the eco-hydrological functioning of
mires (see Sections 1.3.1.4 and 1.3.2.5). Indeed, peat humification and bulk density tend to
increase with depth, leading to the decrease in hydraulic conductivity with depth commonly (but
not systematically) observed in peatlands (Paivianen 1973; Ivanov 1981). Pdivdanen (1973) for
instance recorded hydraulic conductivities at a depth of 55cm that were on average 4.5% (1% in

Sphagnum peats) of those recorded in the upper 15cm.
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Figure 1-4. Relationship between saturated hydraulic conductivity and (a) bulk density or (b) volume of
solid matter (from Brandyk et al. 2002).
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Figure 1-5. Peat saturated hydraulic conductivity as a function of botanical composition and von Post's
humification index (from Eggelsmann et al. 1993).

However the relationship between saturated hydraulic conductivity and bulk density or degree
of humification is associated with large errors, and the use of pedotransfer functions based on

the latter yields uncertain results (Paivinen 1973; Chason & Siegel 1986).

Based on slug test results, it has been suggested that flow in peat soils may depart from Darcy’s
law, particularly in humified Sphagnum peats (Ingram et al. 1974; Rycroft et al. 1975; Waine et
al. 1985): hydraulic conductivity was observed to depend on hydraulic gradient. It was later

shown that this apparent departure from Darcy’s law could be explained by the effects of matrix

56



compression and swelling during slug tests which cause variable water storage in peat, and it has
been argued that Darcy’s law remained an appropriate tool for use in peatland hydrological
modelling (Hemond & Goldman 1985; Brown & Ingram 1988). Galvin & Hanrahan (1967)
attributed similar laboratory observations to air entrapment, and Baird & Gaffney (1995) to the
expansion and contraction of methane bubbles. Ilvanov (1953, in Brandyk et al. 2002) and
Bondarenko et al. (1975, in Brandyk et al. 2002) found in the laboratory that hydraulic
conductivity decreased with time. This was explained by the progressive colmatation of peat

pores by gas bubbles and peat particle migration caused by water flow.

Seasonal variation in peat hydraulic conductivity has also been reported. This has been explained
by the high compressibility of the peat matrix and the response to seasonal changes in water
storage (Oleszczuk et al. 1995, in Brandyk et al. 2002) or by the seasonal variations in the
production of biogenic gas obstructing peat pores (Beckwith & Baird 2001). Peat saturated
hydraulic conductivity is commonly anisotropic due to the horizontal stratification of plant
materials such as Sphagnum leaves or reed leaves. The ratio between horizontal and vertical
hydraulic conductivities is highly variable, but in the order of one or two orders of magnitude
(Chason & Siegel 1986). It is generally higher in weakly decomposed peats, and close to unity in
strongly decomposed peats (Ostromecki, 1936, in Brandyk et al. 2002). The high small-scale
variability in peat hydraulic conductivity, both spatially and temporally, results in complex small-
scale flow patterns within peatlands that may lead to small-scale variability in peat and

groundwater chemistry and in species distribution (Drexler et al. 1999; Gilvear & Bradley 2009).

Using laboratory methods, slug tests and steady-state and transient ditch pumping tests,
Bromley et al. (2004) measured hydraulic conductivity in a large raised bog in Yorkshire, UK, at
several spatial scales, from 0.002m? (laboratory methods) to 360m? (single ditch transient test).
They showed that, like in many low permeability materials, the hydraulic conductivity of peat is
strongly scale-dependant and varies by up to three orders of magnitude depending on the
method used and the scale of investigation. The highest values were obtained at the largest scale
and were similar to calibrated values obtained using site-scale hydrological modelling. The
authors concluded that site-scale hydrological models should not be parameterised with small-
scale measures of hydraulic conductivity. Small-scale techniques only measure the permeability
of the peat matrix, and generally fail to account for preferential flow pathways caused by
heterogeneities in the peat matrix, macropores or pipes. Even in the absence of substantial
anisotropy of the peat matrix itself, the presence of a small layer of poorly decomposed peat

within a generally strongly humified peat profile can lead to a very high composite hydraulic
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conductivity and the development of a strong lateral preferential flow within that layer
(Richardson et al. 2001). Layers of wood or reed peat or permeable alluvial or colluvial deposits
in minerotrophic mires may also increase the composite hydraulic conductivity of peat when
measured at the larger scale. The existence of preferential flow through pipes has long been
recognised (Newson 1976; Gilman & Newson 1980; Ingram 1983; Eggelsmann et al. 1993),and
they can have have a substantial hydrological role. Holden & Burt (2002) for instance found that
pipeflow contributed around 10% and at times up to 30% of streamflow volume in a Pennine
blanket bog, while Jones (2004) reported contributions in excess of 40% of total stream flow in

similar environments.

1.3.1.4. The acrotelm/catotelm model

As stated by Charman (2002), changes in peat structure with depth are obvious to anyone who
has dug or cored into a peatland. The peat changes from loose, living vegetation at the surface
to brown or black peat much denser in structure at depth. This change is generally not smooth
and there is a relatively sharp transition between the upper and lower layers. In pristine mires,
hydraulic conductivity and specific yield rapidly decrease with depth, while humification and bulk
density increase. This led lvanov (1953, in Ingram 1978) to conceptualise mires as a two-layer
system. The upper layer contains the oscillating water table, has a variable water content, is
subject to air entry, is weakly humified and has a high hydraulic conductivity and high specific
yield. The lower layer is always saturated, is not periodically exposed to air, is highly humified,
and has a negligible hydraulic conductivity and a small specific yield. Ingram (1978) named the
upper layer the acrotelm and the lower layer the catotelm, and used the lowest groundwater
table depth to define the boundary between them. At its origin, the acrotelm/catotelm concept
was therefore hydrologically based and strongly linked to Ingram’s (1982) groundwater mound
hypothesis. However this definition is highly dependent on the observation period (Morris et al.
2011), and other definitions have been proposed. Clymo (1984) defined the acrotelm as the
upper, primarily oxic layer where decomposition is relatively quick; and the catotelm as the lower,
primarily anoxic layer where decomposition is slow. Van der Schaaf (2002) proposed to define
the acrotelm pedologically, as the top layer of a mire from the surface downwards to the level

where the von Post humification index first reaches four.

Even though most authors agree on the presence of a highly conductive, weakly decomposed
peat layer in pristine mires, the lower layer may in some cases not be as homogeneous and

hydrologically inactive as suggested by the acrotelm/catotelm model. Chason & Siegel (1986)
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found considerable variations in hydraulic conductivity and little dependence to depth in a raised
bog — spring fen complex in Minnesota, USA. Similarly, Holden & Burt (2003) found little
dependence of hydraulic conductivity to depth in Pennines blanket peats, except for a high
permeability of the top 10cm of the peat profile. The overall permeability of the catotelm peat
is also variable: some researchers have concluded that the catotelm was impermeable (van der
Schaaf 2002) while others have measured relatively substantial flow through the catotelm
(Chason & Siegel 1986). Indeed, the acrotelm/catotelm model may be more applicable in
Sphagnum-dominated raised bogs that in some fens with a weakly humified catotelm and where
the difference in hydraulic conductivity between the upper and lower peat layer may be smaller

(Ingram 1983).

1.3.1.5. The impact of drying on peat soil properties

A drop in the groundwater table, following drainage for instance, can result in a lowering of the
ground surface through primary compression, shrinkage, secondary compression and finally
wastage (Eggelsmann et al. 1993). Primary consolidation occurs through loss of buoyancy of the
upper aerated peat layer that results in a compression of the underlying waterlogged peat. Water
is expelled from the larger peat pores and the porosity decreases through the reduction in pore
size. Primary consolidation can result in a subsidence of 1.5m of an initial 10m peat depth over
a year if the water table is maintained at 1m below ground surface (Hobbs 1986). It is larger in
weakly decomposed peats due to the larger pore size. Inversely, shrinkage is large in highly
humified peats due to the smaller size of fibres. Secondary compression occurs through the
expulsion of water from peat micropores, and is much slower than primary compression. Finally,
wastage results from the oxidation and decay of the aerated peat (Eggelsmann et al. 1993;
Brandyk et al. 2002). A number of changes in peat physical properties occur during drying. These
are summarised in Figure 1-6. Two years after an experimental 20cm water drawdown in a
Canadian fen, Whittington & Price (2006) recorded surface subsidence of 5-20cm, a decrease in
saturated hydraulic conductivity by one to two orders of magnitude, and an increase in bulk
density by up to 60%. If the water table drawdown is prolonged, irreversible changes in these
physical properties may occur through increased peat decay and humification. Long-term drying
and oxidation of superficial peat, for instance following artificial drainage, leads to the formation
of moorsh materials: peat takes a grainy structure and becomes hydrophobic and resistant to
rewetting, further preventing recovery (Brandyk et al. 2002; lInicki & Zeitz 2003; Okruszko &
IInicki 2003; Kalisz et al. 2015).
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Figure 1-6. Impacts of water table drawdown on peat physical properties and peatland hydrology (from
Whittington & Price 2006).

1.3.2. Mire water balance

1.3.2.1. Precipitation inputs

Precipitation is the only water input to ombrotrophic bogs, and therefore they occur only in areas
with large and constant effective precipitation. Holden (2006) stated that ombrotrophic mires
only exist in areas with over 600mm precipitation per year. Blanket bogs occur where
precipitation is over 1500mm. Price (1992a; b) showed that fog deposition accounted for a third
of total precipitation inputs in a Newfoundland blanket bog and suggested that this source of
water was critical to the development of blanket bogs in this particular area. Minerotrophic mires
are additionally sustained by other water sources than precipitation (see Figure 1-7 in
Section1.3.2.2), and therefore occur under a larger range of climatic conditions (Joosten & Clarke

2002).

1.3.2.2. Surface and groundwater inflows and outflows

By definition, and as discussed in Section 1.2.3, raised bogs do not receive runoff from
surrounding land. They are generally regarded as being disconnected from the regional

groundwater by the low permeability catotelm, and vertical flow is generally negligible and
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invariably downwards (Ingram 1982; van der Schaaf 2002). However, upward flow from the
underlying aquifer has been shown to occur in some raised bogs when precipitation inputs are
reduced (Glaser et al. 1997). These minerotrophic inputs may in some cases be sufficient to
trigger a shift in surface conditions from ombrotrophic to base-rich as evidenced by vegetation
and chemistry (Glaser et al. 1996). Such processes have been reported in specific hydrogeological

settings in North America, but it is unclear whether they occur elsewhere.

Also by definition, minerotrophic mires receive at least part of their water supply from surface
runoff or groundwater flow. However the importance and dynamics of these inputs vary widely
between mires depending on their topographic and hydrogeological settings. Each
minerotrophic mire is almost a unique case and it is beyond the scope of this review to make a
detailed account of interactions between minerotrophic mires and their topographic and
hydrogeologic catchments. Such an account can be found in Wheeler et al. (2009). Wheeler et
al. (2009) and Whiteman et al. (2009) provided a detailed framework to conceptualise these
interactions based on the identification of individual wetland water supply mechanisms (see
Section A.4 in Appendix A). They estimated semi-quantitatively the contribution of precipitation,
surface water and groundwater to the maintenance of summer water levels in the peat layer for
each of the wetland vegetation stands they reviewed (over 1500 from over 200 wetland sites in
England and Wales). The mean contribution of each water source for each wetland water supply
mechanism they identified and each plant community is shown in Figure 1-7, however it should
be stressed that, in most cases, this assessment was based on expert opinion, not on a

quantitative water balance analysis.

Wheeler et al. (2009) and Whiteman et al. (2009) insisted on the importance of the uppermost
substratum often disregarded by geologists and hydrogeologists either because it is poorly
characterised or documented, or deemed unimportant. This top-layer includes materials such as
the peat layer, alluvial or lacustrine deposits, marl, tufa, till, head, drift and various induration or
seal layers. The physical and spatial characteristics of these layers are often essential in
explaining the presence of certain wetland water supply mechanisms and consequently the
stand water balance and the presence of specific vegetation units (House et al. 2015). Their
variability and poor characterisation may in some cases explain the difficulties in modelling flow

through specific wetlands.
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Figure 1-7. Average contribution of precipitation, surface water and groundwater to the maintenance of
summer water levels in English and Welsh mires as a function of (left) identified wetland water supply
mechanism and (right) plant community (from Wheeler et al. 2009).

See Table A-3 in Appendix A for wetland water supply mechanisms numbers and names. Codes on the right plot refer to NVC
categories (Rodwell 1992, 1998). Letters refer to sub-types of mechanisms not listed in this review, see Wheeler et al. (2009) for
detail.

1.3.2.3. Storage

Even though water content is between 70% and 95% of the peat volume, the storage capacity of
mires is small given the shallowness of the groundwater table (Ingram 1983; Eggelsmann et al.
1993; Labadz et al. 2010). For instance, Holden (2006) showed that in a blanket bog in Yorkshire,
UK, the water table was within 10cm of the surface for 75% of the time over two years. The
deepest water table recorded over that period was 25cm. Numerous studies in a large number
of sites have shown that shallow groundwater tables are a constant feature of undrained mires
(Evans et al. 1999; Porteret 2008; Labadz et al. 2010). In mires however, the quantification of
storage must account for the fact that ground level is not stable but fluctuates seasonally by up
to a few decimetres (Eggelsmann et al. 1993; Gilman 1994; Camporese et al. 2006). Surface level
is generally maximum during the wet season and minimum at the end of the dry season, and
this phenomenon, known initially in German as mooratmung (mire “breathing”), has been
explained by both the desaturation and shrinkage of peat and the loss of buoyancy. Gilman
(1994), for instance, measured amplitudes of more than 10cm in a Somerset fen, and
movements representing between 5% and 12% of the water table movement in a Welsh raised
bog. Variations in ground level can account for a large proportion of total changes in water
storage: Kellner & Halldin (2002) and Price & Schlotzhauer (1999) calculated that 40% and 70%

of storage changes could be attributed to this phenomenon in a Swedish bog and in a partly
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restored cutover bog in Canada, respectively. Storage may also occur above ground level, for
instance in hollows of the pronounced micro-topography such as Sphagnum hummocks and
hollows or Molinia tussocks that is common to many mires (Carrer et al. 2015). Floodplain mires
may store very large volumes of water above ground and may play an important role in flood
protection (Ouse and Nene washes in England, Marais du Cotentin in France for instance,

Purseglove 1988; Baron-Yelles & Goeldner-Gianella 2001).

1.3.2.4. Evapotranspiration

Evapotranspiration in mires was extensively reviewed by Eggelsmann et al. (1993) and Gilman
(2002). Drexler et al. (2004) provides a review of models and micrometeorological methods used
to estimate evapotranspiration in wetlands. Holden (2006) noted that evapotranspiration is
often the largest component of water loss in mires. Indeed, at equal rates of precipitation and
reference evapotranspiration and for similar vegetation physiognomy, actual evapotranspiration
is substantially higher in mires than in mineral soils because water supply is rarely limiting due
to the large porosity and shallow groundwater table (Eggelsmann et al. 1993). Porteret (2008)
noted that all twenty studies of evapotranspiration in mires that he reviewed reported higher

evapotranspiration rates in mires than on mineral soil.

The ratio between actual (ET) and reference (ET..f) evapotranspiration is often used to compare
evapotranspiration between vegetation types while accounting for differences in climate. In the
absence of water supply limitation, this ratio gives the crop coefficient (Allen et al. 1998). A
number of researchers (Schouwenaars 1993; Kim & Verma 1996; Wastiaux 2000) measured
ET/ET. ratios close to unity in acidic fens and bogs, in particular those dominated by Molinia
caerulea. In a laboratory experiment, Clymo (1973) measured evaporation rates in Sphagnum
cuspidatum, S. papillosum and S. rubellum 1.2-1.4 times higher than that from open water,
depending on the species and the depth of the water table that varied between 1cm and 10cm

below the capitula.

Others have shown that the ET/ET, ratio from Sphagnum-dominated bogs can be substantially
lower (around 0.5-0.75, Wastiaux 2000; Kellner 2001a; Lafleur et al. 2005), particularly when the
capitulum dries out. Contrary to vascular plants, Sphagnum mosses are not able to actively draw
water from the soil and the supply to the capitulum is through capillary forces only. Furthermore,
under dry conditions the larger hyaline cells empty of water and give a whitish colour to the
capitulum, lowering the albedo and the evaporative demand. In a degraded bog in the

Netherlands, Schouwenaars (1990, 1993, cited by Spieksma et al. 1996) showed the actual
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evapotranspiration of Sphagnum spp. to equal Penman open water reference evaporation when
the water table is shallower than 10-15cm below the surface, but to drop substantially below
this critical level. Actual evapotranspiration by Molinia caerulea was maintained at about the
reference evaporation rate for much longer periods under dry conditions. Evapotranspiration
from forested mires is generally higher than that from graminoids or Sphagnum mosses

(Eggelsmann et al. 1993) due to a higher aerodynamic roughness.

1.3.2.5. Runoff and streamflow

Pristine mires, particularly Sphagnum-dominated ones, are characterised by the presence of an
acrotelm, a highly permeable layer of weakly humified peat overlying the more strongly humified
and less permeable catotelm (Section 1.3.1.4). Ingram (1983) cites differences in hydraulic
conductivity between upper and lower peat layers in the order of one order of magnitude in
some fens but up to eight in raised bogs with a highly humified peat at depth. This strong increase
in hydraulic conductivity towards the surface leads to a strong dependence of the transmissivity
of the peat profile, and therefore runoff, on the groundwater level. Table 1-3 shows the

percentage of runoff collected at different depths in a blanket bog hillslope (Holden 2006).

Table 1-3. Percent of runoff collected in automated throughflow troughs from peat layers in an
undisturbed blanket bog hillslope, UK (Holden 2006).

Peat layer (depth, cm) Percent runoff from hillslope
0-1 74
1-8 21
8-20 5
>20 <0.01

Almost 100% of runoff occurs when the groundwater table is higher than 20cm below ground
level. Below that depth, lateral flow is negligible. Evans et al. (1999) came to similar conclusions
in a blanket bog of northern England. Similarly, Holden (2006) used high-frequency groundwater
table depth data to show that, in a blanket bog in Yorkshire, runoff stopped when the
groundwater table dropped to more than 8cm below ground. Below this threshold, hydraulic
conductivity was too small for a substantial flow to exist, and the groundwater table depth was
controlled by evapotranspiration alone. Consequently, catchments that include a large
proportion of ombrotrophic mires tend to have very flashy hydrological regimes, with a rapid
response to rainfall events and minimal baseflow (Price 1992a; Burt 1995; Evans et al. 1999;
Holden 2006; Soulsby et al. 2006). In the Upper Tees blanket bog catchment in northern England

for instance, discharge lower than 0.5m3.s? occurred for 75% of the time but made up only 21%
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of total discharge. This indicates minimal groundwater flow from the peat, even though high

groundwater tables were maintained even during dry periods (Evans et al. 1999; Holden 2006).

The widely cited idea that peatlands act as sponges that soak up rainfall and then release it slowly
into watercourses has therefore been widely criticised (Burt 1995; Holden 2006; Labadz et al.
2010), particularly in the case of ombrotrophic mires. Some types of minerotrophic mires do
indeed regulate downstream flow, but in general the reason for this lies in their topographic
position and not in the presence of peat. This is the case for instance of floodplain mires that
may store large volumes of water above ground level during floods. However, because of the low
permeability of peat, headwater peatlands located downstream of otherwise unconfined
mineral aquifers constitute aquitards that may in some cases regulate groundwater discharge to
streams (Rossi et al. 2012, 2014). Unfortunately only a limited number of studies have

investigated this issue.

1.4. Peatland hydrological modelling

1.4.1. Hydrological modelling

Hydrological models are simplified representations of all or part of the water cycle. They are
developed and used for two primary objectives. The first one is to provide a simplified
explanation of a complex system and to understand this system under investigation in a
quantitative and systematic manner (Davie 2008). The second objective is to predict the
behaviour of the modelled system under a range of conditions that cannot be directly observed,
and to use the prediction for decision—making in facility design, resource management or

research (Singh 2010).

A number of model types are available to the hydrologists (Figure 1-8), and the choice of the
method to be used will depend on the purpose of the study. Physical models reproduce the
modelled system at a smaller scale (see for instance Ma et al. 2002) or using electrical or
hydraulic analogies (Nourani et al. 2007, 2014). Conversely, mathematical models use abstract,
mathematical function to convert a numerical input to one or several numerical outputs (Klemes
1986). Nowadays mathematical models are more widely used due to the availability and
performance of computers. In the case of deterministic models, a given input can only give one
output. Conversely, stochastic models are partly driven by a random process that, for a given

input, results in a range of possible outputs (Shaw et al. 2010).
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Figure 1-8. Classification of hydrological models (modified from Thompson, unpublished; Singh 1988, and
Jajarmizad et al. 2012).

Empirical (or black-box) models simulate a direct relationship between the input and output
using transfer functions established through statistical or machine-learning methods.
Parameters have little or no physical significance, and are only valid for the environmental
conditions in which they were derived (Davie 2008). Examples of empirical model include those
introduced by the Flood Studies Report (Collective 1975; Sutcliffe 1978) and refined in the Flood
Estimation Handbook (Bayliss 1999; Faulkner 1999; Houghton-Carr 1999; Robson & Reed 1999a;
b; Kjeldsen 2007). In conceptual models, hydrological processes are represented as a series of
stores governed by highly simplified equations. Such models are deemed to be conceptually
similar to the relevant physical processes (Davie 2008), however, as in empirical models, the
model parameters have little or no physical meaning. They cannot be measured in the field and
have to be determined through calibration. Examples of conceptual hydrological models include
the Stanford Watershed Model, one of the first computer-run hydrological models (Crawford &
Linsley 1966); the UK Institute of Hydrology’s HYRROM (Eeles et al. 1989) and the widely used
TOPMODEL (Beven & Kirkby 1979). It should be noted that the term “conceptual model” may
lead to confusion as it is not restricted to the above definition. In hydrogeology for instance, a
conceptual model is defined as a pictorial or schematic representation of a groundwater flow
system that summarizes available geological and hydrogeological information (Anderson &
Woessner 1992b; Francés et al. 2014). Hence the term “parametric model” is sometimes

preferred. Finally, in physically-based models, the relevant hydrological processes are modelled
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by a set of physical equations describing real world mass flow and momentum transfer, such as
the Darcy equation for saturated flow in porous media, the Richards equation for unsaturated
flow or the Saint-Venant equations for channel flow. Each of the physical equations is solved for
individual points within a catchment using a grid or mesh pattern (Refsgaard 1997; Graham &
Butts 2005). Examples of physically-based models include the 3D groundwater models
MODFLOW (McDonald & Harbaugh 2003) and MARTHE (Thiéry 1990).

Hydrological models also differ in the spatial discretisation they use. Lumped model represent
the model domain as a single spatial unit, and model parameters are representative of average
conditions across the catchment (Davie 2008). Among the examples cited above, the FER/FSH
method, the Stanford Watershed Model and HYRROM are lumped models. Semi-distributed
models (for instance SWAT) discretise the model domain in a series of sub-catchments or
hydrological units of similar hydrological characteristics. Finally, in distributed models
(MODFLOW, MARTHE, TOPMODEL for instance), the model domain is discretised into a grid or
triangular mesh of relatively small elements. Differential equations are solved using finite
difference or finite element methods respectively. In general, spatial discretisation increases
from empirical models to conceptual models and to physically-based models: empirical models
are generally lumped, conceptual models are generally lumped or semi-distributed and
physically-based models are generally semi- or fully-distributed (Rochester 2010). This is a
consequence of both the evolution in computing power and of the fact that the physical
equations used in physically-based models represent small-scale hydrological processes and
require a fine discretisation to be applicable (Graham & Butts 2005). However there are
exceptions: TOPMODEL for instance is a fully-distributed conceptual model (Beven & Kirkby
1979).

Several integrated hydrological modelling software suites offer the possibility to use different
types of sub-models and cannot be easily classified. This is the case of MIKE SHE for instance,
and of the Systeme Hydrologique Européen SHE (Abbott et al. 1986a; b) from which MIKE SHE is
developed (Refsgaard et al. 2010). MIKE SHE is further detailed in Section 5.3 as this software
was used in the current study. SHE was initially fully distributed and physically-based, however
lumped or semi-distributed conceptual sub-models were added at a later stage to the modelling
environment, in particular to extend its capabilities to larger catchments (Graham & Butts 2005;
Refsgaard et al. 2010). The semi-distributed Soil and Water Assessment Tool SWAT (Gassman et
al. 2007), one of the most widely used hydrological models (Refsgaard et al. 2010), also combines

physically-based and conceptual approaches.
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Each type of hydrological model has advantages and limitations. Lumped or semi-distributed
conceptual models, for instance, require limited input data and few parameters to be calibrated,
and are computationally efficient. However, they often focus on prediction of river discharge at
one or a limited number of locations and, since parameters are obtained through calibration and
have limited or no physical meaning, they cannot usually be used in ungauged catchments and
have little explanatory power. Conversely, distributed physically-based models are able to predict
hydrological processes in all spatial discretisation units within the modelled area, and are very
useful as research tools to test theories and improve hydrological knowledge. All parameters
have a physical meaning and can in principle at least be measured, and, in theory, such models
should not require calibration and can be used to make prediction under changing conditions or

in ungauged catchments (Davie 2008).

In practice however this is not the case. Indeed, there are important limitations to distributed
physically-based models (Beven 1989; Grayson et al. 1992; Graham & Butts 2005). They require
a deeper understanding of the modelled hydrological system and, due to the large number of
parameters and the fine-scale spatial discretisation, their parameterisation requires a very large
amount of data. In practice, it is not possible to measure all required parameter values for every
single spatial discretisation unit, and some parameters are generally specified for groups of
discretisation units. There are also questions about the validity of physics-based governing
equations describing small-scale hydrological processes when the grid size is relatively large. This
has led Beven (1989) to query whether distributed physically-based models were just lumped or
semi-distributed conceptual models with more complex equations. The near-impossibility of
obtaining field measurements for all parameters also implies that a large number of parameters
must be calibrated, and therefore such models are prone to over-fitting and equifinality issues
(Rochester 2010). Finally, physically-based distributed models are very computationally-
demanding, which currently limits their application to relatively local applications and short
simulation periods. Graham & Butts (2005) stated that these limitations are one of the reasons
for the development of modelling suites integrating physically-based and conceptual models
such as MIKE SHE, and suggested to use the former for only the processes that are deemed to
be important, and simpler, faster, less data-demanding conceptual methods for less important

processes.

Anderson & Woessner (1992a) and Refsgaard (1997) proposed a rigorous modelling protocol
that should be followed to ensure the validity of the model simulations, particularly in the case

of physically-based models (Figure 1-9). The first steps of any hydrological modelling process are
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the definition of the model objectives, the conception of a conceptual model of the site
hydrology (in the sense of a qualitative, pictorial or schematic representation of the initial
understanding of the site hydrological functioning based purely on field data and possibly
knowledge of similar sites), and the selection of an appropriate code to fulfil these objectives
given the conceptual understanding of the site. Nowadays a large number of hydrological codes
and modelling environments are available, and the development of new code is often not
required. The next step is the model design and construction, including, if it is physically-based,
its parameterisation based on measured or inferred data. It should then be decided how the
model performance will be assessed. This can be based on one or several statistics summarising
how well the model reproduce observed data (Krause et al. 2005; Moriasi et al. 2007) but also
on expert opinion on the model performance relative to other models in similar conditions

(Rochester 2010).

If necessary, the model is calibrated by modifying the value of some parameters to maximise the
fit between observed and simulated values. The choice of the parameters to be calibrated may
be imposed by the model type, based on data availability or on a sensitivity analysis highlighting
the parameters to which the model is most sensitive (Christiaens & Feyen 2002). The results of
such an analysis depend on the model parameterisation (Anonymous 2009a), and may therefore
need to be repeated several times. Calibration is done by trial and error or by using automated
parameter estimation approaches (Madsen 2000, 2003). Model validation is the assessment of
the model performance against an independent set of observed data (Anderson & Woessner
1992a). In the case of semi- or fully-distributed models, these data should in theory be totally
independent, and therefore recorded at a different location and under different climatic
conditions. However this is rarely the case for practical reasons and in most cases available
observed time-series are divided in two datasets, with one used for calibration and the other for

validation.

After the model has been calibrated and validated, uncertainty analyses should be carried out
to provide an uncertainty band around the deterministic output, using the so-called joint
stochastic-deterministic modelling approach (Christiaens & Feyen 2002). This involves
estimating the error associated to the model inputs and running the model with a sample drawn
from the expected input distributions. However this is very rarely done in practice since this
approach is computationally demanding and the error distribution of inputs is rarely known.

Finally, simulations are used to fulfil the initial objectives.
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Figure 1-9. Workflow in hydrological modelling (modified from Refsgaard 1997).

1.4.2. Use of hydrological modelling in peatland research and conservation

Hydrological modelling of peatlands has been the focus of a very large number of studies (Bragg
et al. 1991; Schot & Molenaar 1992; Armstrong 1995; Bradley 1996, 2002; Poiani et al. 1996;
Brassard et al. 2000; Batelaan & Kuntohadi 2002; Beckwith et al. 2003; Dekker et al. 2005; Lapen
et al. 2005; Caldwell et al. 2007; Schouwenaars & Gosen 2007; Boswell & Olyphant 2007;

Chormanski et al. 2009; Chormanski et al. 2009; Grygoruk et al. 2011, 2014; Ballard et al. 2011;
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Binet et al. 2013; Dimitrov et al. 2014; Haahti et al. 2014), and it is beyond the scope of the
current work to review them all. Instead this review focusses on a small number of studies that
have employed physically-based, distributed models and which are considered relevant to the
current study, in terms of the methodology used or hydrogeological context. To provide a
benchmark against which to assess the results obtained in the current study, examples of model

performance are given when available in the publications cited.

1.4.2.1. Peatlands modelled as independent systems

Bromley & Robinson (1995) used MODFLOW to model groundwater flow in raised bogs. The
spatially-distributed model reproduced very closely the analytical solution derived from Ingram’s
(1982) groundwater mound model for a virtual regularly shaped raised bog. Mismatches
between both models were caused by the relatively coarse discretisation of the MODFLOW
model. However, unlike Ingram’s (1982) model and after calibration, MODFLOW was able to
reproduce observed groundwater table depths at Thorne Moors (Yorkshire), an irregularly-
shaped bog where conflicts arose between the conservation of bog species and habitats within
a NNR and peat extraction on the bog margins outside the NNR. The model was used to predict
the potential impact of expanding peat extraction activities on groundwater table depth within
the NNR. This was achieved by imposing constant groundwater head boundaries in grid cells

corresponding to extraction pits in a range of extraction scenarios.

Lewis et al. (2013) used the physically-based distributed hydrological model GEOtop (Rigon et al.
2006) to model runoff and groundwater table depth in a 76ha blanket bog in south-west Ireland.
The model had an 8m resolution, and simulated the complete hydrological balance over a year
with an hourly time-step. It was assumed that flow only occurred within the peat layer. The
model was calibrated and validated using observed discharge by changing the saturated
hydraulic conductivity. Discharge was reproduced satisfactorily with a Nash-Sutcliffe Efficiency
(NSE) of 0.89. Groundwater table depth was slightly overestimated particularly during wet
periods (Figure 1-10). The effect of peatland afforestation, including drainage, was investigated
by forcing the model with a new drainage network and new leaf area index (LAl), root depth and
canopy height. The model suggested a reduction in total annual streamflow by 20% and a

groundwater drawdown of 20cm under a semi-mature 15-year-old Sitka spruce plantation.
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Figure 1-10. Performance of the model developed by Lewis et al. (2013) with regard to groundwater
table depth (left: calibration, right: validation).
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Figure 1-11. Impact of afforestation (including drainage) on simulated groundwater table depth in the
blanket bog modelled by Lewis et al. (2013).

Legend: observed WT: observed groundwater table; drained peatland: drainage only; scenario A: drainage & 10year-old Sitka
spruce plantation; scenario B: drainage & 15 year-old Sitka spruce plantation.

1.4.2.2. Peatlands modelled as part of a regional groundwater flow system

Reeve et al. (2001) used MODFLOW to model 3D steady-state groundwater flow to and from
peatlands in northern Minnesota, USA, to validate the hypothesis that the distribution of raised
bogs could be explained by regional groundwater discharge through permeable sand deposits.
The model, calibrated using observed surface water and groundwater table elevations,
suggested that regional groundwater did not discharge where bogs occurred, but rather that
groundwater flow within peatlands consisted of local flow systems. This conclusion was however
invalidated by a large body of field data, which led Glaser et al. (2006) to conclude that, in this
case, models are best used as a means not an end, to formulate multiple working hypotheses

that can be tested in the field or for interpreting large complex datasets.
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Fournier (2008) and Levison et al. (2014) also used MODFLOW to simulate a fractured sandstone
aquifer and its links with a 51ha peatland in southern Québec, Canada, assuming that the
unconfined fractured bedrock aquifer behaves as an equivalent porous medium. Vertical
discretisation included 16 layers of increasing thickness. The upper eight layers were thin enough
to allow for an accurate representation of the peat stratigraphy. The model covered a 173km?
area, and had a resolution of 135m on mineral ground and 67.5 on peat soils. A specified head
boundary was used to allow groundwater flow to the regional aquifer. Rivers were represented
using MODFLOW'’s River package and set as constant heads. Groundwater recharge was assumed
to represent a constant fraction of net precipitation over each season, and this fraction was
calibrated, together with semi-distributed specific yield and hydraulic conductivity values, based
on observed groundwater levels and baseflow discharge. Figure 1-12 shows some aspects of the

model performance with regard to groundwater head.
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Figure 1-12. Performance of the model developed by Fournier (2008) and Levison et al. (2014) with
regard to groundwater table depth.

Observed vs. simulated groundwater heads in selected wells located a) the peatland, b) at the top of the hill, c) mid-slope, d) at the
foot of the hill, e) all available wells. Performance statistics are the Nash-Sutcliffe efficiency (E on these figures), mean error (ME),
mean absolute error (MAE), root mean square error (RMSE), normalised root mean square error (NRMSE) and coefficient of
determination (R2).

This was judged satisfactory enough to use the model to calculate the peatland water balance
and evaluate the potential impact of climate change. The model confirmed that the peatland
was fed by the fractured bedrock aquifer all year round. The impact of climate change was
evaluated by assuming that the percent anomaly in future groundwater recharge relative to the
present calibrated values is the same as that in net precipitation. The model predicted that the

highest impact scenario would lead to a complete cessation of groundwater inputs to the

peatland in summer, autumn and winter.
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Van Loon et al. (2009) tested two conflicting hypotheses regarding the distribution of
minerotrophic and ombrotrophic vegetation within the Biebrza floodplain, Poland. According to
the exfiltration model, groundwater seepage occurs on a regional scale as a result of permanent
or periodic (evaporation-driven) upward groundwater flow. Due to the low hydraulic
conductivity of superficial peat, there is no redistribution of exfiltrated mineral-rich water at the
mire surface and minerotrophic species occur where groundwater discharge exists. The
alternative model is the throughflow model, whereby groundwater seepage occurs as edge-
focussed discharge along the mire margins, but exfiltrated water is redistributed laterally
through a permeable superficial peat layer (Figure 1-13). Both hypothesis were tested by
developing two steady-state MODFLOW models that differed only in the conductivity of the first
and uppermost computational layer corresponding the root zone. Both models were identical in
all other aspects, with a second layer corresponding to the semi-confining poorly permeable
deep peat layer, and four other layers corresponding to the underlying glacial till and sand
deposits. The model resolution was 50m in both cases, and they both covered an area of about

1600km?.

Exfiltration model Throughflow model

Minerotrophic plant species

T Ombrotrophic plant species
1 Alkaline, deep groundwater
A

lon-poor, locally infiltrated precipitation

Evapotranspiration or surface run off

% Loosely structured rootzone

Sand and gravel Peat

Figure 1-13. Exfiltration and throughflow models tested by van Loon et al. (2009).

The hydraulic conductivity of each layer was calibrated against mean groundwater table depths
observed in 52 domestic wells, but the authors did not provide information on the model
performance. The fraction of exfiltrated groundwater in the root zone was estimated for each
grid cell, and compared to the observed distribution of minerotrophic and ombrotrophic
vegetation. The agreement was poor in the case of the exfiltration model and deemed
satisfactory in the case of the throughflow model (Figure 1-14), suggesting the upper layer of
high permeability, low humification peat is determinant in redistributing groundwater seepage

across the mire.
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Figure 1-14. Correspondance between trophic status estimated from indicator plant species (a) and
fraction of exfiltrated groundwater (FEG) in the root zone according to the throughflow model (b) and
exfiltration model (c) of van Loon et al. (2009).

Contrary to many studies investigating the impact on peatlands of changes in the regional aquifer,
Rossi et al. (2012, 2014) investigated the impact of the drainage of peatlands in northern Finland
on an esker aquifer supporting them (Figure 1-15). The steady-state MODFLOW model only
included one computational layer representing the esker. Peatlands on the sides of the esker
were represented using the MODFLOW drain package by adjusting the drain conductance value
based on the physical characteristics of the peat layer. Mean annual aquifer recharge was
calculated externally. The esker hydraulic conductivity and the drain conductance within the
peatlands were calibrated automatically using the PEST software (Dougherty 2005). Both
parameters could vary spatially to match long-term mean groundwater table levels and stream
discharge recorded in 25 and 18 observation points distributed across the modelled area.
Unfortunately the authors did not provide information on the model performance. Restoration
of the peatlands was simulated by varying the drain conductance and bottom level. The model
suggested that restoration would raise groundwater levels in the middle of the esker by up to
three metres depending on the restoration scenario. Interestingly, this suggests that peatlands,
due to their relatively low permeability, may in some conditions regulate discharge from local

aquifers and increase groundwater resources.

75



180 =
)'j\_ Borehole By Kettle B
170 number 4 02, r_f_ l." ) l,u"-‘-,-'r"ﬁl likis
1600 f v o Jq.L|fb fo
150 o e 1o la
= 140 Ditched = F © b |II Iﬁ,"l.l "‘-'n"x " Dll:':_:l
= | L A ML LS 1 | = | " -
o peat= [ c e T e M g A A A .
= 1304 londs S g ol S e Jands
— / ] v i T
= . Sand e
z o o ~Sand e
= .
T-I'I-" RyE R8s il ==
21 T T T T T
0 1000 2000 3000 4000 5000 6000

[istance (m)

Figure 1-15. The esker-peatland system investigated by Rossi et al. (2012, 2014).

Marandi et al. (2013) used MODFLOW to evaluate the impact of underground mining, including
mine dewatering, on the water balance of Selisoo bog, a large raised bog in Estonia designated
under the EU 92/43/EEC Habitats Directive. The steady-state model covered 430km? with a
resolution varying between 30x50m in the centre of the modelled area and 100x120m along its
boundaries. It included 11 computational layers, the upper three corresponding to the peat
deposits and the rest to the bedrock aquifer and aquitard layers. Constant heads, based on
observed piezometric heads in 15 piezometers surrounding the modelled area, were used as
boundary conditions. A constant groundwater recharge was specified based on earlier studies.
Mine dewatering was modelled by specifying a constant head within the mined area
corresponding to the mine floor, 60m below ground. The model was calibrated against average
piezometric heads measured in the bedrock surrounding the bog (Figure 1-16). The model was
validated against the observed mean monthly volume of water abstracted from the mine. The
model under-estimated this volume by 7% only, which was deemed satisfactory. The model
showed that the extension of the mine would result in a 2.5m drop in groundwater table depth

within the mire.

Armandine Les Landes et al. (2014) investigated the impact of both climate change and
groundwater abstraction resulting from peat extraction on groundwater flow and groundwater
table depth in a regional sandstone and shelly sand aquifer, covering 135km? in Cotentin, France,
and in a large peatland located at its northern edge. Peat was represented by the uppermost
computational layer of a steady-state MODFLOW model. Recharge to the groundwater was

modelled separately using a lumped model, and used as an input to MODFLOW.
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Figure 1-16. Measured (crosses) vs. simulated (crosses and contour lines) groundwater heads in the
upper bedrock aquifer below the Selisoo bog according to Marandi et al. (2013).

The impact of peat extraction was modelled using a prescribed head boundary condition
corresponding to the artificially lowered groundwater table within the peat cuttings. The
MODFLOW model was calibrated automatically based on the spatial distribution of wetlands and
on groundwater table depth records from 24 dipwells distributed across the modelled area. This
was achieved by adjusting the hydraulic conductivities of the different layers within ranges
provided by field measures. The model error was substantial in some locations but it
nevertheless reproduced the distribution of wetlands relatively satisfactorily (Figure 1-17). It was
used to predict the impact of climate change and groundwater abstraction on the extent of
wetlands, assuming that wetlands occurred where the simulated groundwater table depth was
less than 0.5m below ground. It was suggested that the impact of climate change may under

some scenarios be mitigated by ceasing water pumping within the peat cuttings.

A number of additional studies have used MIKE SHE to model the hydrology of a range of
different types of wetland. Since this is the modelling system employed in the current study,

these are detailled in Section 5.3.2.
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Figure 1-17. Performance of the model developed by Armandine Les Landes et al. (2014) with regard to
groundwater table levels (left) and wetland spatial distribution (right).

The left map shows the observed wetland boundaries (black line) and the simulated groundwater table depth (colour gradient).
The white polygon at the top of the figure shows the location of the peat cuttings.

1.4.2.3. Persisting issues in peatland hydrological modelling

Although the hydrological modelling studies presented in Sections 1.4.2.1 and 1.4.2.2 show how
useful models can be to better understand the hydrological functioning of peatlands and to test
management options, there are a number of persisting issues (Whitfield et al. 2009). Widely
used general hydrological modelling suites such as MODFLOW or MIKE SHE, as well as other less
known generalist models such as SIMGRO, were not designed with peatland hydrological
modelling in mind, and a number of peatland-specific processes cannot be modelled using these
codes (Whitfield et al. 2009). This is the case of peat shrinkage and compression that occur on
short time scales following a drop in the groundwater table depth (Sections 1.3.1.5 and 1.3.2.3),
and directly impact the mire topography and the peat hydraulic conductivity and specific yield
(Price & Schlotzhauer 1999). In short-term studies like those described in Sections 1.4.2.1 and
1.4.2.2, these interactions are generally not accounted for. Given the relatively small changes in
ground level (a few centimetres to one or two decimetres at most, Gilman 1994; Price &
Schlotzhauer 1999) caused by peat shrinkage and compression, the pronounced micro-
topography not accounted for in most modelling studies and the difficulties in measuring highly
variable peat properties, this simplification is probably not an important source of error. In the
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longer term however, interactions between groundwater flow, peat decay and accumulation
rates and peat physical properties are much more significant, and their inclusion in models of
peatland hydrology and development over scales of tens to tens of thousands of years is
fundamental. Querner et al. (2012) used an indirect strategy to model both groundwater table
depth and peat subsidence in Dutch peat meadows with the physically-based distributed
hydrological model MOGROW: subsidence was evaluated a posteriori using an empirical
regression model relating annual peat subsidence to the lowest groundwater table depth in

summer. There was no direct coupling of the hydrological and peat subsidence models.

A number of models have also been developed that couple hydrology and peat deposition
processes (Clymo 1984; Hilbert et al. 2000; Gilmer et al. 2000; Borren & Bleuten 2006; Ise et al.
2008; Frolking et al. 2010; Baird et al. 2012), but these are not widely available. Furthermore,
most of these models are zero- or one-dimensional (Baird et al. 2012): this is the case for instance
of Clymo’s (1984) bog growth model or of Frolking’s et al. (2010) Holocene peat model. Baird et
al. (2012) and Morris et al. (2012) recently developed Digibog, an integrated model of raised bog
development. Based on the assumption that raised bogs are disconnected from the regional
groundwater, saturated flow within the bog is modelled using the Dupuit-Forchheimer
approximation, and assumed to be horizontal only. Therefore it cannot be used in minerotrophic
peatlands. Borren & Bleuten (2006) developed a tri-dimensional peatland development model
by integrating MODFLOW within a distributed peat accumulation model. The groundwater table
depth modelled by MODFLOW determined peat accumulation, and in turn the thickness of the
MODFLOW layers was updated at each time step to reflect peat accumulation. When run from
the start of the Holocene to the present day, the model reproduced relatively well the present
distribution and thickness of peat in a Siberian watershed, however the data that could be used
to validate the model were relatively limited. This model is nevertheless promising since it can

be integrated in a larger MODFLOW model of regional flow.

The rapid but gradual transition between the acrotelm, a poorly humified, highly conductive peat
layer with a large specific yield at the mire surface, to the more humified, less conductive peat
with a smaller specific yield at depth constituting the catotelm is characteristic of mires. Together
with the pronounced microtopography, this results in a self-regulation of groundwater table
depths within the peatland, resulting in the progressive increase in throughflow and overland
runoff when the water table rises (Verry et al. 1988; van der Schaaf 2002; Jutras et al. 2009). In
their Peatland Hydrologic Impact Model, Guertin et al. (1987) modelled this behaviour by using

two logarithmic functions describing both lateral flow and cumulative water storage as a function
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of water table depth, that must be calibrated using observed data. However these processes are
difficult to model using classical distributed physically-based hydrological models that impose
sharp boundaries between computational layers within the saturated zone, and between the
saturated zone and overland flow. Furthermore the depth of the acrotelm is relatively small
compared to the other model layers, which in some cases may cause numerical instabilities. The

acrotelm is therefore rarely accounted for except in small-scale applications.

80



Résumé du chapitre 1 (introduction générale)

Une revue de la littérature internationale portant sur les tourbieres, leur hydrologie et les
méthodes de modélisation hydrologique qui leur ont été appliquées est proposée en
introduction de cette thése. Une tourbiere se définit par la présence de tourbe, un sédiment
déposé en place composé d’au moins 30% de matiere organique. La tourbe dérive de
I'accumulation des restes d’organismes vivants, essentiellement végétaux, en conditions
anoxiques liées a une saturation quasi-permanente des sols dans certaines zones humides. Les
tourbiéres couvrent environ 3% des terres émergées, principalement dans les zones boréale et
subarctique. Elles ont classiquement été divisées entre tourbiéres hautes (uniqguement
alimentées par les précipitations directes) et tourbieres basses (alimentées au moins en partie
par des apports issus d'un bassin versant minéral), toutefois cette distinction
hydrogéomorphique ne recoupe pas entierement les divisions floristiques observées, les
tourbiéres basses acides étant plus proches floristiquement des tourbieres hautes que des
tourbiéres basses neutres a alcalines. La richesse en bases et le pH correspondent en effet au
principal gradient floristique observé dans les tourbiéres. Les deux autres gradients principaux
correspondent a la fertilité et a I'"humidité des sols, elle-méme liée a la profondeur de la nappe
et conditionnant un grand nombre de processus physico-chimiques tels que les concentrations

en composés phytotoxiques ou en nutriments.

Les services environnementaux rendus par les tourbieres sont nombreux, l'un des plus

importants étant le stockage du carbone : bien qu’occupant une surface restreinte, elles

contiennent environ un tiers du carbone stocké dans la biomasse terrestre et les sols a I'’échelle
mondiale, ce qui en fait I'écosysteme terrestre le plus efficace pour la capture et le stockage du
carbone. Les tourbiéres constituent également un piege efficace pour les métaux lourds et
métalloides d’origine naturelle ou anthropique, et contribuent a I'amélioration de la qualité de
I'eau en aval. Toutefois, la perturbation de leur balance hydrique, conduisant a une baisse du
niveau de la nappe dans la tourbe ou a une augmentation de sa variabilité, peut entrainer le
relargage de ces polluants et du carbone qu’elles ont stockés au cours des siécles passés. Enfin,
a I'’échelle de la France et de I'Europe, les tourbieres constituent des écosystémes originaux qui
contribuent de fagon importante par rapport a leur surface a la biodiversité. En conséquence, un

grand nombre d’habitats et d’especes caractéristiques des milieux tourbeux bénéficient d’'une

protection réglementaire a I'échelle locale, nationale, européenne ou internationale.
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Al'échelle mondiale, environ un quart des tourbiéres ont été détruites par les activités humaines,
essentiellement par mise en culture, transformation en forét commerciale ou extraction de
tourbe, souvent associées a un drainage plus ou moins prononcé. Les changements climatiques
en cours et a venir, en modifiant la balance hydrique des tourbiéres, constituent une nouvelle

menace dont I'importance reste toutefois difficile a quantifier.

Le fonctionnement hydrologique des tourbiéres conditionne un grand nombre de processus
géomorphologiques, biogéochimiques et écologiques y prenant place, et sa compréhension est
donc primordiale pour la mise en place d’'une gestion conservatoire appropriée. L'hydrologie des
histosols differe nettement de celle des sols minéraux : la tourbe est un matériau organique,
hétérogéne, compressible, dont les propriétés physico-chimiques peuvent évoluer relativement
rapidement, de maniere réversible ou non, en fonction du degré de saturation en eau. La plupart
des tourbieres peu impactées par les activités humaines présentent une couche superficielle de
tourbe peu décomposée, trés perméable, donnant progressivement place a une tourbe plus
décomposée et moins perméable en profondeur. Ces deux couches fonctionnelles, appelées
acrotelme et catotelme, conditionnent I’hydrologie des tourbieres et contribuent au maintien

d’une nappe relativement stable dans la tourbe.

Ces caractéristiques propres sont difficiles a représenter au moyen des principaux modeles
hydrologiques généralistes actuellement disponibles, qui représentent en général le sous-sol en
couches superposées aux limites tranchées et aux propriétés hydro-physiques stables dans le
temps. Inversement, les quelques outils existants qui permettent de modéliser les propriétés
hydrologiques propres des tourbiéres ne peuvent que rarement étre couplés a des modeéles plus
généralistes permettant de modéliser leur bassin versant. En conséquence, lorsque la tourbiére
doit étre modélisée comme partie intégrante d’un systéeme hydrologique plus large, certaines
simplifications sont nécessaires. Malgré ces simplifications, plusieurs études ayant utilisé des
modeles physiques distribués tels que MODFLOW ou MIKE SHE ont pu reproduire de maniere

satisfaisante les flux observés dans un certain nombre de systémes tourbeux.
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Chapter 2. Mires of the Massif Central and the Dauges

catchment

2.1. Introduction

This chapter first introduces the peatlands of the French Massif Central and summarises the
limited published literature on the hydrology of these particular wetlands. This enables the
identification of some major research gaps that are addressed in the thesis. The aims and
research objectives of the thesis are detailed, and the Dauges mire and its catchment, which
have been selected to implement these objectives, are presented. Finally, the last section

presents the research design and outlines the thesis structure.
2.2. Peatlands of the French Massif Central

2.2.1. Physical context

The Massif Central is a range of uplands and small mountains located, as its name suggests, in
central France. The Massif Central is a relatively recent geographical denomination: it was first
used by the geographer and author of school wall maps Paul Vidal de La Blache in 1903, to name
the ensemble of uplands located in central France and traditionally separated in several
provinces including Auvergne, Limousin, Ardeche and Cévennes (Faure 2005). Its precise
delimitation depends on the criteria used. The primary delineation is based on altitude, and
includes all land above 500m asl in central France, with a total area of about 45,000km?2. The
boundaries are sometimes extended to neighbouring lowland areas based on geological,
administrative or legal criteria, to cover up to 85,000km2. The Massif Central culminates at
1885m asl at Puy de Sancy. The Massif Central includes a variety of geological and
geomorphological entities, but is primarily an igneous and metamorphic basement massif
formed during the Hercynian orogenesis between 450 and 280 million years ago, dominated by
granites and gneisses (Figure 2-2). Its geological and geo-morphological history was reviewed
and summarised by Etlicher (2005). The Hercynian relief was reworked during a series of
successive peneplanation and tectonic uplift events until the end of the Eocene. A number of
rifting and compression phases linked to the opening of the Atlantic ocean and the Pyrenean
orogenesis created a series of rift valleys, horsts and grabens that still define the present main

regional units and landforms such as the Rhone, Loire and Allier valleys. A strong compression
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phase concomitant to the Alps uplifting took place from the Miocene to the Quaternary and
resulted in the present relief. Volcanic activity was present from the Eocene to the Quaternary,
with the most recent events occurring in 5600 BP in the Chaine des Puys. This volcanic activity
resulted in a large number of volcanic landforms: large stratified cones in Auvergne, Mont Dore
and Cantal, major lava fields in Cezallier, Deves, Aubrac and Coiron, and systems of domes, cones,
maars and lava flows in Velay, Ardéche and Auvergne (Etlicher 2005). The physical context of the
Limousin uplands, located on the north-west boundary of the Massif Central and where the

current study was carried out, is further detailed in Section 2.6.

The Massif Central is one of the areas with the highest density of mires in Metropolitan France:
a third (about 27,000 hectares) of all mires are found within its boundaries (Figure 2-1). The
physical factors explaining the distribution of mires at the scale of the Massif Central have never
been formally investigated. The much larger density of mires on the western side of the massif
as a whole and on the western sides of the sub-massifs strongly suggests an influence of
orographic precipitation, but this is not the only factor as attested by the low frequency of mires
on the slopes of the Plomb du Cantal and Puy de Sancy, the highest mountains of the massif
culminating at elevations of 1885m asl and 1855m asl respectively. Figure 2-2 suggests that the
nature of the underlying bedrock also plays a major role, with most mires occurring in granitic
areas. However, it should be noted that the mire distribution data presented in Figure 2-1 and
Figure 2-2 have clear methodological limitations since they were derived from an aggregation of
a number of inventories with varying methodology, geographical extent, scope, completeness
and accuracy (MEDDE/CGDD/SOeS & Fédération des Conservatoires d’Espaces Naturels 2013).
Further work is clearly needed to clarify the climatic conditions and hydrogeomorphic settings

that promoted peatland development in the Massif Central.

2.2.2. Statutory designations

Mire habitats and species are an important conservation priority within the Massif Central. No
less than 79 Special Areas of Conservation have been designated principally or in part for the
conservation of mire habitats of European interest under the EU 92/43/EEC Habitats Directive.
Two National Nature Reserves have been designated principally for the conservation of mire
habitats, including the Dauges NNR where the current study was carried out (see Section 2.6),
and another two NNR include mire habitats. Fourteen mire sites are also strictly protected by an

Arrété Préfectoral de Protection de Biotope (APPB). An application for Ramsar status has recently
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been made for the Millevaches plateau, in Limousin on the north-west side of the Massif Central,

where the highest density of mires within the Massif Central is found (Figure 2-2).

Figure 2-1. Distribution of mires in Metropolitan France.

Mires are shown in black (data: MEDDE/CGDD/SOeS & Fédération des Conservatoires d’Espaces Naturels 2013). Mire boundaries
have been widened to increase readability. Areas above 500m NGF69 are shown in grey.
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Figure 2-2. Distribution of peatlands within the Massif Central relative to bedrock lithology.
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2.2.3. Changes in landuse in the Massif Central over the last century

During the last century or so, many granitic uplands of the Massif Central have witnessed a
marked conversion of unimproved grassland and heathland to forest, either through cessation
of agricultural activities and uncontrolled afforestation or through planting (Deuffic 2005;
Dodane 2009). Figure 2-3 shows changes throughout the 19" and 20™ centuries in the
proportion of land covered in either heathland or forest in Limousin. The lower left graph shows

landcover statistics at the regional scale.
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Figure 2-3. Proportion of heathland (purple scale) and forest (green scale) in total landcover in Limousin.

(unpublished data, CEN Limousin & Laboratoire de cartographie, Université de Limoges - Laétitia Feydel, 2003).

In the early 19'" century, heathlands covered a third of the regional area, and more than 75% of
the landscape on the uplands of the Millevaches plateau. Forests were found principally on the
south-west lowlands. Over the last two centuries, and particularly during the second half of the
20™ century, 98% of heathlands have disappeared, converted to improved pasture or arable land
in the lowlands, and to forests in the uplands. Woodlands now occupy up to 70% of the area in
some upland districts. According to the most recent national forestry statistics (Inventaire
Forestier National, http://inventaire-forestier.ign.fr), 56% of forests on the Millevaches plateau
are coniferous plantations, but this figure masks large local variations. Scots pines, mainly
planted in the early 20" century, cover 11% of forested land; Norway spruce 18% and Douglas

fir 21%. The latter species, introduced mainly after major storms in 1982, is now used in the vast
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majority of new plantations and replantations. Most mires, and in particular those designated
as Special Areas of Conservation under the EU 92/43/EEC Habitats Directive, as NNRs or as
ZNIEFF (Zones Naturelles d’Intérét Ecologique Floristique ou Faunistique: sites of special
ecological and wildlife interest), are located in these upland areas, yet the impact of the massive
catchment afforestation on mire ecology and hydrology has never been assessed in Limousin, in
the Massif Central, or indeed anywhere in France. Only a handful of studies have been carried
out globally on this issue (Smith & Charman 1988; Helmschrot 2006; Krause et al. 2007). Yet, as
detailed in Appendix H, the impact of forests on the water cycle is important. Even though mires
in Limousin and in the wider Massif Central have relatively rarely been directly afforested, it is
possible that the substantial changes in the land cover of their catchment that have occurred in

the last 50-100 years have had a major impact on their hydrological condition.

2.3. Review of available research on peatland hydrology within the Massif

Central

A number of hydrological studies focussing on runoff and flood generation processes in
mountaineous areas were carried out in a paired watershed experiment on granitic bedrock in
Lozére (Dupraz et al. 1984, 1985; Didon-Lescot 1984; Dejean & Durand 1987; Lelong et al. 1987;
Durand et al. 1992). One of these paired catchments contained a small minerotrophic valley mire
so that the impact of this mire on runoff was also investigated. Martin et al. (2002) and Martin
& Didon-Lescot (2007) compared discharge from the paired catchments and showed that they
had similar flood event volumes, but that peak flow was smaller and delayed downstream of the
mire. They explained these observations by a higher resistance to overland flow and a higher
flood storage capacity within the mire, but did not conclude on whether this higher storage
capacity was a consequence of the mire topography or of the presence of peat itself. They also

recorded smaller low flows downstream of the mire.

Cognard-Plancq et al. (2004) used a lumped rainfall-runoff model to simulate discharge from
both catchments and also concluded that peak discharge was reduced and delayed downstream
of the mire. Martin et al. (2008) investigated the impact of restoration through drain blocking in
another mire also located in Lozére that had been drained for 30 years. They found limited effects
of drain blocking on groundwater table depth within the mire. The comparison of discharge
downstream of the drained mire with a paired catchment without mire suggested larger peak

flows and larger low flows downstream of the former.

87



Brenot et al. (2014) and Négrel et al. (2010) used chemical and isotopic approaches combined
with discharge and piezometric measurements to identify inflows to and outflows from a maar
peatland in Velay. They identified at least three different fluxes with distinct chemical and
isotopic signatures supplying water to the mire, as well as a strong contamination of the mire by
calcium amendments leaching from the mire’s farmed catchment. Porteret (2008) investigated
the hydrology of four mires of different hydrogeomorphic types in Forez. He highlighted the
technical and methodological difficulties associated to the collection of long-term and accurate
hydrological time-series in mountainous environments and to the measurement of the impact
of mires on downstream flow. He found distinct groundwater table depth patterns between the

different hydrogeomorphic types.

As the preceeding paragraphs have demonstrated, there has been very little research on the
hydrology of mires within the French Massif Central despite their recognised importance at the
European scale for biodiversity conservation and, as demonstrated in Chapter 1, the
fundamental importance of hydrology in driving geomorphological, biogeochemical and
ecological processes in mires. There has been no attempt at quantifying and modelling water
fluxes to, from, and within representative sites. As a consequence, there has been no
quantitative analysis of the hydrological impacts of some of the potential threats that these

mires face, in particular changes in catchment landuse.

2.4. Thesis aims

In accordance with some of the research needs identified in Section 2.3, the overall aims of this
thesis are to identify, quantify and model water fluxes to, from and within an acidic valley mire
representative of a large proportion of mires in the Massif Central, in particular of the Limousin
uplands, and to assess the potential impacts of catchment afforestation on its hydro-ecological

condition.

2.5. Research objectives

To achieve these aims, this thesis has the following objectives:
e to develop a three-dimensional geological model of the mire and its catchment,
e to acquire continuous precipitation and reference evapotranspiration time-series, to be
used as model inputs,
e to acquire hydrological time-series, including stream discharge, stream stage,

groundwater table depth and piezometric head,
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e to acquire a number of additional datasets required for the development of a
hydrological model of the site, including landuse maps, topographic data, and stream
profile data,

e to develop a conceptual hydrological model of the mire and its catchment based on a
gualitative analysis of the data listed above,

e to develop, calibrate and validate a MIKE SHE / MIKE 11 spatially-distributed, physically-
based hydrological model of the mire and its catchment, allowing to reproduce discharge
to and from the mire as well as groundwater table depth in any point of the mire,

e to undertake sensitivity analyses of the model to identify factors that have the greatest
influence on simulated groundwater table depth and discharge and may potentially be
the largest sources of error,

e to use the model to establish a detailed water balance of the mire and its catchment, to
guantify the respective contribution of precipitation, runoff from surrounding mineral
ground and groundwater to the peat water balance and groundwater dynamics within
the peat, and to characterise the spatial distribution of water fluxes within the mire and
its catchment,

e to use the model to assess the potential impact of catchment afforestation on the mire

hydrological conditions.

2.6. Research site: the Dauges National Nature Reserve

2.6.1. Location and general context

The selected research site is located near the small village of Saint-Léger-la-Montagne, in the
administrative department of Haute-Vienne and region of Limousin, France (latitude:
46°00'42"N, longitude: 1°25'07"E, Figure 2-4). It lies at the heart of the Monts d'Ambazac, a low
altitude mountain range at the north-western limit of the Massif Central. The study area was
defined as the topographic catchment of a small permanent stream, the Ruisseau des Dauges,
atits intersection with the first road it meets (road D78) where all surface flow is channelled into
a concrete culvert by the natural topography, the road embankment and the associated drainage
ditches, making this point the ideal location to monitor the catchment’s surface outflow. The
catchment covers 231.3 hectares. The site has been described as a prime example of etch-basins
(alvéoles in French) widely found in Hercynian mountains (Valadas 1998): a circus-like valley with
a flat bottom, surrounded by gentle hills, and opening into a narrow linear valley that, beyond
the research catchment outlet, leads itself to another etch-basin further downstream
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(Figure 2-5). The catchment is defined by the hills overlooking the main etch-basin and the
narrow corridor downstream of it. Smaller etch-basins occur upstream of the main one at
approximately mid-slope. Elevation ranges from 532m above sea level (NGF69) at the catchment
outlet to 664m at the top of Puy de la Garde, on the south-eastern boundary. A 30m-high residual

hill, Puy Rond, rises dramatically at the centre of the main basin (Figure 2-6).

The catchment boundaries approximately match those of the Dauges National Nature Reserve
(Réserve Naturelle Nationale de la Tourbiere des Dauges), designated in 1998. The NNR is
additionally designated as a Special Area of Conservation (FR7401135) under the EU 92/43/EEC
Habitats Directive. The main reason for the designation of the site as a NNR and SAC is the
presence at the bottom of the basin of a relatively large (for the region and country) extent of
acidic mire habitats covering approximately 43 hectares. Wetland habitats cited in the SAC
designation procedure include habitats 4010 (Northern Atlantic wet heaths with Erica tetralix),
7110 (active raised bogs), 7120 (degraded raised bogs), 7140 (transition mires and quaking bogs),
7150 (depressions on peat substrates), and 91D0 (bog woodland). As detailed in Section 1.2.3, a
number of mire classification systems exist that rely on different types of descriptors. These
classifications do not overlap entirely. Plants for instance may indicate specific hydrogeomorphic
types in some areas but not in others. In France, habitats within candidate SACs have generally
been identified using botanical and phyto-sociological criteria only. This explains why "raised
bog" habitats were identified on the Dauges wetland even though it is clearly a fen when using

hydrogeomorphic criteria.

Other habitats of conservation interest cover a large proportion of the hillslopes, and include
Atlantic beech woodlands, dry heathlands and Nardus stricta acidic grasslands. The rest of the
catchment is covered by oak-beech and chestnut woodlands, a few Douglas fir and Scottish pine
plantations, and some permanent or temporary grasslands. There is no arable land. A simplified
landuse map is given in Section 2.6.3. The site hosts a range of relatively rare species associated
with wetland habitats and acidic mires in particular, such as the orchid Spiranthes aestivalis, the
fern Lycopodiella inundata, the moss Bruchia vogesiaca, the dragonfly Coenagrion mercuriale,
the butterfly Euphydryas aurinia, etc. Overall, about 150 species with a legal protection or a

conservation concern have been recorded within the NNR (Durepaire & Guerbaa 2008).
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Chapter 2. Mires of the Massif Central and the Dauges catchment
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Figure 2-4. Location of the Dauges research catchment and wetland within France (top left), Limousin
(top right), and the Monts d'’Ambazac massif (bottom right and left).
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Chapter 2. Mires of the Massif Central and the Dauges catchment

Figure 2-5. Three-dimensional view of the Dauges catchment.

The green arrow points north. The red line shows the boundaries of the research catchment, the blue line the simplified
hydrographic network. Data from BD Ortho IGN 2010, BD Topo IGN, A. Duranel UCL/UJM.

Figure 2-6. View of the Dauges wetland from its north-east boundary (January 2011).

The hill in the middle of the wetland at the centre of the picture is Puy Rond, that at the horizon is the Papou. The edge of the
forest in the background marks the boundary between peat and mineral soils. Photo: CEN Limousin.
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According to Joly et al. (2010), the research catchment lies at the transition between an altered
oceanic climate and a mountainous climate. Figure 2-7 shows the ombrothermic diagram of the
area, based on climatic normals (1998-2010) provided by Météo-France for the nearest
meteorological station recording both precipitation and temperature, located at St-Léger-la-
Montagne (St-Léger-Mon, Le Pétalus, 87159002), 4.2 kilometres from the research site at an
altitude of 629m. Mean annual precipitation and temperature are 1367.1mm and 10.1°C
respectively. Precipitation is well distributed throughout the year. The site climatology is further

described using data collected as part of this study in Appendix E.
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Figure 2-7. Gaussen-Bagnouls ombrothermic diagram of the St-Léger-Mon met station (1998-2010).

2.6.2. Geology

The Dauges catchment is located on the Saint-Sylvestre granitic massif, a two-mica leucogranite
of which three types have been recognised from west to east: a calc-alkalic leucogranite with
orthoclase and plagioclase, an alkalic granite with perthite and plagioclase, and an alkalic sodic
granite with perthite and albite (Dutartre et al. 1982). The transition between these different

types is gradual. The Dauges catchment lies at the transition between the last two types.

The Saint-Sylvestre leucogranite is a light-colored rock with coarse- to medium-sized equant
grains. It is post-tectonic and intruded up through metamorphic formations and other granite
types during the Namuro-Westphalian (320 MY). Numerous uranium deposits are found along
the faults and intrusions in the granite, and these were mined during the second part of the 20"
century by the Commissariat a I'Energie Atomique (CEA) and the Compagnie Générale des
Matiéres Atomiques (COGEMA), now AREVA, including within the Dauges catchment where
large-scale underground mining was in operation until the 1990s (Figure 2-8). The galleries are

relatively shallow, their depth reaching 40-50m where they cross the valley at the outlet of the
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main basin and as little as 10-15m further downstream. The depth of the gallery located below
the main wetland area and Puy Rond is about 100m. The galleries were kept dry by pumping
during the mining operations but this ceased when the mine was closed. As a consequence of
the mining activity, the geology and the tectonic history of the area are well known. Within the
Dauges catchment, the leucogranite is dissected by numerous veins of lamprophyres (called

minettes in the French mining jargon), particularly downstream of the main wetland area.
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Figure 2-8. Plan projection of uranium mining galleries within the Dauges catchment.

A map of faults and veins in the catchment at the 1/2000 scale was obtained from AREVA
(Anonymous 1995), geo-referenced and digitised (Figure 2-9). Unfortunately it does not extend
to the southern part of the catchment. Faults oriented NNE-SSW such as the Gorces fault are

major faults, with wide damage zones (Anonymous 1995).

A synthesis of the available knowledge on the site geomorphology and on granite weathering

and peri-glacial formations is given in Section 3.3.1.
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Figure 2-9. Faults and veins as mapped by GOGEMA.

2.6.3. Landuse

A vector vegetation map at the 1:1000 scale of the NNR was obtained from the CEN Limousin
(Durepaire & Guerbaa 2008). It follows the CORINE biotopes classification (Bissardon et al. 2003),
and was derived in 2008 by visual interpretation of ortho-rectified aerial photographs and
systematic ground checks. As part of the current study, contours of the main habitat types were
validated against the most recent (2010) ortho-rectified aerial photographs available. The map
was found to be detailed and accurate enough to be used for hydrological modelling purposes.
A few gaps at the margins of the catchment were filled based on the most recent ortho-rectified
aerial photographs (Figure 2-10). Table 2-1 gives summary statistics on landcover within the

research catchment.

Table 2-1. Total area and frequency of vegetation classes within the Dauges catchment.

Vegetation class area (hectares) % total area
broadleaf woodlands 111.9 48.4
coniferous woodlands 18.2 7.9
heaths and shrubs 29.2 12.7
impervious 0.4 0.2
mixed woodlands 6.5 2.8
pastures and meadows 22.4 9.7
wet woodlands 3.8 1.6
wetland 39.0 16.9
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Figure 2-10. Landcover within the Dauges catchment.

2.6.4. Rationale for the choice of the Dauges catchment as a research site

The site is located at the north-western limit of the distribution of acidic mires in Limousin and
within the Massif Central, at a slightly lower altitude than the Millevaches plateau where
elevations range from about 500m to 977m and where the highest densities of mires within the
Massif Central are found. However long-term mean temperature and precipitation are within
the range of those recorded on the Millevaches plateau. More importantly, the geology and
geomorphology of the site is representative of conditions found across nearly all the uplands of
Limousin, and in most of the crystalline Massif Central. The hydrogeomorphic settings of the
mire -at the bottom and on the toeslopes of an etch-basin-, its surface topography and the
vegetation communities that have been identified within it are very similar to those of most
mires of the Limousin uplands and of many mires of other granitic sub-massifs within the Massif
Central. Conclusions made on the hydrogeology and hydrology of the site are therefore
applicable to these sites, at least qualitatively. The Dauges catchment was selected above other
potentially suitable sites because of its designation as a NNR and SAC, and hence the permanent
presence of field staff on site, their willingness to collaborate to the monitoring of the site, the
landownership structure and NNR regulations allowing full access to the site, and the important
added value that such a work would bring when applied to the conservation management of the

NNR and SAC.
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2.7. Research design and thesis outline

Very few data relating to the Dauges catchment and suitable for hydrological modelling were
available at the start of this study. A very large amount of time was therefore devoted to the
development of the large database required to develop both the conceptual hydrogeological

model and the distributed physically-based hydrological model.

Chapter 3 describes the development of a three-dimensional geological model of the catchment,
including granite weathering formations, peat deposits and alluvial deposits. A high-resolution
topographic survey was carried out within the mire using differential GPS. Existing topographic
maps were digitised and used to model the catchment topography. A number of methods were
used to investigate the nature and depth of granite weathering formations, including soils and
periglacial formations. Existing deep geological drilling logs were reinterpreted and an electrical
resistivity tomography (ERT) survey carried out. Existing outcrops and small-scale quarries were
investigated and their stratigraphy described. Finally, the spatial distribution of outcropping
formations was investigated and modelled based on available direct or indirect indicators such
as slope, landuse and hard-rock outcrops. The development of the 3D model of peat and alluvial
deposits was based on manual augering and probing. The hydraulic conductivity of these

deposits was measured using slug tests.

The development of the database of precipitation and Penman-Monteith reference
evapotranspiration is described in Appendix E, since the discussion of the methods used to
develop it is not central to this thesis. Meteorological data were recorded within the site over a
three-year period. Due to instrument failures, a large amount of work was devoted to data
correction and quality control. Missing and historical time-series were reconstructed using
statistical modelling based on data recorded at the closest permanent meteorological stations.
The representativeness of the hydrological model calibration and validation period relative to

long-term records was assessed.

Chapter 4 describes the acquisition, processing and qualitative analysis of the hydrological time-
series. Stream discharge was monitored using V-notch weirs and automatic loggers in three
locations upstream of the main wetland extent. In the downstream reaches, stage was
monitored at two locations using automatic loggers and discharge calculated after stage-
discharge curves had been established. Stream stage was monitored automatically at the two

gauging stations located downstream of the wetland, and manually at three further points within
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the wetland. A total of 57 dipwells and piezometers were installed to monitor groundwater table
depths and piezometric heads in peat, underlying alluvial sediments and mineral soils. Automatic
loggers were installed in 16 dipwells or piezometers to provide high-resolution records, while
others were monitored on a fortnightly basis on average. Chapter 4 also describes the conceptual
hydrogeological model derived from a qualitative analysis of the hydrological and stratigraphical

data.

Chapter 5 details the development of a distributed, physically-based hydrological model of the
Dauges mire and its catchment using MIKE SHE and MIKE 11. Constraints relative to computation
time and consequent methodological choices are explained. A modification of the two-layer
evapotranspiration model is proposed to allow a better representation of interception and
evapotranspiration processes, that were identified as being particularly important in explaining
the difference in water yield between broadleaf woodlands, coniferous woodlands and open
habitats. A detailed literature review of plant-specific evapotranspiration parameters for species
relevant to the Dauges site was carried out and used to parametrise the evapotranspiration

model.

Chapter 6 describes the calibration and validation strategy employed for the model and discusses
the model performance. The model was calibrated and validated against observed hydrological
time-series, and further validated spatially by comparing simulated mean groundwater table
depths and the observed distribution of wetland vegetation. A detailed analysis was carried out
to identify the parameters to which the model predictions were most sensitive, to evaluate the
potential consequences of the high uncertainty associated to the geometry of granite
weathering formations and to evaluate the impact of some design choices such as grid size and

warm-up period. The limits of the model and possible improvements are discussed.

In Chapter 7, the calibrated and validated model is used to quantify water fluxes throughout the
mire and its catchment under current conditions. A detailed water balance analysis is carried out,
and the spatial distribution of groundwater table depth, vertical flow between computational
layers and saturated zone seepage to overland flow is analysed. The adequation between results
of the MIKE SHE model and the conceptual hydrological model inferred from the qualitative

analysis of hydrological and stratigraphical data is discussed.

In Chapter 8, the potential impact of catchment-scale landuse changes on the mire hydrology is
evaluated. The impact of catchment landuse on the catchment and mire water balances, on

stream discharge and on groundwater table depths is assessed by forcing the MIKE SHE model
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with new landuse maps corresponding to a conversion of the catchment, currently dominated

by broadleaf woodlands, to coniferous plantations or to grassland respectively.

Chapter 9 summarises and discusses the principal results from the study and provides some

recommendations focused on mire conservation management and future research needs.
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Résumé du chapitre 2

Le Massif Central est I'une des régions de France métropolitaine ou l'on trouve la plus forte
densité de tourbieres. En reconnaissance de leur valeur patrimoniale et des services
écosystémiques qu’elles fournissent, un grand nombre d’entre elles font I'objet d’'une protection
réglementaire au niveau national ou européen. Malgré cela, et a l'exception de leur
phytosociologie et de la chronologie de leur mise en place, les tourbiéeres du Massif Central ont
été relativement peu étudiées. Leur fonctionnement hydrologique en particulier est mal
compris. Une grande partie des tourbieres du Massif Central sont situées sur socle granitique, et
le type hydrogéomorphique le plus fréquent dans cette région correspond a des tourbieres de
fond d’alvéole, suggérant une connectivité hydrologique importante entre ces tourbiéres et leur
bassin versant ; toutefois aucune étude n’a jamais été menée pour quantifier la balance hydrique
de ces zones humides. D’autre part, certaines régions du Massif Central, en particulier les hauts-
plateaux limousins, ont connu une afforestation massive en quelques décades au cours du
vingtiéme siecle, avec en particulier d'importantes plantations d’essences résineuses, sans que
les conséquences sur la ressource en eau de maniere générale et sur I’hydrologie des tourbiéres
en particulier aient été étudiées. Il est remarquable que, a I'échelle mondiale, seule une poignée
d’études aient été réalisées sur I'impact de l'afforestation des bassins versants sur les zones
humides. Les objectifs de cette these sont donc de caractériser, quantifier et modéliser les flux
d’eau et les niveaux de nappe dans une zone humide représentative des tourbieres acides du
Massif Central ainsi que dans son bassin versant; et d’évaluer par simulation I'impact de

I'afforestation et de I'enrésinement de ce bassin versant sur I’hydrologie de la tourbiére.

Le site choisi pour mener a bien cette étude est la Réserve Naturelle de la Tourbiére des Dauges,
située dans les Monts d’Ambazac en Limousin, sur la bordure nord-ouest du Massif Central.
D’une superficie de 231 hectares, le site étudié constitue un exemple type d’alvéole granitique,
dans le fond duquel s’est développée une tourbiére acide couvrant une quarantaine d’hectares.
Une colline résiduelle d’une trentaine de metres de hauteur, le Puy Rond, se dresse au milieu de
celle-ci. Le site présente des végétations tourbeuses et un contexte géologique,
géomorphologique et climatique tout a fait similaires a ceux rencontrés dans la plupart des
tourbiéres du Limousin et dans un grand nombre de tourbiéres du Massif Central. Les sols
minéraux sont essentiellement occupés par des boisements semi-naturels feuillus, avec

quelques milieux ouverts et plantations de résineux.
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Chapter 3. Geological model of the Dauges catchment

3.1. Introduction

The three objectives of this chapter are:

e within the Dauges research site, to characterise and map the 3D distribution of the
geological formations that may have a substantial role in the hydrology of the wetland
and of its catchment, in particular granite weathering formations (including periglacial
deposits), alluvial sediments and peat deposits;

e to contribute to the development of a conceptual model (in the hydrogeological
meaning of the term) of water flow within the mire and its catchment;

e to provide the information required for the development of the MIKE SHE geological

model.

To fulfill these objectives, granite weathering formations were investigated using a number of
complementary approaches, including topographic surveys, an analysis of existing geological drill
logs, a survey of existing sections through superficial formations, ERT surveys and a number of
GIS-based geomorphological analyses. Peat and alluvial deposits were described using manual
augering and probing, and mapped using geostatistics. Their hydraulic conductivity was

measured using slug tests.
3.2. Surface topography

3.2.1. Methods

Topographic data from different sources were assembled to produce a DEM with sufficient
extent to cover the entire catchment and sufficient accuracy to faithfully model the small-scale

topography within the wetland.
3.2.1.1. DGPS surveying

The surface topography of the wetland was surveyed using Real Time Kinematic navigation with
a differential GPS system composed of a Leica GPS500 base station and a 1200 rover (2010-11),
a Trimble 5800 system (2011) or a Leica 1200 base station and CS15 rover (2012). In February
2011, a permanent survey benchmark was set up in the middle of the site on Puy Rond using a

yellow survey marker anchored 50cm deep into the mineral soil. The GPS base station was
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installed on top of this benchmark and run for at least four consecutive hours several times over
two weeks to work out the precise location of the benchmark. Data were post-processed with
the Leica GeoOffice software. The position of the benchmark was first corrected using data
broadcast by the French Geographic Institute (IGN) permanent GNSS network
(http://rgp.ign.fr/accueil.php#). Data were downloaded from the three closest stations:
Montmorillon (MTMN), Masseret (MSRT) and Toulx-Sainte-Croix (BOUS). After post-processing,
the coordinates were projected from WGS84 to RGF Lambert 93 and NTF Lambert 2 étendu using

the IGN Circé software.

The post-processed position of the top of the metallic centre of the marker is shown in Table 3-1

(all data are given in metres).

Table 3-1. Position of the survey benchmark.

X +/- SD WGS84 Y +/- SD WGS84 Z +/- SD WGS84
4436492.367 +/- 0.002 109936.926 +/- 0.001 4566551.412 +/- 0.002
Easting L93 Northing L93 Easting L2E Northing L2E Elevation NGF69
577713.982 6546937.301 528981.616 2112742.076 566.128

The rover data were then corrected to account for the post-processed position of the base
station. In surveys carried out after February 2011, the previously determined geographic
position of the benchmark was entered directly in the base station prior to the surveys and the
rover position acquired directly through RTK. The vertical precision (standard deviation) relative
to the position of the base was generally less than a centimetre except in some places where
overhanging trees were degrading the signal quality. The absolute vertical and horizontal
precision was checked against the nearest local benchmark installed by IGN
(http://geodesie.ign.fr/fiches/pdf/X.H.Q3-143_321627.pdf). The result was within the error
margin provided by IGN for the coordinates of the benchmark. The other four IGN benchmarks
available in the vicinity could not be surveyed due to dense overgrowth or buildings degrading

the satellite signal or preventing direct access to the marker.

Two different methods were employed to survey the surface topography of the mire. First,
ground elevation was surveyed in about 1800 points distributed according to a 25m resolution
grid using the DGPS rover mounted on a pole, concomitant to the survey of peat depth (see
Section 3.4). As the micro-topography of the mire can be quite heterogeneous, the

measurements were consistently taken from hollows, as opposed to hummocks. Secondly, to
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allow for the collection of data at a higher resolution, the DGPS rover was mounted on a
backpack and the mire was walked along parallel lines approximately 10m apart. A DGPS
measurement was automatically taken every metre along those lines, resulting in about 21000
measures. The actual error of these measures depends on the roughness of the terrain. On the

relatively flat surface used for quality-control purposes it was less than 10cm.

3.2.1.2. Analysis of existing topographic data

Outside the wetland and on most of the catchment, existing topographic data were collected
from two main sources. High resolution scans of topographic maps at the 1:1000 scale were
provided by COGEMA. The maps were drawn in 1993 and included topographic data collected
since the 1970's. Mass points were surveyed using traditional levelling techniques with a 10cm
precision, and it is understood that contour lines at 1m intervals were derived using stereo-
photogrammetry. The maps were geo-referenced in ArcGlS, and a total of 2272 mass points and
310km of contour lines were digitised semi-automatically using the ArcScan extension. Checks
carried out using DGPS have shown that the accuracy of mass points is within +/-10cm. On the
outer part of the catchment, topographic data were obtained from the IGN BD Alti, a nation-
wide DEM with a resolution of 25m. The mean vertical error of this DEM was checked after
bilinear interpolation against the DGPS data. Figure 3-1 shows the density distribution of errors.
The mean error was 2.079m +/-4.310, and the RMSE 4.785m. Errors as large as +/-20m occurred

on steep slopes.
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Figure 3-1. Distribution density of differences in elevation between the BD topo DEM (after bilinear
interpolation) and the DGPS survey points.
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3.2.1.3. DEM interpolation

To build a catchment-wide DEM, data from the different sources were merged, keeping only the
most accurate data where these were available, and adding less accurate data elsewhere (Figure
3-3). Because it is one of the few methods able to deal satisfactorily with contour lines (Wilson
& Gallant 2000; Hutchinson et al. 2011), the ANUDEM algorithm as implemented in ArcGIS was
used to interpolate the topographic data to a 5m grid. Breaklines were introduced where the

validation procedure of the algorithm indicated high error, generally along steep banks.

3.2.1.4. Catchment delineation

ArcHydro for ArcGIS was used to enforce the actual stream network into the DEM and to

delineate the catchment area of several points of interest such as water-level recorders.

3.2.2. Results

Figure 3-4 shows the Digital Elevation Model of the wetland. There was no independent dataset
available to test the accuracy of the DEM. After bilinear interpolation, it was checked against the
ground elevation data collected using the DGPS rover mounted on a pole, which was the most
accurate dataset available. This does not give the actual DEM error since this dataset was used
to construct the DEM and did not cover the whole catchment, however it gives an idea of the
mean error in the vicinity of the wetland, which was -0.024m +/-0.178. Figure 3-2 shows the
density distribution of the DEM error. The RMSE was 0.179m. The largest errors, up to two

metres as shown in Figure 3-2, were localised on the steep slopes just above the wetland.
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Figure 3-2. Density plot of differences between the DEM (after bilinear interpolation) and DGPS survey
points
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Figure 3-3. Topographic data used to build the catchment-wide DEM

a: pole-mounted DGPS survey, b: backpack-mounted DGPS survey, c: contour lines and mass points digitised from the COGEMA
topographic maps, d: BD Alti 25m DEM.
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Chapter 3. Geological model of the Dauges catchment
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Figure 3-4. Digital Elevation Model of the Dauges wetland.
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3.3. Development of a 3D model of granite weathering formations

Recent advances in the hydrogeology of hard-rock regions, and in particular of granitic terrains,
are reviewed in Appendix C. The following sections apply concepts and terms defined in

Appendix C to the Dauges catchment.

3.3.1. Current knowledge on granite weathering and peri-glacial formations within the

research site

Within the Dauges research site as elsewhere in the Monts d’Ambazac, and more generally in
Limousin, the fissured granite layer is expected to be relatively deep (Mauroux et al. 2009).
Tectonic activity posterior to the formation of the weathering profile may complicate the
stratiform arrangement of the weathering layers described in Appendix C. The tectonic history
of the Monts d’Ambazac is very well known due to its importance for the understanding and
mapping of uranium deposits. Gros et al. (1983) have shown that the main faults, oriented E-W,
NW-SE and NNE-SSW, were formed during the Late Carboniferous and Early Permian, and were
remobilised during the Middle Permian. Mesozoic and Cenozoic tectonic activity only resulted in
minor remobilisations of these pre-existing faults. The weathering profile, which in the study
area is dated from the infra-Cretaceous at most, has therefore not been disturbed by substantial
tectonic activity. However, in the Monts d'Ambazac, the stratiform conceptual model is
complicated by the fact that the area lies at the boundary between the infra-Cretaceous and the
Eocene palaeosurfaces (Mauroux et al. 2009). The presence of erosion scarps between the two
palaeosurfaces makes it difficult to reconstitute the altitude of the interfaces between
weathering layers, as in this context it is possible to find Eocene weathering profiles intertwined
with older and higher infra-Cretaceous profiles (Wyns, pers. comm.). Moreover, most infra-
Cretaceous saprolites have been largely eroded away, and only a few metres are left in a limited
number of place. This was confirmed using airborne spectral radiometry and DEM-derived

morphological indices to map the distribution of saprolites (Mauroux et al. 2009).

Glaciers that existed in the Massif Central during the Quartenary glaciations never reached the
uplands of Limousin. However residual in-situ saprolites were profoundly restructured by
cryogenic and ice-related processes, and are overlaid by periglacial deposits on most slopes
(Valadas 1984; André et al. 2001; Etlicher 2005). The classic sequence of periglacial deposits
described in many places in the Massif Central includes from bottom to top the bedded grus and

the head. The bedded grus (aréne fauchée and aréne litée) results from the in-situ saprolite being
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gradually displaced by frost creep. It is recognisable by its laminated structure parallel to the
surface slope that results from the repeated seasonal growing and thawing of ice lenses. At the
base of the horizon, the residual rocks joints and veins show a gradual inflexion in the direction
of the slope, and this part of the horizon has been named the cambered grus (aréne fauchée).
Bedded grus deposits were formed in a cold and relatively humid climate with deeply
penetrating frost, and have been attributed to the Middle Devensian. Overlaying the bedded
grus is the head, a poorly sorted mix of sandy to clayey matrix and 10-40cm long angular blocks.
This formation has been named in different ways by French geomorphologists: convoi limoneux
a blocs, formation a blocs, formation gélifluée a blocs, arénes remaniées a blocs, etc.). In
Limousin, Flageollet (1977) has shown that the matrix is similar to in-situ saprolites in terms of
granulometry, with only a slight enrichment in silt (+5% on average). The presence of a silt
coating on all faces of the blocks shows a substantial rotational movement during transport. This
formation is thought to be the consequence of a dry and cold climate, promoting the gelifraction
of hilltop rock outcrops leading to the formation of blocks (Valadas 1984). The enrichment in silts
would be related to frost-shattering of plagioclases. Blocks and matrix would have been
displaced by gelifluction processes, whereby the presence of a permafrost would have restricted
water infiltration and promoted the relatively rapid displacement of the thawed, saturated
superficial layer in summer. At higher latitudes in the Massif Central, a compacted fragic horizon
is often found, which coincides with the top of the permafrost and has important consequences
for present groundwater flow (Etlicher 1986, 2005). However it has never been observed in
Limousin (Valadas 1984). The head formation is generally attributed to the late Devensian, even
though it may be more ancient in some cases. Both these formations have been recorded from

the mid-slopes of the Dauges etch-basin by Valadas (1998).

3.3.2. Methods

3.3.2.1. Introduction

Within the Dauges catchment, the methods developed by the BRGM (Wyns 1998; Durand 2005;
Durand et al. 2006; Lachassagne et al. 2006) and reviewed in Section C.2 of Appendix C were
followed to map the interface of the different layers of the weathering profile. Existing
information was gathered from the BRGM subsoil database (infoterre.brgm.fr), AREVA archives,
geological maps, and published and grey literature. The entire catchment was also prospected
along existing paths for outcrops and evidence of the fissured zone / saprolite interface.

Unfortunately this interface could only be seen in two outcrops (n°2 and 3 in Figure 3-5), and no
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outcrop was found that showed the fissured layer / unweathered bedrock interface. This is in
part due to the fact that most of the catchment is heavily wooded, and that most open land is
actually located at the bottom of the slopes where the weathered granite has been covered by
deep Holocene sediments. Electrical resistivity tomography was therefore used to survey the
saprolite and fissured layers along four transects and to complement data from existing
geological drilling logs and field prospections. In order to predict the distribution of the
outcropping fissured layer and of easily eroded in-situ saprolite and colluvial and alluvial deposits
at any point within the catchment, the relationship between surface topography and indirect
indicators such as granite outcrops and arable land were investigated. Periglacial deposits were

described from existing superficial sections and soils from purpose-dug pedological pits.

3.3.2.2. Description of existing superficial sections

Only four outcrops were found where a deep enough section through weathering formations
could be described (Figure 3-5). Two of them (1 and 2 on Figure 3-5) are small-scale grus
extraction pits used by local inhabitants. The other two (3 and 4) are near-vertical banks cut
through superficial formations when the path along the south-eastern side of the wetland was
widened by COGEMA to allow access to a ventilation well. They were first described by Valadas

(1998).
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Figure 3-5. Location of sections through weathering formations.
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3.3.2.3. Geological boreholes

Raw drilling logs of seven boreholes drilled in 1973 within the Dauges catchment by the CEA
were obtained from AREVA (reference Sauvagnac 195.s). At least sixteen other boreholes have
been drilled by CEA and AREVA (then COGEMA) within the Dauges catchment, however the
drilling logs seem to have been lost (Figure 3-6). The boreholes for which information is available
were used to characterise the depth of the granite weathering front. They are all located in the
western part of the wetland. These boreholes were drilled for the purpose of uranium
exploration and were selectively positioned using radiological surveys along mineralised faults.
They are therefore not representative of the entire catchment. Furthermore, the data that can
be used to characterise the weathering structures were not collected for that purpose and there
is some incertitude on their precise signification: the weathering grade scale that was used did
not follow international standards and it is not clear how the core recovery percentage was

computed (Anonymous 2013).

Legend

4 boreholes

2114000
I

® |ogs available

O  logs not available
— borehole plan projection
—— permanent water courses

wetland

| catchment

2113000
1

10 0.25 0.5 Km
| I T

2112000
I

Source: AREVA, BD TOPO IGN, CEN Limousin,
A. Duranel (UCL-UJM)

1 1 Projection: NTF Lambert 2 étendu
528000 529000

Figure 3-6. Location of boreholes drilled by CEA

3.3.2.4. Electrical Resistivity Tomography

ERT was used to investigate the depth of granite weathering formations in selected locations
within the research site. A detailed description of this technique can be found in Loke (2000), of

which a short summary is given here. ERT determines the apparent subsurface resistivity
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distribution from measurements on the ground surface. The actual resistivity of the subsurface
can then be estimated by inverse modelling. The actual resistivity of the subsurface depends on
various characteristics of the material investigated, including porosity, degree of water saturation,
ionic concentration of the groundwater, clay content, etc. The 2D resistivity images can therefore
be used to characterise the nature of the subsurface formations. The measurements are
generally made by injecting current into the ground through two electrodes and measuring the
voltage difference at two other electrodes. The resistivity measurement depth increases with
the distance between electrodes. To produce 2D images, a large number of electrodes are
therefore laid at regular intervals along a transect, and measurements are taken from all possible
electrode configurations (Figure 3-7). The resolution of the survey is therefore negatively related

to the electrode interval, while its maximum depth is positively related to this interval.
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Figure 3-7. Arrangement of electrodes for a 2D electrical resistivity survey using a Wenner array
(reproduced from Loke 2000).

Stations 1, 18 and 32 show the disposition of current (C1 and C2) and potential (P1 and P2) electrodes to measure the apparent
resisitivity at points 1, 18 and 32 respectively.
Figure 3-7 shows electrodes arranged according to a Wenner array, but the disposition of the
four electrodes relative to each other can actually vary, and the resulting arrays differ in their
respective patterns of sensitivity and maximum depth of measurement. For instance, the
Wenner array has a good vertical sensitivity but a low horizontal sensitivity, and is therefore

appropriate when the aim is to map horizontal structures such as the groundwater table,

111



sediments or weathering horizons. The dipole-dipole array has opposite characteristics, and is
therefore more appropriate to survey vertical geological structures such as dykes or faults. The
Wenner-Schlumberger has intermediate properties with a reasonably good sensitivity both
horizontally and vertically. It is also possible to combine data from two successive surveys with
different arrays, resulting in a higher combined sensitivity in both horizontal and vertical
directions. The cables can be rolled along to extend the length of the surveyed transect beyond
the length of the cables. The data recorded by the field equipment are apparent resistivity values.
These are conventionally plotted in a pseudo-section, where each value is plotted at a horizontal
location mid-way between the electrodes used to measure it, and at a vertical location that is
proportional to the distance between the electrodes. However this pseudo-section does not
represent the distribution of the true subsurface resistivity. The latter is estimated by inverse
modelling, whereby a computer program searches in an iterative manner for the distribution of
true resistivity values that best explains the observed apparent resistivity. There are two
optimisation methods, namely the L1 and L2 norm smoothness-constrained optimisation
methods. The former (commonly known as the blocky inversion method) gives sharper
boundaries and is better adapted when the subsurface geology has also sharp boundaries (ore
bodies, igheous intrusions in sedimentary rocks, or groundwater table for instance), whereas the
latter is better adapted when the geology varies gradually (for instance in the case of weathering
formations). The pseudo-section can also be inverted with both methods, giving the range of
possible models that can explain the observed data. Features that are common to both are more

likely to be real (Loke 2000).

Four ERT transects were completed at the Dauges site (Figure 3-8), using an ABEM Terrameter
LS with 64 electrodes. Electrodes were located 5m apart to give the maximum survey depth,
about 50m, achievable with this equipment. This gave a minimum transect length of 315m.
Cables and electrodes were rolled along to survey longer transects, up to 875m. Three transects
were positioned across the wetland, perpendicular to the main watercourse, to investigate
weathering profiles on the lower slopes and underneath the wetland. One transect was carried
out at the top of one of the main hills surrounding the wetland. The aim of this transect was to
assess saprolite depth in the upper part of the catchment. It was located slightly outside the
research catchment because the method requires a linear stretch, at least 315m long, of open
land without overhanging trees where the cable can be laid down and the position of each
electrode surveyed using DGPS. There was no location meeting these conditions on the hilltops

within the catchment. At least one other transect was initially planned along the COGEMA
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boreholes across the eastern boundary of the mire, to validate the ERT interpretation using
observed geological data. Unfortunately, equipment failure prevented this, and budget
constraints did not allow for another field session to be organised. Due to time and equipment
limitations and to expectations regarding the underlying geological structures, the ERT protocols
that were used differed from one transect to the other (Table 3-2). A Wenner array was used for
transect 4 as it is located on relatively flat ground on a hilltop and a horizontal weathering profile
was expected. The Wenner array has a better horizontal sensitivity than other protocols (Loke
2000). A Schlumberger array was used for transects 1, 2 and 3 as it offers a good compromise
between horizontal and vertical sensitivities and both horizontal and vertical structures were

expected on these transects due to the varied topography and the presence of faults.
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Figure 3-8. Location of ERT transects.
Table 3-2. Characteristics of ERT transects completed at the Dauges site.
ID Date Horizontal length (m) Protocol
1 29/10/2012 380 Schlumberger
2 30/10/2012 707 Schlumberger
3 02/11/2012 868 Schlumberger and Wenner
4 04/11/2012 315 Wenner

As a few problematic negative resistivity measures were encountered along transects 1 and 2, a
Wenner array was used on top of the Schlumberger array along transect 3. Both arrays were then
combined during the inversion process. The position of each electrode was recorded using a

Leica 1200 base station and CS15 rover (see Section 3.2.1). Inversion of the pseudo-sections was
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conducted by Dr Stéphane Garambois at the ISTERRE laboratory in Grenoble using the RES2DINV
software (Loke 2013) and both the blocky L1 and smooth L2 norms. The former gave the best
interpretable results, and only the sections obtained using this method are presented in this
chapter. To guide the interpretation of the modelled resistivity sections, Archie's law (Archie
1942) was used to estimate the expected resistivity of a saturated material with a non-

conductive matrix as a function of porosity, as follows:

R, = a¢p ™SR, Equation 3.1.

where R:is the saturated material resistivity, @ is the porosity, Sw the saturation, R, the solution
resistivity, a the tortuosity factor, m the cementation factor and n the saturation exponent.
Coefficients a and m were derived empirically by Archie for a range of rock types. For igneous
rocks, Nabighian (1988) gives a=1.4 and m=1.58. Saturation was taken as equal to one, which
corresponds to a fully saturated rock. The groundwater electrical resistivity was estimated by
measuring water specific conductance (electrical conductivity at 25°C) in the stream at the
wetland and catchment outlets in August and October 2011. Groundwater specific conductance
records were also obtained from the French national groundwater quality monitoring database
ADES (www.ades.eaufrance.fr). A total of 93 measures, taken from 1996 to 2011, were obtained
for 14 spring catchments used for drinking water supply, located up to 5km from the site and

with similar lithology.

3.3.2.5. Mapping the distribution of saprolite/sediments and fissured granite outcrops using

indirect indicators

In the absence of sufficient visible outcrops, the distribution of saprolite and its depth can be
measured or estimated using a range of methods such as geological drilling, proton magnetic
resonance (Wyns et al. 2004), ground penetrating radar (Descloitres et al. 1997; Mahmoudzadeh
etal. 2012) or electrical resistivity sounding or tomography. However all these methods are time-
consuming and expensive, requires highly specialised equipment and skills, and therefore cannot
be carried out with a high resolution over large areas. However, the physical characteristics of
the different layers of the weathering profile have geomorphological consequences that can be
used as indirect indicators to help mapping their distribution at the local scale (Courtois et al.
2003). In particular, the fissured layer and the fresh basement are more resistant to erosion and
tend to be associated with steeper slopes. Conversely, saprolites, but also colluvia and alluvia,

are not mechanically resistant and are easily eroded, leading to gentle slopes. The interface
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between saprolite, colluvia and alluvia on one hand and fissured or unweathered granite

outcrops on the other hand generally coincides with a break of slope.

Another indirect indicator is landuse, which is strongly influenced by the nature of the
outcropping formation. In an actively farmed granitic landscape, the distribution of arable land
for instance is driven partly by the presence or absence of soils that are sufficiently deep and
boulder-free to be ploughed, and therefore by the presence of saprolite, colluvia or alluvia. Other
important factors that modulate this relationship are landownership structure, distance to farm
buildings, water table depth, and slope, the effect of the latter variable being difficult if not
impossible to distinguish from that of the presence of saprolite, colluvia or alluvia. In the study
area, only a minority of the present landscape is still farmed, let alone cultivated. Therefore, the
distribution of arable land in the early 19th century, at a time when the extent of arable farming
was at its peak in the area, was preferred to modern landuse maps. Landuse in the early 19
century was obtained from the Napoleonic cadastre. The cadastre maps, drawn at the 1/2500
scale, show with outstanding accuracy the boundaries of each land plot, and the associated
registry gives the usage made of each plot at the time of the completion of the cadastre, in 1836
in the area. The cadastre maps covering the catchment were obtained from the Haute-Vienne
departmental archives, scanned, geo-referenced by matching them with the current cadastre,

rectified, and digitised automatically using the ArcScan extension for ArcGlIS.

Yet another indirect indicator of outcropping formations is the presence of large granite outcrops,
which indicates that erosion has been important enough to remove most or all of the overlying
soft material. Larger rock outcrops were mapped in most of the area by COGEMA, as part of
topographic mapping of the area at the 1/1000 scale. Outcrops were probably not identified
explicitly, but mapped as part of the general topography characterisation. Rock outcrop contours
were manually digitised after the map had been geo-referenced. In an attempt to estimate the
slope threshold that could be used to distinguish outcropping fissured and unweathered granite
on one hand and saprolite, colluvia and alluvia on the other hand, the frequency distribution of
slope values at rock outcrops was compared to that in the entire area mapped by COGEMA.
Similarly, slope frequency distribution in land that was arable in the 19th century was compared
to that in the entire area for which landuse data was available. Plots noted as pdture (grazed
pasture) or pré (mown meadow) were excluded from the analysis since, in the landuse
nomenclature used for the Napoleonic cadastre in the area, they correspond to wet land where
arable farming is impeded by other factors than the presence or absence of saprolite or

sediments. Slope was calculated from the 5m DEM using the Spatial Analyst ArcGIS extension.
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3.3.3. Results and discussion

3.3.3.1. Sections showing weathering and periglacial formations

Section 1 (Figure 3-9) is located on a pass position between the Marzet basin and the main
Dauges basin (Figure 3-5). The following formations have been recognised from top to bottom:
soil (30cm deep on average), bedded grus (approximately 1.5m deep), and in-situ saprolite (at
least 1.5m deep). The fissured granite — saprolite is not visible. There is no head, probably

because the section is located on a ridge and was subject to erosion rather than deposition.
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Figure 3-9. Section 1 - close-up view of the upslope side of the quarry.
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Section 2 (Figure 3-10) is located just outside the Dauges catchment, in a small quarry dug at
midslope within a small thalweg. The quarry face is parallel to the steepest slope direction. On
the left (upslope) side of the quarry face, the saprolite layer is very shallow or inexistent, and
fissured / fractured granite can be seen just beneath the soil layer. On the left (downslope) side
of the quarry, the saprolite thickness reaches 2-3m. Two profiles have been described in more
detail, in the centre of the quarry face and on the downslope side. The first profile (Figure 3-11)
show the presence of, from top to bottom, the soil layer (30cm deep), head deposits (about
50cm deep), bedded grus (about 1m deep), in-situ saprolite (1-1.5m deep), and granite that is
obviously weathered but still resistant to attempts to break it. Head deposits are not present on
the second profile (Figure 3-12). The soil, 30 cm deep, directly overlays the 1m-deep bedded
saprolite and the in-situ saprolite (at least 1m deep). The fissured granite is not visible but the

compactness of the in-situ saprolite suggests that it does not lie far below.
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Figure 3-10. Section 2 - Panoramic view of the complete quarry face.
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Figure 3-11. Section 2 - close-up view of the middle of the quarry face.
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Figure 3-13. Sections described by Valadas (1998).

Figure 3-13 shows sections 3 and 4, that were described by Valadas (1998). Section 3
(corresponding to the drawing on the top left of Figure 3-13) is located on a steep slope through
which the path from Sauvagnac to Les Sauvages is cut. The fissured granite is visible just below
the soil layer, and the in-situ and bedded saprolite is only found locally in small pockets in the
middle part of the profile. Head deposits are not visible. Section 4 (corresponding to both

drawings on the right of Figure 3-13) is located a few tens of metres further away, on a more
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gently sloping terrain. It is approximately 15m long but quite shallow (about 1.5m deep), and the
fissured granite can be seen nowhere. The soil layer is 30-50cm deep, and overlays relatively
shallow and discontinuous head deposits, and the in-situ saprolite. Bedded grus is not visible
and has probably been eroded away before the formation of head deposits. In all profiles, in-situ
and bedded saprolites are quite coarse. No fragic horizon was found. Overall, the analysis of
available sections on the hillslopes suggests that the saprolite (in-situ saprolite and bedded grus)
is quite variable in depth, from about 3m deep to inexistent. It should be noted that the deepest
saprolite layers have been observed in quarries that were opened for their extraction, and
probably are in the upper range of depths found in the catchment. Head deposits are very limited

in depth and extent.

3.3.3.2. Drillings

The logs of seven geological borehole drillings carried out by CEA were obtained from AREVA
and digitised (Figure 3-14). The following interpretation of the logs in terms of weathering
formations can be proposed:

e grus, core recovery percentage mostly null, 0-37m thick: this is clearly saprolite, with
possibly some colluvium at the top.

e highly weathered, core recovery percentage very low or highly variable, 19-30m thick,
reaching a depth of 19-56m: the low core recovery percentage at the top of boreholes 1
and 7 may suggest that this layer corresponds to the laminated layer. However it can also
be found below substantial depth of material weathered to a lesser degree (borehole 1)
or be associated with a higher core recovery percentage (borehole 5). This suggests that
it may correspond to both the laminated and fissured zone.

e weathered, core recovery percentage high but variable, 6-30m thick, reaching a depth
of 15-65m: this is clearly the fissured layer

e slightly weathered, high core recovery, 0-90m thick, reaching a depth of 60-140m: it is
unclear if this is part of the lower fissured layer or of the bedrock. The second hypothesis
would reduce the variability of the depth of the fissured layer — bedrock transition, and
would also agree with the results of other drillings along fractures elsewhere in the
Ambazac massif (Cottez & Favin 1980).

e mostly unweathered to unweathered, core recovery percentage mostly 100%, rare

fractures, 40-140m deep and below: unweathered bedrock.
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Borehole: 1 2 3 4 5 6 7
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Figure 3-14. Weathering grades and core recovery percentage in the CEA boreholes

The boreholes were drilled with a 49.5° angle relative to the horizontal.

The borehole logs show a large variability in the presence and depth of the different weathering
zones, which confirms that the stratiform weathering model might not be applicable at the very
local scale due to the deepening of the weathering front along anomalies in the bedrock such as
tectonic faults. It should be noted, however, that these boreholes were drilled for the purpose
of uranium prospection and purposely cut through mineralised faults located using geophysical
and radiometric surveys. Depending on the location of the fault and associated fractures and
mineral deposits, such a variability is to be expected. The logs can therefore not be taken as
representative of the catchment as a whole, and indeed, they may be at odds with the results of

the ERT survey.

3.3.3.3. Electrical resistivity tomography

In order to aid the interpretation of the ERT results, resistivity values encountered in the different
weathering zones on granite were compiled from the literature (Figure 3-15). There is a clear
gradient of increasing electrical resistivity from the surface to the bedrock, and authors each

suggest that it is possible to distinguish between the saprolite, fissured zone and bedrock using
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Figure 3-15. Electrical resistivities of the main granite weathering formation according to the literature.
Note the logarithmic scale of the x axis. Dots give the minimum and maximum observed values, and the solid line shows the range
of these values. For the saprolite and bedrock, authors often only give the maximum and minimum observed values respectively.
These are shown by a single dot together with a dashed line indicating whether the value is the maximum or minimum of the
observed range. The methods used are as follows: Baltassat (2005): ERT interpretation in a geologically well-known small
catchment in the Vosges massif, France; Baltassat et al. (2006): ERT interpretation validated by borehole geological and resistivity
logging in India; Beauvais et al. (1999): ERT validated with geological logging and cross-borehole resistivity survey, Senegal;
Beauvais et al. (2003): ERT interpretation, Senegal; Loke (2000): general values; Olona et al. (2010): ERT validated with geological
logs, Spain; Wyns et al. (1999): VES sounding validated by geological logging in Britany, France.
electrical resistivity survey. Overall, values of about 200-400 Q.m and 2000-3000 Q.m seem to
best discriminate between the three main zones. However the actual thresholds proposed by
the literature vary considerably from one study to the other, which suggests that they should be
used as a guide only and validated for each study site. This may be due to differences in
saturation, as it is not always clear whether the zone for which resistivities are given is fully,
partially or not at all below the groundwater table, and water content is given in none but one
study. Clay content of the saprolite and fissured zone, which depends on the lithology, as well as
the electrical conductivity of the groundwater may also vary from one site to the other and
explain the observed differences. These values were used as a help to interpret the ERT transects

at the Dauges site.
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Profile 1 -29/10/2012

Profile 1 runs across the steep valley downstream of the wetland outlet, starting on the relatively
flat area on top of the hill. A Schlumberger protocol was chosen as both horizontal and vertical
structures were expected due to the topography and the presence of a fault at the bottom of
the valley. Figure 3-16 and Figure 3-17 show the measured and apparent pseudosections and
the modelled section without and with topography. Below the steep slopes, on each side of the
valley, the survey shows quite clearly the presence of a deep, resistive (3000-140000 Q.m) layer.
The presence of steep slopes and numerous rock outcrops and large boulders at the surface
suggests that this is either fresh or fissured granite. However, the first hypothesis is not
compatible with the presence of a more conductive (900-3000 Q.m) material underneath. The
only possible explanation is that the entire profile depth is fissured granite, and that the interface
between the resistive and the conductive layer is the water table, which agrees with the fact that
its depth decreases relatively regularly as one moves closer to the valley bottom. The presence
of air in fissures above the water table dramatically increases the resistivity of the granite.
Slightly higher resistivity values (up to 4200 Q.m) below the inferred water table on the northern
side might be explained by heterogeneities in the fissure density, or by errors in modelled
resistivity due to sparser data at the margins of the profile. On the flat area on top of the
southern hill, a one-block (0-2.8m) deep shallow layer of lower resistivity values (370-600 Q.m)
is visible, that coincides with the presence of a pasture, well above the water table. This is likely
to be saprolite. Resistivity values are slightly higher than those given for saprolite in the literature,
but given the low vertical resolution of the survey and the small thickness of the layer, the
measured resistivities most probably include part of the underlying unsaturated fissured layer.
The lower values observed here compared to values interpreted as unsaturated saprolite in
transect 2 might be explained by either the presence of a lamprophyre vein in the vicinity and a
more clay-rich substrate, or a different proportion of saprolite vs. fissured granite within
measured blocks. A conductive (300-700 Q.m) pocket can be seen underneath the thalweg,
located below more resistive material at the surface of the thalweg and extending well below
the superficial resistive formation of the valley slopes. Again, the only credible explanation is

that this is saturated fissured granite.
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The vicinity of a fault may have led to accelerated weathering, a larger density of fissures, a larger
porosity and possibly a larger amount of clay leading to better courant conduction. The damage
zone of the fault seems to be quite large and extends to the surface, however when this densely
fissured granite is unsaturated, its resistivity is similar to less densely fissured, unsaturated
granite. It is also possible that the decreasing resistivity of the saturated zone from the sides of
the transect towards the thalweg reflects an increase in groundwater residence time and
electrical conductivity, and therefore the flow of groundwater from the upper part of the
catchment to the thalweg. These hypotheses are not exclusive of each other and probably all
contribute to the observed pattern. There is no evidence of the presence of substantial amounts
of saprolite, colluvium or alluvium at the bottom of the thalweg. A small conductive (520-960
Q.m) zone can also be seen at the bottom of the northern end of the profile. As a lamprophyre
vein mapped by the COGEMA coincides with it, it might be interpreted as either a more densely
fissured zone, clay-rich weathered lamprophyre, or both. It is also very possible that this is an
artefact caused by the sparser data at the margins of the profile. Finally, it is noticeable that
nowhere along the bottom of the profile resistivities that could indicate unweathered granite
are to be found. Furthermore, there is no clear increase of the resistivity with depth within the
fissured zone, suggesting that fracture density does not substantially decrease with depth within
the profile, and therefore that the fissured zone extends beyond the maximum depth (50-60m)

reached by the survey.

Profile 2 — 30/10/2012

Profile 2 also runs across the wetland perpendicular to its main axis. It is located downstream of
Puy Rond and extends to the lower hillslopes on each side. As for profile 1, a thick, resistive layer
(4600-142500 Q.m) is present on the hillslopes, that overlays more conductive formations. Again,
this can be interpreted as unsaturated fissured granite overlaying saturated fissured granite. The
resistivity of the formations underneath the water table below the hillslopes is generally in the
range of 400-3000 Q.m, which is similar to values cited in the literature and measured in the
same settings on profile 1. A few lower values, as little as 140 Q.m at the far left end of the profile,
were measured, highlighting differences in fracture density and the fact that densely fractured
granite can be as electrically conductive as saturated saprolite. This has important implications
for the interpretation of the more conductive material that can be found below the valley bottom

on this transect and transect 3.
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The bulk of this material shows resistivities between 600 and 3000 Q.m, similar to material
interpreted as saturated fissured granite below the hillslopes of transects 1 and 2, and the same
interpretation can be made here. Pockets of more conductive material, with resistivities as small
as 110 Q.m, may be found across the profile, however in most cases they are located at depth,
below more resistive material. It is therefore unlikely that this material is saprolite, and the lower
resistivities are better explained by a higher fracture density within the fissured layer. The
superficial conductive pocket located between electrodes 175 and 195 might be an exception,
even though, as no fault has been mapped at this location, there would be no straightforward
explanation for it. Conversely, superficial pockets of more resistive material between electrodes
100 and 150, with resistivities between 3000 and 6000 Q.m, can be interpreted as blocks of more
massive granite less impacted by weathering. Overall, below the valley bottom, the resistivity
increases relatively regularly with depth, as a consequence of the rarefaction of fractures with
depth within the fissured zone. Values higher than 3000 Q.m, which, according to the literature,
may be associated to unweathered granite, were measured in some places at the very bottom
of the profile, at depths of around 55m below ground level. It is also worth noting that the faults
mapped by COGEMA and crossing the transects, including the major Dauges fault, are not visible
on the resistivity profile. The only place where the results could suggest a more or less vertical
linear conductive structure is below electrodes 175 to 185, and no fault was mapped there. Peat
and mineral detritic deposits are also less visible than on profile 3, except maybe on the southern

side where a very shallow slightly more conductive layer may be seen.

Profile 3 —02/11/2012

This profile runs transversally from one side of the mire to the other across Puy Rond, and
extends to the lower hillslopes on each side (Figure 3-20, Figure 3-21). Both Wenner and
Schlumberger protocols were used and subsequently combined to produce the inverse model
section. As in profiles 1 and 2, the two ends of the profile below the hillslopes are characterised
by a highly resistive layer overlaying a more conductive material. Again, this can be interpreted
as fissured granite from top to bottom, the boundary between resistive and conductive material
(at around 3000 Q.m) corresponding to the water table. Here this boundary is more sinuous and
less well characterised than in the other profiles. This may be due to model errors, more likely
at the margins of the profile due to scarcer data, as the profile does not extend as far up the
hillslopes. Similarly, Puy Rond stands out in the middle of the profile as an electrically resistant

mass with resistivities of 3700-62500 Q.m, lying on a more conductive substrate.
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As for all other profiles, this can be interpreted as unsaturated fissured granite overlaying
saturated fissured granite, with resistivities measured below the water table in the range of
1000-2400 Q.m, similar to values interpreted as saturated fissured granite in profile 1 and 2. In
this case however, the upper resistive layer seems to extend below the local water table,
suggesting a much lower degree of weathering. This explains why Puy Rond has resisted erosion
and stands out as a proper inselberg in the middle of the basin. Lower resistivity values below
Puy Rond suggest that the degree of weathering increases again at depth. As in profile 2, most
of the subsurface below the wetland shows resistivities between 600 and 3000 Q.m, comparable
to material interpreted as saturated fissured granite on this profile below the hillslopes and on
profiles 1 and 2. As on profile 2, material with resistivities lower than 600 Q.m that could, on this
basis only, be interpreted as saturated saprolite according to values found in the literature, are
mostly found at depth below more resistive material, which rules out this possibility. In fact, the
lowest resistivity of the entire profile (190 Q.m) was measured below Puy Rond, underneath
highly resistive material interpreted as poorly weathered to unweathered granite. The origin of
this quite large but well defined highly conductive anomaly 15-30m below the northern slope of
Puy Rond is unclear. A now flooded mine gallery was dug below Puy Rond by COGEMA, but more
than 200m below ground and slightly more southward. The detailed structural map provided by
AREVA does not show any fault or vein coinciding with the anomaly, however some COGEMA
working documents (ref Sauvagnac 195S — Plan d'ensemble) show that a linear geophysical
anomaly had been mapped that passed above it, which may suggest the presence of a fault

associated to higher degree of weathering and fracture density.

Overall, there is no evidence for the presence of substantial depths of saprolite. There are small
isolated superficial pockets of conductive material with resistivities lower than 600 Q.m on the
northern side of Puy Rond, but these are no more than 4m deep and coincide with relatively
thick colluvial or alluvial deposits as evidenced by manual augering and probing. Similarly, low
resistivities in the uppermost (circa 1.5-2m deep) block layer (300-800 Q.m), contrasting quite
sharply with more resistive deeper structures immediately underneath particularly on the left
side of the profile, correlate very well with the boundaries of the wetland as defined by the
vegetation, and the presence of saturated peat and underlying detritic mineral deposits. A more
resistive section (1000-3000 Q.m) at positions 125-190m coincides with shallower, submetric

peat depths overlying a hard-rock substrate evidenced by manual probing and coring.
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Profile 4 — 04/11/2012

This profile is located just outside the catchment on a relatively flat area along the main ridge
that marks the south-western boundary of the catchment (Figure 3-22, Figure 3-23). The profile
runs across an artificial pasture and a relatively young plantation woodland. It was set up to
assess the saprolite thickness on the gentle slopes of the hilltops surrounding the wetland. A
Wenner array was chosen as a layered structure was expected due to the flat topography. The
2D picture does not clearly show such a structure, and, unexpectedly, resistivity decreases with
depth. The highest resistivities (3000-74000 Q.m) are measured in the upper part of the profile.
All uppermost block centres have values of more than 1500 Q.m and all but one of more than
3000 Q.m. This is way above any value associated to saprolite in previous studies or interpreted
as indicative of unsaturated saprolite in profile 1. This suggests that, even though the presence
of an artificial pasture on part of the profile argues in favour of the presence of saprolite, its
depth is small enough (less than about a metre on the whole length of the profile) to stay

undetected using a five metre electrode interval.

Overall, the image obtained for profile 4 as a whole is similar to the one observed below the
steep slopes of profile 1, with a highly resistive layer at the top and a more conductive layer at
the bottom. Again, the most plausible explanation is that the profile cuts entirely within the
fissured zone, and that the top of the more conductive layer corresponds to the water table.
Here the threshold between the saturated and unsaturated fissured zones is around 6000-7000
Q.m, which is substantially higher than the 3000-3500 Q.m estimated from profile 1 and may be
due to differences in weathering and porosity. The boundary interpreted as the water table is
not as flat as it ought to be in this location. In particular, the highly resistive layer extends below
the hypothesised water table on the right hand side of the profile. The presence of a more
massive block of granite may possibly be invoked as an explanation. Similarly, a more resistant
area can be noticed below the water table on the left hand side, which may be explained by
differences in weathering and fissure density. Conversely, two small conductive zones seem to
cut through the upper highly resistive layer up to the surface. Since there was 15mm of rain the
night before the survey, one possible explanation is that this is caused by water infiltrating in the
fissured granite along a preferential flowpath, due to either the presence of ditches nearby or
weathering heterogeneities. The more conductive zone at the right end of the profile may be
explained in the same way, but could also be an artefact caused by sparse data at the margin of

the profile.
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Estimation of the fissured zone porosity using Archie's law

Water electrical conductivity measured in the stream at the wetland and catchment outlets, at

low flow, is given in Table 3-3.

Table 3-3. Water electrical conductivity in the main stream at the Dauges site.

Location Date Electrical conductivity at 25°C (uS.cm-1)
Wetland outlet (Pont-de-Pierre) 16/08/2011 36

Wetland outlet (Pont-de-Pierre) 28/08/2011 35

Wetland outlet (Pont-de-Pierre) 28/10/2011 39.6

Catchment outlet (D78) 16/08/2011 33

Conductivity (25°C) data obtained from the ABES database for 14 spring catchments on similar
lithology in the vicinity had a mean of 37.2 uS.cm? (sd: 6.5 pS.cm™, min: 25 pS.cm™, max: 66
uS.cm, n=93), which is very similar to the values measured at the wetland and catchment
outlets. Groundwater conductivity in the site was therefore assumed to be 37 pS.cm™ at 25°C,
which is equivalent to 27.8 pS.cm™ at 12.5°C, the temperature measured in the deepest
instrumented piezometer and assumed to be representative of groundwater temperature during
the ERT measurements. This corresponds to a resistivity of 359.7 Q.m. Figure 3-24 gives the
expected resistivity as a function of porosity of a non-conductive rock fully saturated with a

solution of the same conductivity, according to Archie (1942).

resistivity (2.m)
| | |
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Figure 3-24. Resistivity as a function of porosity according to Archie's law, for a groundwater electrical
conductivity of 27.8 uS.cm™, with a=1.4 and m=1.58.

Porosities deduced from the resistivities measured in the fissured zone using ERT and from the
conductivity measured in stream and spring waters are an order of magnitude higher than
storage coefficients usually cited in the literature (0.2-5%, Wyns et al. 1999, 2004). Resistivities
of 600 Q.m and 3000 Q.m, which correspond to the range of resistivity values interpreted as

corresponding to the fissured zone in this study and in others, would require improbable
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porosities of 90% and 32% respectively. The conductivity of the groundwater was estimated from
surface and spring waters, yet the former is often higher than the latter due to a higher residence
time (Wyns pers. comm.), so it is possible that the estimate of the groundwater conductivity is
wrong. However measurements in stream waters were very similar to those obtained from a
large number of springs in the area. As these are used for water supply, it is reasonable to assume
that they are permanent and therefore groundwater-fed. As most of the saprolite layer has been
eroded away in the Monts d'Ambazac, one can assume that these springs tap into the fissured
zone aquifer. Measurements in the nearest water supply borehole, located 3km away at La-
Jonchére-St-Maurice and tapping 50m deep at the contact between leucogranites and gneisses
gave conductivity values of 42-49uS/cm. Measurements in the granitic bedrock 200m below
ground in the uranium mine of Fanay-Augeres, 4km west of the study site, gave an average value
of 77uS/cm. None of these measurements are high enough to give reasonable porosity estimates
according to Archie's law. In Archie's law, the tortuosity and cementation factors are empirical
factors that should be calibrated for each rock type. It is simply possible that the factors used
cannot be applied to the fissured layer, due to physical and chemical differences with fresh
granite caused by the weathering process. In particular, the presence in fissures of clay produced

during the weathering process may increase the conductivity of the rock.

Conclusions

The following conclusions can be made from the ERT survey:

e On the flat area of the higher hilltops, the combined thickness of the soil and saprolite
layer is very small (about a metre or less), sometimes too small to get detected. It is
totally undetectable on the steeper hillslopes.

e The presence of conductive material underneath much more resistive material on the
hilltops and slopes and below Puy Rond demonstrates that most of the material
investigated corresponds to the densely fissured layer of a truncated weathering profile,
forming a continuous aquifer. The interface between resistive and conductive material
corresponds to the groundwater table. The threshold between the saturated and
unsaturated fissured zones seem to be around 3000 Q.m, however higher resistivity
values may be measured below the groundwater table where fissure density is lower
than usual. The 3000 Q.m upper threshold is similar (even though in the upper range) to
those cited in the literature for the fissured layer as a whole, which suggests that in all
cases these values were measured in the saturated fissured zone even though this is

rarely specified. The presence of substantial volumes of air within the unsaturated
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fissured layer results in much larger resistivity values, generally higher than those cited
in the literature for unweathered granite.

e The absence of an increase in resistivity with depth suggests that the interface between
fresh unweathered granite and fissured granite is never reached, except maybe at the
very bottom of profile 2 and 3 where values higher than 3000 Q.m have been observed.
The fissured granite layer reaches depths of at least 50-65m, and so does the aquifer.

e Below the wetland, even though no highly resistive material can be observed at the top
of the profile due to full saturation up to the surface, there is no indication of the
presence of saprolite: resistivity values are only slightly lower than those observed in the
saturated fissured layer below the hilltops and slopes, probably as a result of a higher
fissure density, clay content and/or groundwater electrical conductivity, and are
generally higher than those cited in the literature for saprolite. There are a number of
cases where low resistivity values similar to those observed elsewhere in unsaturated
and even saturated saprolite were measured, however in nearly all cases these were
observed at depth and overlaid by more resistive material, ruling out an interpretation
as saprolite.

e Interestingly, these low resistivity values, as low as 110 Q.m, measured within the
saturated fissured layer suggest that when the water table lies above the saprolite-
fissured layer interface, it may be difficult or even impossible to map this interface using
electrical resistivity methods. As soon as the water table drops below this interface, the
contrast between the unsaturated saprolite and unsaturated fissured layer becomes
very sharp again, as shown in profile 1.

e Nowhere can any of the faults mapped by COGEMA as crossing the profiles be clearly
seen on the ERT profiles. The major Dauges fault is associated with a wide and diffuse
lower resistivity zone, suggesting a progressive increase in fracture density around it but
this does not extend very deep. There is no evidence for saprolite plunging along faults

and veins.

3.3.3.4. Mapping the distribution of granite outcrops using indirect indicators.

Figure 3-25a shows the spatial distribution of slope within the research catchment. It highlights
the typical shape of etch-basins in Hercynian landscapes: an almost circular valley with a flat
bottom occupied by the wetland, surrounded by a ring of small hills with steep slopes and
relatively flat tops, and only opened on its downstream side by a narrow and deep, almost

canyon-like, corridor.
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Figure 3-25. Using slope to map outcropping formations

a: terrain slope; b: distribution of arable land in 1836; c: distribution of rock outcrops and piles as mapped by COGEMA;
d: distribution of inferred outcropping formations.
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A few smaller etch-basins very similar in shape to the main one, as well as elongated
intermediary shelves, can be found at approximately mid-slope. Figure 3-25b and Figure 3-26
shows that in some places, land was cultivated on surprisingly steep slopes in the 19" century,
even though, overall, arable land tended to be located on the gentler slopes of the hilltops and
intermediary shelves closest to the surrounding settlements (villages of Sauvagnac, Marzet and
Lagorceix). Arable land was over-represented on slopes smaller than 12.9°, and under-

represented above that threshold.

Figure 3-25c shows the distribution of large rock outcrops as mapped by COGEMA. Two types of
rock features were distinguished. Unfortunately, no legend was available with the maps, but
based on field knowledge it seems clear that a distinction was made between large rock outcrops
and boulders on one hand, and man-made piles of smaller rocks on the other hand. The clear
association of the latter with arable land, stone-walls and large paths confirms this hypothesis.
Only the former type, i.e. large outcrops and boulders, was therefore included in the analysis.
Figure 3-27 shows that large outcrops and boulders are over-represented on slopes higher than

12.9°.

The similar slope thresholds obtained using two totally different datasets covering slightly
different extents strongly suggest that a strong geo-morphological mechanism drives the
distribution of slopes within the study area, and that this mechanism is indeed linked to the
difference in resistance to erosion between the more resistant fissured layer or unweathered
bedrock, and the more easily eroded saprolite, colluvium and alluvium. A slope higher than 12.9°
may be taken as indicative of fissured or unweathered rock outcrops. Figure 3-25d shows the
inferred distribution of these areas. An interesting detail is noticeable on the gentler hillslopes
along the north-east catchment boundary. In this topographical position, the gentler slopes are
most certainly due to the presence of saprolite, yet man-made stone piles are numerous and
widespread, and there are occasional large rock outcrops or large boulders. This suggests that
the interface between saprolite and fissured layer is quite shallow in this area, in agreement with
ERT observations on the other side of the catchment and with field and airborne radiometry

observations made by Mauroux et al. (2009) at the scale of the Saint-Sylvestre granitic massif.
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Figure 3-26. Kernel density estimation of slope distribution in arable land vs. in all dry land.
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Figure 3-27. Kernel density estimation of slope distribution at mapped rock outcrops vs. in the entire
area.

3.3.4. Conclusion on granite weathering formations and periglacial formations within the

Dauges catchment

The analysis of sections cutting through periglacial deposits show that they are very patchy. Head
is frequently missing and shallow when present. Bedded grus is logically associated to preserved
in-situ saprolite (but the opposite is not true), and can reach depths of 1-1.5m. In the Monts
d'Ambazac, Flageollet (1977) noted that bedded grus and head matrix are very similar to in-situ
saprolite in terms of granulometry. Together with the absence of a fragic horizon, this suggests
that, within the Dauges catchment, periglacial deposits can be considered equivalent to in-situ
saprolite in terms of their hydrological behaviour. The analysis of the distribution of arable land
in the 19" century and of large granite outcrops and boulders suggests that there are indeed two
different outcropping materials leading to different slopes, namely fissured or fresh granite on
one hand and more easily mobilised material such as in-situ saprolite, colluvium and alluvium

on the other hand. The presence of deeper soils and saprolite on the intermediate hilltops and
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gentler hillslopes is suggested by their widespread use for arable farming in the early 19" century
except on the southern part of the catchment. However the widespread occurrence of large
man-made stone piles and occasional large granite outcrops as mapped by COGEMA in the same
area suggest that most of the saprolite layer has been eroded, and that arable farming took place
on erosion surfaces cut across the lower part of the saprolite layer where boulders of
unweathered granite are more frequent. The shallowness or even absence of the saprolite layer
on the higher hilltops was confirmed by the ERT survey: even though the presence of an artificial
pasture on part of profile 4 along the southern hilltops suggested the presence of at least some
loose material, it could not be seen with the electrode interval used, and was therefore less than
about a metre deep. The presence of some saprolite was evidenced on an intermediate hilltop
on the eastern boundary of the catchment, but again it was less than a couple of metres deep.
This is in line with observations made on a limited number of outcrops within the catchment,
and with field observations and the interpretation of airborne radiometry data made by
Mauroux et al. (2009), who showed that most of the saprolite cover in the Monts d'Ambazac had

been eroded away.

In their morphotectonic evolution model of the Limousin relief, and of the Monts d'Ambazac in
particular, Klein and co-workers (Klein 1978; Desire-Marchand & Klein 1986; Klein et al. 1990)
interpreted the higher hilltops around the Dauges catchment, with an altitude ranging from 650
to 700m, as residual inselbergs protruding above the remnants of a younger pediplain, the latter
corresponding to the plateaux and shelves located at around 600-630m within the catchment. A
consequence of this interpretation is that, even on gentle slopes, there would be no substantial
depths of saprolite left on the higher hilltops (Puy de Sauvagnac to the east, Puy de la Garde and
Papou to the south-west, Puy du Guet to the north-east), whereas remnants of deep weathering
mantles could be found in hilltop position at lower altitudes, around Puy des Crouzettes and Puy
Gros, around the villages of Sauvagnac and Marzet, on the hill south of the wash house and on
the midslope shelf that runs along the southern boundary of the catchment (see Figure 2-4 to
locate place names). This agrees quite well with the ERT results that did not detect saprolite on
the higher hilltops south of the catchment but did on the smaller and flatter hill north of Marzet.

It also agrees relatively well with the current and past distribution of arable land.

The results of the analysis of the distribution of large granite outcrops and boulders suggest that
resistant granite is exposed on the steeper slopes. This was confirmed by ERT survey, which
systematically showed the presence of a permeable fissured layer, extending beyond depths of

at least 50-60m. The bottom of this fissured layer was possibly reached only at the very bottom
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of profile 2, downstream of Puy Rond, at depths of at least 55m below surface (corresponding
to an altitude of about 500m NGF69), which is consistent with data from the CEA boreholes
drilled at the bottom of the main basin that suggested depths of 54m on average (minimum 38m,
maximum 65m) and altitudes of 492-513m NGF69 (mean 505m). Since the ERT profiles rarely
reach the fissured zone — bedrock interface and all but one of the CEA boreholes have been
drilled from a restricted area at the bottom of the basin and from similar altitudes, it is difficult
to conclude on the shape of this interface. Borehole 7, located higher up in the small basin at
the south-east of the wetland (Rocher) suggests that the depth of the interface is less variable
than its altitude, as it is reached 38m below surface but at an altitude of 539m. This would be
consistent with a localised deepening of the weathering front in the centre of the catchment
that led to subsequent differential erosion and the formation of a topographic basin, but more

data would be needed to confirm this.

Itis clear though that this thick fissured layer allows the development of a relatively thick aquifer.
On all profiles the margins of the wetland matched the point where this aquifer cuts through the
ground surface. Puy Rond stands out as a more massive block of granite, with a much lower
degree of weathering that the surrounding fissured zone. According to the ERT data, the fissured
layer at the bottom of the basin is generally more densely fractured than below Puy Rond and
the surrounding hilltops and slopes. This is the result of differential weathering, also at the origin
of the basin topography, and caused by differences in tectonic fracture density. Manual augering
showed the presence of a saprolite layer below the main extent of the wetland, but the method
did not allow to estimate its thickness. The ERT survey suggested that it was nowhere substantial.
This is backed by the rod survey data that shows the presence of hard rock at shallow depths
directly below organic and inorganic sediments on the south-eastern part of the wetland. It is
remarkable that none of the faults and lamprophyre veins mapped by COGEMA could be seen
on the ERT profiles. There was no evidence of saprolite, or even highly fissured granite, plunging
along the faults. It seems that, at the bottom of the basin and if one neglects the relatively
shallow sediment deposits, the top of the fissured layer follows quite closely the ground surface,

and is quite flat. Only differences in fracture density could be inferred from the ERT data.

This is at odds with the results from the geological drillings completed along the toeslope further
east, that show the presence of a 15-40m deep saprolite layer. This may result from a quite
localised deepening of the weathering front along this particular fracture that is not repeated
elsewhere, caused by the presence in this area of several faults and lamprophyre vein parallel

and close to each other. This could have led to the weathering front deepening and widening to
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a larger extent than along other isolated faults and veins. However the saprolite layer cut by
borehole n°5 is located some distance away from the nearest fault, and the saprolite layer does
not seem to deepen much further as one gets closer to the faults. It is possible that this material
has simply not been entirely removed by erosion during the formation of the basin, due its
position upstream of Puy Rond. The map of the base of peat and inorganic deposits (Figure 3-31)
shows a slightly higher ridge prolonging Puy Rond towards the north-east. As a consequence,
sediment fluxes in the last stage of the basin formation followed the course of the current stream,
through the bottleneck between Puy Rond and Puy Long. This may have caused a less complete
evacuation of in-situ saprolite and colluvia from the eastern part of the basin, particularly at the
toeslope. Downstream of Puy Rond and of this bottleneck, where all ERT profiles cutting across
the bottom of the basin are located, erosion might have been more complete and nearly reached

the top of the fissured layer.

Taken together, the results of the ERT survey and of the rod survey suggest that, below the
wetland at least, substantial masses of in-situ saprolite or colluvia do not extend beyond the
north-east corner of the wetland where the CEA boreholes were drilled. A fifth ERT profile was
planned for across the CEA boreholes as this would have been extremely useful to validate the
interpretation of the other ERT profiles and to investigate the actual extent of this saprolite
pocket, unfortunately equipment and logistical issues prevented it. It would also be advisable to
carry out localised checks of superficial formations along the ERT transects using drilling
equipment. In the absence of such cross-validation, the possible discrepancy between the ERT
survey and the CEA drilling logs suggests that the interpretation of either surveys should be taken

with some caution.

3.4. Development of a 3D hydrogeological model of peat and alluvial deposit

3.4.1. Methods

Data on the stratigraphy of the peat were collected within the Dauges wetland by Laplace-
Dolonde et al. (2007), who described 93 profiles spread more or less evenly across the wetland.
The profiles rarely extended below the first few tens of centimetres of the underlying mineral
substrate. Most profiles were located using a portable GPS, with an estimated accuracy of 10-
40m, but a few were located using a topographic map and their position accuracy is probably
poorer than 50m. Data from this earlier study were collated, checked, harmonised and entered

into the site GIS database. A further 23 soil profiles were described as part of the current work
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during the installation of the dipwells and piezometers (see Figure 4-16 in Section 4.3.1.1), using
a Russian corer in peat and a 50mm Dutch soil auger in mineral materials. Description of the peat
included color, type of plant remains when identifiable, humification rate using the von Post
index, texture, presence of sand or gravel and an estimation of wetness (Riley & Michaud 1994),
all estimated in the field visually and manually. Samples were classified as fibric, hemic or sapric
based on the von Post index and the texture of the peat. The granulometric composition of
mineral horizons was estimated manually on site. The altitude and location of these soil profiles

were surveyed using DGPS with centimetric accuracy.

Peat depth was measured in 794 points across the entire wetland site following a predefined
25m-resolution grid. Peat depth was estimated using a probe made of threaded metal rods. The
friction of gravel and sand against the rod threads allowed a clear identification by touch of the
transition between peat and underlying mineral horizons. An assessment of the method against
the augered profiles showed that it was generally accurate to within 10cm. However, particularly
along the margins of the wetland, peat and mineral horizons were sometimes intermixed. In this
case it proved difficult to accurately establish the actual depth of the deepest peat layer, and the
value obtained may be an underestimation. The depth of the underlying alluvial or colluvial
deposits was also roughly estimated by driving the rod as deep as possible. These sediments
were often less compacted and had a higher water content than the underlying in-situ
formations, and could relatively easily be probed unlike the more compact in-situ saprolite
beneath them. The altitude and location of each survey point was determined with centimetric
accuracy using DGPS. Peat depth values obtained using probing and augering were aggregated
with data from Laplace-Dolonde et al. (2007), keeping only points that had been located using
GPS.

Peat and underlying mineral sediment depths were interpolated to a 5m-resolution grid using
ordinary kriging. To improve the accuracy of peat depth interpolation at the wetland margins,
the limits of peat soils were estimated visually based on actual measures, the vegetation map
and the DEM. Dummy zero points were added at 25m intervals along and beyond these
boundaries. Actual measurement points were scarce downstream of the main wetland outlet at
Pont-de-Pierre, and peat depth was therefore roughly estimated for a number of dummy points
within the narrow riparian wetland downstream of Pont-de-Pierre and the small basin east of
Marzet ("Girolles"). This was based on a small number of measurement points, the vegetation
map and topography. The dummy points were added to the rest of the peat depth data for kriging.

This was deemed acceptable as peat depths and surfaces downstream of Pont-de-Pierre are very
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small compared to the rest of the site, and should not have a major influence on water circulation
and on the results of the MIKE SHE model. However the interpolated map of peat depth should

not be relied upon for other purposes downstream of Pont-de-Pierre.

In places where data on peat stratigraphy was available, the acrotelm depth was estimated using
the pedological definition proposed by van der Schaaf (1999, 2002), as the "top layer [...] from
the surface downwards to the level where the degree of humification first reaches 4 [...] in the
von Post classification". This definition is based on the relationship between humification and
hydraulic conductivity, with the hydraulic conductivity decreasing rapidly as the von Post index
increases to about 4, and decreasing at a much lower rate or being stable beyond that value
(Verry et al. 2011). Only GPS-located stratigraphical surveys were used, reducing the dataset to
69 points. Scatterplots and regression trees (using the rpart R package, Therneau et al. 2014)
were used to explore the relationship between acrotelm depth and a number of potential
explanatory variables. These included vegetation type, peat depth, slope, contributing area and
slope over contributing area ratio. These variables were chosen as they may be related to the
volume, velocity and hydrochemistry of water flowing through and above the peat and may have

an impact on peat accumulation and humification and therefore on the acrotelm depth.

It has long been recognised that peat properties, in particular hydrologically relevant properties
such as humification, bulk density, porosity and hydraulic conductivity, influence and are
influenced by the vegetation from which the peat is formed (Rydin & Jeglum 2006). In a valley
mire such as the Dauges mire, peat depth and surface slope are also expected to be related to
the depth and variability of the water table, with shallower and more stable groundwater tables
found in the low-lying centre of the mire where peat is deeper and slope small or null.
Furthermore, the amount of runoff flowing through a particular location is in part related to its
contributing area (or catchment area), while various indices expressing the ratio between slope
and contributing area have repeatedly been shown to be related to the depth of the
groundwater table (Beven & Moore 1993; Merot et al. 1995, 2003; Rodhe & Seibert 1999; Wilson
& Gallant 2000). Slope, contributing area and slope over contributing area ratio have been shown

to be related to pedologically-defined acrotelm depth in raised bogs (van der Schaaf 2002).

These variables were computed for the Dauges catchment using DEMs of varying resolutions (5,
10 and 25m) derived from the 5m DEM described in Section 3.2.1.3. The catchment area and
slope over catchment area ratio were calculated using the DInf algorithm implemented in the

TauDEM extension for ArcGIS (Tarboton 2008), which results in a better estimation of surface
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water fluxes than the classical D8 algorithm available in core ArcGIS (Tarboton 1997). The slope
over catchment area ratio is the inverse of the widely used topographic wetness index (Beven &

Kirkby 1979; Quinn et al. 1995; Wilson & Gallant 2000).

3.4.2. Results and discussion

Figure 3-29 shows peat depths interpolated from rod and auger surveys. Data with a sufficient
resolution are only available for the main wetland extent upstream of Pont-de-Pierre, including
the small perched basins of Marzet and Rocher. Consequently, the following maps and figures
do not include the peat deposits downstream of Pont-de-Pierre, which are very limited in extent
and depth. The mean peat depth is 0.80+0.49m (based on the kriged data). The maximum depth,
3.45m, was recorded by Laplace-Dolonde et al. (2007) just east of Puy Long, but the deepest
peat deposits are generally found downstream of Puy Rond. The total peat volume is estimated
to be around 293039m3. Comparison of peat depth and altitude of the base of the peat deposit
(Figure 3-31, top) shows that deep peat deposits are predominantly found along palaeo-
thalwegs that pre-existed peat inception. These palaeo-thalwegs match quite well the current
permanent water courses upstream of Puy Rond and Puy Long, but not downstream where the

plan profile of the stream makes it clear that it has been artificially straightened and diverted.

Figure 3-30 shows the estimated thickness of alluvial deposits. Even though it should be
interpreted with caution given the caveats of the method used (manual probing), it gives an idea
of the depth of easily penetrable sediments. Comparison with the hand auger survey and with
rod probing tests carried out close to the piezometer clusters where the stratigraphy is known
showed that they correspond to saturated sands and gravels that have been substantially
impoverished in silts and clays compared to in-situ saprolite, indicating that they have been
displaced by running water. They are located in two main places: at the break of slope along the
north-eastern boundary of the wetland, and downstream of Puy Rond where the deposits
occurred on a flatter area obstructed by the Pont-de-Pierre bottleneck and are clearly correlated
to a deeper palaeo-thalweg that preceded sedimentation (Figure 3-31, bottom). The presence
of hard rock at shallow depths just underneath the peat or a shallow layer of sediment is obvious

from Figure 3-28 along the south-east and east parts of the wetland.

Figure 3-32 gives a schematic representation of the twenty profiles surveyed by manual augering
in peat soils. The stratigraphic survey confirmed the presence of substantial and highly
permeable deposits of washed sands and gravels, up to 1.7m thick, along the main watercourse

and north-east of Puy Rond.
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Figure 3-28. Nature of the material on which the rod survey stopped.

Together with data from Laplace-Dolonde et al. (2007), it shows that the Dauges mire histosols
are highly varied and complex. Colluvial and alluvial mineral deposits are often found between
organic horizons, particularly on the margins of the wetland and along the current and pre-
engineering courses of the main water course downstream of Puy Rond. The deeper organic
horizons are often highly humified, and therefore poorly permeable in theory. The upper peat
horizons are also highly variable, and range from dry, highly decomposed peat on the northern
and eastern margins of the wetland to nearly intact Sphagnum peat on the southern side for
instance. Figure 3-33 shows the acrotelm depth as mapped using the pedological definition by
van der Schaaf (1999, 2002), as well as the topographical indices derived from the DEM and used
to model it. Figure 3-34 shows box- and scatter-plots of acrotelm depth against potential
explanatory variables. There seems to be a larger proportion of large acrotelm depths in habitats
classed as either Carex/Eriophorum angustifolium mire or Narthecium ossifragum mire in the
low-lying areas west of Puy Long and between Puy Rond and the main wetland outlet at Pont-
de-Pierre. No relationship with any of the other potential descriptors could be inferred from the
plots. An exploratory regression tree showed the lowest cross-validated error for the size 1 tree
(i.e. no effect of any explanatory variable). Small-scale spatial variation in the acrotelm depth is
clearly visible in Figure 3-33-a, and suggests that a high-resolution systematic survey would be

required to map it with sufficient accuracy.
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Figure 3-29. Peat depth at the Dauges site.

Top: peat depth kriging prediction; bottom left: measurement and dummy points; bottom right: kriging prediction standard error.

Wetland boundaries are based on the vegetation map.
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Figure 3-30. Thickness of easily-penetrable mineral deposits underlying peat at the Dauges site.

Top: sediment thickness kriging prediction; bottom left: measurement points; bottom right: kriging prediction standard error.
Wetland boundaries are based on the vegetation map.
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Figure 3-31. Altitude (MNGF69) of the base of peat (top) and mineral (bottom) deposits at the Dauges
site.
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Figure 3-32. Stratigraphic profiles.
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Figure 3-33. Acrotelm depth (a) and topographic indices used to model it: terrain slope (b), Dinf
contributing area (c) and slope over Dinf contributing area ratio (d).

Only the topographic indices computed using the 10m-resolution DEM are shown.
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Figure 3-34. Box- and scatter-plots of acrotelm depth against potential explanatory variables.

Vegetation classes: a: Carex/Eriophorum angustifolium minerotrophic mire, b: Calluna vulgaris-Erica tetralix mire, c: Nardus stricta
—Juncus squarrosus grassland, d: Molinia caerulea-Juncus grassland, e: Narthecium ossifragum mire, f: Molinia caerulea mire; Slp:
slope; DInfCA: DInf contributing area; DInfSIp: slope over Dinf contributing area ratio.

3.5. Hydraulic conductivity of peat and alluvial sediments
3.5.1. Methods

Hydraulic conductivity of the peat and most superficial underlying mineral formations was
assessed using slug withdrawal tests following the procedures described in Baird et al. (2004).
The procedure was carried out in selected existing dipwells and piezometers (see Section 4.3)
and in temporary piezometers specifically installed for that purpose in selected places to better
characterise expected changes in peat hydraulic conductivity with depth. The locations of the
temporary piezometers were subjectively chosen to best represent the expected spatial
variability of the peat hydraulic conductivity, based on the stratigraphy of the peat as investigated
in Section 3.4 and on the mire vegetation (Figure 3-35). The temporary piezometers were made
of PVC tubing, 27 and 32mm internal and external diameter respectively, with a plug at the
bottom end. A 10cm-long intake was drilled 10cm above the bottom of the pipe using a 5mm

drill bit. The perforated/total area ratio of the intake was about 70%.
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Figure 3-35. Location of slug tests.

Three tube lengths were used to investigate hydraulic conductivity in the acrotelm (intake at
10-20cm below ground), the upper catotelm (60-70cm) and the lower catotelm (140-150cm).
The three tubes were installed in a cluster 20-30cm from each other. A screw auger with a 30mm
diameter was used to drill a hole into which the piezometer was carefully pushed. In some places,
the peat layer was shallower than 160cm, and the deepest piezometer was therefore installed
at a shallower depth, making sure the intake was well above the peat/mineral interface.
Temporary piezometers were labelled according to the name of the cluster ("qdt" plus a number,
for legacy reasons) and the minimum and maximum depth below ground of the intake, in

centimetres ("qdt25 10-20" for instance).

After the water table in the piezometer had equilibrated, the piezometer was fully emptied using
a manual pump to trigger a strong inflow and remove any material that may have got smeared
during the installation of the piezometer and could lower the hydraulic conductivity around the
intake. This procedure is known as "development" (Baird et al. 2004). An automatic Mini-Diver
pressure logger was installed at the bottom of the pipe below the intake, and the water table
left to equilibrate again. A manual pump was used to rapidly remove water from the piezometer,
and the recovery of the water table was monitored with the automatic logger. Slug withdrawal
tests were preferred over slug insertion tests as it has been shown that the former are more

reliable and provide results that are more consistent with Darcy's law assumption of a rigid
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porous medium (Baird et al. 2004). The recovery data were analysed within the framework
developed by Kirkham (1946) and Hvorslev (1951), and detailed in Baird et al. (2004). In a rigid
porous media, the discharge of water into the piezometer after slug withdrawal or insertion is
given by:

dh

Q= AE = FKh Equation 3.2

where Q is the discharge, A the inside cross-sectional area of the piezometer, h the difference in
elevation between the water table in the piezometer and the surrounding soil, t the time, K the
hydraulic conductivity of the soil and F the shape factor of the piezometer intake, which depends
on the intake size and shape and on the flow pattern around it. According to Hvorslev (1951) and
subsequent workers (Baird et al. 2004), for closed-bottom cylindrical intakes, F can be calculated

as:

2.4ml

F = Equation 3.3
In(1.2l/d + 1+ (1.2l/d)?)

where [ is the length of the intake and d its external diameter.

Hvorslev (1951) defined the basic hydrostatic time lag T as:

T=_""— Equation 3.4

and showed that the change in normalised head (the head ratio, or difference between heads in

the piezometer and in the soil) is given by:

= t/T Equation 3.5

where t is the time since the start of the test, h is the head ratio at time t and ho the head ratio
at to. T can therefore be estimated from the curve of change in head ratio against time, and K
calculated from T using Equation 3.4. Following Baird et al. (2004), T was estimated numerically
by fitting Equation 3.5 to the observed recovery curve using non-linear least-square regression,
specifying T as the parameter to optimise. The nls() function in R (R Core Team 2014) was used

in this order. In some cases, particularly when the peat hydraulic conductivity was very small, the
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water table depth in the soil was difficult to measure precisely. This was due to a combination of
factors: not enough time had been given for the water table to stabilise after the diver had been
inserted in the piezometer, or too large an amount of water was removed from the piezometer
and the recovery took too much time to monitor entirely or to minimise the effect of diurnal
water table movements. Yet an incorrectly specified soil water table can lead to unrealistic
estimates of T and K. A second model was therefore fitted to the recovery curve, specifying the
soil water table as a second parameter to be optimised. K was then estimated from T using

Equation 3.4.

3.5.2. Results and discussion

A total of 25 slug tests were carried out using temporary piezometers inserted at three different
depths in peat. Figure 3-36 shows the observed recovery curves with fitted Hvorslev models.
When included as a parameter to be optimised, computed groundwater table depth values were
within a few millimetres of measured ones, which is well within the accuracy of the manual
dipper. As the latter were not available for all tests, hydraulic conductivities were calculated using
the former, which resulted in a better fit of the Hvorslev model with the observed recovery
curves. Run tests showed that in all slug tests there was a statistically significant departure from
the Hvorlsev model. The only exception was the test labelled "qdt25 10-20", which can be

explained by the fact that only seven data points were available.

The departure from the Hvorslev model is also obvious from the residuals (Figure 3-37) that are
not distributed randomly. Three different patterns can be seen from the residual plots. The first
one shows daily cyclicity and is very likely a consequence of the daily groundwater fluctuation
caused by evapotranspiration losses. This type of pattern is visible in tests "qdt43 120-130" and
"qdt11 140-150" for instance. The second type of pattern shows short peaks, for instance in
"qdt43 60-70" or "qdt46 60-70". These coincides with short precipitation events. The third type
of pattern is found in nearly all residual plots, sometimes superimposed to other types of
residual patterns. It can be seen most clearly in test "qdt13 140-150": the residuals follow an
inverted S shape, whereby the Hvorslev model underestimates the recovery curve at first, then
overestimates it and finally underestimates it again. The curve shape is broadly similar whatever
the duration of the recovery, i.e., residuals are dependent on the h/ho ratio but not on time.
Apparent departure from Darcy’s law in peat has been reported by several researchers (Ingram
et al. 1974; Rycroft et al. 1975; Waine et al. 1985; Baird & Gaffney 1994), who also measured

larger hydraulic conductivities at the start of slug tests than towards the end.
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Figure 3-36. Recovery curves following slug tests in peat using temporary piezometers with a 10cm

intake.

Tests are labelled according to the cluster name as per Figure 3-35 and to the depth of the piezometer intake during the test, in

centimetres. Test "qdt13 10-20" was carried out twice. Note the different x and y scales.
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Figure 3-37. Hvorslev model residuals (temporary piezometers in peat).

The residuals shown are those of the Hvorslev model in which both T and Hwt were optimised. Tests are labelled according to the

cluster name as per Figure 3-35 and to the depth of the piezometer intake during the test, in centimetres. Test "qdt13 10-20" was

carried out twice. Note the different x and y scales.
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Figure 3-38. Recovery curves following slug tests in permanent piezometers.

Tests are labelled according to the cluster name as per Figure 3-35 and to the depth of the piezometer intake during the test, in

centimetres. Test "qdt13 10-20" was carried out twice. Note the different x and y scales.
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Figure 3-39. Hvorslev model residuals (permanent piezometers).

The residuals shown are those of the Hvorslev model in which both T and Hwt were optimised. Tests are labelled according to the
cluster name as per Figure 3-35 and to the depth of the piezometer intake during the test, in centimetres. Test "qdt13 10-20" was

carried out twice. Note the different x and y scales.
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Galvin & Hanrahan (1967) attributed similar laboratory observations to air entrapment. It was
latter shown that apparent departure from Darcy’s law could be explained by the effects of
matrix compression and swelling which cause variable water storage in peat (Hemond &
Goldman 1985; Brown & Ingram 1988). The same explanation may hold for the departure from
Hvorslev’s theory apparent in Figure 3-37. However, the same residual pattern was found when
the Hvorslev model was fitted to recovery curves obtained from permanent piezometers (Figure
3-38 and Figure 3-39), be it in peat or, crucially, in the underlying mineral formations. The
maximum departure is similar in peat and mineral formations, in the order of 1-3 centimetres.
This observation suggests that either alluvial deposits and in-situ saprolite have the same
compressibility as humified peat, which is unlikely, or that the inverted S shape pattern observed
in residuals is not caused by a particular physical property of the aquifer matrix, but rather by an
equipment or analytical issue. Clearly more work is required to explain these patterns.
Nevertheless, the departure from the Hvorslev model is relatively small, and probably negligible
when compared to the very large variability of saturated hydraulic conductivity observed in both

peat and mineral formations.

Figure 3-40 and Table 3-4 give the saturated hydraulic conductivity values measured in the peat
using temporary piezometers. They show quite clearly that hydraulic conductivity in the
superficial peat (10-20cm below surface) is 2-3 orders of magnitude higher than at higher depths.
The existence of a conductive but shallow surface layer overlaying less permeable peats has long
been recognised in many mires (Holden & Burt 2003), and forms the basis of the acrotelm-
catotelm model sensu Clymo (1984). The median hydraulic conductivity 10-20cm below the
surface is 2.6x10° m.s?, but values measured at this depth vary by three orders of magnitude,
compatible with values found in the literature (Letts et al. 2000) for fibric to hemic peats. This
reflects the high spatial variability in the humification rate of surface peat already described in
Section 3.4. Such a large spatial variability also exists in ombrotrophic mires such as blanket bogs

(Holden & Burt 2003).

The hydraulic conductivity is slightly less variable 60-70cm below ground level. The median value
at this depth is 4.3x10® m.s, compatible with values given in the literature for hemic to sapric
peats (Letts et al. 2000). However the variability in hydraulic conductivity increases again 1.0-
1.5m below ground level. In some clusters (qdt26, qdt13), the hydraulic conductivity even
increases substantially between 0.6-0.7m and 1.0-1.5m. Again this highlights the large
heterogeneity of peat hydraulic properties in acidic fens, where the presence of coarse mineral

alluvium within the peat, its varied botanical origin, the spatial and long-term temporal
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variability of peat moisture and the subsequent variability in peat humification, as well as
localised water flow caused by springs or upwelling below the peat layer lead to a generally more
complex stratigraphy than found in raised bogs. The classical model of a regular decrease in
hydraulic conductivity with depth caused by an increasing humification of peat often described

from raised bogs is therefore not valid in acidic fens.

0.1-0.2 7 — [ —
06074 — | .
10154 — | F——

I I I I I
10°® 107 10° 10° 10"
. .. -1
hydraulic conductivity (m.s )

depth below ground (m)

Figure 3-40. Boxplot of hydraulic conductivities measured in peat using temporary piezometers,
according to depth.

Table 3-4. Hydraulic conductivities (m.s) measured at different depths in peat using temporary

piezometers.

Location 0.1-0.2m 0.6-0.7m 1.0-1.5m
qdt25 1.3910% 4.26 10 5.27 10
qdt26 1.1110% 1.21 107 2.88 10
qdt1l 3.9510% 221107 7.60 10
qdt28 2.60 10 2.62 108 -
qdt1 2.55100 3.3310% 1.37 107
qdt13 2.35100 2.9210 6.40 10°°°
qdt43 2.67 107 4.06 10% 1.11 10
qdt42 - 1.01 107 3.67 107
qdt46 - 5.76 10 -
qdt50 - - 4.90 10%

Table 3-5. Hydraulic conductivities (m.s) measured in peat and underlying mineral formations using
permanent dipwells and piezometers.

. Top of intake Bottom of intake . Hydraulic conductivity
Piezometer Material b
(m below ground) (m below ground) (m.s?)
D17-120 a 0.2 1.2 gravel 4.75 10°%
D17-120 b 0.2 1.2 gravel 1.57 10%
D17-120 ¢ 0.1 1.2 gravel 3.18 10
P18-270 15 2.7 gravel & saprolite 1.90 107
P19-220 15 2.2 gravel & saprolite 1.31 107
P20-190 1.4 1.9 gravel & saprolite 4.11 10708
P22-230 1.9 2.3 gravel & saprolite 6.98 108
P13-80 0.5 0.8 peat 2.60 108
P16-150 1.2 1.5 peat 3.59 108
P12-180 0.7 1.8 saprolite 2.90 107
P13-180 a 1 1.8 saprolite 1.55 108
P13-180 b 1 1.8 saprolite 2.16 108
P15-200 a 1.3 2 saprolite 2.5110°8
P15-200 b 1.3 2 saprolite 3.56 108
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Table 3-5 (continued). Hydraulic conductivities (m.s™) measured in peat and underlying mineral
formations using permanent dipwells and piezometers.

. Top of intake Bottom of intake . Hydraulic conductivity
Piezometer Material )
(m below ground) (m below ground) (m.s?)
P16-325 31 3.25 saprolite 2.0510°%
P7-190 1.5 1.9 saprolite 1.16 10
P8-237 2.1 2.37 saprolite 7.27 10

3.6. Pedological survey of mineral soils

Verger (1998) dug and surveyed five pedological pits on Puy Rond and on mineral soils at the
periphery of the wetland. A further five pits were dug and described in August 2012 as part of
the current study, with the help of Bruno Gratia, teacher in pedology at the Meymac forestry
school (Figure 3-41). Taken together, these surveys are thought to be broadly representative of

the topographical and vegetation conditions found within the catchment (histosols excluded).
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Figure 3-41. Location of pedological pits.

V1-V5: from Verger (1998), 1-5: this study.

The aim of the pedological survey was not to map soils precisely within the entire catchment,
but to get a qualitative estimate of average soil characteristics to be used in the MIKE SHE model
for the whole catchment, histosols excluded. The description of the pedological pits dug as part
of this study is given in Appendix D. Together with soil profiles described by Verger (1998), they

show that soils outside the wetland are generally relatively deep (40-70cm), even on hilltops and
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relatively steep slopes such as those found on Puy Rond. It should be noted, however, that
shallower profiles are regularly encountered on rock outcrops on steep slopes for instance.
According to the French pedological classification (Baize & Girard 2009), they mostly belong to
acidic podsosols ocriques, allocrisols and brunisols. Texture is loamy-sandy to sandy-gravelly, and
drainage is always good. The clay content is slightly higher in illuvial situation at the bottom of
small depressions but even there no sign of reduction could be seen and these topographic

conditions are rare outside the wetland boundaries.

3.7. Conclusion

The analysis of sections cutting through periglacial deposits show that they are very patchy. Head
is frequently missing and shallow when present. No fragic horizon was found. In the Monts
d'Ambazac, Flageollet (1977) noted that bedded grus and head matrix are very similar to in-situ
saprolite in terms of granulometry. Together with the absence of a fragic horizon, this suggests
that, within the Dauges catchment, periglacial deposits can be considered equivalent to in-situ

saprolite in terms of their hydrological behaviour.

Even though the use of hilltops and slopes for arable farming in the early 19" century suggests
the presence of at least some loose material, the widespread occurrence of large man-made
stone piles and occasional large granite outcrops in land previously ploughed suggests shallow
saprolite depths. This was confirmed by ERT that only detected saprolite less than a couple of
metres deep on an intermediate hilltop on the western boundary of the catchment. This is in
line with field observations and the interpretation of airborne radiometry data made by Mauroux
et al. (2009), who showed that most of the saprolite cover in the Monts d'Ambazac had been

eroded away.

The presence of substantial depths of saprolite underneath the wetland is still uncertain. Seven
existing geological drilling logs show the presence of a 15-40m deep saprolite layer north-east of
Puy Rond, however the boreholes were all drilled in a restricted area along uranium-rich
mineralised faults and may not be representative of the rest of the basin. Nevertheless they
show that, for the least, saprolite has not been completely eroded away from the bottom of the
basin east of Puy Rond. The ERT did not allow to find any evidence of saprolite at the bottom of
the basin downstream of Puy Rond. This may be due to a complete evacuation of saprolite in

this area or to similar resistivity values in saturated saprolite and in saturated fissured granite.
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Additional ERT profiles along the existing boreholes would allow to calibrate the ERT results but

could not be carried out due to equipment failure.

ERT transects show the presence of a densely fissured granite zone at least 50-60m deep in all
investigated locations, with some variations in fissure density, seemingly larger underneath
topographic lows, in line with the current understanding of differential weathering and erosion
processes that lead to the formation of etch-basins in basement regions (Valadas 1984; Lageat
et al. 2001). Existing geological drilling logs suggest a thickness ranging from 38 to 65m, with an
average of 54m. The ERT shows clearly the presence of a relatively thick aquifer circulating in the
fissured zone. On all profiles the margins of the wetland match the point where this aquifer cuts
through the ground surface, suggesting a determining role of groundwater seepage in the mire
water balance and a high degree of hydrological connectivity between the mire and its

catchment.

The stratigraphical survey and slug tests in peat confirmed the presence of a poorly decomposed
and highly conductive layer overlaying a more decomposed and less permeable layer. Hydraulic
conductivities in the first tens of centimetres of the peat column are quite high, with a median
value of 2.6x10° m.s?, and 2-3 orders of magnitude lower in the lower peat column, where a
median value of 4.3x10®¥m.s. This is in line with many studies showing a rapid decrease of
hydraulic conductivity with depth in mires (Ingram 1978; Ivanov 1981; van der Schaaf 1999, 2002)
and corresponds to the classical acrotelm-catotelm model (in the broad sense, Morris et al. 2011)
of mire hydrology. However it was shown that peat characteristics are highly variable. For
instance, the depth of the poorly humified highly permeable superficial layer ranges from 0 to

60cm and could not be related to a number of potential explanatory variables.

This high spatial variability of peat physical characteristics is common to many mires. Brandyk et
al. (2002) for instance found a large nugget effect when kriging peat bulk density, saturated
moisture content, saturated hydraulic conductivity and van Genuchten'’s soil moisture retention
parameters measured with a one-metre resolution in the Biebrza Basin in Poland, indicating large
small-scale spatial variability. Within the Dauges mire, a large number of profiles are complex,
for instance showing layers of poorly humified peat located beneath highly humified peat, which
suggests substantial changes in surface wetness over time. Furthermore, alluvial deposits are
commonly found within peat deposits, particularly along the main stream and downstream of
Puy Rond, indicating stream migration. Substantial depths of highly permeable gravel deposits

were found downstream of Puy Rond, which most probably increase exchanges between the

166



stream and the mire in this area. The stratigraphic survey also suggested a hydrological and
pedological degradation of superficial peat in the north-eastern part of the peatland, associated

to the disparition of peat-forming vegetation.
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Résumé du chapitre 3

Ce chapitre a pour objectifs principaux de caractériser et de cartographier les formations
géologiques ayant potentiellement un role important dans I’hydrologie de la tourbiére des
Dauges et de son bassin versant, en particulier les formations d’altération du granite (y compris
les formations périglaciaires), les alluvions et les dépoOts tourbeux ; de contribuer au
développement d’'un modele conceptuel hydrogéologique du site ; et de décrire I'acquisition des
données additionnelles nécessaires au développement d’un modeéle physique distribué MIKE

SHE.

Pour remplir ces objectifs, un ensemble de méthodes complémentaires ont été utilisées. Un
modeéle numérique de terrain a haute résolution a été développé a partir de levés
topographiques au GPS différentiel et de données existantes. Les formations d’altération du
granite ont été étudiées grace a la réinterprétation des logs de sept sondages géologiques
profonds réalisés par le CEA, la réalisation de quatre transects de résistivité de tomographie
électrique, la recherche et I'analyse de coupes superficielles existantes, et une analyse sous SIG
de la distribution spatiale d’indicateurs indirects de la nature des formations affleurant en
surface. Les dépots tourbeux et alluvionnaires ont été caractérisés et cartographiés par sondage

au carottier russe, a la tariere manuelle et a la tige filetée.

L'analyse des quatre coupes superficielles disponibles montre que les formations périglaciaires
sont discontinues. Les arénes remaniées a blocs sont fréqguemment absentes, et tres peu
profondes lorsque présentes. Aucun horizon fragique n’a été mis en évidence. Dans les Monts
d’Ambazac, Flageollet (1977) a montré que les arénes fauchées, les arenes litées et la matrice
des arénes remaniées a blocs different trés peu des arenes en place en terme de granulométrie.
A l'intérieur de la zone d’étude, les formations péri-glaciaires peuvent donc étre considérées
comme équivalentes aux arénes en place d’un point de vue de leurs caractéristiques hydro-

dynamiques.

La présence de terres arables dans la premiere moitié du 19e siecle sur les pentes et les sommets
de certains puys en périphérie du bassin versant, attestée par les registres du cadastre
napoléonien, suggere l'existence de matériaux meubles en surface, en particulier d’arenes.
Néanmoins, la présence aux mémes endroits de nombreux empilements de pierres d’origine
anthropique et de quelques affleurements granitiques suggére que ces arénes sont peu

profondes. Cela est confirmé par la tomographie de résistivité électrique, qui n’a permis de
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détecter des arenes épaisses d’un a deux metres environ que sur un puy d’altitude intermédiaire
en périphérie ouest du site. Sur le reste des transects réalisés sur les sommets et pentes
entourant I'alvéole principal, I'épaisseur des arenes, si présentes, est inférieure a la résolution
verticale de la méthode, soit environ 1m. De méme, I'analyse des coupes superficielles existantes
a mis en évidence des épaisseurs d’arene de quelques metres au plus. Ces observations sont en
accord avec les investigations de terrain et radiométriques aéroportées décrites par Mauroux et
al. (2009), qui ont montré que la plupart des arénes avaient été quasiment entierement érodées

dans les Monts d’Ambazac.

La présence d’épaisseurs substantielles d’arenes sous la zone humide reste incertaine. Les logs
des sondages géologiques disponibles indiquent la présence d’arénes épaisses de 15 a 40m sous
la partie nord-est de la tourbiere. Néanmoins, ces sondages ont tous été réalisés dans une zone
restreinte le long de failles minéralisées, dans le cadre d’une recherche de minerai uranifere
orientée par des études géophysiques et radiométriques préalables. Ils ne sont donc pas
représentatifs de I'ensemble du site. Ils montrent néanmoins que les arénes n'ont pas été
entierement évacuées de la partie située en amont du Puy Rond. A contrario, les trois transects
de tomographie de résistivité électrique réalisés en aval du Puy Rond n’ont pas permis de mettre
en évidence la présence d’arénes épaisses de plus de 1-2m. Cette observation peut s’expliquer
soit par une érosion plus compléte des arenes en aval du Puy Rond du fait d’'une topographie
plus favorable, soit par une équivalence en termes de résistivité électrique des arenes saturées
et de la zone fissurée du granite. La réalisation de transects de tomographie de résistivité
électrique supplémentaires et de sondages géologiques serait nécessaire pour résoudre cette

ambiguité.

La tomographie de résistivité électrique a permis de montrer que la zone fissurée du granite
atteint des profondeurs d’au moins 50-60m sur toutes les zones prospectées, avec toutefois des
variations du degré d’altération et de la densité de fissuration, ceux-ci étant plus importants sous
les creux topographiques. Ces observations concordent avec les modéles actuels d’altération et
d’érosion différentielle ayant conduit a la formation des alvéoles granitiques (Valadas 1984;
Lageat et al. 2001). Elles sont aussi compatibles avec les sondages géologiques disponibles, qui
indiquent que I'épaisseur de la zone fissurée est comprise entre 38 et 65m, avec une moyenne
de 54m. La tomographie de résistivité électrique suggere que la zone fissurée constitue un
aquifere continu. Sur tous les transects, les limites de la zone humide correspondent a

I'affleurement en surface de la nappe circulant dans la zone fissurée du granite, ce qui suggere
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un role déterminant des apports souterrains dans la balance hydrique de la zone humide et une

forte connectivité hydrologique entre la zone humide et son bassin versant.

L'analyse stratigraphique du dépot tourbeux et les tests de perméabilité confirment la présence
en surface d’'une couche de tourbe peu décomposée et trés perméable, superposée a une
couche plus humifiée et moins perméable. La conductivité hydraulique 10-20cm sous la surface
est forte, avec une valeur médiane de 2.6x10-5 m.s-1. Elle est de deux a trois ordres de grandeur
plus faible dans la partie inférieure du dépd6t tourbeux, ou une valeur médiane de 4.3x10-8 m.s-
1 a été enregistrée. Ces données concordent avec de nombreuses études montrant une
réduction rapide de la conductivité hydraulique avec la profondeur dans les tourbiéres (Ingram
1978; Ivanov 1981; van der Schaaf 1999, 2002) et avec le modéle classique acrotelme-catotelme
(au sens large, Morris et al. 2011). Toutefois, le taux d’humification et la conductivité hydraulique
de la tourbe varient trés fortement dans l'espace. Par exemple, I'épaisseur de la couche
superficielle peu décomposée varie entre 0 et 60cm, et n'a pu étre corrélée a aucun des facteurs
explicatifs potentiels étudiés. Un nombre important de profils stratigraphiques étudiés sont
complexes, et témoignent de la présence de couches de tourbes peu décomposées sous des
tourbes plus humifiées. De plus, des dépots alluviaux de sables et de graviers sont fréquemment
présents au sein de ou sous la tourbe, particulierement aux abords du ruisseau et dans la partie
aval de la zone humide. Ces dépdts alluvionnaires, trés perméables, favorisent les échanges
souterrains entre le ruisseau et la zone humide sur ce secteur. L'analyse stratigraphique indique
également une dégradation hydrologique et pédologique de la tourbe en surface dans la partie

nord-est de la zone humide, associée a la disparition des espéeces turfigenes.
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Chapter 4. Hydrology: data acquisition and qualitative analysis

4.1. Introduction

This chapter has two main objectives:
e to describe the acquisition of hydrological time-series required to calibrate and validate
the model;
e to develop a conceptual model (in the hydrogeological meaning of the term) of water
circulation to, from and within the mire based on a qualitative analysis of hydrological

time-series and of the geological model developed in Chapter 3.

River stage and discharge in and out of the mire, groundwater table depths both in and around
the mire, and piezometric heads in the peat and underlying superficial mineral formations were
monitored for a period of two to three years. Time-series were corrected to account for

substantial drift observed in automatic loggers.

Hydrological time-series were analysed using a range of methods including principal component
analysis and visual inspection of depth exceedence frequency curves, vertical piezometric
gradients at specific locations and horizontal piezometric gradients along transects

representative of the hydrological functioning of the wetland.
4.2. Stream stage and discharge monitoring

4.2.1. Methods

Discharge was measured at five locations shown on Figure 4-1. In drains and small streams in the
upstream part of the wetland, discharge was measured using V-notch weirs and automatic stage
loggers installed at three suitable locations in July and September 2010. A location was deemed
suitable if the large-scale and small-scale ground topography was such that all surface flow from
the upstream catchment would go through the weir, and if the stream slope was such that water

sprung free of the notch whatever the discharge.
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Figure 4-1. Automatic gauging stations and manual stageboards at the Dauges site.

Unfortunately, such locations were rare, and it was for instance not possible to accurately
measure surface flow through the north-eastern boundary of the wetland because drain
channels in this area are shallow and not well defined. The weirs were hand-made using water-
resistant plywood for the body of the weir and 1mm-thick aluminium strips for the sharp edge
of the notch (Figure 4-2). The peat on the side of the stream was cut using a hand saw, and the
weir was hammered into position. It was levelled as precisely as possible, and its bottom and
sides were made watertight using pieces of humified peat and, where necessary, bentonite.
Water tightness was checked on a regular basis during the duration of the study. A mm-
graduated ruler was installed on the upstream side of the weir as far away as possible of the
notch to measure the height of the water above the point of the notch. A float-operated
automatic stage logger (Thalimeédes, OTT) was installed in a stilling well upstream of the weir at
a distance equal to four times the maximum width of the V-notch (Herschy 2008). Logger data
were regularly checked against actual stage, and when instrument drift had occurred, they were
post-corrected assuming a linear drift since the last check. Fifteen-minute resolution stage data
were converted into discharge using the stage-discharge equation for sharp crested V-notch

weirs provided by Dingman (1994, p. 544) :

Q=Cug /Ztan<9 )(Z —Zy) 52 Equation 4.1
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where g is the gravitational acceleration, 6, is the V-notch angle in degrees, Z, the elevation of
the base of the V-notch, Z, the elevation of the water surface and C,, a weir coefficient, taken as
equal to 0.43. In larger streams the installation of a V-notch weir was not possible for practical
and regulatory reasons. It was therefore necessary to establish a stage-discharge relationship by

periodically measuring flow for a range of stage values.

Figure 4-2. V-notch weir and float-operated stage logger in its stilling well at Rocher.

Two gauging stations were installed, one at the main outlet of the wetland, and the other at the
outlet of the NNR and of the research catchment. The former was installed in December 2010 at
a location called Pont-de-Pierre, where the stream is 2m wide and 0.8m deep and has a straight
long profile and a relatively constant cross-section due to past channel engineering. The latter
was installed in September 2009 at the mouth of a small culvert underneath the D78 main road.
The culvert is rectangular in section, 1m wide and approximately 1.5m high (Figure 4-3). Stream
stage was monitored every 15 min using Orpheus-Mini loggers (OTT) installed in stilling wells. A
stageboard was also installed near each logger to allow for the logger data to be regularly
checked against an independent benchmark. Stage loggers at both stations showed a substantial
linear drift over time, which was modelled as a linear function of time using ordinary least square
regression. Stage records were corrected accordingly. Disharge was periodically measured by the

NNR staff using a Nautilus C2000 electromagnetic flowmeter (OTT).
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Chapter 4. Hydrology: data acquisition and qualitative analysis

Figure 4-3. Gauging station at the catchment outlet, with the pressure logger in its stilling well..

Unfortunately, after a year of measurements, it was discovered that the flowmeter had been
faulty since the start of the monitoring. Consequently, data collected from September 2009 to
December 2010 had to be discarded, and discharge measurement could only resume in June
2011. Additional measurements were carried out in 2012 using a FlowMate 2000
electromagnetic flowmeter and in 2011 using salt dilution gauging during low and medium flow
events, following the method described in Moore (2004, 2005) and using a CTD diver
(Schlumberger Water Services) logging at 1Hz to measure specific conductance. The stage-
discharge relationship was modelled using different least-square based statistical techniques.
First, a power law was fitted by non-linear least-square regression using the nls() function of R.

The equation used took the following shape:

Q=Cth+a)" Equation 4.2

where Q is the discharge, h the measured stage, C and n constants, and a the datum correction.

The datum correction is the inverse of the stage reading when flow is null, and was determined
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by looking at stages recorded in early July 2011, when flow stopped for a very short period at
the Pont-de-Pierre station. Second, a polynomial (cubic) model was fitted by ordinary least

squares using the Im() function of R. It took the following shape:

Q=Clh+a)+C2(h+a)®>+C3(h+a) Equation 4.3

Terms in the model were tested for significance by comparing nested models with an F-test and
removed if not significant. Thirdly, in order to extrapolate the stage-discharge curve beyond the
highest measured discharge, the stage-area-velocity method (Herschy 2008) was used. The
cross-section of the stream bed was surveyed using differential GPS (see Section 5.3.1.3). At the
Pont-de-Pierre station, it was not possible to survey the bed exactly where the logger had been
installed due to overhanging trees, and the stream was surveyed a few metres downstream of
the logger instead. Since this stretch of the stream had been engineered in the past, cross-
sections were similar. The lowest point of the section was assumed to correspond to the zero
flow stage, and the empirical stage-wetted area relationship was calculated. The mean velocity
was calculated for each discharge measurement by dividing discharge by the corresponding
wetted area. A stage-mean velocity relationship was estimated using linear regression. Discharge
was then estimated for each observed stage by multiplying the corresponding mean velocity and
wetted area. Observed stages and estimated flows at a fifteen-minute resolution were
aggregated to daily means using the same aggregation period as the one used for rainfall (from
6:00am on day d, not included, to 6:00am on day d+1, included) following WMO guidelines (see
Appendix E).

Within the main wetland, stage was measured manually at four stageboards distributed along
the permanent water courses (Figure 4-1) and fixed to 10cm diameter wooden posts hammered
in the stream bed. The stageboards were levelled using DGPS or a total electronic station.
Measurements were taken approximately every two to three weeks, simultaneously to

groundwater table manual measurements in piezometers (Section 4.3).
4.2.2. Results and discussion
4.2.2.1. D78 culvert (catchment outlet)

The Orpheus-Mini logger at the D78 culvert gauging station showed a substantial drift over time
(Figure 4-4). The scatter is compatible with the expected accuracy of the manual measurements,
obtained from a centimetre-graduated stageboard and within +/-15min of the logging time. Drift
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was assumed to be linear, modelled as a function of time using linear regression, and the stage
data were corrected accordingly. The linear model predicted a 0.004m difference between
logger- and manually-recorded stages when the logger was first set up in September 2009,

compatible with the accuracy of manual measurements.
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Figure 4-4. Logger drift at the D78 gauging station.

The line shows the fitted linear model.

Figure 4-5 shows the adjusted logger-recorded stage as well as the stage observations
undertaken manually at the time of discharge measurements. Figure 4-5 shows two substantial
issues. Firstly, zero flows have been measured twice (each time using the Nautilus flowmeter) at
relatively high stages, highlighted on the figure by the two horizontal dotted lines. Secondly,
there is a clear upward trend in stage records. Unfortunately, due to the flowmeter fault, any
change in the stage-discharge relationship that occurred before the spring of 2011 cannot be
directly assessed. Correlations with stage further upstream could only be examined after the

Pont-de-Pierre logger was set up in December 2010.

Figure 4-6 shows the relationship between stages at both stations as a function of time,
symbolised by a colour scale. The scatter shape should not change over time if the stage-
discharge relationship remained constant at both stations. This is clearly not the case. There has
been a small but distinct change in the relationship between stages at both stations in April or
May 2011: the red to orange points form a line slightly below the main scatter of points and
parallel to it, suggesting the entire stage-discharge curve was affected. This may have coincided
with the brief but large flooding event that occurred on 02/05/2011 and that could have
mobilised sediments and changed the channel section a short distance downstream of the D78
logger. Earlier stage records cannot be reliably converted to discharge and should therefore not
be relied upon.
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Figure 4-5. Stream stage at the D78 gauging station.

The black dots show the manually-recorded stage at the time of discharge measurements.
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Figure 4-6. Scatterplot of stage records at Pont-de-Pierre vs. D78.

Figure 4-6 also shows that the relationship between stages at both gauging stations changed at
low stages (less than 0.5m at D78 and less than 0.25m at Pont-de-Pierre, navy blue to purple
points) around June 2013. Stages at the D78 station were indeed slightly lower in summer 2013
summer than in summer 2012, whereas stages at the Pont-de-Pierre station followed the
opposite pattern. It is however difficult to pinpoint in which station the stage-discharge
relationship actually changed. All float-operated loggers upstream of the wetland stopped
working following a large flow event in June 2013 and could not be used for comparison. This

issue is further discussed in Section 4.2.2.2. Figure 4-5 shows that, at the D78 station, zero flows
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were measured at relatively high stages below which the water level dropped substantially for
relatively long periods, even after May 2011. In August 2011, a discharge of 7.3 l.s! was
measured using dilution gauging while the Nautilus flowmeter measured a zero flow. This is due
to the fact that, following the apparent change in channel section, water is ponded at low flow,
the wet area is quite large and velocities are too small to be measured using the flowmeter. As
only one dilution gauging could be undertaken at low flow for logistical reasons, the accuracy of
the stage-discharge relationship would therefore be reduced at low stages. Furthermore, Figure
4-7 shows that stage-discharge measurement points are relatively scattered at high stages,

above 0.6-0.7m.
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Figure 4-7. D78 stage-discharge scatterplot.

Overall, the estimation of discharge from stage records at the D78 gauging station is fraught with
a number of substantial issues, and it was decided not to use these records any further. To
improve the accuracy of the records in the future, it would be necessary to remove sediments
that have accumulated downstream of the gauging station to lower the downstream topographic
controls back to their 2009-2010 original levels and to stabilise the stream profile. Another
possibility would be to build a raised flume-like structure at the mouth of the culvert to increase

velocity and get rid of the influence of topographic controls downstream.
4.2.2.2. Pont-de-Pierre (main wetland outlet)

The Orpheus-Mini logger showed a substantial drift over time. Drift was apparently linear, and
was therefore modelled as a function of time using linear regression. The values predicted by
the model were used to correct the stage data. Figure 4-8 shows a scatterplot of "actual" (i.e.

manually-recorded using the permanent stageboard) vs. logger-recorded data.
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Figure 4-8. Logger drift at the Pont-de-Pierre gauging station.

The line shows the fitted linear model.

The scatter is compatible with the expected accuracy of the manual measurements, obtained
from a centimetre-graduated stageboard and within +/-15min of the logging time. The linear
model predicted a 0.003m difference between logger- and manually-recorded stages when the
logger was first set up in December 2010, compatible with this assessment of measurement
accuracy. Figure 4-9 shows corrected stage records and flow measurement points at the Pont-
de-Pierre gauging station, at the outlet of the wetland. It shows that the average recorded stage
at Pont-de-Pierre has slightly increased over time at low flows. Lower stages during the 2011

summer compared to the 2012 summer can be explained by lower flows during the 2011 drought.
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Figure 4-9. Stream stage at the Pont-de-Pierre gauging station.

The black dots show the manually-recorded stage at the time of discharge measurements.

The total rainfall from 01/10/2010 to 30/09/2011 was 989mm, whereas it was more than
1300mm in the previous and following hydrological years, and total potential evapotranspiration

was also higher. The stream actually dried out for a few days in summer 2011 while it never did
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in 2011. However, the higher stages recorded during summer 2013 cannot unequivocally be
explained by higher stream flows, and it may well have been the result of a change in the stage-
discharge relationship. This is evidenced by Figure 4-6, that shows that the relationship between
stages at the D78 and Pont-de-Pierre stations have changed at low stages around June 2013 (less
than 0.5m at D78 and less than 0.25m at Pont-de-Pierre). In the absence of direct flow
measurement in 2013, it is difficult to pinpoint at which gauging station this change in stage-
discharge relationship occurred. However, even if it occurred at the Pont-de-Pierre station, the
effect on flow estimation will be limited to the low stages (less than 0.25m) of the summer 2013,

and therefore the potential water balance error will be small.

Issues encountered at both gauging stations highlight the dynamic nature of stage-discharge
relationships in small pristine headwater streams. The construction of a more permanent and
stable gauging station would be advisable if reliable flow measurements are to be pursued at the
Pont-de-Pierre wetland outlet. Figure 4-9 shows that the discharge measurements were
relatively well distributed throughout the range of observed stages. The highest recorded stage
was 0.680m, whereas the highest stage at a time when a flow measurement was undertaken
was 0.538m. The latter stage was only exceeded in 1.8% of the 15min-resolution records. This
happened at least once in 57 days out of the 1084 days for which records are available. Several
methods were tested to fit a curve to the stage-discharge scatterplot. Figure 4-10 shows stage-

discharge scatterplots with the fitted power and polynomial models.
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Figure 4-10. Power (left) and polynomial (right) stage-discharge curves at the Pont-de-Pierre gauging
Station.

The polynomial model fitted the data better than the power model, especially at low flow, with
a RMSE of 0.00401 vs. 0.00478 respectively. When extrapolated to stages higher than 0.538m, it

predicted larger discharges than the power model. It took the following form:
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Q = 0.0575(h — 0.082) + 1.1037(h — 0.082)3 Equation 4.4

where Q is discharge and h the stage (adj. R?=0.992, F-statistic: 973.4 on 2 and 14 df, p-value
<0.001). The power model took the following form (a determination coefficient cannot be given

as it does not make sense for non-linear regression):

Q = 0.7713(h — 0.082)227%4 Equation 4.5

The statistical models were checked against the stage-discharge curve estimated by the stage-
area-mean velocity method. Figure 4-11 shows the results obtained for each step of the
procedure: topographic survey of the cross-section, linear modelling of the stage — mean velocity
curve, calculation of the stage — wet area curve from the topographic section, and calculation of
the stage — discharge relationship by multiplying the predicted mean velocity and wet area for
each possible stage. If one excludes measurements of discharge made at stages below 0.2m,
points on the stage - mean velocity scatterplot were quite well distributed along a straight line,
which was modelled as a linear function of stage and used to derive the stage-wetted area curve.
Higher mean velocities at stages less than approximately 0.2m are probably due to small-scale
differences in the bed topography between the actual section where flow measurements were
made and the section that was surveyed using DGPS, the latter being a few metres downstream
of the former (the stream could not be surveyed immediately adjacent to the logger due to

overhanging trees).
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Figure 4-11. Stage-area-mean velocity plots at the Pont-de-Pierre gauging station.

From left to right: stream bed cross-section; mean velocity — stage scatterplot (the line is the linear model fitted to the points,
excluding stages <0.2m); wetted area — stage curve; stage-discharge curve.
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At higher stages, since the stream was engineered in the past and has a very regular cross-section,
the wetted areas of both sections become similar. Discharge estimates made using this method

will therefore not be accurate at stages less than about 0.2m.

Figure 4-12 shows the stage-discharge curves obtained using the three different methods. The
fitted power curve and the stage-area-velocity curve are almost identical at stages less than
0.538m, and, when extrapolated to stages higher than the highest stage with a flow
measurement, also give very similar results. Both under-predict low flows, when stage is below

0.2m approximately and the stage-wetted area relationship changes.
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Figure 4-12. Comparison of stage-discharge curves established with different methods at the Pont-de-
Pierre gauging station.

The polynomial model has a better fit in the lower part of the stage-discharge scatterplot but
largely over-predicts discharge when extrapolated beyond 0.538m. To improve accuracy at both
ends of the stage-discharge relationship, the final rating curve at the Pont-de-Pierre gauging
station was therefore derived from a combination of both the polynomial model for low stages
and the stage-area-mean velocity curve for larger stages, the cut-off point being taken as
0.2695m, where both curves cross each other. Figure 4-13 shows the discharge calculated using

the adjusted stage records and the composite rating curve.

182



0.10 0.15
L L

daily discharge (m*.s™)
0.05
|

0.00
!

Jan-2011 Jan-2012 Jan-2013

date

Figure 4-13. Daily mean discharge at the Pont-de-Pierre gauging station.

4.2.2.3. Rocher, Marzet and Girolles

The float-operated stage loggers (Thalimedes, OTT) used in the smaller streams upstream of the
wetland proved far less reliable than the pressure loggers (Orpheus-Mini, OTT) used at Pont-de-
Pierre and at the D78 culvert. For instance the cable that operates the recording pulley is easily
dislodged by sudden large flood events, as happened on 07/06/2013 when all three loggers
stopped recording simultaneously. For logistical reasons it was not possible to resume recording
and this event therefore signalled the end of stage recording upstream of the wetland. The logger
initially installed at Rocher also became faulty in early October 2010 and could only be replaced
two months later. A delay in data downloading in late 2012 due to logistical constraints meant
that data collected between 16/12/2012 and 17/02/2013 were overwritten when the device

memory got full at a later stage.

The temporary weirs proved relatively efficient and robust, however a limited number of issues
were encountered. First, a leak developed underneath the weir at Rocher in February 2012 and
could only be stopped in March 2012. Second, even though the weir itself had been fenced off
at Marzet, cattle trampled the stream downstream of it, which meant that the flow through the
notch was not free for approximately a month in summer 2011. Third, debris became trapped in
the weir V-notch at Girolles in early summer 2012, meaning that stage got over-estimated for
approximately two months. In each case, the start of the problematic period was identified by
checking stage time-series against each other, and data collected during these periods were
deleted. Figure 4-14 shows the daily mean discharge measured using V-notch weirs in the upper

part of the catchment.
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Figure 4-14. Daily mean discharge at the upstream gauging stations.

4.2.2.4. Stageboards

Figure 4-15 shows manually-recorded stage using the 4 stageboards distributed along the
permanent watercourses within the main wetland. Together with continuous stage records at
the main wetland outlet, at the Pont-de-Pierre station, the manual records suggest that the
range of stream water levels increases from upstream to downstream. This may be due to the
fact that stream channels are rather ill-defined in the upper part of the wetland, where the flow
is often diffuse or subterranean and over-bank exchanges with the wetland dampen peak flows;
whereas the channel gets deeper, larger and better defined further downstream,

accommodating most of peak flows within its banks.
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Figure 4-15. Manual stage records.

4.3. Piezometry

4.3.1. Methods
4.3.1.1. Equipment

A total of 57 piezometers and dipwells were installed between December 2010 and April 2011
to monitor the piezometric head in the main peat horizons and in the upper-most part of the
underlying mineral formations. Unfortunately due to financial and technical constraints it was
not possible to install boreholes in the weathered granite formations in the upper part of the
catchment. Within the wetland, dipwells and piezometers were arranged in 21 clusters that were

themselves distributed along three transects from the mineral soils at the foot of the valley
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slopes just outside the wetland to the lower part of the wetland close to its outlet (Figure 4-16).
One transect (clusters 26 to 17) follows the line of lowest slope from the north-eastern footslope,
the other two (clusters 3 to 8 and 9 to 17) are perpendicular to it. This design was chosen to
minimise the amount of time required to check all piezometers while maximising the diversity
of topographical, geological, pedological and ecological contexts for which hydrological

information can be obtained within the wetland.
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Figure 4-16. Location of piezometer clusters.

Each cluster includes at least one dipwell and between one and three piezometers depending on
the depth and variability of the peat column and of the nature of the underlying mineral
substrate, which were determined by hand augering. Wherever possible, four tubes were
installed: one deep (1.0-1.5m) dipwell, in which an automatic logger could be inserted to
measure the water table depth all year round; one shallow dipwell in the peat acrotelm; one
deep piezometer in the catotelm; and one piezometer in the underlying mineral substrate. In
mineral soils outside the wetland, only one deep dipwell was installed. Table F-1 in Appendix F

gives the details of the piezometers and dipwells installed within the site.

All piezometers and dipwells were made of 32mm external diameter (27mm internal diameter)

PVC tubes. The diameter was chosen so that it was small enough to make installation easier and

the piezometers more reactive to actual changes in the water table in the surrounding soil

material, especially in the low-permeability highly humified peat (Holden & Armstrong 2007),
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but large enough to accommodate automatic loggers (which are 22mm in diameter). To prevent
tubes from silting up, they were screened using a highly permeable geotextile. To install
piezometers in the mineral substrate underneath the peat, a 5cm hand auger was used to create
a hole with a slightly larger diameter than the tube. To prevent artificial movement of water
between the mineral substrate and the upper peat horizons, and to be able to detect a potential
vertical piezometric gradient, a bentonite seal was installed at the mineral/peat interface. The

space left between the tube and the hole wall was then filled with bentonite pellets.

Figure 4-17. Dipwell and piezometer before installation in the ground.

Left: dipwell (short tube) and piezometer (long tube) with the (black) socket of permeable textile protecting the screened area.
Right: close-up view of the bentonite seal. A longitudinally-slotted plastic glass is taped at the desired position along the tube, filled
with bentonite pellets, and closed with tape. This allows for the bentonite pellets to be positioned precisely at the desired depth,
generally that of the less conductive peat layer just above the mineral/peat interface. After installation of the tube in the ground,
bentonite pellets are pushed in the space left between the tube and the hole wall using a stick to extend the seal to the surface.
Dipwells inserted into mineral soils were installed in a similar way, but sand was used to back fill
the space left between the tube and the hole, and a bentonite seal installed at ground surface
level to prevent surface runoff from flowing directly into the dipwell. Piezometers and dipwells
installed in the peat layer were pushed into it after a driving hole of a slightly smaller diameter
had been created with a 30mm diameter screw-headed soil auger. Tubes belonging to a same
cluster were installed 20-30cm apart. The tubes stuck out of the ground surface by 20-30cm. As

the site is cattle-grazed, this design was chosen to minimise disturbance by cattle: the tubes are

tall enough for the cattle to see them and to make them difficult to be stamped upon, but short
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enough to prevent cattle from rubbing themselves against them. In three years, only one dipwell,
installed in mineral soil in a place where cattle frequently rest, was damaged. Data from six pre-
existing dipwells were also available (labelled PZ1 to PZ6 in Figure 4-16). These were installed in
October 2009 by a specialised contractor. They were made of 50mm PVC tubing drilled all the
way up, cut at ground level and topped with a metal cap. Unfortunately, these are deeply
anchored into the underlying mineral substrate, which makes the interpretation of the data
difficult in case of vertical movement of water from or towards the mineral substrate. A shorter
additional dipwell, limited to the peat layer, was therefore installed in October 2011 near each

existing dipwell for control purposes.

The water level in all dipwells and piezometers was measured approximately every fortnight
from the installation date to the late summer of 2012 using a water level metre (SDEC). Sixteen
pressure loggers (SWS Mini-Diver, 0-10m range) were initially installed in a selection of dipwells
thought to best represent the range of hydrological conditions that could be found within the
wetland (dipwells D3-100, D6-70, D7-130, D8-100, D9-130, D10-120, D11-100, D12-100, D13-
100, D15-100, D16-120, D17-120, D18-100, D20-100, D21-140 and D23-130). The position of
some pressure loggers was re-evaluated in late October 2011 for three different reasons. Firstly,
some loggers (D6-70, D20-100) had become faulty. Secondly, it was realised that the
groundwater table in the peat was below the bottom of dipwell D23-130 more than half the time,
and the logger was transferred to dipwell D22-130 where manual checks had shown that this
was not the case. Thirdly, manual checks had shown that there was a substantial upward
hydraulic gradient between the underlying mineral formations and the peat, and it was decided
to equip some piezometers inserted in the mineral formations (P7-190, P13-180, P15-200 and
P22-230) to investigate the seasonal variation of this gradient in more detail. In clusters 7 and
13, manual checks proved that the groundwater table in the peat did not drop below the bottom
of the shallowest dipwell as was initially feared, and the logger was therefore moved from the
longest dipwells (D7-130 and D13-100) to the shallowest dipwells (D7-70 and P13-40). This was
to ensure that the data were better representative of the groundwater table depth in the peat
and not biased by upwelling, particularly in the case of dipwell D13-100 that was inserted in both

peat and saprolite due to the shallowness of the peat layer at that location.

Pressure records were compensated for atmospheric pressure and converted to hydraulic head
above diver using data from a barometric logger (SWS Baro-Diver). To reduce artefacts caused
by the water level loggers and the barometric logger being exposed to different temperatures

(Cuevas et al. 2010), the latter was suspended at the bottom of a 1m-long dry tube inserted into
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the peat at the centre of the mire. The tube was groundwater- and rainfall-proof but in full

communication with the atmosphere.

4.3.1.2. Elevation of piezometers

In the field, water level was always recorded relative to the top of the dipwell or piezometer, be
it manually or automatically. The elevation of one tube per cluster — generally the deepest
dipwell - was surveyed using DGPS, as described in Section 3.2.1. The elevation of other tubes
within the same cluster was then surveyed relative to the reference dipwell using a spirit level
and a tape measure, allowing for the water level records to be converted to elevation above the
reference NGF69 datum. Only then were water levels converted to depth below ground level.
Given the very uneven micro-topography and the gradual transition between living vegetation
and soil that characterise mires, ground elevation is difficult if not impossible to define precisely
in such environments. It can vary by several centimetres from one side of the piezometer to the
other, even for small diameter tubes, and can vary rapidly through time depending for instance

on Sphagnum growth and saturation.

To allow for water table levels expressed as depth below ground to be compared within
piezometers belonging to the same cluster, a common ground elevation was defined for all tubes
belonging to the same cluster, based on ground elevation around the dipwell surveyed using
DGPS. Ground level was defined as the mean of a minimum of three DGPS elevation measures
taken within 30 cm of this dipwell and spread around it. Measuring the altitude of the ground
was especially challenging for the six dipwells that were installed prior to this study in a part of
the wetland dominated by Molinia caerulea which forms large tussocks. Consequently, even
though the depth of the water below the top of each tube could be measured with an accuracy
of a few millimetres, and the water level relative to the NGF69 datum could be calculated with
an accuracy of a few centimetres, its position relative to the ground level was much more
approximate. Furthermore, the measured ground level might not correspond to the minimum
level at which overland flow occurs if the tube is located in a local depression. This explains why,
in some dipwells, the mean water table may be constantly a few centimetres above ground level
when the mire is fully saturated in winter. The consequences of this issue for hydrological

modelling of wetlands are discussed in Section 6.4.1.

As a result of the variation in the amount of water stored in the peat, ground level in mires varies
according to seasonal (Gilman 1994) and even diurnal cycles. Consequently, water levels

recorded in shallow dipwells that are not inserted in the mineral substrate underneath the peat
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layer but anchored onto the peat surface, and that are monitored using the dipwell top as the
reference datum, might not truly reflect the actual elevation of the water table relative to a
standard datum. Conversely, dipwells that are inserted deep in the peat or in the underlying
substrate might give data that are not representative of the water table depth relative to the
ground level. To measure peat surface movement and to ensure that data from shallow dipwells
could be compared with data from deep piezometers, the vertical movement of four
representative shallow dipwells was recorded from December 2011 to September 2012. This was
achieved by manually measuring the distance between the top of each dipwell and the top of a
long iron rod hammered into the underlying mineral substrate a couple of centimetres away

from this dipwell.

4.3.2. Results and discussion

4.3.2.1. Vertical movement of peat surface and piezometers.

A small vertical movement of shallow piezometers was detected, with lower and larger
elevations measured during dry and wet periods respectively. This corresponds to the “mire
breathing” phenomenon classically described in the literature (Gilman 1994; Camporese et al.
2006) and caused by both the desaturation and shrinkage of peat on one hand, and the loss of
buoyancy on the other hand. The maximum annual amplitude recorded at the Dauges site was
between 3 and 5mm, depending on the dipwells (Figure 4-18, Table 4-1). This is much smaller
than values cited in the literature: Gilman (1994), for instance, measured amplitudes of more

than 10cm in a Somerset fen.
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Figure 4-18. Movements of selected shallow piezometers relative to an arbitrary datum.
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Table 4-1. Amplitude of piezometer movements.

Piezometer Movement amplitude (m)
D15-100 0.005
D7-70 0.003
P13-40 0.004
P3-40 0.004

The smaller movements observed at the Dauges site may be explained by a shallower peat layer
and a more stable water table compared to the site cited above. Consequently, ground
movement is not a substantial issue and it is possible to compare water tables in tubes that are
anchored in the underlying mineral substrate and in those that are not. Water tables can be

expressed relative to a standard datum, to the top of the tube or to the ground surface.

4.3.2.2. Quality control of piezometric data

The manual dipper used by the NNR staff to manually record water table depth in piezometers
proved to be somewhat inadequate to get accurate readings. This was due to two factors. First,
the electrical conductivity of the water was on some occasions too low to switch the dipper light
on in some piezometers, and staff had to rely on the sound produced by the dipper entering the
water to measure its depth. Second, the dipper had a relatively voluminous metal head that
displaced 10.6 cubic cm of water before the electrodes contacted the water. In narrow 27mm ID
tubes inserted in poorly permeable peat, this can result in a maximum increase in water head of
1.9cm. The actual water head increase caused by the dipper head depends on the permeability
of the peat around the top of the water column which makes the head displacement difficult to
predict. The error introduced by the dipper was therefore estimated by repeating some
measurements using a mm-graduated tape measure. This could only be carried out when the
water level in the tube was sufficiently shallow to be clearly visible by eye. The results are given
in Figure 4-19 and show that the dipper records a slightly higher water table depth than it
actually is (median 0.013m, n=68).

The error in piezometers equipped with loggers was actually smaller (median 0.006m, n=30) and
was considered low enough to use the dipper data without further correction to calibrate the
loggers. On top of the error associated with manual readings, there were several other sources
of error that could not be alleviated when calibrating the loggers. The first one is the accuracy of
the logger system itself, with an accuracy given by the manufacturer of £0.5 cm H,0 for the Mini-

Divers and 0.5 cm H,O for the Baro-Diver.
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Figure 4-19. Boxplots of water table height manual reading errors, as estimated by the difference
between readings made with the manual dipper and with a tape measure. The right boxplot shows the
estimated errors of manual readings used to calibrate logger data.

The second one originates from the fact that the system does not allow for a reading to be taken
at will while the logger is deployed within a dipwell or a piezometer. Manual readings were
therefore very rarely precisely coincident with logger readings, and the logger-recorded water
table depth at the time of the manual reading had to be approximated by using the closest logger
reading. As much as 15min could therefore separate a manual reading and its corresponding
logger reading, which in theory may have introduced some unquantified error if they were taken
during periods of rapidly changing water table. In practice, manual checks were rarely carried

out during large rainfall events so this source of error is probably negligible.

The larger source of error however originates in the considerable drift that the loggers
experienced over the duration of the study. Figure 4-20 shows that there was an increasing
difference between water table depths recorded by hand and by automatic loggers until late
2013. The offset seems to have stabilised or even decreased slightly after that date. On average,
the logger system drifted by about 10-15cm over the first two years. As this trend is visible in
most time series, it is likely that the barometric logger was responsible for most of the observed
drift. It was also noticed that retrieving the barodiver from its protective tube to download it
sometimes, but not always, resulted in sudden 1-3cm H,O drops in pressure records, and
consequently in equivalent increases in water table depth records. In some cases these changes
were temporary and could be corrected, however in a few cases the changes seemed more
durable and only gradually returned to normal, in which case the time-series could not be
corrected. Individual piezometric loggers also drifted independently of the barometric logger, as

shown in Figure 4-21.
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Figure 4-20. Difference between manually- and logger-recorded water table heights before correction for
logger drift.

The grey line is a LOWESS smoother with a span of 2/3.

Given the uncertainty associated with control readings, correcting for drift by computing an
offset from each manual control reading and for each period preceding that reading was not an
option. Instead, a statistical approach was taken. Drift was non-linear for most loggers. An
inflexion was noticeable from early 2013 onwards. Some seasonal cyclicity in drift was also
noticeable in logger D17-120, and to a lesser extent in loggers D10-120, D3-100 and D8-100; with
a larger rate of drift in summer than in winter. This may be related to the impact of temperature
on the pressure sensors (Cuevas et al. 2010). Drift was therefore modelled as a function of time
using Generalised Additive Models. A few loggers (D13-100, D22-130, P7-190) displayed linear
drift, and others recorded too short time series (due to logger failure or redeployment) or
displayed too much error to fit a GAM or confidently rely on such a model. In these cases (D12-
100, D13-100, D14-100, D20-100a, D20-100b, D22-130, D23-130, D6-70, D7-130 and P7-190),
drift was modelled as a linear function of time. All time-series were corrected by subtracting the
drift modelled using either LM or GAM. Uncorrected and corrected time-series are shown in
Figure 4-22. Unfortunately, regular manual checks stopped in late summer 2012, and therefore
the uncertainty associated to the drift correction and to the time-series increases substantially

after that date, as shown by the larger confidence intervals in Figure 4-21.

4.3.2.3. Piezometric levels.

Figure 4-23, Figure 4-24, Figure 4-25, Figure 4-26, Figure 4-27 and Figure 4-28 show the corrected
piezometric heads in all dipwells and piezometers. In these figures, lines and points show data

recorded using automatic loggers and manual dips respectively. Ground elevation was taken as
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identical within each cluster and piezometric heads can be directly compared between
piezometers belonging to the same cluster. Logger-recorded piezometric heads were aggregated
to daily means. A number of dipwells and piezometers proved too short to provide continuous
water table records, particularly in mineral soils just outside the mire boundary (9, 10, 25 and
26). This was also the case in short dipwells inserted in very shallow peat (clusters 11, 12, 14, 17
and 21), but where these clusters were equipped with a logger it was installed in longer dipwells
inserted in both peat and underlying formations. Despite being inserted 130cm deep in peat,
dipwell D23-130 proved too short during most of the dry summer of 2011. The logger was
therefore moved to cluster 22 in August 2011. P4-60, a piezometer with a 10cm long intake
inserted in the lower part of the peat layer, gives records that are difficult to interpret given the
piezometric heads recorded in other piezometers belonging to the same cluster. It is possible
that the peat around the intake got substantially smeared during its installation and impedes

water flow into the piezometer.

The distribution of water table depths recorded in dipwells equipped with loggers and inserted
in peat (or in peat and saprolite where the peat layer is very shallow, as is the case in dipwells
D11-120, D17-120, D20-100 and D21-140) were summarised visually using both kernel density
estimation graphs (Figure 4-30) and depth exceedence frequency curves (Figure 4-31). Both
graphs summarise the position of the water table relative to ground level over periods of one
year. In density estimation graphs, the area below the curve (more exactly left of the curve in
this particular case) is always one, and therefore the density gives an estimation of the
proportion of time during which the water table was at a given depth. Depth exceedence
frequency curves give the proportion of time during which the water table was above a given

depth.

Principal Component Analysis was used to visualise the differences between individual dipwells
in terms of water table behaviour (Figure 4-32). On the PCA plots, the distance between dipwells
approximates their Euclidian distance in the multidimensional space made of all record dates,
and therefore, their similarity in terms of hydrological behaviour. For the manually-recorded
dataset, the PCA first axis makes for nearly 90% of the dataset inertia, meaning that the whole
dataset can be accurately summarised by a single gradient. This gradient is correlated to all the
synthetic descriptors as shown by the grey arrows on the plot (p<0.001 in all cases, based on 999
permutations), and separates dipwells in which the water table is deep and has a large inter-

seasonal amplitude from those where the water table is shallow and stable throughout the year.
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Figure 4-21. Difference between manually- and logger-recorded water table heights before correction for
logger drift, conditional on logger.

The blue and red lines show the linear model and generalised additive model fits respectively. The envelopes show the 95%
confidence intervals of the models. Two different loggers were used in dipwell D20-100 and a model was therefore fitted to each
set of data. For three loggers the number of manually-recorded data was too small to fit a GAM model.
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Figure 4-22. Logger data before and after correction for logger drift.

For added clarity of the graph, records were aggregated over a daily period before plotting.

196



s D3-100

P3-190 P3-40
(peat, 0-100) (saprolite, 130-190) (upper peat, 10-40) peat depth
E 00 -
©
>
@
=)
€ 05
=]
o
z
kel
D -1.0 -
0
s
(=N
[7]
=]
15
T T T T T T
2011-01 2011-07 2012-01 201207 2013-01 2013-07
D4-70 P4-35 P4-60 P4-85
(peat, 0-70) (upper peat, 10-35) (lower peat, 50-80) (saprolite, 75-85) peat depth
E 00 - &
% -
>
@
=)
€ 05
=]
o
z
kel
D -1.0 -
0
s
(=N
[7]
=]
15
T T T T T T
2011-01 2011-07 2012-01 201207 2013-01 2013-07
D5-30 P5-85
(peat, 0-30) (saprolite, 40-85) peat depth
EU,O— ll-..l-.-l.'.lI gm I E g g E EE RSN [ ]
2 .
@ . . )
he] "..o. L el I.... 3 .
€ 05
3
=]
o
z
kel
D -1.0 -
0
s
(=N
[7]
=]
15
T T T T T T
2011-01 2011-07 2012-01 201207 2013-01 2013-07
D6-70
{peat, 0-70) peat depth
E 00+ .- . — n
£ . ﬁ _— ESim mmnm .
['}]
>
@
=)
€ 05
=]
o
z
kel
D -1.0 -
0
s
(=N
[7]
=]
15
T T T T T T
2011-01 2011-07 2012-01 201207 2013-01 2013-07

Figure 4-23. Time series of piezometric heads in clusters 3-6.
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Numbers between brackets in the legend show the position below ground level of the piezometer intake in cm. The dashed line
shows the position of the lower level of the peat layer where present and shallower than 1.5m.
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Figure 4-24. Time series of piezometric heads in clusters 7-10.

Numbers between brackets in the legend show the position below ground level of the piezometer intake in cm. The dashed line
shows the position of the lower level of the peat layer where present and shallower than 1.5m. Note that loggers in cluster 7 were
reshuffled on 30/10/2011.
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Figure 4-25. Time series of piezometric heads in clusters 11-14.

Numbers between brackets in the legend show the position below ground level of the piezometer intake in cm. The dashed line
shows the position of the lower level of the peat layer where present and shallower than 1.5m. Note that loggers in cluster 13
were reshuffled on 30/10/2011.
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Figure 4-26. Time series of piezometric heads in clusters 15-18.

Numbers between brackets in the legend show the position below ground level of the piezometer intake in cm. The dashed line
shows the position of the lower level of the peat layer where present and shallower than 1.5m.
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Figure 4-27. Time series of piezometric heads in clusters 19-22.

Numbers between brackets in the legend show the position below ground level of the piezometer intake in cm. The dashed line
shows the position of the lower level of the peat layer where present and shallower than 1.5m.
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Figure 4-28. Time series of piezometric heads in clusters 23-26.
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show the position of the lower level of the peat layer where present and shallower than 1.5m. Note the different y axis scale on

the last two plots.
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Figure 4-29. Time-series of water table depth in pre-existing piezometers.

Ground elevation was taken as identical within each cluster and water levels can be directly compared between dipwells belonging
to the same cluster. Dipwells labelled "deep" are those installed by a contractor prior to this research work. All were more or less
deeply anchored into the underlying mineral substrate. "Shallow" dipwells are those installed in the peat layer at a later stage.
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Chapter 4. Hydrology: data acquisition and qualitative analysis
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Figure 4-30. Kernel density estimation of water table depth distribution in the peat layer.

2011: from 13/02/2011 to 12/02/2012, 2012: from 01/01/2012 to 31/12/2012, 2013: from 27/10/2012 to 26/10/2013.
Piezometers and years with data missing for more than 5% of the corresponding year are not shown. Records from D7-70 and D7-
130 on one hand and D13-100 and P13-40 on the other hand were merged to obtain continuous time-series labelled D7 and D13

respectively. Peat depths larger than one metre are not shown.

204



— 2011 — 2012 2013 lower level of peat layer

D3-100 D7 D8-100
I\
0.0 o ~— =
~ s
04 -
0.8
D11-120 D13 D15-100

depth below ground level (m)

D16-120 D17-120 D18-100
0.0 —
-0.4 o
-0.8
D20-100 D21-140 D22-130
]
0.0 4
0.4 - \
-0.8 5
T T T T T T T T T T T T T T
0 25 50 75 100 0 25 50 75 100 25 50 75 100

Figure 4-31. Depth exceedence frequency curves of the water table in the peat layer.

frequency of exceedence (%)

2011: from 13/02/2011 to 12/02/2012, 2012: from 01/01/2012 to 31/12/2012, 2013: from 27/10/2012 to 26/10/2013.
Piezometers and years with data missing for more than 5% of the corresponding year are not shown. Records from D7-70 and D7-
130 on one hand and D13-100 and P13-40 on the other hand were merged to obtain continuous time-series labelled D7 and D13

respectively. Peat depths larger than one metre are not shown.
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Figure 4-32. Principal component analysis plots of groundwater table depth records (left: manually-
recorded, right: logger-recorded).

Distance biplot scaling was used: distances among dipwells in the plots are approximations of their Euclidian distances. Synthetic
descriptive variables (minimum, maximum, mean, median and standard deviation of the groundwater table records) were
passively projected onto the plots to help interpretation. An orthogonal projection of a given dipwell onto a descriptive variable
arrow approximates its position along this variable. The arrow heads point towards large values. Water table depth was expressed
as a negative value when below the ground surface, therefore a high value for min, max, mean and median indicates a shallower
groundwater table. Number of records included: 26 records x 22 dipwells in the manually-recorded dataset, 956 daily mean
records x 10 dipwells in the logger-recorded dataset. As the method requires a complete data matrix, a number of dipwells or
record dates could not be included due to a large number of missing data. For manually-recorded time-series with only a few
missing values, these were replaced by the maximum dipwell depth (when the dipwell was dry), the value recorded in the
corresponding deep piezometer (where both time-series had been shown to be similar) or the mean value (when the water table
depth had been shown to be very stable). No missing data imputation was carried out in the logger-recorded dataset.
Overall, this corresponds to a gradient from the upstream margins to the middle and
downstream part of the mire on one hand and from mineral to deep peat soils on the other hand,
as shown on Figure 4-33. This gradient is very clear along the transect downstream of Puy Rond
(dipwells 9 to 17), with the exception of dipwell 14 in which a deeper and more variable water
table position was recorded compared to dipwells 12 and 13 further upslope. The mineral vs.
peat and mire margin vs. mire centre gradient is not as clear along the eastern transect (dipwells
24 to 18, 8 and 17). Dipwell 24, at the transition between peat and mineral soils, shows a
behaviour that is more similar to dipwells installed in the centre of the mire, whereas dipwells
22 and 23 recorded deep and variable water table depths despite being installed in 1.4m-deep
peat. The bulk of the dipwells (i.e., others than 9, 10, 11, 22 and 23) are more similar in terms of
their hydrological behaviour, and are clustered on one side of the first axis of the PCA plot based
on manually-recorded data. The PCA plot based on logger-recorded data (Figure 4-32, right)
essentially gives a close-up view of this group of dipwells, since large data gaps prevented

dipwells with a deep water table from being included in the analysis.
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Figure 4-33. Map of dipwell scores on PCA first component.

It gives results very similar to the plot based on manually recorded water table depths, especially
along the first axis that, once again, represents the bulk of the dataset inertia (70.3%). This axis
is strongly correlated to the mean, minimum and standard deviation of the water table depth
(p<0.001 based on 999 permutations) but less so to the maximum and median water level, which
suggests that the distinction between dipwells is mainly driven by water levels during the dry
season. As in the first plot, it separates dipwells with a deeper and more variable water table (11,
21) located on the north-eastern margin of the mire from those with a stable and shallow water
table (8, 16, 17) on the low-lying part downstream of Puy Rond. The latter have a very similar
behaviour as shown by their proximity on both PCA plots. The second axis of the PCA plot based
on logger records accounts for a larger proportion of the total inertia than in the PCA based on
manual records (11.7%). It singles out dipwell 3 on the basis of a higher and more stable water
table during the 2012 and 2013 dry seasons compared to summer 2011 and to other dipwells
(the date with the highest score on axis 2 is 24/09/2012). In other words, relative to its behaviour
during the 2012 and 2013 dry seasons, the water table in dipwell 3 was more strongly impacted
by the 2011 drought compared to other logger-equipped dipwells included in the analysis. The
peculiarities highlighted by both PCA plots can be better understood by looking at piezometric

heads and stream stages along the three transects.
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Downstream transect (dipwell 9 to stageboard SB4)

In clusters 12, 13 and 15 (Figure 4-25 and Figure 4-26), piezometric heads in mineral formations
underneath the peat lie 15-20cm above ground level at all times except in the 2-4 driest months.
During this time, the water table in the peat is stable and at surface level. However, in the driest
months, piezometric heads in the mineral formations and in the peat drop to similar depths
below ground level simultaneously (cluster 12 and 15) or with some delay between the former
and the latter (cluster 13). This suggests that the water table in the peat is maintained at a quasi-
constant shallow depth by groundwater upwelling from the underlying mineral formations and
that water moves relatively freely through the peat layer. Upwelling does occur most of the time
around cluster 16 too but to a lower degree possibly due to the flatter topography at the bottom
of the mire and the resulting local groundwater stagnation (Richardson et al. 2001). Compared
to the closest clusters located both upslope and downslope, cluster 14 stands out in two aspects:
it recorded a deeper and more variable water table in the peat as highlighted by the PCA on
manual records, and there is no evidence of water upwelling. This suggests that water upwelling
contributes to maintaining a shallower and more stable water table in the peat around clusters
12 and 13 whereas this phenomenon does not exist in cluster 14. The shallowness of the peat
layer around this cluster cannot be invoked to explain this as it is similar to that found around
cluster 12. One explanation could be that cluster 14 lies at the downslope end of a small
topographic shelf, which may cause a very local groundwater stagnation in the upper part of the

soil profile.

Figure 4-34 shows the elevation of piezometric heads in the peat and underlying mineral
formations as well as stream stage in the lower part of the transect. Even though one should be
careful in interpreting small gradients after September 2012 given the uncertainty in logger drift
corrections after that date (see p. 191), Figure 4-34 demonstrates several interesting points. First,
water levels in dipwell 17 are almost identical at all times to stream stages at SB4, just 5 metres
away. Ground level around dipwell 17 is about 551.8m NGF69, and all records above that altitude
correspond to flood levels in the stream with water being out of its banks. Below that altitude,
the similarity between stream stage and piezometric records can be explained by the proximity
of SB4 and D17 and the presence of thick alluvial deposits of permeable gravels and sands
downstream of Puy Rond. The peat layer is only 30cm deep at dipwell 17 (Figure 3-32). As a
consequence, there is a direct connection between the stream and dipwell 17 through the

alluvial deposits.
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Figure 4-34. Piezometric head and stream stage along a transect SB1-D15, downstream of Puy Rond.

As shown by a water table depth that is generally lower than in dipwell 17 when the stream is
above 551.8m NGF69 and obviously flooding, and often substantially and durably so, dipwell 16
does not seem to be under the influence of flood water from the stream even though it lies at
the same altitude. This is very evident in January 2012 for instance. This can be explained by the
fact that the stream does not run in the lowest-lying part of the mire anymore, but slightly
upwards following past engineering works. The shallow thalweg between clusters 17 and 16,
relict of the pre-engineering stream course, seems to drain most of the flood water further

downstream where it flows into the stream again.

Another interesting point shown by Figure 4-34 is that, during the two or three driest months of
the year, flow in both peat and underlying saprolite between clusters 15 and 16 reverts:
piezometric heads are higher in cluster 16 than in cluster 15. Contrary to cluster 15, heads in
cluster 16 never fall more than a few centimetres below the water table in dipwell 17 and below
stream stage at SB4. This suggests that during the dry season, relatively rapid flow does occur
from the stream towards cluster 16 through the very fibric upper peat horizon that is 50-60cm
deep between dipwell 16 and the stream and through alluvial sands and gravels that are found
within the peat in this part of the mire but not further upslope (Figure 3-32). On the contrary,
water table depth in dipwell 16 is not correlated to stream stages and levels in dipwell 17 during
the wet season as a shallow groundwater table is maintained possibly by some upwelling but
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probably more importantly so by downslope surface and sub-surface flow. The maintenance of
a relatively shallow water table in late summer in dipwell 16, as opposed to dipwell 15 for
instance, can also be explained by a difference in surface peat humification: a 55cm deep layer
of poorly humified (von Post index 2) fibric peat was recorded when augering the former, while
the von Post humification index was at least 5 right from ground level when augering the latter
(Figure 3-32). Peat specific yield in particular is known to be strongly and negatively correlated
to peat humification and to the von Post index (Boelter 1964, 1968; Letts et al. 2000; Verry et al.
2011), and a larger specific yield would result in a lower drop in groundwater table depth for a

given change in water storage (Gilman 1994).

Middle transect (3 — SB3)

All clusters along the transect running from the south-western boundary of the wetland to Puy
Rond are characterised by relatively shallow and stable water tables in the peat, including during
the dry season, as shown in Figure 4-30, Figure 4-32 and Figure 4-33. This is particularly the case
in cluster 4, 5 and 8, but less so in cluster 7. The comparison of piezometric heads in the peat
and in the underlying mineral formation shows a constant downward vertical flow all year round,
except in cluster 3 where there is a slight upward gradient during the wet season and a
downward gradient during the driest months. The reason for the absence of upwelling in this
part of the mire is uncertain. Manual augering and probing bumped onto hard rock a short
distance underneath peat all along the south-west margin of the mire (Figure 3-28, Figure 3-32).
One explanation could therefore be that the fissured zone is less densely fissured in this area,
preventing or reducing groundwater flow and upwelling. The electric resistivity tomography
survey recorded higher resistivity values below the peat in this area than in other locations within
the mire (Figure 3-21), which may support this hypothesis even though a large area of low
resistivity was found at larger depth. The downward hydraulic gradient observed in cluster 4, 5,
7 and 8 raises the question of the mechanism that maintains a shallow groundwater table in the
peat at all times near clusters 4 and 5. A possible explanation is that clusters 4 to 6, and to a
lesser extent 3, 7 and 8, are located in a situation of convergent topography that collects local
runoff from both the mire on each side of the depression and from the catchment, as shown by

a map of topographic indices, in particular of the DInf catchment area (Figure 4-35).

Dipwell D3-100 was singled out by the PCA on logger data because, contrary to other dipwells
inserted in peat, it displayed a different behaviour during the summer of 2011 as opposed to

2012 and 2013, with much deeper and variable water tables (Figure 4-23).
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Figure 4-35. Location of dipwells relative to topographic indices: a) Dinf catchment area, b) Dinf slope
over catchment area ratio.

The 2011 summer was very dry (Figure E-46 in Appendix E), however in no other dipwell did the
water table in the peat drop to a substantially lower level compared to subsequent summers. In
2011, the gradient between the peat and the underlying saprolite in cluster 3 follows
approximately the same pattern as the one described on the other side of the wetland: there is
an upward gradient during the wet season, and as soon as the piezometric head in the saprolite
falls below ground level, the water table in the peat follows, to reach a maximum depth of 0.5m
below ground. Unfortunately only one record of the piezometric head in the saprolite underlying
the peat is available in the summer of 2012, however it shows that the head was close to ground
surface and did not drop below the piezometric head in the peat as it did in 2011. This strongly
suggests that the water table in the peat around cluster 3, at the southern margin of the wetland,

is also maintained by water upwelling from the underlying mineral formations.

Figure 4-36 shows piezometric heads and stream stage on the other side of the transect, near
Puy Rond. A downward gradient is visible from piezometric heads in the upper part of the peat

(D8-100), lower part of the peat (P8-170) and saprolite (P8-237).
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Figure 4-36. Piezometric heads in cluster 8 and stream stages at stageboard SB3.

Except when the stream gets out of its bank and floods dipwell D8-100, which occurs above
552.85m approximately, piezometric heads are always higher than stream stage, showing that

water discharges from the peat and underlying mineral formations into the stream.

Upstream transect (D26 — D18)

Dipwells 26 and 24 were inserted in mineral soil. Manual augering stopped when butting against
the hard granite at 0.9 and 1.8m deep respectively. Both proved too short to provide meaningful
records (Figure 4-28). The PCA on manual records shows that dipwell D24-280, installed just 12m
downslope at the transition between peat and mineral soils, has a behaviour that is more similar
to dipwells installed in the centre of the mire, with a water table at ground level during the wet
season and relatively shallow during the driest months. It is inserted 2.5m deep in loose gravels
within a loamy matrix that were interpreted as colluvions, right at a break of slope that,
interestingly, approximately matches the 12.9° slope boundary highlighted in Section 3.3.3.4.
Above this point, granite is found at shallow depths. The presence of shallow drains dug along
the slope break suggests that shallow water tables observed in dipwell 24 occur all along it,
whereas water tables in dipwells further down the slope (23 to 20) are deeper and more variable.

This is indicative of localised groundwater discharge.

Three non-mutually exclusive mechanisms can be hypothesised regarding the source of this
discharge. The first one is a localised discharge from a preferential flow path in the fissured
granite, possibly linked to the presence of a series of faults running parallel to the escarpment,
but these are mineralised according to COGEMA documents. The second is the formation of
springs at the contact between the relatively permeable fissured granite and the less permeable
saprolite, substantial thicknesses of which have been found downslope of the escarpment during
the CEA drillings. The peat layer does not seem to act as the confining layer here as shown by

the absence of significant gradient between piezometric heads in the peat and in the underlying
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mineral formation further downstream (cluster 22, Figure 4-28). The third hypothesis is an edge-
focused groundwater discharge caused by the slope break, further increased by the large

catchment area above cluster 24 as shown on Figure 4-35.

Dipwells 22 and 23 have deep and variable water tables including during the wet season and
their behaviour is closer to dipwells 9 and 10 installed in mineral soils beyond the mire boundary.
However, they are both inserted in 1.40m-deep peat. The permanent downward hydraulic
gradient and therefore the absence of upwelling observed in cluster 22 may in part explain this
distinct behaviour, however the main reason probably lies elsewhere since an upward gradient
is observed in cluster 23 at least in some part of the year. The piezometer installation logs show
that, in both cases, peat in the upper part of the profile (35cm in the first case, 50 in the second)
is dry and granular. The peat has a reddish colour and shows traces of iron oxidation (Figure 3-32).
These characters have also been observed by Laplace-Dolonde et al. (2007) in the vicinity of
clusters 22 and 23. The vegetation is dominated by Nardus stricta, and no peat-forming species
is present. This suggests that the upper peat is currently exposed to aerobic pedogenetic
processes that did not exist at the time of its deposition, and therefore that the water table in

the peat has been lowered at some point in the past.

One likely explanation is the presence of a drain on each side of dipwells 22 and 23. The drains
themselves are only 15-30cm deep on average, however the surface topography shows that the
peat has substantially subsided along them, with a difference of up to a metre between the
ground surface along the main drain and the top of the residual relief between the two drains,
where clusters 22 and 23 are located. It seems that the drains have been maintained over time
at a constant depth below the sinking ground surface, progressively increasing water table
drawdown and peat degradation. There is also evidence from a local witness of a peat fire in the
first half of the 20 century in this part of the mire. The surface topography, which shows a clear
subsidence along the drains, suggests that this fire is not the main cause of the pedological and
hydrological degradation currently observed, and has at most exacerbated the drainage impact,

possibly by propagating preferentially along the drains where the peat was drier.

Data from dipwells 22 and 23 demonstrate that the hydrology of this part of the mire has been
profoundly impacted and call for hydrological and ecological restoration measures. They also
suggest that, in the long term, the impact of artificial shallow surface drains (locally called rigoles)
might be more detrimental to the conservation of this type of mire than currently acknowledged

by French conservations organisations, especially in places where no groundwater upwelling
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contributes to maintaining a shallow water table in the overlying peat. The reasons for the
substantial and permanent downward hydraulic gradient observed in clusters 21 and 22 as
opposed to clusters 20 and 23 are unclear. The drains around cluster 22 may have resulted in a
more pronounced decrease in piezometric head in the underlying formations, and resulted in

the area between the drains acting as a constant recharge zone.

4.4. Conclusion: conceptual hydrological and hydrogeological model

Discharge monitoring proved difficult in this headwater catchment: only a limited number of
locations were found where a V-notch weir could be installed, and free fall flow through weirs
was often impacted by external factors such as cattle trampling or debris accumulating behind
weirs. The substantial modification of the stream bed profile prevented an accurate stage-
discharge relationship to be established at the catchment outlet. However high-accuracy
discharge data could be recorded from the wetland outlet and, most of the time, from the three

V-notch weir installed in the upstream part of the mire.

Together with data collected on the nature and distribution of granite weathering formations
and peat and alluvial deposits at the bottom of the etch-basin, the qualitative analysis of
piezometric records has allowed to build the following conceptual model of the hydrological
functioning of the wetland:

e The mire is principally groundwater-fed and has formed where the aquifer flowing
within the fissured granite zone intersects the ground surface.

e Despite the moderate permeability of the lower part of the peat deposits, groundwater
upwelling maintains shallow water tables in the peat for all but the two or three driest
months of the year.

e During this time, precipitation and overland inflow from the catchment probably play a
limited role in the water balance of the peat column as saturation excess leads to quick
runoff or superficial flow to water courses.

e Excess water from groundwater seepage probably flows rapidly to the low-lying parts of
the mire and to water courses through a shallow but highly permeable poorly humified
peat layer at the surface. However the depth and therefore hydrological significance of
this layer is highly heterogeneous.

e In summer, the reduction or inversion of the vertical hydraulic gradient between the
underlying mineral formations and the peat, associated to a higher evapotranspiration,
leads to a drop in groundwater table within the peat.
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e Groundwater upwelling and seepage may be more important along slope breaks,
leading to generally shallower groundwater tables (for instance in clusters 3 and 24)

than on gently sloping terrain (clusters 9 to 14).

However this general conceptual model is not valid everywhere across the mire, and many
exceptions or variations have been found locally:

o Differencesin the underlying substrate, in particular differences in fissure density or the
existence of preferential flow pathways within the granite and the presence of
substantial depths of saprolite may increase or reduce groundwater inputs. This is
possibly the case on the south-west margin of the wetland near clusters 4, 5, 6 and 7,
where the vertical hydraulic gradient is directed from the peat to the underlying
formations.

e Artificial drainage and possibly peat fire, leading to substantial peat subsidence along
drains, have substantially modified the hydrology of the north-east part of the mire,
leading to deeper and more variable groundwater table depths and possibly to a
reduction in groundwater inputs to the peat.

e The presence of deep and highly-permeable alluvial gravel deposits beneath or within
the peat along the stream downstream of Puy Rond leads to a high hydrological
connectivity between the stream and the mire in this area. Groundwater flow generally
occurs from the mire to the stream, but is reversed in summer when shallow water
tables in the mire are maintained by seepage through the stream bed. The flow
reversion in summer was paradoxically enhanced when the stream was artificially
diverted to slightly higher grounds. In this area, the low topographic gradient in the mire

and the low stream profile gradient lead to frequent flooding.

There are still substantial uncertainties regarding this conceptual model, in particular relating to
the presence and hydrological role of saprolite beneath the mire. Geological drilling logs showed
that there are substantial volumes of saprolite north-east of Puy Rond, but no evidence of
substantial saprolite depths downstream of Puy Rond could be found using ERT. Further work,
including ERT transects, geological drilling and pumping tests would be required to better

characterise the geology of granite weathering formations beneath the mire.
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Résumé du chapitre 4

La tourbiere des Dauges a fait I'objet d’un suivi hydrologique détaillé pendant trois ans. Les débits
ont été mesurés en continu dans les ruisseaux en amont de la tourbiére grace a des seuils a lame
mince. Une courbe hauteur-débit a d’autre part été établie en deux points correspondant aux
exutoires de la zone humide principale et du bassin versant étudié. La mesure des débits s’est
avérée difficile sur ces petits cours d’eau de téte de bassin versant, du fait de modifications
fréquentes de leur section suite a la remobilisation de sédiments par les fortes crues et a des
dégradations occasionnées par le bétail. Néanmoins des données de qualité ont pu étre
enregistrées en trois points en amont de la tourbiére, ainsi qu’a I'exutoire de la tourbiere. Les
niveaux dans le ruisseau principal ont également été relevés manuellement a trois

emplacements supplémentaires.

Un réseau de 57 piézometres, groupés en 23 nids, a été installé dans la zone humide et en
périphérie immédiate de celle-ci. Les profondeurs de nappe et les niveaux piézométriques a
différentes profondeurs dans la tourbe et dans les formations minérales sous-jacentes y ont été
relevés manuellement tous les 15 jours environ. Des enregistreurs a pression ont également
permis un suivi a haute fréquence dans 16 de ces piézometres. Les données piézométriques ont
été analysées de fagon qualitative au moyen d’analyses en composantes principales et de

résumés graphiques.

Associées aux données sur la nature et la distribution des formations d’altération du granite et
des dépots tourbeux et alluviaux décrites au chapitre 3, ces analyses ont permis de développer
le modeéle conceptuel hydrogéologique suivant:

e  Latourbiere est principalement alimentée par la nappe circulant dans les formations
d’altération du granite, en particulier la zone fissurée. Sa présence est essentiellement
liée a I'affleurement de cette nappe en surface.

e  Malgré la perméabilité modérée de la partie inférieure du dép6t tourbeux, la nappe
est maintenue a un niveau proche de la surface par des apports souterrains
ascendants issus des formations minérales sous-jacentes, excepté pendant deux a
trois mois en période estivale.

e  Pendant la majeure partie de I'année, les apports météoriques et par ruissellement
jouent donc probablement un réle négligeable dans le bilan hydrique du dépét

tourbeux, puisque la trés faible profondeur de la nappe entraine leur évacuation
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rapide vers les cours d’eau par ruissellement de surface ou par écoulement latéral
superficiel.

L'écoulement latéral a faible profondeur est facilité par la présence d’une couche
superficielle de tourbe peu décomposée, peu épaisse mais trées perméable
I'acrotelme. Néanmoins, sur le site étudié, I'épaisseur de cette couche et donc son
importance hydrologique sont extrémement variables.

En été, la diminution des apports souterrains, voire dans certains cas l'inversion du
gradient piézométrique, associés a l'augmentation de I'’évapotranspiration dans la
zone humide se traduisent par une chute du niveau de la nappe dans la tourbe.

Les gradients piézométriques verticaux observés et les épaisseurs de tourbe plus
faibles en périphérie suggerent que I'exfiltration des eaux circulant dans les formations
minérales est plus importante le long des ruptures de pente a la marge de la tourbiére

gu’au niveau des secteurs a pente plus faible au centre de la tourbiere.

Toutefois, ce modeéle conceptuel général n‘est pas valide uniformément, et de nombreuses

exceptions ou variations locales ont été mises en évidence :

Les apports souterrains semblent variables en fonction de la nature des formations
minérales sous-jacentes, et en particulier du degré de fissuration du granite, de la
présence d’écoulements préférentiels et de la présence d’épaisseurs substantielles
d’arene granitique.

La création et lI'entretien régulier dans le passé de drains a vocation agricole
initialement peu profonds, peut-étre en association avec des feux de tourbe, ont
entrainé un affaissement important de la surface le long de ces drains sur la partie
nord-est du site, et ont conduit a une modification substantielle des caractéristiques
de la tourbe en surface et du comportement de la nappe sur ce secteur. La nappe y
est plus profonde et plus variable que sur le reste du site, et, contrairement a la
situation observée sur une grande partie du site, le gradient piézométrique vertical est
descendant, montrant I'labsence d’exfiltration d’eau souterraine.

La présence de dépdts alluviaux graveleux sous ou au sein de la tourbe le long du cours
d’eau principal dans la partie aval de la tourbiére se traduit par une forte connectivité
hydrologique entre le ruisseau et la tourbiere dans ce secteur. Les échanges
souterrains s’y effectuent en général de la tourbiere vers le ruisseau, mais s’inversent
en été lorsque la nappe dans la tourbe est maintenue a plus faible profondeur que

dans le reste du site par des apports issus du ruisseau. Ces apports estivaux ont
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paradoxalement été favorisés lorsque le ruisseau fut rectifié et détourné vers un

secteur a la topographie légerement plus élevée.

De nombreuses incertitudes subsistent néanmoins quant a ce modele conceptuel, en particulier
sur la présence et le réle hydrogéologique d’aréne granitique sous la tourbe et les dépots
alluviaux. Les sondages géologiques disponibles montrent la présence d'épaisseurs
substantielles d’arénes dans la partie nord-est du site, mais la tomographie de résistivité
électrique n’a pas permis de mettre en évidence de telles épaisseurs dans la partie aval du site.
Un travail complémentaire associant tomographie, sondages géologiques et tests de débits et
de perméabilité serait nécessaire pour mieux caractériser I’hydrogéologie des formations

d’altération du granite.
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Chapter 5. MIKE SHE / MIKE 11 model development

5.1. Introduction

The modelling phase of the current study aims to answer several applied questions relevant to
the development of knowledge on the hydrology of acidic mires in Limousin and to the
application of this knowledge to the conservation of these habitats:
e What is the long-term water balance of the wetland? What is the respective importance
of inputs from direct precipitation, groundwater and surface runoff from the catchment?
Do these inputs vary across the wetland or in time?
e What are the simulated hydrological impacts of substantial landuse changes within the

catchment on the wetland? Do these impacts vary in time or space?

These questions will be addressed in Chapters 7 and 8, but, in order for them to be answered as
accurately and completely as possible, they imply a specific design and a satisfactory
performance of the hydrological model to be developed and open new methodological
questions:

e Isit possible to model the hydrology of a groundwater-fed wetland in a basement region
and to reproduce small-scale variations in stream discharge and water table depth in
peat with a sufficient accuracy for the model to be used for ecological applications in
particular?

e What are the parameters to which such a model is most sensitive?

This chapter aims to answer these methodological questions and to describe the model

development.
5.2. Model objectives and choice of modelling environment

The research questions defined in Section 5.1 and the site hydrological, geological and
topographical characteristics described in Chapters 3 and 4 imply a number of requirements that
must be satisfied by the hydrological modelling environment selected for the current study. It
must be able to model all relevant water fluxes at both the catchment and wetland scale. At the
catchment scale, it must be able to model the impact of landuse on interception,
evapotranspiration, groundwater flow and runoff. At the wetland scale, it must be able to
reproduce spatially-varying groundwater dynamics on a relatively fine scale relevant to
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vegetation ecology, and therefore a number of spatially-distributed hydrological processes:
exchanges with the fissured bedrock aquifer, overland inflow and outflow, exchanges with
watercourses and with the atmosphere. The MIKE SHE hydrological modelling system coupled to
the MIKE 11 1D hydraulic model was chosen as a modelling framework satisfying these criteria

(Thompson et al. 2004; Graham & Butts 2005; Refsgaard et al. 2010).
5.3. The MIKE SHE/MIKE 11 modelling environment

5.3.1. General description

MIKE SHE is a framework for deterministic, distributed physically-based hydrological modelling.
It originates from the Systéme Hydrologique Européen (SHE) developed in the late 1970’s and
1980’s (Abbott et al. 1986a; b). Since the mid 1980s, it has been developed further by DHI Water
& Environment (Graham & Butts 2005; Anonymous 2009b; Refsgaard et al. 2010) to include pre-
and post-processing interfaces and a suite of modules each allowing for the integration of a
particular process of the water cycle into an integrated model. Modules include process models
for evapotranspiration, overland flow, unsaturated flow, groundwater flow, channel flow and
their interactions (Figure 5-1). In the early stages of its development, the SHE was fully physically-
based: each hydrological process was modelled by a set of physical equations describing mass
flow and momentum transfer, such as the Darcy equation for saturated flow in porous media, or
the Richards equation for unsaturated flow. It was also fully distributed: the governing equations
were solved using finite-difference approaches based on a gridded spatial discretisation common

to all processes (Graham & Butts 2005; Refsgaard et al. 2010).

As described in Section 1.4.1, such detailed models have a number of potential limitations
(Graham & Butts 2005). MIKE SHE therefore includes a number of simplified process descriptions
that, providing assumptions are made, allow for the use of simplified physical equations or even
conceptual models based on a distributed, semi-distributed or lumped approach (Graham &
Butts 2005; Anonymous 2009b; c). This allows for faster, less data-demanding modelling of
processes the importance of which is deemed to be secondary for the hydrology of the modelled
site, or for which data is simply not available. Figure 5-2 shows the numerical engines available

for each hydrological process. The engines used in the current study are further detailed below.
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Chapter 5. MIKE SHE / MIKE 11 model development

Rain and Snow

Canopy interception

Net precipitation

Overland
Infiltration Flow

Root zone

Unsaturated flow

Moving water table

Groundwater flow

Figure 5-1. Hydrological processes simulated by MIKE SHE (from Graham & Butts 2005).

mRain & Snow

W

e Degree-day melting

Evapotranspiration

o SVAT

* Kristensen and Jensen

e 2-Layer Water Balance

* Net recharge (e.g. DAISY)

Channel Flow (MIKE 11)
1D St Venant Equations:
= Kinematic wave approx.
«» Diffusive wave approx.
= Fully dynamic

« Higher-order fully dynamic
Flow Routing:
= No-routing

« Muskingum

« Muskingum-Cunge

Overland Flow
* 2D Finite Difference - Diffusive Wave
+ Semi-distributed

1

N

Unsaturated Zone Flow
« 1D Finite Difference:
* Richards Equation
* Gravity Flow
e 2-Layer Water Balance
e Net Recharge (e.g. DAISY)

¢ 1

Groundwater Flow
« 3D Finite Difference - Darcy Flow
e Lumped, Conceptual - Linear Reservoir

Sewer Flow
(MOUSE)

Figure 5-2. Numeric engines available in MIKE SHE for each hydrological process (from Anonymous
2009b).
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MIKE SHE and MIKE 11 models can be built and run within MIKE ZERO, the graphical user
interface for the DHI MIKE suite of models. The MIKE suite includes AUTOCAL, a generic tool to
perform automatic calibration, sensitivity analysis, parameter optimisation and scenario
management that interfaces with all MIKE models and can be run within MIKE ZERO (Madsen
2000, 2003; Anonymous 2009a). For institutional reasons this study used the 2009 version of
MIKE SHE. Limitations imposed by the 2009 version compared to more recent ones are discussed

below when appropriate.

5.3.1.1. Evapotranspiration and flow in the unsaturated zone

In MIKE SHE, evapotranspiration and unsaturated flow processes are modelled in the following
order (Anonymous 2009c): rainfall interception and evaporation by the canopy, runoff
generation or infiltration to the unsaturated zone, evaporation from ponded water and
transpiration by plant roots, and finally percolation to the saturated zone. Two models are
available to describe evapotranspiration and vertical flow in the unsaturated zone (lateral flow
is assumed to be zero in all cases). The primary one uses the Kristensen and Jensen (1975)
formulation to model evapotranspiration and the full Richards (1931) equation for unsaturated
flow. This is the most accurate method but it is very computationally intensive, even though
computation can be performed only on a representative sample of grid cells and the results
extended to the rest of the modelled area. A simplified gravity flow procedure to calculate
vertical unsaturated flow is also available when the interest is in groundwater recharge and not
in the unsaturated zone dynamics themselves, or when capillary forces can be neglected such as
in sandy soils (Graham & Butts 2005). In both cases, a fine description of the hydro-physical
characteristics of the unsaturated zone is required. The second evapotranspiration and
unsaturated flow model is a simple two-layer model (Yan & Smith 1994), used in the current
study and therefore described in more detail. The two-layer model divides the unsaturated zone
in an upper root zone where transpiration can occur, and a lower zone where it cannot. The
depth of the upper zone is equal to the extinction depth or to the depth of the unsaturated zone
when the groundwater table is higher than the extinction depth. The extinction depth is the sum
of the thickness of the capillary fringe and of the root depth specified by the user for each
landuse class. The lower layer extends from the extinction depth to the top of the saturated zone,
and can be null when the latter is higher than the former. Within the upper layer, the water
content can vary within an allowable range defined as a function of the user-defined unsaturated

zone water content at saturation, field capacity and wilting point (Figure 5-3).
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Figure 5-3. Allowable water content in the upper layer of the two-layer unsaturated zone model, as a
function of water table depth (from Anonymous 2009c).

The difference between the unsaturated zone water contents at saturation 8s and at field
capacity Ogc gives the specific yield. For consistency between the unsaturated and saturated
models, the actual specific yield used for the uppermost saturated zone computational layer is
based on this difference, overriding the specific yield obtained from the saturated zone
parameters. The difference between the unsaturated zone water contents at field capacity Bgc
and at the wilting point Bwe conditions the allowable range of water content in the unsaturated

zone.

The 2-layer unsaturated zone model does not account for the relation between unsaturated
hydraulic conductivity and soil moisture content, but simply assumes that if water is available
within the root zone it is available for evapotranspiration. As a consequence it is particularly
efficient in soils with a shallow groundwater such as in wetlands. In drier soils it does not
represent the unsaturated flow dynamics accurately, but may still performs reasonably well
under most conditions after calibration (Graham & Butts 2005; Anonymous 2009c). Its main
advantage is a dramatically reduced computation time compared to the Kristensen and Jensen /
Richards model, and a conceptual simplicity that substantially reduces the number of parameters

to calibrate when little data is available to fully describe the unsaturated zone.

In both evapotranspiration models, the maximum possible evapotranspiration ETmax is defined

as a function of the reference evapotranspiration, that must be provided as a time-series by the
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user. However the function used differs markedly between the two models, and the

consequences of this are further discussed in Section 5.4.2.

In all unsaturated flow models available within MIKE SHE (Richards, gravity flow or two-layer), it
is possible to bypass the unsaturated model by routing a fraction of the infiltration directly to
the saturated zone. The bypass fraction can be made dependant of the soil moisture conditions.
This allows for the representation of fast flow through soil macropores or cracks for instance

(Refsgaard et al. 2010).

5.3.1.2. Overland flow

MIKE SHE can calculate overland flow using a 2D, finite-difference, diffusive wave approximation
of the Saint-Venant equations (Graham & Butts 2005; Anonymous 2009c). Two solution methods
are available: a successive over-relaxation numerical solution - used in the current study -, or an
explicit numerical solution. The latter is more accurate but requires smaller time steps and longer
computation times. It is generally used when flooding from the river network is modelled using
overbank spilling. In both case it is possible to specify a uniform or spatially-distributed detention
storage depth, i.e. a minimum ponded water depth that has to be reached before overland flow
occurs. This can be used to account for water storage in the terrain’s micro-topography that

cannot be accurately represented by a DEM at the model resolution.

A simplified semi-distributed routing approach based on Manning’s equation is also available
when spatially-detailed overland flow description is not required, for instance in regional

applications.

5.3.1.3. Saturated flow

MIKE SHE offers two approaches to model groundwater flow: a lumped or semi-distributed
conceptual linear reservoir approach and a physically-based, fully distributed approach (Graham
& Butts 2005; Anonymous 2009c). The former can be used to model groundwater inputs to
streams, but not spatially-distributed groundwater table depth, and is therefore particularly of
use when modelling large catchments where little hydrogeological information is available and
where the focus is on simulating river flow. The latter, used in the current study, uses an iterative
implicit finite difference technique to solve the 3-dimensional Darcy equation. The numerical
grid is composed of one to several computational layers extending across the model area. The

parameters required for the computation of groundwater flow, such as hydraulic conductivity,
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specific yield and specific storage, are interpolated to the numerical grid from the user-specified
geological model, the geometry of which may or may not correspond to that of the numerical
grid. The geological model can include geological layers (extending across the entire modelled
area) and geological lenses (that can have a smaller extent and take precedence over geological

layers). A no-flow boundary condition is assumed at the bottom of the groundwater model.

5.3.1.4. Channel flow

MIKE SHE uses the MIKE 11 1D hydraulic model to simulate channel flow. Channel flow can either
be modelled by solving the 1D Saint-Venant equations or with a more simple kinematic routing
method (Havng et al. 1995; Anonymous 2009d). The first method uses an implicit finite
difference scheme for the computation of unsteady flow, and is able to accurately model
complex 1D flow patterns, including loops, flow control structures and backwater effects.
However it generally requires relatively small time-steps (in the order of seconds or minutes).
The main advantage of the routing method is that it can be used with much longer time steps,
for instance daily, dramatically reducing run times. River stage can be calculated a posteriori
based either on user-specified stage-discharge relationships, or on the Manning equation. This
method cannot accurately model control structures and backwater effects, so is better suited for

fast-flowing upstream reaches.

The MIKE 11 network and cross-sections can take any shape. The coupling between MIKE 11 and
MIKE SHE is made using river links, located on the edges of the closest MIKE SHE grid cells (Figure
5-4). At each river link, exchanges between MIKE 11 and MIKE SHE are based on a simplified
triangular cross-section, the bottom and bank levels of which are interpolated based on the two
closest MIKE 11 sections (Figure 5-5). Exchanges between groundwater and river channel are
based on the head difference (Ah in Figure 5-5) and the conductance. The conductance can
depend on the conductivity of the aquifer, the river bed or both. Input from overland flow to the

river can only occur if overland head is higher than the MIKE SHE link bank.

There are three ways to represent flooding, i.e. flow from the river to the overland flow module.
The first one is to neglect it: water can flow to the river but not out. The second one is to use
flood codes, whereby floodplains are mapped by the user using grid codes. The river stage
calculated by MIKE 11 at each H-point (i.e. MIKE 11 stage computation point, generally coinciding
with a cross-section) is then extended to the floodplain, assuming that river and floodplain stages
are equal. Water elevation is then interpolated between H-points and mapped onto the

floodplain topographic grid with water being removed from MIKE 11.
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Figure 5-4. MIKE 11 branches and MIKE SHE river links (from Anonymous 2009c).
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Figure 5-5. Linkage between MIKE SHE links and MIKE 11 cross-sections (from Anonymous 2009c).

The main advantage of flood codes is their computational simplicity, with little impact on run
times. However the method is designed as a way to spread water onto the floodplain and to
allow for infiltration and evapotranspiration, but not to accurately model 2D overland flow.
When overland flow is possible between sections or when the volume of water stored onto the
floodplain is large compared to that stored into the river channel, the method leads to numerical

instabilities. The third and most accurate solution is to use overbank spilling, whereby the river
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bank is modelled as a weir, and floodplain flow is modelled as overland flow. However this is

computationally demanding and generally requires long run times.

5.3.2. Use of MIKE SHE in wetland hydrological modelling

The possibilities offered by the MIKE SHE/MIKE 11 modelling framework to develop purpose-
built, flexible integrated models that account for all relevant hydrological processes has made it
a tool of choice for wetland hydrological modelling. Among the earliest studies that used MIKE
SHE to model wetland hydrology are those undertaken by Al-Khudhairy et al. (1999), Thompson
(2004) and Thompson et al. (2004, 2009), the aims of which were to understand and model the
hydrology of the North Kent grazing marshes (UK), and to investigate the expected impacts of
hydrological management and climate change on the hydrology of this site of high conservation
value. In the North Kent marshes, clayey alluvial soils are isolated from the underlying chalk and
Tertiary aquifers by a layer of very low permeability London clay. The saturated zone vertical
discretisation was therefore limited to a single layer. Flooding was simulated using the flood
codes option. The model was highly sensitive to the proportion of bypass flow in the unsaturated
zone component, used to reproduce macropore flow through the cracks opened by soil drying.
Overall, the model reproduced well both groundwater tables in the alluvium (Figure 5-6) and

water levels in ditches.
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Figure 5-6. Observed and simulated groundwater table depth in the North Kent marshes (from Thompson
et al. 2004).

Lu et al. (2006, 2009) used MIKE SHE to model the impact of forest harvesting and climate change
in pine flatwoods, a mixture of cypress wetlands and managed pine uplands in Florida, USA.

Despite a coarse grid size, the model satisfactorily reproduced observed groundwater tables in
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most but not all dipwells. Discrepancies were attributed to the poor representation of the
surface micro-topography at the model resolution and to a lack of information on the spatial
distribution and hydraulic parameters of soils and geological substrate. Forest harvesting was
simulated by reducing the LAI, and climate change by perturbing the meteorological input data

by an arbitrary -10% for rainfall and +2°C for temperature.

Hammersmark et al. (2008, 2009) used a coupled MIKE SHE / MIKE 11 to investigate the effect
of river channel restoration on the hydrology and ecology of Bear Creek Meadow, a riparian
meadow in northern California, USA. The model included a three-layer saturated zone, a detailed
MIKE 11 network, unsaturated flow based on the Richards equation, and overland flow (diffusive
wave approximation). Observed discharge time-series were used as boundary conditions
upstream and downstream of the MIKE 11 network. The model was calibrated and validated
using punctual observations over a two-year period in 28 shallow dipwells and two river stage
monitoring stations. The model performance was excellent, with Nash-Sutcliffe Efficiencies
higher than 0.9 for both river stage and groundwater table depth, even though it should be noted
that only one groundwater observation per month was available (Figure 5-7). The impact of
channel restoration was investigated virtually by modifying the MIKE 11 cross-sections, and it

was found to result in a substantial increase in groundwater levels within the riparian meadow.
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Figure 5-7. Observed and simulated groundwater table depth (top) and stream stage (bottom) in Bear
Creek Meadow (modified from Hammersmark et al. 2008).

Rahim et al. (2009, 2012) developed a MIKE SHE / MIKE 11 model of the Paya Indah wetlands,
Malaysia, with a groundwater model divided in three layers, the uppermost representing peat.

The gravity flow option was used to model unsaturated flow to reduce run times, and
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parametrised using the results of hydraulic property tests on 50 randomly sampled soil cores.
The model was calibrated and validated using 10 years of data collected at two discharge
monitoring stations, two boreholes and two stations monitoring water levels in small lakes within
the wetland. Some of the model outputs after calibration are shown in Figure 5-8 and Figure 5-9.

The model was used to perform a detailed water balance analysis of the wetland.

Figure 5-8. Observed and simulated discharge in the Paya Indah wetlands (Rahim et al. 2012).

Black bars: precipitation; red lines: observed discharge; blue lines: simulated discharge.
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Figure 5-9. Observed and simulated groundwater table level in the Paya Indah wetlands (Rahim et al.
2009).

Open circles: observed groundwater table levels; lines: simulated groundwater table levels.

Singh (2010) and Singh et al. (2010, 2011) modelled the water level regime of Loktak Lake,
northeast India. The lake levels themselves were modelled using a relatively simple water
balance approach to estimate the lake volume and a volume-level relationship derived from
bathymetric surveys. MIKE SHE and MIKE 11 were used to model discharge from the lake
catchment. A single-layer saturated zone model was used. Evapotranspiration and unsaturated
flow were modelled using the two-layer approach. Despite the scarcity of data, the model
goodness-of-fit during validation was judged as excellent. The impact on lake levels of a range of
options for barrage operation, water abstraction and climate change were investigated by

changing the MIKE SHE inputs or parameters or the water balance terms.
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Cook (2012) developed a 400m-resolution MIKE SHE / MIKE 11 surface/subsurface model of the
Everglades National Park (Florida, USA), including a large number of control structures. The
groundwater model contained two numerical layers corresponding to the distinction between
highly permeable superficial oolite and less permeable material underneath. Unsaturated flow
was modelled using the Kristensen and Jensen / Richards model and overland flow using the
diffusive wave approximation. The model was calibrated and validated using long-term water
level and discharge time series, and was found to be most sensitive to the hydraulic conductivity
of the saturated zone, the overland Manning’s roughness coefficient and the river bed leakage

factor.

Bourgault (2013) and Bourgault et al. (2014) modelled the Lanoraie peatland complex, part of a
364km? catchment in Québec, Canada. Groundwater was simulated in steady-state, using a
250m resolution grid with rivers represented as head-controlled flux and drains and minor
streams as fixed head drains. The saturated zone was discretised horizontally in five
computational layers. Evapotranspiration and unsaturated flow were not modelled, but constant
groundwater recharge specified as a calibrated model input. The model was calibrated based on
groundwater table depth observed in 150 wells and river baseflow calculated from observed
discharge. The model performance (Figure 5-10) was considered satisfactory. The model was
used to quantify peatland-aquifer-river exchanges at the regional scale, and to assess the impact

of climate change on these exchanges.
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Figure 5-10. Performance of the Lanoraie steady-state MIKE SHE model with regard to groundwater head
(Bourgault et al. 2014).
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Johansen et al. (2014) modelled the impact of groundwater abstraction on groundwater tables
within a groundwater-fed fen in the Lindenborg River valley, Denmark. The unsaturated zone was
modelled using the Kristensen and Jensen / Richards model, groundwater flow using the finite
difference solver, overland flow using the diffusive wave approximation, and surface flow using
a mixture of MIKE 11 channels and subsurface drains included in the groundwater model. The
authors used three nested models with decreasing size and increasing resolution (150, 25 and
5m) to model groundwater flow at the regional-, floodplain- and fen-scale respectively (Figure
5-11). The nested models were linked by manually transferring head boundary conditions from
larger to smaller models. Overland flow across model boundaries was assumed to be negligible,
and there was no river crossing the nested model boundaries. The vertical discretization
followed the six geological layers recognised within the modelled area. Localised spring flow
caused by preferential flow through fractures in the limestone was an important source of water
to the wetland. This was modelled by locally increasing the hydraulic conductivity of the
geological model underneath the spring locations. The nested models were calibrated against
long-term groundwater table depth observations. The smaller model reproduced relatively well
the peat groundwater table dynamics, but generally underestimated its depth by 20-50
centimetres (Figure 5-12). The nested models were used to simulate the impact of groundwater

abstraction on the fen hydrology and ecology.
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Figure 5-11. Nested models used by Johansen et al. (2014) to model the Lindenborg fen.
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Figure 5-12. Observed and simulated groundwater heads in the Lindenborg fen (Johansen et al. 2014).

In conclusion, MIKE SHE coupled to MIKE 11 has proved a useful tool to model wetland hydrology
in a large number of geographical and environmental contexts. The studies demonstrate the
ability of the modelling framework to integrate all relevant hydrological processes. Except when
used to model inflow from tributaries to large wetland systems, such as the Loktak lake modelled
by Singh (2010) and Singh et al. (2010, 2011), the modelled area is generally limited by run times
to the small to medium scale, unless nested models are used as in Johansen et al. (2014) or a
very coarse resolution is used. The latter solution may be acceptable when the terrain is
relatively flat as in Cook (2012), but may result in a misrepresentation of overland flow and
discrepancies between the MIKE SHE topographic grid and the MIKE 11 network when the
topography is more varied, for instance in Lu et al. (2006, 2009). Interestingly, in all wetland
hydrological modelling studies using MIKE SHE that could be consulted, model components were
calibrated in a single step using observed groundwater levels, surface water levels and/or stream
discharge only. In particular no example was found of calibration of the evapotranspiration and
unsaturated zone sub-model using actual evapotranspiration, canopy interception or soil
moisture measurements for instance, even in applications aimed at estimating the impact of
landuse or climate change and in which not only the wetland, but also its catchment, were
modelled. Such measurements are rarely made in routine but would allow for a better calibration
and validation of the model, particularly when the objective is to assess the effect of landuse

change or climate change on groundwater or surface water flow.
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5.4. Model design and initial parametrisation

5.4.1. Precipitation

Daily precipitation records corrected for missing data, as detailed in Appendix E, were used as
inputs to the MIKE SHE model. Precipitation were assumed to be spatially uniform, which is
considered a reasonable assumption given the excellent correlation between daily precipitation
recorded within the research site and at the St-Léger-Mon met station 4.2km away. In the
absence of records on snow depth, snow melt was not simulated and all precipitation were
assumed to be liquid. This assumption was made to simplify the model but is considered
reasonable on several grounds. First, the number of days with snow on the ground per year is
relatively small. Data from Météo-France covering the 1961-1986 period gives a mean of 21 days
per year. The number of days with snow on the ground recorded while the albedometer (see
Appendix E) was effective at the Dauges site was even lower: 37 days in total over two years.
Second, snow melt would only be significant in winter when piezometric monitoring has shown
that the wetland is completely saturated and would therefore have no impact on water table

depths within the wetland.
5.4.2. Evapotranspiration and unsaturated flow

To model unsaturated flow and actual evapotranspiration, the empirical two-layer model was
chosen instead of the Kristensen & Jensen (1975) model for evapotranspiration and the full
Richards (1931) equation for unsaturated flow. This choice was made principally for computation
time reasons, but was also justified by the lack of detailed data on the unsaturated zone
properties, including both soils and the underlying unsaturated fissured granite, and the lack of
soil moisture records that could have been used to independently calibrate the unsaturated zone
model. The two-layer method requires an estimate of the potential evapotranspiration rate
under optimal conditions ET,o: for each vegetation class. ETyt is then satisfied in each model
time-step by emptying the following reservoirs in turn: snow storage (assumed to be null in this
study), interception storage, ponded water, unsaturated zone and saturated zone (provided the
water table is above the depth defined by the sum of root depth and capillary fringe thickness).
In MIKE SHE, ETpot is obtained by multiplying the reference evapotranspiration ETo (calculated
using the FAO Penman-Monteith method in this study, see Appendix E) by a spatially- and time-
varying crop coefficient. This is similar to the FAO crop coefficient method (Allen et al. 1998),

whereby the FAO Penman-Monteith reference evapotranspiration ETo rate is multiplied by a

233



seasonally- and spatially-varying crop coefficient K. to adjust it to the characteristics of the actual
vegetation. In the FAO method, K. can be partitioned into different components representing
crop transpiration in the absence of water stress (basal crop coefficient K), transpiration
reduction in the presence of water stress (K;) and evaporation from wet soil surface and
interception storage after rainfall (Ke), see Figure 5-13. Alternatively, a single crop coefficient with
averaged soil evaporation effects (Kcm) can be used to estimate actual evapotranspiration over

longer periods.
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Figure 5-13. Generalised crop coefficient curve (Allen & Pereira 2009)

Ke: crop coefficient (=Ks*Kep+Ke). Kc varies over time due to crop development (included in the basal crop coefficient Keb),
evaporation from wet soil surface (Ke) and water stress (Ks) that reduces K. relative to Ke. Kem is a single crop coefficient with
averaged soil evaporation effects. Unlike in this example, Allen et al. (1998) make it clear that K. can be higher than 1, and
therefore actual evapotranspiration higher than the reference evapotranspiration ETo.

The crop coefficient method was designed to estimate actual evapotranspiration, reducing it
when water stress occurs and increasing it just after rainfall events to account for evaporation
from the soil and from interception storage, both of which can be very high (Allen et al. 1998). A
similar approach is used in a number of eco-hydrological models, such as the widely used SWAT
model (Neitsch et al. 2005) or the forest eco-hydrology model BILJOU used by French foresters
(Granier et al. 1999). In these models, evaporation from interception, snow and wet soil can
occur up to the energy-constrained upper limit on evapotranspiration (ETo in the case of SWAT),
and transpiration up to ETo x K, (ETo weighted for LAl in the case of SWAT). The total of
evaporation and transpiration cannot exceed the energy-constrained limit. Unfortunately in the
MIKE SHE two-layer evapotranspiration and unsaturated flow model, evaporation from
interception storage, ponded water and wet soil is subtracted from the reference

evapotranspiration after it has been corrected by the crop coefficient. In theory, the crop

coefficient used in MIKE SHE should therefore be the time-varying FAO dual crop coefficient
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(Kc=Kep+Ke in Figure 5-13). Unfortunately, the software does not allow for high resolution (daily

for instance) crop coefficient time-series to be used. The crop coefficient can only vary seasonally.

This is a drawback as this means evaporation is not modelled independently of transpiration.
Adjusting the basal crop coefficient to account for evaporation after rainfall, as recommended
by the FAO (Allen et al. 1998), would result in an over-estimation of transpiration when the
interception storage has been evaporated. Inversely, not adjusting it would result in an under-
estimation of the actual evapotranspiration. This is especially the case in wet climates where
precipitation events are frequent but small, evaporation from intercepted precipitation, ponded
water and wet soil is therefore frequent and important, there is little water stress and
transpiration proceeds at the full rate most of the time. Furthermore, and contrary to the
Kristensen & Jensen method, the two-layer model does not adjust transpiration for variations in
LAl These two constraints mean that accounting for the absence of transpiration from dead
vegetation or for the substantially reduced transpiration rates in deciduous trees during the
leafless season while allowing for evaporation from interception storage and ponded water is
not straightforward. Setting the crop coefficient to a very low value would reduce not only
transpiration, but also the maximum volume of evaporation from interception storage and
ponded water, possibly leading to an underestimation of evapotranspiration in winter. On the
other hand, maintaining the crop coefficient to a relatively high level would result in transpiration

being over-estimated.

In view of these limitations, interception was modelled outside MIKE SHE, using an R script. The
same reservoir method was used: precipitation fills an interception storage before flow to the
ground can occur. The volume of the interception storage can be adjusted according to
vegetation class, LAl and season. Intercepted water can then evaporate provided potential
evapotranspiration is large enough. Any intercepted water that is not evaporated is carried over
to the next time step. In MIKE SHE, interception storage can be filled and evaporated at every
time-step. If the model runs with an adaptive time-step, this means that the total amount of
intercepted water can vary independently of rainfall and potential evapotranspiration. Instead,

a fixed daily time-step was used to make sure comparisons between model runs were possible.

Assuming that evaporation from ponded water and from wet soil is limited due to the continuous
vegetation cover, modelling interception outside MIKE SHE means that potential evaporation
and potential transpiration can be modelled independently, similar to the way the FAO dual crop-

coefficient proceeds. Transpiration is limited to ETo multiplied by a basal crop coefficient, while
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both evaporation from interception and total evapotranspiration are limited to the energy-
constrained upper limit on evapotranspiration (cf. below). The crop coefficient in MIKE SHE can
then be defined as the basal crop coefficient K, that varies seasonally and spatially to model
the transpiration characteristics of each vegetation class. K¢, has to be simplified into average
values for each vegetation development stage. The FAO method allows for such an idealisation
of the annual crop coefficient curve into three crop coefficients (K¢ ini, Kc mia and K¢ end) €ach

corresponding to a particular vegetation development stage (Figure 5-14).

Crop coefficients have been derived empirically from soil or atmosphere moisture balance
experiments for a large number of agricultural crops (Allen et al. 1998), but are virtually non-
existent for natural and semi-natural vegetation classes. Table G-1 in Appendix G shows a range
of values found in the literature for vegetation classes similar to those within the Dauges
catchment that could be used to estimate crop coefficients. The values listed in the table are
very variable. This might in part be explained by differences between studies in terms of the
methods used to measure actual evapotranspiration and to calculate reference
evapotranspiration. For instance many older studies used the Penman open water evaporation

as the reference, while more recent ones used the FAO Penman-Monteith method.
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Figure 5-14. Idealised crop coefficient curve (Allen et al. 1998).

Even though an effort was made to only include coefficients calculated in the absence of water
stress, this is not always clearly specified, and some coefficients may have been underestimated
as a result of transpiration reduction under these conditions. Conversely, most studies have
measured total evapotranspiration, which can increase substantially when the soil and canopy
are wet. For natural and semi-natural vegetation for which crop coefficients are not available or
reliable, Allen et al. (1998) and Allen & Pereira (2009) suggested a procedure to estimate mid-

season crop coefficients K. mig based on climate, vegetation height, leaf area index or ground
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cover, and mean leaf resistance. Section 5.4.3 details how estimates of these parameters

relevant to the research site were obtained.

Allen & Pereira (2009) assumed that for expanses of vegetation larger than 500-2000m?, an
equilibrium boundary layer is established and a maximum upper limit on evapotranspiration
ETmax exists due to the law of conservation of energy. This energy-constrained limit can be used
to estimate the maximum crop coefficient K. max following rain and for vegetation having full or

nearly full ground cover, so that:

03
K. max = max ({1.2 + [0.04(u; — 2) — 0.004(RH,in — 45)] <§> } AKep
Equation 5-1

+ 0.05})

where u; and RHnin are the average wind speed and minimum relative humidity at 2m during the
particular growth stage, h is the mean vegetation height and K¢, is a basal crop coefficient.
Equation 5-1 suggests that the energy-constrained maximum evapotranspiration ETmax is 1.05-
1.30 times the reference evapotranspiration, depending on climate. Equation 5-1 was used in
the current study to define the upper limit on both evaporation from interception and total
evapotranspiration ETma, as the product of K. max and ETo, the daily FAO Penman-Monteith
reference evapotranspiration, the computation of which is detailed in Section E.3.6 in
Appendix E. In Equation 5-1, h was assumed to be that of the FAO reference crop (0.12m), and
uz and RHp,i» the long-term mean wind speed and minimum relative humidity, giving a maximum
evapotranspiration of 1.16 times the Penman-Monteith reference evapotranspiration. The
choice of a constant vegetation height is clearly a simplification and may lead to an
underestimation of evapotranspiration in forests. However both the method and the calculated
ETmax Value are similar to those used in some forest-focussed eco-hydrology models (Granier et

al. 1999). The basal crop coefficient K, is given by:

Kep = Kemin + Ka (ch full — cmin) Equation 5-2

Where Kc minis the minimum crop coefficient when soil is bare (about 0.15), K4 is a vegetation
density coefficient and Ke fui is the estimated basal crop coefficient during peak plant growth

with full ground cover. K4 can be estimated from ground cover or from leaf area index:
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K;=1— e 07LA Equation 5-3

Keb fun is estimated as a function of plant height and climate:

ch full = FT' <mln(10 + Olh, 12)
Equation 5-4
h 0.3
+[0.04(uy — 2) — 0.004(RH, i, — 45)] (§> )

The second part (between brackets) of Equation 5-4 is actually the energy-constrained upper
limit to evapotranspiration, corrected for the height of the vegetation. The F,; parameter allows
for a reduction in the crop coefficient if the vegetation has a higher degree of stomatal control

than the reference grass crop. It is given by:

A+ y(1+ 0.34u,)
F. = 7
A+ (14034, 1¢5)

Equation 5-5

Where r, is the mean leaf resistance, A is the slope of the saturation vapour pressure versus air
temperature curve (calculated using the mean temperature over the mid-season development
stage, see Equation 13 in Allen et al. (1998) for computation details and Section E.3.2 in
Appendix E for details on the temperature dataset), and Y is the psychrometric constant (see
equation 8 in Allen et al. 1998). The data used to calculate crop coefficients for each vegetation

class are given in Section 5.4.3.

The other unsaturated zone model parameters were set to different values according to the type

of soil, as shown in Table 5-1.

Table 5-1. Unsaturated zone parameters.

. Water content Water content Water content Saturated hydraulic
Soil type . X . s . L 1
at saturation at field capacity at wilting point conductivity (m.s?)
Peat 0.88 0.62 0.15 2x10°®
Mineral soil 0.3 0.2 0.1 10

The parameters for peat soils were based on values given for hemic peat by Letts et al. (2000)
based on an extensive review of international literature. Schouwenaars et al. (2007) describe

water retention curves of peat samples taken 5cm below the surface in a Dutch bog with a
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vegetation very similar to that of the Dauges site, and their values very closely match those given
by Letts et al. (2000) for mesic peat. However their research site was a cut-over bog in which the
acrotelm had been removed. The parameters for mineral soils were taken from van den Bogaert
(2011), who derived soil moisture release curves for soils with similar texture and geological
settings in Beaujolais, at the north-east boundary of the Massif Central. The saturated hydraulic
conductivity parameter gives the maximum infiltration rate of the soil. Macropore flow is an
important component of flow in peat soils. Using a tension infiltrometer, Holden et al. (2001)
measured a mean percentage macropore flow of 35.9% (+/-19.7, min 1.0, max 79.9) in the upper
20cm of a blanket bog in the Pennines, UK (macropores were defined as pores more than 1 mm
in diameter). The macropore contribution was higher under Sphagnum cover (mean 51.0%) than
under Calluna (36.4%) or Eriophorum (28.6%). Baird (1997) measured larger macropore
contributions, ranging from 51 to 78%, in the surface of sapric fen peat in Somerset, UK, however
the site had formerly been drained and cultivated before being restored for nature conservation
purposes. In the MIKE SHE unsaturated flow model, the bypass fraction was therefore initially

set to 35% of infiltration.

5.4.3. Land use

For the purpose of hydrological modelling, the CORINE biotopes vegetation map described in
Section 2.6.3 was aggregated to a smaller number of vegetation classes with distinct interception
and evapotranspiration characteristics (see Figure 2-10): needle-leaved evergreen woodlands
(mainly Douglas fir plantations, with a few rare Scottish pine plantations); broad-leaved
deciduous woodlands (mainly beech and pedunculate oak - beech mature woodlands, with a
few chestnut tree woodlands); mixed woodlands; dry heathland, clearings and shrubs; meadows

and pastures; wet woodlands; wetland; and impervious areas.

For each of these classes, the maximum (summer) and minimum (winter) leaf area indices, mean
leaf resistance, and maximum rooting depth were estimated based on values found in the
literature for similar vegetation types and species (see Table G-2, Table G-3 and Table G-4 in
Appendix G), and used to estimate crop coefficients. The interception model was also calibrated
using data from a literature review of bulk interception ratios and maximum interception storage
capacities measured in environments similar to the Dauges site (Table G-5 and Table G-6 in

Appendix G).
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5.4.3.1. Leaf area index

In the model, maximum LAI for coniferous woodlands was set to 8.5, based on the mean value
reported in the literature for Pseudotsuga menziesii (mainly from plantations, see Table G-2 in
Appendix G). The value used for broadleaf woodlands was a weighted mean of the mean values
reported in the literature for Fagus sylvatica (6.0), Quercus robur (4.8) and Castanea sativa (4.9),
with weights defined by the area within the catchment in which each of these species is
dominant according to the CORINE biotopes map (Section 2.6.3). As noted by Breuer et al. (2003),
wood parts of deciduous tree species and old leaves of grass species among others still affect
precipitation interception during the dormancy stage. As a consequence, in the context of
hydrological modelling in which the maximum interception storage is a function of LAI, a LAI
greater than zero has to be maintained throughout the year for all vegetation classes but arable
crops (see Section 5.4.2), whereas LAl sensu stricto only includes actively photosynthesising
leaves. This conceptual difference explains the discrepancy between minimum (winter) LAl
values in the literature depending on whether they are actual measures or values recommended

for hydrological modelling.

Following Granier et al. (1999), evergreen needle-leaved species were assumed to keep a
constant LAl throughout the year, and LAl in deciduous broad-leaved species was assumed to
increase linearly over 30 days starting at bud break from LAImin to LAImax (Bréda 1994). In
autumn, LAl was assumed to decrease linearly over 30 days before leaf fall. Bud break is defined
as the first date when at least 20% of buds are open on at least 10% of trees. Leaf fall was
assumed to be complete 10 days after the leaf colouring date, defined as the date when at least
20% of leaves have changed colour in at least 90% of trees. Mean bud break and leaf colouring
dates were estimated from figures in Lebourgeois et al. (2010) (Table 5-2), who modelled
phenological events as a function of mean climatic variables using data from 51 broadleaved
forest stands belonging to the RECOFOR network, a French nationwide long-term forest

ecosystem observatory.

Table 5-2. Mean bud break and leaf colouring day-of-year and date estimated for deciduous broadleaved
species at the Dauges site based on figures from Lebourgeois et al. (2010).

Species Mean bud break day-of-year (date) Mean leaf colouring day-of-year (date)
Beech 115 (25 April) 285 (12 October)
Oak 95 (5 April) 295 (22 October)
Broadleaved 100 (10 April) 290 (17 October)
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These estimates were compatible with punctual field observations reported by the NNR staff. No
distinction was made between beech and pedunculate oak woodlands, and the dates for
broadleaved species as a whole (which in Lebourgeois et al. (2010) included Fagus sylvatica and
Quercus spp. only) were used. As is common in hydrological modelling (Thompson et al. 2004,
2009; Rochester 2010; Singh 2010), LAImin, LAlmax, bud break and leaf fall dates were assumed
to be constant from year to year and across the site, even though more complex phenological
models could be envisaged to accommodate temporal and spatial variability of vegetation
phenology (Jolly et al. 2005). Very little information was found on wet woodland properties,
however given the small area covered by this vegetation class the impact of this lack of
information on the model is assumed to be negligible. The phenology of wet woodland was
assumed to be the same as other broadleaved woodlands. Based on informal field observations,

the phenology of grasslands was assumed to be similar to that of broadleaf woodlands.

This is clearly not the case in the wetland, where field observations show the vegetation starts
to develop in late May, more than a month later than on dry land. Full development is only
reached in late June-early July. This matches LAl measurements carried out in similar wetlands
in western Europe (Sijtsma & Veldhuizen 1992; Spieksma et al. 1997; Nieveen et al. 1998;
Bortoluzzi et al. 2006) (Figure 5-15).

No distinction was made between wetland vegetation communities and they were modelled as
an equal mixture of Sphagnum spp., chamaephytes and Molinia caerulea. As the vast majority
of wetland habitats are relatively closely grazed throughout the growing season, a relatively low
value of LAImax was chosen within the range of values reported in the literature. Figure 5-16
shows the LAl values defined using the approach described above for each of the vegetation
types used in the model. During transition periods in spring and autumn, crop coefficients, root
depths and maximum interception storage capacities are linearly interpolated between their

minimum and maximum values following identical phenological curves.
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Figure 5-15. Examples of LAl seasonnal changes in acidic mires.

Top-left: Molinia-dominated degraded raised bog, Netherlands (Spieksma et al. 1997); top-right: Molinia-dominated, tussocky
raised bog, Netherlands (Nieveen et al. 1998); bottom left: Sphagnum- (open circles) and Eriophorum vaginatum-dominated plots
in a raised bog, Jura mountains, France (Bortoluzzi et al. 2006); bottom-right: raised bog, Ireland (adapted from Sijtsma &

Veldhuizen 1992).
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Figure 5-16. Leaf area indices used in the model as a function of vegetation class and day of year.

5.4.3.2. Mean leaf resistance

A single representative leaf resistance value is required to compute the crop resistance factor for
natural and semi-natural vegetations (Allen et al. 1998; Allen & Pereira 2009). A review of values
reported in the literature for species relevant to the Dauges catchment is given in Table G-4 in
Appendix G. As shown by this review and as recognised by Breuer et al. (2003), leaf resistance
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shows a very large variability according to environmental conditions (Jarvis 1976; Whitehead
1998), and this makes the choice of a representative value difficult. In their review of stomatal
resistance (a close approximation of leaf resistance), Breuer et al. (2003) recorded general values
of about 160 s.m™ for herbaceous species (similar to agricultural crops), 250 s.m™ for deciduous
forests and 400 s.m™ for coniferous forests. The values found in the literature for Douglas fir
(about 400 s.m™) are similar to those identified by Breuer et al. (2003) for coniferous trees as a
whole. Values reported for the main deciduous tree species found within the research catchment
are similar: about 300 s.m™ for oaks, 400 for beech and 500 for chestnut tree. A value of 400 s.m™
was therefore used for deciduous, coniferous and mixed woodlands. Data for tree species found
in wet woodlands are rare, but resistance seem to be about 200 s.m™ on average. Values for
grassland species (mainly grasses) are very variable. A value of 200 s.m™ was used. The leaf
resistances reported in the literature for Calluna vulgaris are on average 200 s.m™, which seems
quite low when considering the species' leaf architecture, and the low crop coefficients of
Calluna-dominated heathlands relative to grasslands in the absence of water stress reported by
Janssen (1994, in Spieksma et al. 1996). The average leaf resistance reported for Vaccinium
muyrtillus is much higher (about 480 s.m™ on average). Duyzer & Bosveld (1988, in Spieksma et al.
1996) reported bulk surface resistances of 250-400 s.m™ and 100-400 s.m™ in wet and dry heaths
respectively in the Netherlands, suggesting even higher leaf resistances. An intermediate value
of 300 s.m™* was used as representative of heathlands. Very little information was found on bog
and acidic fen vascular plants, and none on Molinia caerulea. Van der Schaaf (1999) and Wastiaux
(2000) showed that Molinia caerulea has a high evapotranspiration rate compared to
chamaephytes. Consequently a value of 100 s.m™, similar to the value used in the FAO Penman-

Monteith method for the reference grass, was used.
5.4.3.3. Canopy height

Data collected by the French National Forest Inventory (/Inventaire Forestier National,
http://inventaire-forestier.ign.fr) between 2008 and 2012 were used to estimate the average
height of woodlands. As part of the permanent forestry inventory, a number of variables
including tree height are regularly measured in a large number of systematically sampled plots
across the country. Data were retrieved from woodland plots dominated by Quercus robur
and/or Fagus sylvatica (deciduous woodlands), Pseudotsuga menziesii (coniferous woodland) or
Betula spp. and/or Salix spp. (wet woodland), and located within the same eco-region as the
research site (Plateaux limousins) to ensure similarity in climatic and edaphic conditions. In the

case of wet woodlands, only plots growing on hydromorphic soils were retained, but the
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sampling area was extended to the nearby Plateaux granitiques ouest du Massif central eco-
region to compensate for the small number of records available. An estimate of mature
woodland canopy height was estimated for each species by averaging records obtained from

large trees (at least 37.5cm in diameter) only, except for Salix spp. and Betula spp. (Table 5-3).

Table 5-3. Mean tree height in the Plateaux Limousins eco-region according to IFN data.

Number of trees Number of plots

Vegetation class Species Mean +/- SD (m) Median Min-Max measured surveyed
Deciduous woodland

Quercus robur 21.8+/-3.7 219 9.8-32.9 232 87

Fagus sylvatica 25.9 +/-4.1 26.4 4.6-35.2 157 46
Coniferous woodland

Pseudotsuga menziesii 30.6 +/-4.3 30.5 18.7-42.5 139 24
Wet woodland

Betula spp. 12.3+/-3.4 12.8 4.3-19.2 30 5

Salix spp. 10.2 +/-2.3 10 5.2-15 19 4

For non-woodland vegetation classes, canopy height was estimated from informal field

observations and published values (Rameau et al. 1994).

5.4.3.4. Crop coefficients

Water falling on impervious surfaces was assumed to be quickly evacuated as overland flow and
not to evaporate (K. = 0 all year round). Given the very small area occupied by this landuse class,
the consequences of this simplification are negligible. The correction of the crop coefficient for
LAl advised by Allen & Pereira (2009) as per Equation 5-3 becomes more sensitive to the "bare
soil" coefficient with decreasing LAl A coefficient of 0.15, the upper value recommended by
these authors, might not be applicable to wetlands. It probably underestimates
evapotranspiration from open water and wet Sphagnum mosses that lack stomata and do not
actively control water loss (Rydin & Jeglum 2006). Using the coefficient recommended by the
FAO for open water (1.05) as the value for Kcminin Equation 5-2 results in a combined coefficient

of 1.0 both in summer and winter.

A number of researchers (Schouwenaars 1993; Kim & Verma 1996; Wastiaux 2000) measured
ET/ET.f ratios close to unity in acidic fens and bogs (Table G-1 in Appendix G), in particular in
those dominated by Molinia caerulea. In a laboratory experiment, Clymo (1973) measured
evaporation rates in Sphagnum cuspidatum, S. papillosum and S. rubellum 1.2-1.4 times higher
than that from open water, depending on the species and the depth of the water table that
varied between 1 and 10cm below the capitula. Others have shown that the ET/ET, ratio from

Sphagnum-dominated bogs can be substantially lower (around 0.5-0.75, Wastiaux 2000; Kellner
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2001a; Lafleur et al. 2005), particularly when the capitulum dries out. In a degraded bog in the
Netherlands, Schouwenaars (1990, 1993, cited by Spieksma et al. 1996) showed the actual
evapotranspiration of Sphagnum spp. to equal Penman open water reference evaporation when
the water table is shallower than 10-15cm below the surface, but to drop substantially below
this critical level. Actual evapotranspiration by Molinia caerulea was maintained at about the
reference evaporation rate for much longer periods under dry conditions. In the Dauges model,
evapotranspiration was therefore assumed to be driven by vascular plants and particularly
Molinia caerulea when these are dominant in summer, but by Sphagnum mosses in winter when
M. caerulea leaves are senescent and reduced in extent due to late summer and autumn grazing.
This was modelled by adopting a crop coefficient of 1 at all times and setting the maximum root

depth to 60cm in summer and 15 centimetres in winter.

Since they have the same mean leaf resistance and the effect of height in Equation 5-4 is reduced
when higher than 20m, deciduous and coniferous woodlands have very similar crop coefficients
in summer (0.79 and 0.78 respectively). This agrees with results from Aussenac & Boulangeat
(1980) and Verstraeten et al. (2005), who found almost no difference in summer between actual
evapotranspiration rates of Douglas fir and of beech in Lorraine (France) and in Belgium
respectively. Based on their own data and a literature review, Granier et al. (1999) found that,
under non-limiting soil water content, the T/ETo ratio in both deciduous and evergreen trees was
linearly related to the LAl when LAl was less than 6, but constant above. Stands with a LAl 2 6
had relatively similar T/ETo ratios independent of the species (0.65-0.72 for Pseudotsuga

menziesii, 0.75 for Fagus sylvatica, 0.70-0.80 for Quercus petraea, 0.70-0.80 for Picea abies).

For coniferous woodlands, following Allen et al. (1998), Meiresonne et al. (2003), Verstraeten et
al. (2005) and Zhang & Hiscock (2010), the crop coefficient was assumed to be approximately
similar in summer and in winter, and Ke, i1 was simply adjusted for winter mean wind speed and
minimum relative humidity using Equation 5-4. The same reasoning was followed for heathlands
dominated by evergreen chamaephytes. During transition periods in spring and autumn, MIKE
SHE linearly interpolates crop coefficient values between their winter minimum and summer
maximum. For simplicity and comparability, the crop coefficients were calculated using the same
definition of winter (days 300 to 100) and summer (days 130 to 270) for all vegetation classes. In
MIKE SHE however, the interpolation between summer and winter coefficients follows the LAI

curve that differs slightly between wetland, grassland and other vegetation classes (Figure 5-17).

245



1.00
—&— coniferous woodlands
--A - proadieaf woodlands
0.75 1
= —#-- mixed woodlands
.0
L
= -+ - wet woodlands
8 050
o
Q -8 - pastures and meadows
5
- =¥ - heaths, shrubs and clearings
0.25 1
— — wetland
0.00 4 F -—-= impervious
T T T T
0 100 200 300
day of year

Figure 5-17. Crop coefficients used in the model as a function of vegetation class and day of year.

5.4.3.5. Root depth

In the absence of arable crops within the catchment, root depths were assumed to be constant
throughout the year in all vegetation classes, and estimated based on the results of the literature
review (Table G-3 in Appendix G): 2m in coniferous, deciduous and mixed woodlands, 1.5m in
wet woodlands, 0.6m in heathlands, 0.9m in grasslands and Om in impervious areas. The only
exception was the wetland vegetation class, where root depth was 0.6m in summer and 0.15m

in winter, for the reasons explained in Section 5.4.3.4.

5.4.3.6. Interception

Table G-5 in Appendix G shows the results of a literature review of bulk interception ratios in
natural vegetation classes and in contexts similar to that found on the research site. Among the
wealth of studies on interception in forests, only those in which both stemflow and throughfall
were measured have been included, since stemflow can make up a substantial part of net rainfall
particularly in deciduous trees. Except for a few high values recorded under Picea abies and Abies
grandis, annual interception ratios are noticeably similar in conifers, seemingly and surprisingly
independently of the location. There seems to be no difference between winter and summer,
however it should be noted that the studies that differentiated between winter and summer
interception were all conducted in Lorraine, France, so this may not apply to other climates. The
mean annual ratio for Douglas fir is 0.37. Data on annual interception for beech and oak forests
are much more variable, ranging from 0.10 to 0.34. The mean value is 0.21. Interception is higher
in summer (0.15-0.36, mean: 0.28) than during the leafless season (0.06-0.25, mean: 0.16). The
overwhelming majority of researchers that measured interception in forests did not include

interception by the forest understorey and litter. Yet, as shown by Gerrits (2010), this can account
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for a very large proportion of total rainfall intercepted by forests, sometimes more than that
intercepted by the canopy. This may be an issue when comparing interception fraction between
forests and open habitats, in which other methods have been used that do include the effect of
dead vegetation. As noted by Breuer et al. (2003), surprisingly little information is available on
bulk interception ratios in grasslands. The only relevant publication seems to suggest it is of the
same order as that observed in heathlands, in the order of 0.11-0.23 (mean: 0.17). No data were

found on mires.

Since the bulk interception ratio is dependent on precipitation characteristics, hydrological
models often require the maximum interception capacity, defined as the maximum amount of
water left at the end of a precipitation event, in the absence of evaporation and after drip has
stopped (Breuer et al. 2003). Table G-6 in Appendix G gives values found in the literature for this
variable. Maximum storage capacity during the leafed season is higher in conifers than in
deciduous trees, reflecting a higher LAl but also a different architecture (Breuer et al. 2003). It is
on average 2.4mm, 1.5mm and 1.3mm in stands dominated by Pseudotsuga menziesii, Fagus
sylvatica and Quercus spp. respectively. It is understandably smaller in deciduous species during
the leafless season, about 0.4mm if data are excluded for Quercus petraea from Halldin et al.
(1984), who found much higher values than any other studies both in winter and summer. Data
on storage capacity in species of open habitats are scarce, but are quite high relative to LAI:
1.3mm on average during the leafed season, similar to deciduous forests. This had already been
noticed by Breuer et al. (2003) in a global-scale review. It should be noted that methods used to
measure interception in forests and open habitats are not identical, and interception measured
in forests does rarely include that of understorey vegetation and litter, while interception in open
habitats is often a bulk measure. Consequently, Breuer et al. (2003) recommended to add a
constant of 2mm to values of forest canopy storage capacity to account for understorey and litter.
No published data was found on the storage capacity of open habitats in winter. Data on specific

storage capacity (relativized by LAI) are too few and too scattered to be meaningful.

In the absence of observed data allowing for a precise calibration of the interception model, the
maximum interception storage capacity for each vegetation class and season was set to a value
that resulted in long-term bulk interception ratios similar to those reported in the literature
(Table G-5 in Appendix G). As explained above, interception ratios reported in the literature for
woodlands do not account for understorey and litter interception, unlike those reported for open
habitats. If anything, the approach taken in this study may therefore underestimate the

interception ratio in woodlands relative to open habitats. Figure 5-18 shows the impact of a

247



range of possible values on the proportion of intercepted precipitation per month. This impact
is much larger in summer than in winter. Since precipitation is higher in winter, this suggests that
interception is constrained by ETmax, the energy-constrained upper limit on evapotranspiration
described in Section 5.4.2. Figure 5-19 shows that this is indeed the case, with evaporation from

interception approaching 100% of ETmax in January and December.
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Figure 5-18. Simulated intercepted rainfall fraction in a month as a function of maximum storage
capacity (1998-2013).
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Figure 5-19. Ratio of evaporation from interception to maximum potential evapotranspiration as a
function of maximum storage capacity (1998-2013).

Importantly, Figure 5-19 shows that interception is never limited by ETma in summer. This
suggests that the main limiting factor is the plant-dependant interception storage capacity, which,
if measured on a LAl unit basis, does not vary substantially from one geographical area to another.
This validates the approach taken to calibrate the interception model based on bulk interception
ratios reported in the literature for other places of relatively similar climate in summer. In winter,
evaporation from interception does approach 100% of ETmax, and bulk interception ratios

measured elsewhere may not be transferable. Table 5-4 gives the seasonal bulk interception
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ratios predicted by the interception model for the 1998-2013 period for a range of maximum

storage capacity values.

Table 5-4. Simulated bulk interception ratio as a function of maximum storage capacity (1998-2013).

Interception storage capacity Imm 1.2mm 2mm 2.5mm 3mm 4mm 5mm

Bulk interception ratio in summer (days 130-270) 144% 16.6% 244% 282% 31.4% 36.6% 40.7%
Bulk interception ratio in winter (days 0-100 and 300-366) 10.1% 10.8% 12.8% 13.6% 14.2% 153% 16.0%

In summer, maximum storage capacities of 4, 2.5, and 1.2 mm are required to give bulk
interception ratios of 37%, 28% and 17%, corresponding to the average values reported in the
literature for Douglas fir plantations, oak and beech woodlands and open habitats respectively.
These values were therefore used in the model. They are slightly higher than maximum storage
capacities reported in the literature (on average 2.4, 1.3-1.5 and 1.3mm respectively for the
vegetation classes listed above), but it should be noted that these reported values are
instantaneous storage capacities. Particularly in summer, when potential evapotranspiration is
non-limiting, the total amount of intercepted rainfall per day may be higher if evaporation from
canopy storage occurs during or between rainfall events. In the case of the Dauges model daily
maxima of storage capacity are required so the values calculated from bulk interception ratios

seem reasonable.

It could also be argued that, in reality and as its name suggests, the maximum interception
storage capacity gives the upper limit on interception volume, but throughfall and stemflow do
occur before this limit is reached. In a study carried out in Lorraine (France), the daily rainfall was
completely intercepted only if it was less than 0.6mm in Picea abies, 0.5mm in Abies grandis, 0.4
mm in Pinus sylvestris and 0.3mm in a Fagus sylvatica and Carpinus betulus woodland (Aussenac
1968). The proportion of the maximum interception storage capacity that is actually filled is a
logarithmic function of the depth of the rainfall event, and is influenced by other factors such as
wind speed (Rutter et al. 1971, 1975; Rutter & Morton 1977; Calder 1986; Gash et al. 1995;
Muzylo et al. 2009). In MIKE SHE, as in many other hydrological models including SWAT (Neitsch
et al. 2005), this process is simplified and modelled as an interception reservoir which must be
filled before water is allowed to flow to the ground surface. This simplification will have an
impact on daily patterns of soil moisture in the wider catchment but is unlikely to have

substantial consequences on long-term water flux from and to the wetland.

In winter the proportion of intercepted rainfall simulated for Douglas fir with a maximum storage

capacity of 4mm is almost always constrained by the low potential evapotranspiration recorded
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at the site and, as a result, half that reported in Lorraine (France), where all the studies that could
be found and that investigated winter interception ratios in this species were conducted. As
discussed above, this raises the question of setting the maximum interception storage capacity
for deciduous trees in winter, since bulk interception ratios recorded in other places where
interception is less limited by potential evapotranspiration in winter are not applicable. The
literature suggests that it is about a third of that recorded in summer, so a value of 0.8mm was

used.

Based on their estimated LAI, wet woodlands were assumed to have half the interception storage
capacity of beech and oak woodlands in summer, and the same in winter. Mixed woodlands were
assumed to have intermediate capacities between evergreen and deciduous woodlands (3.3mm
in summer, 2.3 in winter). Heathlands were assumed to have the same capacity in winter as in
summer (1.2mm). No data could be found that could be used to estimate the maximum
interception storage capacity of grasslands in winter, so an arbitrary value of 0.4mm, a third of
that calculated for the summer period, was used. Since interception is constrained by potential
evapotranspiration and makes for a small proportion of precipitation in winter, this uncertainty
is unlikely to have significant consequences on the hydrological model outputs. Based on their
LAl, wetland habitats were assumed to have half the interception capacity of grasslands in
summer and the same in winter. Figure 5-20 summarises the maximum interception storage
capacities used in the model for each vegetation class. Figure 5-21 and Table 5-5 show the
simulated fraction of intercepted rainfall according to these values (but note that the maximum
interception storage capacity of conifers, deciduous woodlands, grasslands and heathlands was

actually calculated from some of the values reported in Table 5-5, see above).
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Figure 5-20. Maximum interception storage capacities used in the model as a function of vegetation class

and day of year.
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Figure 5-21. Simulated fraction of intercepted rainfall in a month as a function of vegetation class (1998-
2013).

Table 5-5. Simulated fraction of intercepted rainfall (1998-2013).

season conifers  broadleaf mixed wet wood  pastures heath wetland impervious
summer (days 130-270) 36.6% 28.2% 33.1% 17.7% 15.5% 16.6% 8.8% 0.0%
winter (days 300-100) 15.3% 9.1% 13.3% 9.1% 5.8% 10.8% 5.8% 0.0%

5.4.3.7. Summary of vegetation properties

Table 5-6 shows the vegetation properties that were used in the MIKE SHE model and in the
computation of the crop coefficients and evaporation from interception for each vegetation class.
As explained in Sections 5.4.2, 5.4.3.4 and 5.4.3.6, evaporation from interception was modelled
outside MIKE SHE for each vegetation class, and the residual potential transpiration (capped to
ETo x Kc) used as the reference evapotranspiration in MIKE SHE. Consequently, in MIKE SHE itself,
the crop coefficient and the interception capacity were set to 1 and 0 respectively for all
vegetation classes. During the transition periods in spring and autumn, root depths, crop
coefficients and interception capacities were linearly interpolated between their winter and

summer values following the same phenology as LAI (Figure 5-16).
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Table 5-6. Vegetation properties used in the Dauges model.
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coniferous woodlands 8.5 8.5 2 2 30 30 400 0.78 0.60 4 4
deciduous woodlands 5.8 1 2 2 24 24 400 0.77 0.38 0.8 2.5
mixed woodlands 7.2 4.8 2 2 27 27 400 0.78 0.59 2.3 33

200
wet woodlands 3 1 1.5 1.5 11 11 (400 in 0.88 0.40 0.8 1.3
winter)

heath and shrubs 2.5 2.5 0.6 0.6 0.3 0.3 300 0.69 0.60 1.2 1.2
pastures and meadows 3 0.5 0.9 0.9 0.3 0.05 200 0.80 0.35 0.4 1.2
wetland 1.5 0.5 0.6 0.15 0.3 0.2 100 1 1 0.4 0.6

impervious 0 0 0 0 0 0 - 0 0 0 0

5.4.4. Hydrographic network and hydrodynamic model

The path of the watercourses within the catchment was compiled from several sources. Most
watercourses were digitised manually from the 0.5m resolution aerial ortho-photograph
provided by the IGN (BD Ortho) and taken in 2010. In some of the upstream parts of the wetland,
the watercourses are diffuse or run below ground, and the exact course could not be mapped
precisely. In this case, the main flowpath was estimated using field knowledge, results from the
DGPS topographic survey and peculiarities visible on the aerial picture, such as the presence of
darker or greener vegetation. The bank lines shown on the 1/1000 scale COGEMA topographic
maps were digitised semi-automatically using the ArcScan extension for ArcGIS. They were then
collapsed to derive the centre lines of the watercourses. This dataset proved extremely accurate
when checked against the most recent ortho-rectified aerial photograph, except for the shallow
agricultural drains that are regularly re-dug in the upper part of the wetland. It was therefore
used to map the path of the main watercourses underneath trees where DGPS or aerial
photography mapping could not be used, mainly downstream of the Pont-de-Pierre main
wetland outlet. Within the wetland, the watercourses were walked and 82 cross-sections
surveyed at regular intervals using RTK DGPS. Survey points along cross-sections were
subjectively selected, with a particular focus on slope breaks, to obtain the best representation
of the cross-section in a minimal number of measures. On average, 10 points were measured

along each cross-section.
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Stream flow was modelled in MIKE 11 using a simplified hydrographic network including the
largest water courses in which flow was observed all year round. A number of smaller drainage
ditches were also included if their position meant they had a substantial impact on overland flow

by diverting it away from its natural course (Figure 5-22).
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Figure 5-22. MIKE 11 hydrographic network.

The watercourse cross-section profiles are represented in MIKE 11 by a cross-section database,
each section being linearly referenced along the relevant stream reach. The cross-section
database included the 65 cross-sections surveyed using DGPS along the MIKE 11 reaches. The
cross-section stream profile was estimated at a further 123 locations (Figure 5-23). This was
based on linear interpolation where surveyed cross-sections were available both upstream and
downstream, generally along the largest reaches. Along shallow drainage ditches in the upper
part of the wetland, a generic trapezoidal cross-section was used, the width and depth of which
was estimated based on aerial photographs, sections surveyed in similar drains and field

knowledge.

Observational evidence shows that over-bank spilling does occur relatively frequently along the
two main streams within the wetland, and floodplain storage has a substantial effect on
discharge downstream of the wetland and on water levels and infiltration to the saturated zone

within the wetland.
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Figure 5-23. MIKE 11 cross-sections.

As seen in Section 4.3.2.3, the presence of very permeable alluvial deposits allows for substantial
exchanges between stream water and groundwater along the channel downstream of Puy Rond.
This is particularly the case around dipwell D17, in which the water table is closely correlated to
stream stage (Section 4.3.2.3). Furthermore, there is observational evidence of widespread
backwater effects in water courses flowing through the main wetland area, between stageboards
1 and 2 and the Marzet stream. This is due to the low gradient of the stream bed and to the
presence of multiple obstacles to flow such as trees, subsurface pipes, Sphagnum mats and
Molinia tussocks. Precise modelling of stream stage using the Saint-Venant equations would

therefore be indicated within the main wetland area at least.

A number of trials showed that a model using this approach was numerically unstable unless a
very small time step, in the order of a few seconds, was used. This is due to the steep slopes and
high water velocity in the upper part of the catchment that increases the Courant stability
criterion, to the small discharge recorded in the site’s watercourses (Anonymous 2009d), and
probably in part to the small distance between some cross-sections. Such small time steps make
a hydrodynamic model based on the Saint-Venant equations impracticable, with run times for
the complete coupled MIKE SHE / MIKE 11 model approaching a week for a model with a 10m
spatial resolution and a 2-year simulation period, using a 2.53GHz processor. Consequently,

stream flow within MIKE 11 was modelled using kinematic routing. This is always numerically
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stable and allows for daily time steps. However the method does not account for backwater
effects. Water levels are calculated independently at each cross-section using the Manning
equation. As a consequence a poor performance with regard to stream stage is expected within
the wetland, and flooding cannot be modelled accurately. Flooding was therefore not included
in the model, and overland-stream exchanges are one-way only. Exchanges between the
saturated zone and the water courses were assumed to be controlled by the conductivity of the
saturated zone only. Boundary conditions were specified as discharge boundaries with a
constant zero flow at the upstream ends of the network and a fixed water level boundary at the
downstream end. The MIKE 11 channel was prolonged 170m beyond the modelled area to limit
the influence of this fixed level boundary. Bed resistance was set to a Manning’s n value of 0.1,
based on the value proposed by Dingman (1994) for very weedy reaches given the small bed

section and numerous obstacles to flow.

5.4.5. Overland flow

MIKE SHE uses Manning's M roughness coefficient (the inverse of Manning's n). A uniform value
of 10 was used based on values proposed by Dingman for floodplain with medium brush cover
(1994 p. 368). This value is similar to calibrated values obtained for heather (16) and grassland

(8) by Thompson (2012) for a small catchment in south-west Scotland.

5.4.6. Saturated flow

5.4.6.1. Geological layers and lenses

Saturated flow within the fissured granite was modelled using an equivalent porous medium
approach (Section C.3 of Appendix C). The fissured zone was conceptualised as a unique layer of
constant depth, set to 55m below ground based on data from the CEA boreholes and the ERT
results (Section 3.3), and of homogeneous properties. This is clearly a simplification since both
datasets suggest that the thickness of the fissured zone varies across the site, and that the degree
of weathering and density of fissure within it vary both horizontally and vertically. However,
given the scarcity of geological and geophysical data, it was not possible to map these
characteristics with precision, as was for instance done by Lubczynski & Gurwin (2005) or Ahmed
& Sreedevi (2008), who benefited from very large geological and geophysical datasets. The
sensitivity of the model to the depth, shape and hydraulic properties of the fissured zone was
therefore thoroughly tested, and this is further detailed in Sections 6.3.1 and 6.3.2. The

unweathered bedrock underneath the fissured zone was assumed to be impermeable, based on
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the conceptual hydrogeological model of granitic terrains detailed in Appendix C. Based on
literature data (Wyns et al. 2004; Dewandel et al. 2006), the hydraulic conductivity in the fissured
zone was set to 10° m.s? horizontally and 10® m.s? vertically, specific yield to 1% and specific

storage to 10° m™.

Surveys of pedological pits and quarry sections showed that soils outside the wetland were 40-
70cm deep even on relatively steep slopes (Sections 3.3 and 3.6). These surveys and the review
of published data showed that head was very limited in extent and in depth, that soils, periglacial
formations and in-situ saprolite were relatively similar in terms of their granulometry, and that
no impermeable fragic horizon was present. ERT transects and survey of existing outcrops
(Section 3.3) have shown that the saprolite depth is very small or null across most of the
catchment. The analysis of the ERT data does not suggest the presence of a substantial saprolite
layer at the bottom of the etch-basin, below the peat deposit, even though data from the CEA
boreholes do show that such a layer exists in the area north-east of Puy Rond (Section 3.3.3.2).
A number of tests were carried out with models differentiating between fissured zone, saprolite
and alluvial deposits, however such models proved difficult to calibrate given the multiplication
of parameters and the increased computation time. To simplify the model, soils, periglacial
formations, alluvial deposits and in-situ saprolite were therefore assumed to have a negligible
role in saturated flow within the catchment and were not included in the geological model (but
see the description of the unsaturated zone parameters in Section 5.4.2 and of the

computational layer set-up in Section 5.4.6.2).

Peat deposits were represented as a single geological lens. No distinction was made between
the acrotelm and the catotelm for two reasons. First, the analysis of the depth of the acrotelm
and of its correlation with potential descriptors showed that it was spatially highly variable and
could not easily be mapped accurately (Section 3.4). Second, its small depth and its patchy
distribution do not facilitate its representation as a distinct computational layer in MIKE SHE.
Computational layers must extend to the entire modelled area and, in practice, must have a
minimum depth to avoid numerical instabilities of the saturated zone component. This minimum
depth was found to be around 50cm given the model characteristics, which is too large to
represent the acrotelm. The hydraulic conductivity in the peat layer was set to 5x10® m.s? in
both horizontal and vertical directions based on the slug test results. Specific yield was set to
0.26 based on the general values for hydrological modelling proposed by Letts et al. (2000) for
hemic peat. Specific storage in peat is one to two orders of magnitude higher than in mineral

formations, due to the high elasticity of this material, particularly in weakly humified peat (Reeve
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et al. 2006). However, contrary to specific yield, very few values are available in the literature for
specific storage. Given the generally high humification indices recorded during the peat
stratigraphic survey (Section 3.4) and the very small seasonal changes in ground level suggesting
a low compressibility of peat (Section 4.3.2.1) at the Dauges site, a value of 102 m™* was used,
approximately equal to the lower range of values given by Binet et al. (2013), who measured
specific storage values ranging from 0 to 1.8x102 m™ in an acidic fen in eastern France. The value
used in the current study is similar to that used by Reeve et al. (2006) when modelling Canadian

mires (103 to 5x102m™).

5.4.6.2. Computational layers

Two saturated zone computational layers were defined. The upper one extended from ground
level to the bottom of the peat deposits. However, tests showed that a minimum depth of 0.5m
was required to avoid computational instabilities. This meant that in locations with a peat depth
smaller than 0.5m, the computational layer hydraulic parameters were obtained by a weighted
averaging between the peat and fissured granite characteristics. This was the case in 41% of the
total peat area, particularly on the mire margins and along the narrow valley downstream of the
main wetland outlet (Figure 5-24). Since computational layers must extend with a non-zero

thickness across the entire catchment, a constant depth of 0.5m was used on mineral soils.
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Figure 5-24. Distribution of peat deposits deeper/shallower than the 0.5m minimum depth of the upper
computational layer.
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In MIKE SHE, the specific yield given to the unsaturated zone automatically overrides any value
given to the uppermost saturated zone computational layer. Consequently, the specific yield of
the upper 50cm layer on mineral soils was different from that of the lower layer. Since, on mineral
soils, the vast majority of the upper layer is located within the unsaturated zone and therefore
not active most of the time, this is not a substantial issue (see Figure 7-1 for a map of simulated
groundwater table depths validating this affirmation). Specific yield is the only parameter
overridden: distinct saturated hydraulic conductivities can for instance be specified for the
unsaturated zone and the upper computational layer under saturated conditions. The bottom of

the lower layer had a 55m constant depth below ground level.

5.4.6.3. Saturated zone boundary conditions

The saturated zone boundary conditions were defined as follows. It was assumed that no flow
existed through the model boundaries located along topographic interfluves, which is believed
to be a reasonable assumption given the shallowness of the fissured zone relative to the relief
amplitude, the low permeability of the unweathered bedrock, and the expected smaller degree
of fissuration and weathering below the hilltops as opposed to the bottom of the etch-basin
(Section 3.3.4). Some saturated flow in the fissured layer was allowed along the downstream
boundary of the catchment that cuts across the narrow valley by the D78 bridge. Along this
stretch, it was assumed that the water table in the fissured zone broadly follows the ground
topography: cross-boundary flow is orthogonal to the boundary and parallel to the main axis of
the valley, and the cross-boundary head gradient is equal to the ground slope across the
boundary, i.e. in a direction perpendicular to the maximum slope. The cross-boundary slope was
calculated using a 25m-resolution DEM to smooth the impact of local topography. It was
assumed that there was no horizontal saturated flow through the upper computational layer.
Since this head-gradient boundary is located at the downstream end of a narrow valley and quite
far away from the main wetland and from any data logger used for the model calibration, its

influence on the model is most probably negligible.

5.4.7. Summary of initial parameters

Table 5-7 provides the initial parameter values used in the model and the source for those values.

The table is divided up into the different parts of the model.
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Table 5-7. Summary of initial parameter values used in the model.

Parameter Initial value Reference

Channel flow (MIKE 11)

bed resistance (Manning's n) 0.1 Dingman (1994)

Overland flow

resistance to overland flow (Manning's M) 10 Dingman (1994)

storage detention 0 mm

Unsaturated zone

peat water content at saturation 0.88 Letts et al. (2000), this study

peat water content at field capacity 0.62 Letts et al. (2000)

peat water content at wilting point 0.15 Letts et al. (2000)

peat saturated hydraulic conductivity (UZ) 2e-006 m.s* Letts et al. (2000)

peat bypass max fraction 0.35 Holden et al. (2001)

peat water content for reduced bypass flow same as water content at field capacity Anonymous (2009c¢)

peat min. water content for bypass flow same as water content at wilting point Anonymous (2009c)

mineral soil water content at saturation 0.33 van den Bogaert (2011)

mineral soil water content at field capacity 0.17 van den Bogaert (2011)

mineral soil water content at wilting point 0.1 van den Bogaert (2011)

mineral soil saturated hydraulic conductivity (UZ) 1e-006 m.s* Dewandel et al. (2006)

mineral soil bypass max fraction 0.2 Legout et al. (2009)

m;lr;e\z’;al soil water content for reduced bypass same as water content at field capacity Anonymous (2009c¢)

mineral soil min. water content for bypass flow same as water content at wilting point Anonymous (2009c¢)

ET surface depth Om

Saturated zone

fissured zone lower level (below ground) -55m this study, Dewandel et al. (2006)

fissured zone horizontal hydraulic conductivity 1le-005 m.s? Dewandel et al. (2006)

fissured zone vertical hydraulic conductivity 1e-006 m.s* Dewandel et al. (2006)

fissured zone specific yield 0.01 Wyns et al. (2004), Dewandel et al.
(2006)

fissured zone specific storage 1e-005 m? Maréchal et al. (2004b)

peat horizontal hydraulic conductivity 5e-008 m.s! this study, Letts et al. (2000)

peat vertical hydraulic conductivity 5e-008 m.s* this study, Letts et al. (2000)

peat specific yield 0.26 Letts et al. (2000)

peat specific storage le-002 m? Reeve et al. (2006)

The scientific e notation is used for readability purposes (1e-8 = 1x10°8).
5.4.8. Model grid size

In distributed hydrological modelling, the choice of the model grid size is always a trade-off
between a faithful representation of the catchment spatially-distributed characteristics and the
model run time (Refsgaard et al. 2010; Thompson et al. 2013, 2014a; b). The choice of grid sizes
is generally the largest that does not result in a substantial alteration of the modelled
hydrological processes compared to a fine resolution. In particular, the grid size of the DEM used
to represent the surface topography may have profound impacts on the hydrogeomorphic
parameters that are derived from it, such as surface flow paths, slope and specific catchment
area. To inform the choice of the grid size, its impact on the representation of surface topography
and vegetation classes was investigated by aggregating the relevant data to six grid sizes: 5, 10,
20, 25, 30 and 50m. Two methods of DEM downsampling were tested: a mean aggregation based
on the 5m DEM described in Section 3.2, and a direct interpolation to the required grid size of
the raw topographic point and contour data also described in Section 3.2, using the ANUDEM

algorithm with the same parameters as those used to interpolate the 5m DEM. The resulting
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Chapter 5. MIKE SHE / MIKE 11 model development

DEMs were compared visually (Figure 5-25) and by plotting their hypsometric curves and their
elevation and slope density distribution curves (Figure 5-26). Figure 5-25 shows that large
spurious sinks appear in the DEM when it is aggregated to a 50m grid size using a mean function.
This is because the valley downstream of the main wetland is too narrow to be adequately
represented at this resolution. Such sinks do not seem to exist at higher resolutions. Directly
interpolating the raw topographic data to the required grid size using the ANUDEM algorithm

did not solve this issue.
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Figure 5-25. Spatial distribution of mean aggregated elevations according to model resolution.

Figure 5-26 shows that neither the grid size nor the aggregation method have a substantial
influence on the catchment hypsometric curve, with the exception of the smallest and largest
values that are smoothed out. The density distribution curves are more effective at highlighting

differences in elevation distributions and show that aggregation results in a smoother
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distribution of elevations. Compared to the direct ANUDEM interpolation, aggregating using a
mean function results in a higher degree of smoothing for the most common elevation values
but a lower degree for the other values. Aggregation has a strong effect on slopes by reducing
the frequency of steep slopes while increasing that of low and intermediate slopes. This effect is
stronger when directly interpolating to the required grid size than when aggregating the high-
resolution DEM using a mean function. Consequently, the latter method was used to derive the
grid used for hydrological modelling. In both cases however, there seems to be a quality

threshold between 30 and 50m.

To test the effect of the model resolution on the model inputs, the relative frequencies of
vegetation classes at a range of grid resolutions were compared. Vegetation classes were
available as vectorised data (see Figure 2-10, Section 2.6.3) and therefore required conversion
to gridded format. The MIKE SHE pre-processor can implement this operation directly, however
it uses a centre cell attribution rule which, in the case of coarse grid sizes and high-resolution
vector data, can result in a substantial misrepresentation of vegetation classes at both the local
and catchment scale. The vectorised vegetation map was therefore converted to gridded data in

ArcGIS using a maximum area attribution rule before being imported into MIKE SHE.

Figure 5-27 and Figure 5-28 show that the spatial and frequency distributions of vegetation
classes do not vary substantially with increasing grid size up to 30m. However the relative
contribution of vegetation classes that are found in small and fragmented patches such as
heathlands, wet woodlands, coniferous woodlands and impervious surfaces decreases markedly
when the grid size increases from 30 to 50m. This quality threshold also occurs when modelling
the river network (Figure 5-29), with a clear degradation of the network representation between
resolutions of 30 and 50m. The MIKE SHE pre-processor does not find a solution when a 25m

resolution is used.

The model was therefore run at three different resolutions (5, 10 and 30m) and the impact of
resolution on run times and model performance was assessed. Overall, run times required by
the 5m-resolution model proved incompatible with multiple runs necessary to calibrate it: a four-
year long simulation took at least 7.5 hours with an Intel Core i5-540 2.53GHz processor
(parallelisation was only introduced in the 2011 release of MIKE SHE, so only one core could be
used in the current study). The 30m model required much shorter simulation times (about 8
minutes for a four-year long simulation), but proved too coarse to accurately model both stream

flow and groundwater table depth (see Section 6.3.3 for more detail). However it proved very
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useful to explore the model behaviour and to perform sensitivity analyses and an initial
calibration, the results of which were transferred to the 10m model and further refined. The final
model resolution was therefore 10m, with run times in the order of 70 minutes for a four-year

long simulation.
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Figure 5-26. Effect of model resolution and aggregation method on the catchment hypsometric curve
(top), elevation density distribution (middle) and slope density distribution (bottom).
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Figure 5-27. Distribution of vegetation classes according to model resolution.
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Figure 5-28. Relative frequency of vegetation classes according to model resolution.
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Figure 5-29. Effect of the model grid size on the representation of the hydraulic network by the MIKE SHE
pre-processor.

5.5. Conclusion

A MIKE SHE / MIKE 11 hydrological model of the Dauges mire and catchment was developed. In
this high-relief environment, a 10m resolution was found to be the best compromise between
an adequate representation of the mire and stream topography and computational demand.
However the use of the Saint-Venant equations to model channel flow required very small time-
steps and proved impossible to implement within the available computational capacity.
Kinematic routing was used instead. Consequently exchanges between overland and channel
flow engines were assumed to be unidirectional, i.e. over-bank flooding cannot occur. This

limitation is further discussed in Chapter 6.

264



In the absence of detailed data on the hydrological characteristics of unsaturated mineral soils,
the two-layer evapotranspiration and unsaturated zone method was used. The method was
adapted to allow for a better representation of interception and evapotranspiration processes
especially in woodlands, based on formulations proposed by Allen et al. (1998) and Allen &
Pereira (2009). A thorough literature review was carried out to parametrise the
evapotranspiration and unsaturated flow model. After numerous tests, a simple representation
of the geology was adopted, consisting in two layers representing peat deposits and the fissured
granite zone. The uppermost computational layer followed the bottom of peat deposits within
the mire, and, for numerical stability purposes, was set to a uniform 0.5m depth on mineral

ground. The bottom computational layer was set to a constant 55m depth below ground.
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Résumé du chapitre 5

Un modeéle hydrologique en régime transitoire MIKE SHE / MIKE 11 (intégré distribué a base
physique) de la tourbiére des Dauges et de son bassin versant avec un pas de temps quotidien a
été développé. Une résolution spatiale de 10m s’est avérée étre le meilleur compromis entre
une représentation adéquate de la topographie accidentée de ce site de moyenne montagne et
les capacités de calcul disponibles. Le ruissellement de surface est modélisé par une
approximation 2D en éléments finis des équations de Saint-Venant. Les débits et hauteurs dans
le réseau hydrographique sont simulés avec le modéle unidimensionnel MIKE 11. L'utilisation
des équations de Saint-Venant pour modéliser les écoulements dans les cours d’eau s’est avérée
nécessiter un pas de temps tres court, incompatible avec les capacités de calcul disponibles et |a
nécessité de limiter les temps d’exécution a quelques heures pour permettre une calibration fine
du modele. En conséquence, une représentation simplifiée par routage cinématique a été

utilisée, les hauteurs d’eau étant calculées a posteriori sur la base de la formule de Manning.

En I'absence de données détaillées permettant de caractériser finement la zone non-saturée sur
le bassin versant, un modele simplifié a deux couches a été utilisé pour modéliser les processus
d’évapotranspiration et d’écoulement vadose. Cette méthode a été adaptée pour permettre une
meilleure représentation des phénomenes d’évapotranspiration, en suivant les propositions
d’Allen et al. (1998) et dAllen & Pereira (2009). Une revue détaillée de la littérature
internationale a été réalisée pour paramétrer le modéle d’évapotranspiration et permettre
I’évaluation de I'impact des changements d’occupation des sols dans le bassin versant sur le bilan

hydrique de la zone humide.

Aprés de nombreux tests, une représentation simplifiée de la zone saturée a été adoptée. Elle
consiste en deux couches de calcul, la plus profonde représentant la zone fissurée du granite et
la plus superficielle les dépots tourbeux dans la zone humide et les sols minéraux sur le bassin
versant. Les écoulements en zone saturée sont calculés en résolvant la loi de Darcy en trois
dimensions grace a une approche itérative basée sur les différences finies. La partie fissurée du
socle granitique est donc modélisée comme un milieu poreux équivalent. Ses propriétés hydro-
physiques sont considérées comme homogenes sur I'ensemble du bassin versant du fait des
difficultés méthodologiques et logistiques inhérentes a leur caractérisation, une limitation

commune aux études portant sur les aquiferes de socle.
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Chapter 6. Model calibration, validation & sensitivity analysis

6.1. Introduction

This chapter describes the model calibration and validation procedure and results, and details
the sensitivity analyses that were carried out. As shown in Figure 1-9, the design and calibration
of a model is generally an iterative empirical process. Sensitivity analyses are only valid locally
for a specified set of parameter values, and should be repeated during the design and calibration
phase if they are used to guide the choice of parameters to be calibrated. As a consequence
there is no easy or logical way to organise this chapter. It was chosen to present first the
calibration and validation procedures, including the performance of both the initial uncalibrated
model and the final calibrated model; then to detail the sensitivity analyses carried out using
both the uncalibrated and calibrated models; and finally to discuss the model performance and

potential improvements to the model.

The model was calibrated and validated against observed stream stage, stream discharge and
groundwater table depth time-series, and further validated by comparing the simulated mean
groundwater table depth and the observed distribution of wetland vegetation across the entire
catchment. The sensitivity of the model to a number of factors was investigated, including the
depth and shape of the fissured zone layer, all uniformly spatially-distributed model parameters,
model grid size and length of the warm-up period. The impact of spatial heterogeneity of peat
physical characteristics such as specific yield and available water capacity on the model
performance was investigated by calibrating these parameters against individual dipwells in turn

and comparing the calibrated values.
6.2. Model calibration and validation

6.2.1. Calibration and validation against observed time-series
6.2.1.1. Hydrometric and piezometric time-series

The performance of the inititial uncalibrated model was assessed over the 01/01/2011-
31/12/2013 period. The model was then calibrated over the 01/01/2011-30/06/2012 period,
and validated over the 01/07/2012-31/12/2013 period. In both cases the model performance

was assessed against observed groundwater table depth, stream discharge and stream stage
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data described in Chapter 4. All observation points were used except clusters PZ1 to PZ6 that had
been installed before the current study was initiated and that were shown to provide unreliable
estimates of groundwater table depths due to the way they had been constructed (Chapter 4).
Logger- and hand-recorded groundwater table depth time-series recorded in the same dipwell
were merged. Given the relatively unequal microtopography within the mire and the 10m
resolution of the model, the actual ground elevation at the location of dipwells and piezometers
unavoidably differs from the altitude of the closest DEM cell centre: the mean absolute error
was 0.372+/-0.197m. Given the small amplitude of observed groundwater table depths, this
makes it problematic to express the groundwater table position relative to a common absolute
datum (here NGF69). As a consequence, groundwater table elevations were converted to depth
below ground. However, due to the way stream stage was measured (Section 4.2) and for
consistency with the MIKE 11 hydraulic model, stages were expressed relative to the absolute
NGF69 datum. This difference of datum between dipwells and stageboards may lead to a
misrepresentation of head gradients for dipwells that are close to stageboards (clusters 7, 8 and
19), however the datum error was small (0.003, 0.089 and 0.150m respectively) and therefore

assumed to be negligible.
6.2.1.2. Model performance evaluation

The model performance was principally evaluated using two statistics recommended by Moriasi
et al. (2007): the Nash-Sutcliffe Efficiency (NSE) and the percent bias (PBIAS). The NSE is

calculated as follows:

?21(Yiobs _ Yisim)2

NSE =1 — —
}121(Yiobs _ Yobs)

Equation 6-1

where Y% and Y™™ are the ith observed and simulated values respectively, Y °PS is the mean
observed value and n is the number of observations. The NSE indicates how well a scatterplot of
observed vs. simulated values fits the 1:1 line. It ranges from 1 (perfect fit) to -o=. Values less
than or equal to O indicates that the mean observed value is a better predictor than the
simulated values. The NSE includes a scaling/normalisation factor, and can therefore be
compared between model outputs with different units or magnitudes. It is one of the criteria
recommended by the American Society of Civil Engineers (The ASCE task committee on definition
of criteria for evaluation of watershed models of the watershed management committee,

Irrigation and Drainage Division 1993), and has become one of the most widely used criteria for
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performance evaluation of hydrological models (Moriasi et al. 2007). However it cannot be used
to assess whether the model under- or over-estimates the observed data. This is the reason why
the percent bias (PBIAS), a measure of under- or over-estimation, was used in conjunction with

the NSE. The percent bias is calculated as follows:

anl(YiObs _ Yisim) +* 100

PBIAS =
2?21 YiObS

Equation 6-2

PBIAS is not appropriate for piezometric heads expressed as elevations above a common datum
(the NGF69 datum in the current study), since its value will strongly decrease with altitude
independently of the model performance. To a much lesser extent, the same issue also exists in
the case of phreatic levels expressed as depth below ground or discharge: PBIAS will decrease
when the observed water table average depth increases, independently of model performance,
and should therefore not be used to compare the model performance between different
measurement points. However it can still be useful when comparing the performance of

different models in the same location.

Moriasi et al. (2007) also recommended the use of the ratio of the root mean square error to

the standard deviation of the observed data (RSR), calculated as follows:

JEL (s = vy

RSR =
\/Z?zl(YiObS - W)Z

Equation 6-3

A RSR of 0 indicates perfect fit, and increases with model error. As shown by Equation 6-1 and
Equation 6-3, the RSR and NSE are related to each other and in practice give similar performance
rankings. The RSR is therefore provided for reference in the performance plots shown in Sections
6.2.1.3 and 6.2.1.5 but will not be further discussed. Moriasi et al. (2007) provided performance
ratings for these statistics in the context of surface runoff modelling: a model is regarded as
satisfactory if NSE>0.5, RSR<0.7 and -25%<PBIAS<+25%, good if NSE>0.65, RSR<0.6
and -15%<PBIAS<+15%, and very good if NSE>0.75, RSR<0.5 and -10%<PBIAS<+10%. A number
of other performance measures are also provided for reference in the performance plots shown
in Sections 6.2.1.3 and 6.2.1.5: the mean error (ME), the mean absolute error (MAE), the root

mean square error (RMSE) and Pearson’s correlation coefficient (r).
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6.2.1.3. Performance of the initial uncalibrated model

The performance of the initial model parameterised using data from the literature was very poor.
Figure 6-1 and Figure 6-2 show the results obtained for a small number of discharge and
groundwater table depth monitoring points. These were selected a posteriori as representative
examples of the types of discrepancies encountered between observed time-series and those
simulated by the uncalibrated model, and include the Pont-de-Pierre gauging station
downstream of the main wetland, one upstream gauging station, two dipwells located on the
mire margins (D3 and D9) and two dipwells located at the centre of the wetland (D7 and D18).
On the right plot of the figures, the dashed line is the identity line and the continuous line the

OLS regression line.

Simulated discharge at the Pont-de-Pierre wetland outlet was 70% higher than observed, and
too large during both base flow and peak flow periods. It was strongly underestimated by 20 to
55% in the upper reaches at Rocher, Marzet and Girolles, where base flow and peak flow were
under- and over-estimated respectively. Groundwater table depth was up to 10m lower than

observed on the wetland margins and almost constantly at ground level in its centre.
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Figure 6-1. Observed and simulated stream discharge (uncalibrated model).
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Figure 6-2. Observed and simulated groundwater table depth (uncalibrated model).

6.2.1.4. Calibration strategy

Initially, a sensitivity analysis was performed using AUTOCAL, a generic tool to perform automatic

calibration, sensitivity analysis, parameter optimisation and scenario management (Madsen

2000, 2003; Anonymous 2009a). Systematic sensitivity analyses carried out as part of this work

and their implementation in AUTOCAL are further detailed in Section 6.3.2. The parameters to

which the model outputs were most sensitive were then calibrated automatically using AUTOCAL.

In auto-calibration mode, AUTOCAL searches for the best set of parameters that minimise a user-
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specified objective function summarising the model performance in one single measure. In
AUTOCAL, the objective function is built from basic performance statistics calculated from
observed and simulated time-series at each observation point. Available basic statistics are the
average error, the root mean square error (RMSE), the standard deviation of residuals, the error
of the maximum value and the error of the minimum value. Other widely used (and generally
better performing) performance statistics such as those described in Section 6.2.1.2 could not
be used as they are not available in AUTOCAL. The basic statistics corresponding to similar
variables (groundwater table depths or stream discharge for instance) are aggregated into an
aggregated objective function using a weighted sum, sum of absolute values or sum of squares,
the weights being specified by the user. A unique model performance measure is then calculated
using a weighted sum of the aggregated objectives functions, a weighted sum of aggregated
objective functions transformed to a common distance scale or a weighted sum of aggregated
objective functions transformed to a common probability scale. For further details of the
transformations see the AUTOCAL user guide (Anonymous 2009a). The latter two
transformations can be used to compensate for differences in the magnitudes of the different
aggregated objective functions so that, if all weights are equal, they all have approximately the
same influence on the overall performance measure. The shuffled complex evolution
optimisation algorithm was used in the current study, details of which can be found in Madsen
(2000, 2003). The algorithm searches for the set of parameters that minimise the overall
performance measure within user-specified ranges of possible values. In the current study and
given the large uncertainty on parameters estimated from the literature, the range of possible
values for each parameter was taken as quite large, based on all possible values obtained from
the literature review. The RMSE was used as the basic statistics as it gives an overall performance
measure that includes both bias and dynamical correspondence (Anonymous 2009a). Equal
weight was given to all measurement points within the two aggregated objective functions
corresponding to discharge and groundwater table depth. The aggregated objective functions
were transformed to a common distance scale and given equal weights in the overall

performance measure.

The automatic calibration proved extremely time-consuming, even with a 30m-resolution model,
and the best models still had very poor performances. This was due to a series of issues. For
instance, the autocalibration procedure seems to often converge towards a local optimum but
to fail to find the global optimum when the number of parameters to optimise is relatively large

and their interactions are highly non-linear. The autocalibration results are also very sensitive to
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the choice of the performance measure, yet the measures that can be used are relatively limited.
Finally, AUTOCAL does not allow for an autocalibration run that crashed to be run again from the
last successful model run, imposing substantial run time constraints because of frequent
AUTOCAL failures. As a consequence, and similarly to Johansen et al. (2014) who encountered
the same issues when modelling groundwater-fed fens using MIKE SHE, a manual calibration
approach was preferred to automatic calibration. It was based on a combination of systematic
tests to investigate the full potential range of some parameters and subjective tests guided by
an increasingly detailed understanding of the model behaviour. The calibration was broadly
carried out from the top to the bottom of the catchment. First, the parameters driving rainfall
infiltration and runoff on mineral soil (unsaturated zone hydraulic conductivity, saturated zone
hydraulic conductivity, overland flow Manning’s M and detention storage) were calibrated to
reproduce the low flow/peak flow discharge patterns recorded at the gauging stations upstream
of the mire. Second, the saturated fissured zone specific yield and hydraulic conductivity were
calibrated to improve performance for discharge and groundwater table depth in mineral soil.
Third, hydraulic conductivity, specific yield, available water capacity and detention storage on
peat soils were calibrated to improve performance for groundwater table depth in peat soils.
This also required a fine tuning of the fissured zone specific yield and horizontal hydraulic
conductivity. Fourth, the unsaturated zone parameters on mineral soil were calibrated to
improve the percent bias of discharge. Fifth, the MIKE 11 stream Manning n was calibrated to
improve performance for stream discharge and stage. Systematic tests were constantly carried
out to test the sensitivity of the model to parameters calibrated in previous steps under the new
set of parameter values. Even though the model was very sensitive to the depth of the fissured
zone, this parameter was not calibrated to avoid equifinality issues, as preliminary tests
suggested broadly similar performances could be obtained with different combinations of depth,
specific yield and hydraulic conductivity values for the fissured zone. Since the depth of the
fissured zone was the only parameter for which data were available thanks to the ERT survey
(Section 3.3), this parameter was kept fixed. During calibration, the 30m-resolution model was
used to speed up systematic investigations, and the 10m model when the range of possible
values for the set of parameters under investigation had been narrowed down. The model design
and validation phase proved complex and very time-consuming, and almost a year of work was
devoted to the development and calibration of a model with both an acceptable prediction
performance and an acceptable run time. Several hundreds of model designs and

parametrisations were tested during this time.
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6.2.1.5. Results

Table 6-1 gives the parameter values used in the calibrated model, as well as the range of values
used for the systematic sensitivity analysis (Section 6.3.2). These values are discussed in Section
6.4. Figure 6-3, Figure 6-4 and Figure 6-5 summarise the model performance with regard to
stream discharge, stream stage and groundwater table depth respectively. All available
evaluation points are shown, except for clusters PZ1 to PZ6 for the reasons explained in Section
6.2.1.1 (maps showing the location of these evaluation points can be found in Figure 4-1 and
Figure 4-16). On these figures, the vertical dashed line on the left plot shows the limit between
calibration (pre 30/06/2012) and validation (post 01/07/2012). On the right plot, the dashed line

is the identity line and the continuous line the OLS regression line.

Table 6-1. Calibrated parameters.

Parameter Calibrated value Range used in sensitivity analyses
Channel flow (MIKE 11)

bed resistance (Manning's n) 0.5 0.025-0.5

Overland flow

resistance (Manning's M) 10 5-50

storage detention (mm) 1 on mineral ground, 3 on peat soils 0-20 (manually tested)
Unsaturated zone

peat water content at saturation 0.8 0.01-0.95

peat water content at field capacity 0.75 see peat specific yield

peat water content at wilting point 0.7 see peat available water capacity
peat specific yield (UZ) 0.05 0.01-0.99

peat available water capacity 0.05 0.01-0.99

peat saturated hydraulic conductivity (UZ) 2e-6 m.s*t le-10-5e-4 m.s?

peat bypass max fraction 0 0-1

peat water content for reduced bypass flow 0 cannot be tested with max fraction =0
peat min. water content for bypass flow 0 cannot be tested with max fraction =0
mineral soil water content at saturation 0.8 0.01-0.95

mineral soil water content at field capacity 0.7 see mineral specific yield
mineral soil water content at wilting point 0.01 see mineral available water capacity
mineral soil specific yield (UZ) 0.1 0.01-0.99

mineral soil available water capacity 0.69 0.01-0.99

mineral soil saturated hydraulic conductivity (UZ) le-4 m.s? le-8—5e-4 m.s?

mineral soil bypass max fraction 0 0-1

m;lr;ev\rlal soil water content for reduced bypass 0 cannot be tested with max fraction = 0
mineral soil min. water content for bypass flow 0 cannot be tested with max fraction =0
ET surface depth Om not tested.

Saturated zone

fissured zone lower level (below ground) -55m -100--5

fissured zone horizontal hydraulic conductivity 7.5e-7 m.s? le-7-5e-4m.s?

fissured zone vertical hydraulic conductivity 5e-5m.s? le-7-5e-4 m.st

fissured zone specific yield 0.015 0.001-0.1

fissured zone specific storage le-5m™ le-7-1le-4m™

peat horizontal hydraulic conductivity S5e-8 m.s? le-8—5e-4 m.s?

peat vertical hydraulic conductivity S5e-8 m.s? le-8—5e-4 m.s?

peat specific yield equal to peat specific yield (Uz) equal to peat specific yield (UZ)
peat specific storage 0.01 m? 0.001-0.05 m™

The scientific e notation is used for readability purposes (1e-x = 1x10%).
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Figure 6-3. Observed and simulated stream discharge (calibrated model).

See Figure 4-1 p. 172 for the location of stream discharge evaluation points.
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Figure 6-4. Observed and simulated stream stage (calibrated model).

See Figure 4-1 p. 172 for the location of stream stage evaluation points.
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Figure 6-5. Model performance with regard to groundwater table depth (calibrated model).
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Figure 6-5 (continued). Model performance with regard to groundwater table depth (calibrated model).

See Figure 4-16 p. 186 for the location of groundwater table depth evaluation points.
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Figure 6-5 (continued). Model performance with regard to groundwater table depth (calibrated model).

See Figure 4-16 p. 186 for the location of groundwater table depth evaluation points.
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Figure 6-5 (continued). Model performance with regard to groundwater table depth (calibrated model).

See Figure 4-16 p. 186 for the location of groundwater table depth evaluation points.
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Figure 6-5 (continued). Model performance with regard to groundwater table depth (calibrated model).

See Figure 4-16 p. 186 for the location of groundwater table depth evaluation points.

According to model performance guidelines commonly accepted in the hydrological modelling
literature (Moriasi et al. 2007), the model performance with regard to discharge can be regarded
as satisfactory (NSE=0.65 over the calibration and validation period at Rocher) to good (NSE>0.75,
PBIAS<= about 25% and RSR<0.70 at Pont-de-Pierre and Girolles). At Marzet, the model performs
well during the calibration period but less so during the validation period. This may be caused
by problems of numerical convergence encountered by the overland flow component that could
not be solved, and that seem to be particularly important in an area located just upstream of the
Marzet gauging station. This issue is further discussed in Section 6.3.5. During the calibration
work, it became apparent that much higher performances could be obtained with regard to
discharge but at the detriment of model performance with regard to groundwater table depth.

This is an example of the trade-offs encountered in multi-objective calibration, defining a Pareto
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front along which a balanced solution has to be selected, and explaining the lower overall

performance generally achieved by multi-objectives hydrological models (Madsen 2000, 2003).

The model performance with regard to stream stage is generally poor. Calibration tests have
shown that the assumptions imposed by the use of kinematic routing were valid for large linear
stretches of the main stream with a relatively high slope, for instance around the Pont-de-Pierre
gauging station, where a Manning’s roughness value of 0.12 gives satisfactory NSE and PBIAS
values of 0.71 and 0 respectively. However these assumptions are clearly not valid within the
wetland itself, where it has not been possible to efficiently model stream stages as attested by
performances at stageboards SB1 to SB4 where water levels are consistently underestimated.
This is caused by the small stream slope within the wetland that promotes backwater effects,
and by obstacles that could not easily be captured during the stream section survey: roots,
tussocks, areas of diffuse flow and subterranean pipes through which part of the stream flows.
The former issue could be accounted for by using a fully dynamic hydraulic model solving the
Saint-Venant equations, however this would impose very large computational constraints on the

study. This is further discussed in Section 6.4.2.

The model performance with regard to groundwater table depth is variable. It should be
assessed relative to the site’s topography: the altitude range from the bottom of the wetland to
the top of the hills surrounding it and delineating the model boundaries is 110m. It is therefore
clearly good to very good for a large number of dipwells such as D7, D13, D15, D18, D20 and D21,
for which RMSE of around 10cm or less and NSE values between 0.55 and 0.75 are achieved. In
these dipwells, the seasonal patterns are well reproduced. This is the case for instance in dipwell
D7, at the centre of the mire, where the surface saturation in winter, the drop in groundwater
table depth in late spring or early summer and the rapid fluctutations caused by summer
precipitation events are well modelled. The difference between observed and simulated levels
in winter (about 5cm) when the groundwater table is at ground level should not be attributed to
model errors but rather to the difficulty in defining ground level for observed data in mire
environments. This is further discussed in Section 6.4.1. In dipwells where the model performs
well, small residual discrepancies between observed and simulated groundwater levels can
easily be explained by errors in observed data or by the heterogeneity of the peat and vegetation

characteristics. This is further tested and discussed in Section 6.3.4.

The model performance is less good, but still satisfactory, in some dipwells which are installed

close to the mire boundary or within the mineral soils just outside it, such as D3, D9 and D10. In
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D3 for instance, the much shallower groundwater table levels observed in 2012 and 2013
compared to 2011 are not very well reproduced. Inversely in D10, simulated levels are too
shallow during the summers of 2012 and 2013. Dipwells D3, D9 and D10, together with D24 and
D25, are located where discrepancies between the actual ground elevation of the observation
point and that interpolated at the closest DEM grid cell centre are the largest, due to the larger
slope. Of all available groundwater observation points, it is in these locations that the
approximations caused by the model discretisation are the largest, which probably explains part
of the larger discrepancies between observed and simulated data. During the manual calibration,
it became evident that these dipwells were more sensitive than those located at the centre of
the mire to the parameterisation of the fissured zone, and that, while it was possible to improve
the model fit for dipwells on one side of the mire, this improvement was balanced by a
deterioration in dipwells located on the other sides. This may be explained by the fact that the
fissured zone is modelled as a homogeneous layer for the reasons explained in Section 5.4.6.1,
whereas the punctual field observations detailed in Chapter 3 have shown that this is clearly a
simplification. This issue may also explain the poor performance achieved in some dipwells
located on the southern side of the wetland (D4 and D5), where observed groundwater table
levels are close to the surface all year round, whereas simulated levels follow the same seasonal
patterns as those observed and simulated in other dipwells. As detailed in Chapter 3 (Figure
3-28), the stratigraphic and rod surveys have shown that this area is characterised by the
shallowness or absence of saprolite, and the presence of hard rock close to or immediately
underneath the peat. It may correspond to an area of more resistant, less densely fissured
granite that impedes water flow through the fissured zone, leads to higher discharge upslope of
it and maintains a higher groundwater table in the peat. Another explanation may be that those
dipwells are located within an area where surface and subsurface flow converges due to the
micro-topography, and that this micro-topography could not be captured by the 10m model
resolution. However the analysis of the model sensitivity to its resolution, described in Section
6.3.3, shows no performance improvement with regard to these dipwells when the resolution is

increased to 5m.

The poor model performance with regard to groundwater table levels in dipwell D17, and
possibly in dipwells D16 and D8, is a consequence of the poor performance with regard to stream
stages within the wetland, and of the absence of representation within the model of the
permeable alluvial deposits that are found underneath the shallow peat layer along the stream

downstream of Puy Rond (Section 3.4). The quantitative analysis of piezometric and surface

283



water level time-series described in Section 4.3.2.3 has highlighted the rapid exchanges
occurring between the stream and the wetland through alluvial gravel deposits in which dipwell
D17 is located. This cannot be accurately reproduced until stream stages are correctly modelled.
However, as shown by the good performances obtained in dipwell D18 and D19, the impact of
the poor simulation of stream stage does not extend beyond the area where substantial alluvial

deposits occur and promote exchanges between the stream and the saturated zone.

The poor performance of the model in reproducing water levels in dipwells D22 and D23 may be
explained by the alteration of the peat characteristics described in Section 3.4.2 and caused by
artificial drainage and possibly past peat fire. The stratigraphic survey highlighted the presence
of dry and strongly oxidised peat that can be related to grainy moorsh soils forming in drained
peatlands. In these soils the composite hydraulic conductivity is strongly increased due to the
presence of cracks and large macropores, whereas both the total porosity and available water
capacity are reduced, accentuating water table fluctuations (Zeitz & Velty 2002; lInicki & Zeitz
2003). In the absence of a high-resolution map of the peat characteristics, the specificity of this
area could not be accounted for in the model. Nevertheless, the model results suggest that
groundwater table levels should be higher and more stable had the area similar pedological
characteristics to the rest of the mire, and confirm the detrimental impact of past human

activities on the mire hydrology.

6.2.2. Validation of the calibrated model against wetland vegetation distribution

6.2.2.1. Methods

The ability of the calibrated model to predict realistic groundwater tables across the entire
catchment was investigated by validating a raster map of mean groundwater tables simulated
across the site for the 2011-13 period against the observed wetland boundaries, mapped using
mainly botanical criteria (see Section 2.6.3 and Figure 2-10). The wetland boundaries included
wet woodlands. Both raster maps had the same 10m resolution than the MIKE SHE model. The
groundwater table depth threshold best discriminating between wetland and other plant
communities was found by optimising a Cohen’s kappa agreement function between simulated
and observed wetland boundaries. Cohen’s kappa is a measure of agreement between model
predictions and observations for categorical variables, widely used in remote sensing and

geographical information sciences (Congalton 1991). It is calculated as:
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Equation 6-4

where N is the total number of map pixels, r is the number of rows and columns in the square
confusion matrix (two in this case, corresponding to the presence/absence of
observed/predicted wetland vegetation), x; is the number of pixels in row i and column i of the
matrix (i.e. for which observations and predictions are in agreement), x.;is the total for row i,
and x;. the total for column i. The optimisation was carried out using the optimise() function in
R, that was designed for use with unimodal continuous functions and uses a combination of

golden section search and successive parabolic interpolation (Brent 2013).

6.2.2.2. Results and discussion

The mean groundwater table best discriminating between wetland and non-wetland plant
communities was found to be 0.286m below ground level, and gave a kappa of 0.77. Figure 6-6
shows the predicted vs. observed extents of wetland vegetation, and Table 6-2 gives the

corresponding confusion matrix, in percentage of the total number of map pixels.

Table 6-2. Confusion matrix (% of the total number of pixels).

observed (vegetation map)
non-wetland wetland
predicted (mean | non-wetland 76.0% 3.4%
GWT>-0.286m
below ground) wetland 4.1% 16.5%

Some false positives (pixels wrongly predicted to bear wetland vegetation) may in part be due to
errors in the wetland vegetation map itself, for instance along the narrow valley north-east of
the catchment (noted (a) on Figure 6-6), where difficult access and tree cover may have hindered
mapping efforts (Section 2.6.3). Others are probably caused by errors in the 10m DEM,
particularly along the south-east wetland boundary (noted (f) on Figure 6-6), where only low
resolution topographic data extracted from the BD Topo were available (see Section 3.2). Finally,
the isolated shallow groundwater patch close to the eastern catchment boundary (noted (c) on
Figure 6-6) coincides with large errors produced by the MIKE SHE overland flow component, that

are further discussed in Section 6.3.5.

285



_— - -

2114000
T
n
e

GWT depth

<-0.286 m

>-0.286 m

2113000
T
-
-
o
[;5
o
-~

= = ' catchment

wetland

lmm == =nn

2112000
T

2
»
Al
Y
»
1Y

0 250 500m
L )

528000 529000

Figure 6-6. Spatial distribution of shallow groundwater tables (2011-2013 mean higher than -0.286m
below ground level) and of wetland vegetation.

(a), (b), (c), (d), (e), (f), (g), (h) and (i): refer to text.

False negative (pixels wrongly predicted not to bear wetland vegetation) may have several causes.
The small isolated wetland patch close to the north-east model boundary (noted (i) on Figure
6-6) is possibly a result of an error in the vegetation map. It was mapped as a Molinia-dominated
acidic grassland, but the pit dug in this area during the pedological survey (Section 3.6) showed

that no peat was present.

This explanation may also hold for false negatives on the wetland margins in locations (b) and
(h), where manual probing demonstrated the absence of peat (Figure 3-29). False negatives in

location (e) clearly correspond to model errors as demonstrated by the comparison of observed
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and simulated groundwater table depths in dipwells D4 and D5 (Figure 6-5). The possible reasons

for these errors are detailed in Section 6.2.1.5.

Despite these limited discrepancies, the spatial agreement between observed wetland
vegetation and model grid cells with a mean simulated groundwater table depth higher
than -0.286m is generally very good: 92.5% of pixels were correctly classified. This is particularly
noticeable along the narrow valley downstream of the main wetland extent and in the small sub-
basins upstream of the main wetland extent, in locations noted (d) and (g) on Figure 6-6. These
small basins are located 10-30m above the main wetland extent, which suggests that the model
does also perform well in the upper part of the catchment. The good prediction of wetland
boundaries across the entire modelled area, even in locations where no record of groundwater
table depth was available, shows that, even though the hydraulic properties of the fissured zone
might slightly vary locally, they are homogeneous enough to be modelled with a satisfactory
performance using an equivalent porous medium with homogenous properties at a relatively

fine scale.

6.3. Model sensitivity

6.3.1. Sensitivity of the initial model to varying depth and shape of the fissured zone
6.3.1.1. Rationale

Results of the initial sensitivity analysis and of the initial calibration indicated that the depth of
the fissured zone in the catchment is of fundamental importance in explaining both river
discharge and piezometric heads in the wetland. In the initial model, the fissured zone had been
assumed to have a constant depth (55m) below the surface, based on the results of the electrical
resistivity tomography survey and on the few geological drilling logs available (Section 3.3).
However, the initial model parameterised using data obtained from the literature, in particular
for the fissured zone specific yield and hydraulic conductivity, clearly resulted in large
discrepancies between obverved and simulated water levels (Section 6.2.1.3). The values
obtained by calibration (Table 6-1) differed markedly from these initial values (Table 5-7). Even
though the model was relatively insensitive to the vertical hydraulic conductivity (Section 6.3.2),
the value obtained by calibration for this parameter was substantially larger than for the vertical
hydraulic conductivity. This is in contradiction with the literature and the expected preferential
direction of fissures within the fissured zone. One possible explanation could be that the depth
of the fissured zone has been wrongly specified. A series of simulations was therefore carried
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out to investigate whether satisfactory model performance could be obtained by varying the
depth and shape of the fissured layer while keeping the fissured zone specific yield and hydraulic
conductivity within the values most commonly cited in the literature (horizontal hydraulic
conductivity 1x10° m.s?, vertical hydraulic conductivity 1x10°m.s?%, specific yield 0.01, Wyns et

al. 2004; Dewandel et al. 2006).
6.3.1.2. Methods

In Hercynian hardrock landscapes, the local topography derives in part from etching processes,
whereby petrographic and structural weaknesses result in localised deepening of the weathering
front below the planation surface and the subsequent carving of the landscape by differential
erosion when the base level is lowered (Valadas 1984, 1998; Lageat et al. 2001; Appendix C).
A consequence of this is that, at the local scale, the current topography may give an indication
of the thickness of the weathered bedrock that has not been evacuated by erosion, and in
particular of the fissured zone. The ERT profiles presented in Section 3.3.3.3 certainly support
this assumption: the lowest electrical resistivity values (in saturated conditions) were measured
in topographic depressions, while higher values were measured below positive topographic
anomalies such as Puy Rond (Figure 3-21). This was interpreted as indicative of fissure density in

the fissured zone.

The topographic position index (TPI) as implemented in SAGA GIS was used as an indicator of the
rock resistance and relative depth of the fissured zone. The TPI, initially proposed by Guisan et
al. (1999), compares the position of each DEM cell to the mean elevation of a specified
neighbourhood around that cell. A 1.5km-diameter window was used, which corresponds to the
size of the etch-basin and to the grain of the local landscape. Figure 6-7 shows the standardised
TPI, with high values corresponding to hilltops and ridges, and low values to the deeper valleys
and basins. Another index estimating the current ground level elevation relative to the
palaeosurface elevation (Figure 6-8), modelled as a second-order polynomial trend of
topography using a 4x4km DEM centred onto the site, gave very similar results to the TPI, so only
the later was used. The TPl was scaled to match a set of pre-defined ranges (10-30m, 10-60m,
10-90m, 30-60m, 30-90m and 60-90m) corresponding to the thickness of the fissured zone
underneath hilltops and valleys respectively. In the first case for instance, the thickness of the
fissured zone was set to 10m in places with a TPl equal to 1 (hilltops) and to 30m in places with

a TPl equal to O (valley bottoms).
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Chapter 6. Model calibration, validation & sensitivity analysis
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Figure 6-7. Topographic position index (scaled to 0-1 range).
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Figure 6-8. Standardised elevation relative to the modelled palaeosurface elevation.

Uniform fissured zone thicknesses of 10, 25, 55, 75 and 100m, independent of the TPI, were also
tested. For practical reasons and given the small thickness of the peat layer relative to those
tested for the fissured layer, the former was neglected in all above cases: the specified fissured

zone thickness was assumed to equal its depth below ground and simply subtracted from the

289



ground surface elevation to compute the elevation of the bottom of the fissured zone when
building the MIKE SHE geological model. A fissured zone with a constant thickness of 5m was
also tested, but in this case the peat depth was too large relative to the fissured zone thickness
to be neglected. The elevation of the bottom of the fissured zone layer was therefore computed
by subtracting its fixed thickness from a map of the elevation of the bottom of the peat layer on
peat soils and of the ground surface elevation on mineral soils. This was required to make sure
that the thickness of the fissured zone was effectively constant across the entire catchment,
including below the mire. Finally, the last scenario used a fissured zone layer with a bottom level
set at a fixed elevation. This scenario corresponds to the hypothesis that the depth of the fissured
zone is constant relative to the planation surface at both the regional and local scales
(Appendix C). The bottom of the fissured zone was set to 500m NGF69. The fissured zone was
therefore approximately 50m deep at the lowest point within the main basin, and 150-160m
deep below the surrounding hilltops. The performance of the different models over the period
01/01/2011-31/12/2013 was compared using the Nash-Sutcliffe Efficiency (NSE) statistic, for the

reasons detailed in Section 6.2.1.2.

6.3.1.3. Results and discussion.

Table 6-3 shows the NSE as a function of the fissured zone shape and depth for all discharge and
groundwater table depth monitoring points, except dipwell D26 from which only three records
could be obtained and dipwells pre-existing the current study due to methodological issues
(Section 4.3). For each time-series the best and second-best models are highlighted in dark and
pale grey respectively. In 15 out of 25 dipwells, the best fit between observed and simulated
groundwater table depth is obtained with a fixed 5m fissured zone thickness. In the case of
discharge, the best fit is also obtained with a fixed 5m fissured zone thickness at Girolles, a 10m
fixed thickness at Pont-de-Pierre and Rocher, and a thickness that varies from 5 to 20m as a
function of the topographic position at Marzet. However in all cases and whatever the measure,
the NSE achieved is much lower than that achieved by the calibrated model detailed in Section
6.2. This is particularly the case for dipwells located near the wetland margins, either in peat or
in mineral soils, where the groundwater table depth has been shown to be more variable and
more dependent on inputs from the wider catchment (Section 4.3.2.3). This suggests that the
poor performance of the initial model is not caused by a misspecification of the depth or shape
of the fissured zone, but indeed by hydraulic characteristics of the fissured zone, in particular its
horizontal hydraulic conductivity, that differ from those cited in the literature. This is further

discussed in Section 6.4.5.
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Table 6-3. Nash-Sutcliffe Efficiency before calibration as a function of the shape and depth of the fissured
zone

location 5 10 25 55 75 100 5t010 5t020 10to30 10to60 10to90 30to60 30to90 60to90 alt500
pdp -0.48  -024 -076 -141 -154 -1.54 -0.25 -0.34 -0.64 -1.07 -1.19 -1.28 -1.43 -1.56 -1.77
rocher -0.26 008 -049 -099 -1.28 -1.6 0.01 0.04 -0.3 -0.73 -0.94 -0.87 -1.08 -1.29 -1.64
girolles 0.7 0.47 0.4 0.44 0.45 0.51 0.5 0.47 0.25 0.54 0.42 0.5 0.48 0.46 0.43
marzet -5.22 -2.3 -1.51  -2.62 -3.17 -3.67 -3.59 | -0.76 -1.25 -2.06 -2.49 -2.34 -2.78 -3.18 -3.67
D3 -72.32 -455.9 -1228 -1393 -1345 -1489 -384.4 -1008 -1311 -1384 -1233  -1379 -1262 -1304  -1481
D4 -447.8 -2113 -5662 -7065 -6892 -8707 -1874 -4549 -5980 -6572 -6160 -6887  -6551  -6552 -7784
D5 -705.7 -2737 -6829 -9036 -9700 -l1.5e+4 -2456 -5803 -7118 -7992 -7875 -8642 -8715 -9953 -l.le+4

D6 -7.95 -39.66 -57.98 -57.71 -80.35 -219.5 -35.63 -69.92 -60.93 -56.05 -62.89 -57.02 -72.25 -91.06 -118.7
D7 0.12 0.05 -0 -0.01  0.05 0.44 0.06 0.1 0.01 0.01 0.06 -0 0.08 0.12 0.09
D8 -1.88 -0.56 -0.66 -0.63 -0.52 -0.52 -0.62 -0.56 -0.67 -0.66 -0.57 -0.64 -0.53 -0.47 -0.53
D9 -34.6 -160.7 -169 -65.13 -57.35 -52.53 -160.4 -233.1 -184.3 -82.19 -55.7 -67.46 -54.26 -52.48 -68.43

D10 -22.88 -84.06 -92.63 -38.14 -33.94 -38.71 -85.51 -122.4 -98.96 -42.5 -34.02 -39.26 -31.81 -31.68 -47.71
D11 -16.1 -43.86 -57.53 -38.53 -40.76 -74.08 -44.59 -64.08 -60.25 -35.89 -28.75 -36.21 -32.12 -38.96 -65.62
D12 -12.92 -50.28 -60.48 -32.42 -44.33 -151 -48.96 -73.33 -62.66 -29.3 -23.64 -28.75 -27.92 -4142 -99.64
D13 -2.81 -10.76 -7.69 -0.44 -0.94 -40.67 -10.49 -13.24 -6.71  -0.07 0.2 -0.12 0.05 -0.68  -13.4
D14 -0.06 -0.03 -019 -021 -0.18 0.02 -006 -009 -0.19 -021 -0.19 -021 -0.18 -0.17 -0.16
D15 0.45 0.24 -0.12  -0.13 -0.1 0.28 0.26 0.02 -0.12 -0.13 -0.11 -0.13 -0.1 -0.09 -0.1
D16 -1.56 025 0.08 007 -03 0.22 0.16 | 0.43 0.2 -0.53  -0.01 -0.62 0.04  -1.92 0.22
D17 0.4 0.32 -6.06 -11.35 -10.3 -7.9 0.36 -1.76 -8.44 -20.11  -11.06 -15.9 -11.39  -11.24  -22.33
D18 0.51 -0.14 -0.76 -0.74 -0.68 -0.3 -0.06 -0.73 -0.77 -0.73 -0.68 -0.73 -0.68 -0.66 -0.69
D19 0.63 0.65 0.1 0.01 0.08 0.63 0.67 0.26 0.03 0.03 0.12 0.02 0.14 0.2 0.2
D20 0.26 0.46 -0.52 -0.56 -0.22 -1.79 0.48 -0.27 -0.52 -0.46 -0.34 -0.5 -0.27 -0.11 -0.21
D21 0.6 047 025 -131 -48 -329 049 043 009 -097 -199 -1.15 -299 571 -1541
D22 -3.13  -413 -419 -2.69 -4 -36.98 -4.06 -4.29 -4.15 -3.56 -2.55 -3.06 -2.63 -4.08 -11.68
D23 -8.03 -12.09 -22.48 -81.62 -1455 -231.7 -11.26 -15.77 -24.69 -58.91 -88.32 -71.88 -106.9 -160  -241.8
D24  -76.34 -366.9 -1583 -1648 -1653 -2021 -336.7 -1027 -1660 -1892 -1524 -1823 -1606 -1706  -1828
D25 -5.08 -11.17 -68.49 -9.06 -9.19 -9.22 -11.5 -63.91 -76.27 -8.83 -9.16 -9.01 -9.18 -9.19 -9.2
D26 905 -806 -596 -652 -653 -6.64 -861  -464 -592 646 -6.54 -652  -6.65 -6.6 -6.65
Column 2: fissured zone with a 5m fixed depth below ground or below the bottom of the peat layer where present; columns 3-6:
fissured zone with a fixed depth below ground (10, 25, 55, 75 and 100m); columns 7-14: fissured zone with a depth below ground
that varies according to the Topographic Position Index (ranging from 5 to 10, 5 to 20, 10 to 30, 10 to 60, 10 to 90, 30 to 60, 30 to
90 and 60 to 90 m); column 15: fissured zone with a 500mNGF69 fixed altitude. The dark and pale grey shadings indicate the best
and second-best models for each time-series.

6.3.2. Systematic sensitivity analysis of the calibrated model
6.3.2.1. Method

The sensitivity of the calibrated model was evaluated by assessing the rate of change in model
performance when a single parameter is perturbed by a small proportion (Rochester 2010). In
MIKE Zero, this is carried out using AUTOCAL. As detailed in Section 6.2.1.4, the performance
measures that can be used in AUTOCAL are limited to five basic statistics: average error, RMSE,
standard deviation of residuals, error of the maximum value and error of the minimum value
(Anonymous 2009a). Here the RMSE was used as it gives an overall performance measure that
includes both bias and dynamical correspondence (Anonymous 2009a). The sensitivity of the
model to a parameter i is defined as:

oF ,
S; = % (Qi,upper - ei,lower) Equation 6-5
i

where F is the output measure (here the RMSE), 6 ;is the model parameter investigated, and

6 jupperand 8 ;jowerare the user-specified upper and lower limits of the parameter. The scaling by
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the parameter range allows for the comparison of local sensitivity coefficients between
parameters of different scales of magnitude. The sensitivity is evaluated locally around a
specified set of parameters (8 4, 6 5, ..., 8 1), only one of which (8 ;) is perturbed. The perturbation
fraction can defined as a fixed proportion of the parameter or of the parameter range. The latter
was used in this study to avoid issues caused by the different parameters scales. Table 6-1 shows
the parameter ranges used for the sensitivity analysis. A perturbation fraction of 5% of the range
was used. In AUTOCAL, sensitivity coefficients are calculated using a finite difference
approximation. Three methods are available:

e the forward difference approximation:

o _F01,05 .00+ 40, .., 0,) — F(6:,65, .., 6r)

i AD. (ei,upper - ei,lower) Equation 6-6
l
e the backward difference approximation:
F(0,,0,,...,0,) —F(0,,0,,..,0; — A6, ...,6,) .
S = vz “ Alg' 2 . . E (ei,upper - ei,lower) Equation 6-7
l
e the central difference approximation:
G = F(6,4,0,,...,0; + AO,, ...,0,) — F(64,60,,...,0, — A6, ..., 0,,) ©
l 240; vupper Equation 6-8
- gi,lower)

In some cases, the perturbed parameter falls beyond the range specified by the user, or even
beyond the range of physically possible values. For instance, a backward difference
approximation cannot be calculated when the proportion of bypass flow is set to zero in the
initial model. Either backward or forward approximations or both were used when appropriate

to cover the range of parameters used in the model.

The sensitivity of the model is evaluated individually at each location where observed and
simulated values are available. A sensitivity coefficient of 0 indicates that the model results are
independent of the parameter evaluated, and the sensitivity of the model to a parameter
increases with the absolute value of its sensitivity coefficient. In AUTOCAL, an aggregated
sensitivity coefficient for all or a selection of locations is calculated by summing up individual
sensitivity coefficients. Since individual sensitivity coefficients can be negative or positive, it may

be argued that this aggregated coefficient underestimates the model overall sensitivity if the
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perturbation results in large rates of change but with opposite directions in different locations.
Instead, the aggregated sensitivity coefficient was computed as the mean of absolute individual
sensitivity coefficients. This prevents large but opposite effects from cancelling each other out,

and allows for the comparison of groups of output measures with different sizes.

The AUTOCAL software does not easily allow for testing some parameters when these are
defined as spatially-varying using gridded data. This was the case of the overland flow
component’s Manning’s M in this study for instance. Similarly, time-varying parameters such as
those included in the MIKE SHE vegetation file are difficult to include in a systematic sensitivity
analysis. Consequently, the parameters included in the analysis are those that relate to the
saturated zone, the unsaturated zone, overland flow and stream flow only. In the unsaturated
zone model, the maximum bypass fraction was set to zero. As a consequence, the parameters
regulating the bypass fraction under reduced soil moisture conditions were rendered

meaningless and not included in the sensitivity analysis.

Table 6-4. Parameters included in the systematic sensitivity analysis.

Code Parameter Code Parameter
Channel flow . 4 4 UZminKint mlnerz?l.50|l saturated hydraulic con-
stream_Manning_n bed resistance (Manning's n) ductivity (Uz)
Overland flow UZminBYP mineral soil bypass max fraction
oL MannineM resistance to overland flow (Manning's Saturated zone

—vianning M) 7 LL fissured zone lower level (below
Unsaturated zone - ground)
UZpeatTheta$S peat water content at saturation 7 Kh fissured zone horizontal hydraulic con-
UZpeatSy peat specific yield - ductivity
UZpeatAWC peat available water capacity 7 Ky fissured zone vertical hydraulic con-
UZpeatKint peat saturated hydraulic conductivity - ductivity

peatiin (Uz) FZ_Sy fissured zone specific yield
UZpeatBYP peat bypass maximum fraction FZ_Ss fissured zone specific storage

) mineral soil water content at satura- peatKh peat horizontal hydraulic conductivity
UZminTheta$ . . . L
tion peatKv peat vertical hydraulic conductivity

UZminSy mineral soil specific yield peatSy peat specific yield
UZminAWC mineral soil available water capacity peatSs peat specific storage

6.3.2.2. Results

Figure 6-9, Figure 6-10 and Figure 6-11 give the mean absolute scaled sensitivity coefficient for
each model parameter that was tested with respect to, respectively, groundwater table depth;
discharge at the gauging stations located at Rocher, Marzet and Girolles upstream of the mire;
and discharge at the gauging station located at Pont-de-Pierre downstream of the main mire
extent. The latter two figures were separated because parameters to which the simulated
discharge was sensitive differed between gauging stations located upstream and downstream of

the main mire extent. In Figure 6-9, the sensitivity coefficient is given for all dipwells taken
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together, dipwells located on mineral soils and dipwells located on peat soils. A distinction is also
made between forward and backward evaluation directions. Parameters are arranged in order
of increasing sensitivity from bottom to top. Figure 6-9 shows very clearly that the parameters
to which simulated groundwater tables, in both peat and mineral soils, are most sensitive are all
related to the characteristics of the fissured zone in the saturated flow component of the model:
horizontal hydraulic conductivity, specific yield and depth below ground level. Peat
characteristics are less important, with non-negligible sensitivity coefficients for peat specific

yield, specific storage, vertical saturated hydraulic conductivity and available water capacity.

With respect to discharge in the upstream part of the wetland at Rocher, Marzet and Girolles,
the model is sensitive to a relatively similar set of parameters (Figure 6-10): principally horizontal
hydraulic conductivity, specific yield and depth of the fissured zone, and to a lower degree,
vertical hydraulic conductivity and specific storage of the peat layer. The characteristics of the
unsaturated zone on minerals soils (specific yield and available water capacity) are also
important. With respect to discharge at Pont-de-Pierre however, the model is equally sensitive
to parameters related to the peat layer and to those related to the fissured zone (Figure 6-11).

Unlike any other simulated time-series, discharge at Pont-de-Pierre is also sensitive to stream

Manning’s n.

FZ_Kh
FZ_Sy
FZ_LL
UZpeatSy
peatSs
peatv
UZminSy =
UZpeatAWC
UZminAWC —
FZ_Kv =
UZminBYP
FZ_Ss
OL_ManningM
UZpeatBYP
stream_Manning_n -
UZminThetaS -
UZpeatThetaS
peatkKh -
UZpeatKint -
UZminKint
peatSy -

(°]
o]
o b
>
>

evaluation direction

O  backward
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O on peat soil
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25 5.0 75 100
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e
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Figure 6-9. Systematic sensitivity analysis with respect to groundwater table depth..

Parameters are coded as follows: FZ: fissured zone (saturated zone); UZpeat & UZmin: unsaturated zone on peat and mineral soils
respectively; peat: saturated zone on peat soils; Kh & Kv: horizontal and vertical hydraulic conductivities in the saturated zone; Sy:
specific yield (in the unsaturated zone, equal to the difference between water contents at saturation and at field capacity); Ss:
specific storage (saturated zone); AWC: available water capacity in the unsaturated zone, equal to the difference between water
contents at field capacity and at wilting point; BYP: maximum bypass fraction (unsaturated zone); ThetaS: porosity (unsaturated
zone); Kint: saturated hydraulic conductivity (unsaturated zone); OL_ManningM: overland Manning’s M (overland flow);
stream_Manning_n: stream Manning’s n (stream flow).
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Figure 6-10. Systematic sensitivity analysis with respect to discharge at Rocher, Marzet and Girolles.

See Figure 6-9 for signification of parameter codes.
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Figure 6-11. Systematic sensitivity analysis with respect to discharge at Pont-de-Pierre.

See Figure 6-9 for signification of parameter codes.

With respect to all simulated time-series, the model shows very little sensitivity to the fissured

zone vertical hydraulic conductivity, to the bypass fraction, saturated hydraulic conductivity and

porosity in the unsaturated zone in both peat and mineral soils, and to the peat horizontal

hydraulic conductivity. As calculated in the current study, the sensitivity of a parameter has only

a local validity for the specified location in parameter space. If the model is highly non-linear in
its parameter-output interaction, a parameter that is insensitive for a certain parameter set may
be highly sensitive for another parameter set (Anonymous 2009a). This is exemplified by the very

low or null sensitivity of the model outputs to hydraulic conductivity in the unsaturated zone. It
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results from the relatively high values used for both peat and mineral soils in the model, meaning
that infiltration is not restricted by the hydraulic conductivity specified for the unsaturated zone
even after perturbation. Manual calibration has shown that such values are necessary to achieve
a good performance with respect to discharge, and that substantially lower values (below the
perturbed value used for the sensitivity analysis) would result in unrealistically high peak flows.
The absence of sensitivity to the peat specific yield specified for the saturated zone is a
consequence of MIKE SHE overriding the specific yield value specified by the user for the
uppermost computational layer, and replacing it with the value calculated from the unsaturated
zone parameters for consistency purposes. Since the lower level of the upper computational
layer follows the bottom of the peat layer, the specific yield specified for the saturated peat is

never applied.

6.3.3. Sensitivity of the calibrated model to model resolution

6.3.3.1. Method

The model was run at three different resolutions (5, 10 and 30m, see Section 5.4.8) with all other
parameters set to the calibrated values listed in Table 6-1. The sensitivity of the model
performance to its resolution was assessed over the period 01/01/2011-31/12/2013 by
comparing the resulting NSE with regard to discharge, groundwater table depth and piezometric
head in the mineral formations underlying the mire, and the percent bias with regard to

discharge, for the reasons detailed in Section 6.2.1.2.

6.3.3.2. Results

Figure 6-12 shows NSE for each measure point for the different model grid sizes. The model
resolution has a substantial impact on model performance, but the strength and direction of this
impact varies according to measure location and type. With regard to discharge, model
performance increases noticeably with model resolution (i.e. with decreasing grid size) at the
Pont-de-Pierre wetland outlet and at Rocher. It is relatively stable at Girolles, possibly due to the
relatively high performance obtained even at low resolution. However, at Marzet, the model
performance rapidly decreases with increasing model resolution. One likely explanation lies in
overland flow model convergence issues observed upstream of Marzet, that may increase with
model resolution simply because the number of computations, and therefore the accumulated

error, increases. These issues are further detailed and discussed in Section 6.3.5.
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Figure 6-12. Nash-Sutcliffe efficiency for simulated discharge, groundwater table depth and piezometric
head as a function of model grid size.

Note the inversed exponential scale for the x axis, used to improve clarity of the two lower plots.

Figure 6-13, that shows the percent bias of simulated discharge, seems to confirm this: percent
bias improves with increasing model resolution at Rocher and Pont-de-Pierre, but strongly
deteriorates at Marzet, where the 5m resolution model overestimates flow by 77% whereas the
30m resolution model underestimates it by only 5%. The effect of model resolution on model
performance with regard to groundwater table depth is also noticeable but very variable (Figure
6-12). The performance of the 5m resolution model seems generally lower than that of the 10m
or 30m model, even though there are many exceptions such as in dipwells D11, D22 or D23.
There seems to be no correlation between the impact of model resolution and the location of

dipwells within the wetland.

297



Girolles o o} grid size (m)
Pont de Pierre | [ ] o o0 ® s
O 10
Rocher c o e
o 30
Marzet (o] o} L ]
T T T T T
-25 0 25 50 75

PBIAS

Figure 6-13. Percent bias in simulated discharge as a function of model grid size.

Figure 6-14 shows a few examples of simulated groundwater table depth time series as a
function of model resolution, selected to be representative of the range of model responses to
grid size. It shows that, in general, simulated groundwater tables become deeper and more
variable when the model resolution increases. The reason for this is not clearly understood. The
only exceptions are dipwells D7 and D19, in which the model grid size has little influence on
simulated groundwater table depths. Depending on whether the water table depth is under- or
over-estimated by the 10m-resolution model, increasing the model resolution may either result
in an improvement (dipwells D11, D12, D14 and D18) or a degradation (all other dipwells but D7
and D19) of the performance for the relevant measure point. The difference in simulated
groundwater table depths is generally larger between the 5m- and 10m-resolution models than
between the 10m- and 30m-resolution model (dipwells D3, D5, D6, D11, D12, D13, D14, D15,
D20, D21, D22, D23, D24, D25), but again there are exceptions (D9, D10, D26). Again the reason

for this is not clearly understood.

The water table depth time-series simulated for dipwell D18 shown in Figure 6-14 illustrate
another issue caused by the coarser model resolution: some riparian cells get wrongly flooded
during the largest peak flows. This is due to two factors. The first one is the increase in simulated
discharge at (and presumably upstream of) Pont-de-Pierre, as shown by a larger percent bias
(Figure 6-13), which results in higher simulated stream levels. The second one lies in topographic
discrepancies between the MIKE 11 water levels and bank elevations and the MIKE SHE cells
located along water courses. Due to DEM aggregation, the cell containing dipwell D18 is 10cm
lower in the 30m model than in the 5m or 10m models. The impact of model resolution on model
performance seems to be less random with regard to piezometric heads in the mineral
formations underlying the peat layer (Figure 6-12): even though there are exceptions, model
performance increases with model resolution. The improvement is particularly important when
the resolution increases from 10 to 5m. In MIKE SHE and unlike groundwater table levels,

piezometric heads at depth cannot be specified as depth below ground, which means that
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vertical piezometric head gradients may be misrepresented when the DEM error is large. This

error decreases with increasing model resolution, which

improvement in model performance.

depth below ground level (m) depth below ground level (m) depth below ground level (m)

depth below ground level (m)

0.00

-0.25 4

-0.50

-0.75

-1.00

T T T T T T T
2011-01 2011-07 2012-01 201207 2013-01 2013-07 2014-01

0.0

-0.5

-1.0 o

-1.5

T T T T T T T
2011-01 2011-07 2012-01 2012-07 2013-01 2013-07 2014-01

0.0

-0.2

-0.4

-06 T T T

T
2011-01 2011-07 2012-01 2012-07 2013-01 2013-07 2014-01

-3

T T T T T T T
2011-01 2011-07 2012-01 2012-07 2013-01 2013-07 2014-01

Figure 6-14. Effect of model resolution on simulated groundwater table depth.
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Figure 6-14 (continued). Effect of model resolution on simulated groundwater table depth.

300



------ observed
0.00

-0.25 | 5m
-0.50 4
10m

-0.75 1

depth below ground level (m)

2011-01 2011-07 2012-01 2012-07 2013-01 2013-07 2014-01 30m

D24

""" observed

5m

10m

depth below ground level (m)

T T T T T T T

2011-01 2011-07 2012-01 2012-07 2013-01 2013-07 2014-01 30m

Figure 6-14 (continued). Effect of model resolution on simulated groundwater table depth.

6.3.4. Impact of spatial variation in potential evapotranspiration and peat characteristics

6.3.4.1. Methods

The impact of the heterogeneity of peat and mire vegetation characteristics on model
performance with regard to groundwater table depth in peat soils was investigated by repeating
the manual calibration of the 10m-resolution model presented in Section 6.2.1.5, this time
focussing not on the overall multi-objective performance but on local model performance at a
single target dipwell at a time. Dipwells in which the observed groundwater table depth was
poorly reproduced by the multi-objective calibrated model for reasons not related to peat
characteristics (D4, D5, D8, D16, D17, D22 and D23), as detailed in Section 6.2.1.5, and dipwells
not located in peat soils were excluded from the analysis. The parameters investigated included
the peat specific yield and available water capacity and/or the wetland crop coefficient during
the vegetation season. All other parameters were kept to constant values obtained from the
multi-objective calibration and listed in Table 6-1. As for the global calibration detailed in Section
6.2.1.4, a combination of systematic runs and subjective tests guided by an increasing
understanding of the model behaviour with respect to the individual target dipwell was used.
The model with the best local performance was selected for each target dipwell based on the
NSE, for the reasons detailed in Section 6.2.1.2. The performance was evaluated for the
01/01/2011-30/06/2012 period only to reduce run times, in line with the period used for the

multi-objective calibration.
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6.3.4.2. Results and discussion

Table 6-5 gives the NSE obtained for each dipwell and for each combination of peat specific yield
(Sy), peat available water capacity (AWC) and wetland crop coefficient (Kc) tested. For each
dipwell, the best and second-best local models are highlighted in dark and pale grey respectively.

The best global model (i.e. with the largest mean NSE) is run 197, in bold.

Table 6-5. Effect of unsaturated peat specific yield, unsaturated peat available water capacity and
wetland crop coefficient during the vegetation season on the Nash-Sutcliffe Efficiency for individual
dipwells.

mean
NSE

183 0.05 0.15 1 041 0.08 064 024 026 081 -01 071 053 045 0.77 0.72 0.46

run Sy AWC Kc D3 D6 D7 D11 D12 D13 D14 D15 D18 D19 D20 D21

194 0.05 0.15 1 041 0.07 065 024 026 081 -01 072 053 048 0.77 0.73 0.46
195 015 0.15 1 05 035 048 009 006 074 -014 06 039 04 064 062 0.39
196 0.26 0.15 1 045 048 033 002 -008 064 -017 048 029 039 055 052 033
197 0.05 0.05 1 046 0.05 069 0.28 038 0.77 -006 0.78 059 031 0.72 0.72 0.47
198 0.05 0.01 1 048 0.15 0.65 028 041 071 -004 073 057 022 081 0.67 0.47
199 0.26 0.01 1 036 042 036 003 -009 069 -017 05 033 047 066 057 0.34
200 0.18 0.01 1 039 0.24 047 008 004 076 -0.16 063 042 051 0.71 0.62 0.39
201 0.13 0.01 1 041 0.09 058 013 015 0.78 -015 0.7 049 051 0.74 065 042
202 0.02 0.05 1 031 0.21 062 034 045 067 -007 074 058 006 051 0.7 043
203 005 005 12 042 -024 077 04 0.6 0.7 0 0.86 0.67 0.05 0.65  0.78 0.47
204 005 005 14 026 -05 078 05 071 052 009 08 074 -051 032 0.76 0.38
205 005 o001 14 039 -047 071 048 07 037 011 075 073 -0.84 0.11 064 031
206 002 005 14 -005 -044 057 05 063 021 003 066 071 -085 001 059 0.21

Figure 6-15 shows groundwater table depths simulated by the best global model (run 197) and
by the best local model highlighted in Table 6-5, as well as observed records. Both Table 6-5 and
Figure 6-15 show that the model performance with regard to groundwater table depths could
be substantially improved by allowing for a small number of parameters related to the peat
physical characteristics and to the ratio between the actual evapotranspiration and the reference
evapotranspiration to vary spatially. In dipwells D7, D12 and D18 for instance, the drop in
groundwater table depth observed in late September and early October 2011 is underestimated
by the model with the best multi-objective performance. Increasing the crop coefficient during
the vegetation season and therefore the evapotranspiration rate leads to a better performance
locally. In D6, the observed groundwater table depth during the 2011 drought is over-estimated
by the multi-objective model, but the performance can be improved locally by increasing the
specific yield and the available water capacity. Stratigraphic surveys detailed in Section 3.4.2
have shown the large variability of the von Post’s humification index across the mire. Both
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specific yield and available water capacity of peat are strongly correlated to its humification rate
and, like the humification rate, are known to vary substantially with both depth and location
(Boelter 1964, 1968; Weiss et al. 1998; Letts et al. 2000; Schouwenaars & Gosen 2007; Verry et
al. 2011). Similarly, evapotranspiration studies carried out in mires have found very variable
ratios between actual and reference evapotranspiration rates, ranging from 0.2 to 1.4 (see Table
G-1 in Appendix G and Section 5.4.3.4 for a review). In the absence of high-resolution data on
both peat characteristics and actual evapotranspiration data within the mire, they were assumed
to be homogeneous throughout the mire, which is clearly not the case. At least in dipwells for
which the model performance is satisfactory, a large proportion of the residual error in simulated

groundwater tables can safely be attributed to small-scale variations of these parameters.
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Figure 6-15. Effect of local peat specific yield, peat available water capacity and wetland crop coefficient
on simulated groundwater table depth.
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Figure 6-15 (continued). Effect of local peat specific yield, peat available water capacity and wetland crop
coefficient on simulated groundwater table depth.
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Figure 6-15 (continued). Effect of local peat specific yield, peat available water capacity and wetland crop
coefficient on simulated groundwater table depth.

Unfortunately, as shown by the absence of correlation between the acrotelm depth and a range
of potential predictors evidenced in Section 3.4.2, mapping these parameters with a sufficient
enough resolution to further improve the model performance would require a very large amount

of field and laboratory work. This would be beyond the logistical capacity of most studies.
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6.3.5. Sensitivity to the length of the warm-up period and the issue of the overland flow

component convergence

The length of the warm-up period required to stabilise the model from the arbitrary groundwater
table starting depth was assessed by progressively increasing it and visually assessing the
simulated time-series for long-term upward or downward trends that would indicate a
continuing adjustment of the model. It was found that the model was relatively reactive and that
a six-month warm-up period was sufficient. This was increased to two years (2009-2010) as a
conservative measure. However, after the model had been calibrated and while running a long-
term water balance analysis over the 2000-2013 period, it was realised that there was a
substantial difference in terms of simulated discharge for the period 2011-2013 between a
model run over the 2009-2013 period and a model run over the 1998-2013 period. This was only
the case at Marzet and to a lesser extent at Pont-de-Pierre (Figure 6-16). Discharge in other
gauging stations and groundwater table depth in all dipwells did not vary substantially with the
length of the simulation period, which suggests that the issue is not caused by an insufficient
length of the warm-up period. Figure 6-17 shows the simulated discharge at Marzet when the
model is run from 1998 to 2013, including a two-year warm-up period removed from the model
output. Again, no long-term trend can be seen. However, very large peaks are visible that suggest

computational artefacts.
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Figure 6-16. Effect of the simulation period on simulated discharge at Marzet and Pont-de-Pierre.
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Figure 6-17. Simulated discharge at Marzet with a simulation period from 01/08/1998 to 31/12/2013.

Figure 6-18 shows that the spatial distribution of overland flow component errors is not
homogeneous: errors are larger within the wetland, where the topography is flat and forms a
large number of DEM “sinks”, i.e. isolated or small groups of model grid cells forming a generally
small depression a few decimetres deep. Such a depression also exists on mineral soil upstream
of Marzet, close to the western catchment boundary, and Figure 6-18 shows that the error
associated to this depression is larger when the simulation period is longer (see location labelled
(a) on Figure 6-18 and Figure 6-19). Figure 6-19 shows that this error is associated to a very large

depth of overland water that largely exceeds the depth of the topographic depression.
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Figure 6-18. Overland flow component accumulated error (2011-2013) as a function of the total length of
the simulation period.

(a): see text.
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Figure 6-19. Mean simulated overland depth (2011-2013) as a function of the total length of the
simulation period.

(a): see text.

The depth of overland water increases with the length of the simulation period. This error of the
overland flow component explains the sensitivity of the model, and particularly of the simulated
discharge at Marzet, to the length of the simulation period. Attempts were made to reduce this
error by filling the sinks of the grid, by reducing the length of the model time-step or by
increasing the maximum number of iterations of the overland flow component, all without
success. In some cases, reducing the length of the model time-step actually increased the
accumulated error of the overland flow component. This issue is one of the main drawbacks of
the current model as it makes it unreliable for simulation periods that differ from the one used
to calibrate and validate it, in particular for the assessment of the potential impact of climate
change on the mire hydrology if long time-series obtained from downscaled regional models

with daily time-step are used.
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6.4. Model performance and sensitivity: general discussion and recommenda-

tions
6.4.1. The issue of microtopography

Mires are characterised by a frequently chaotic micro-topography, caused by peat accumulation
and plant growth rates that vary at a very small scale. Purple-moor grass (Molinia caerulea) for
instance can form tussocks that are up to 50cm high in some mires in Limousin. The definition
of ground level is therefore a substantial methodological issue in mire hydrology (Whitfield et al.
2009), as this definition will have a profound impact on all quantities defined relative to ground
level such as groundwater table depth or flood depth. Yet this definition is very rarely specified
in most hydrological studies of mires. Van der Schaaf (2002) defined the surface level as “the
average bottom level of the hollows within a radius of 1m around a measuring point”. In the
current study the surface level was taken as the mean of a minimum of three DGPS elevation
measures taken within 30 cm of the dipwell and spread around it. In some dipwells, this
definition clearly does not match the level at which overland flow starts to occur. This is the case
for instance in dipwells D3-100, D7-130, D7-70 and D12-100, where, except during the two or
three driest months of the year, observed groundwater levels are constantly three to six

IM

centimetres above “ground level” when there is clearly no substantial and permanent overland
flow occurring (Figure 6-5). This issue clearly affects the model performance statistics negatively
and substantially, but is difficult to resolve. In the case of the Dauges mire, one option would be
to define the ground level based not on inaccurate topographic data, but on the average
groundwater table elevation in winter assuming that there is constant seepage and that this
elevation corresponds to the interface between saturated flow and overland flow. However this
would not be applicable to areas affected by flooding nor to dipwells where groundwater table
depths are manually recorded and the amount of data is too limited to make such an estimation.
Another option would be to adjust the overland detention storage depth, which in MIKE SHE can
be used to model surface storage in small topographic depressions that must be filled in before
overland flow can occur. However, such a detention storage depth would have to be spatially-
varying and calibrated individually for each dipwell, which would make impossible the evaluation
of the model performance across the rest of the mire. Furthermore this would increase the
amount of water infiltrating to the unsaturated zone when the watertable drops below ground

level, which might not correspond to reality.
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The micro-topography also has a demonstrable effect on the amount of water that infiltrates
into the peat when the groundwater table depth drops below ground level. During the
calibration phase, it was found that the storage detention parameter had to be specified
separately for mineral and peat soils (Table 6-1). The former had a substantial impact on the
infiltration to the saturated fissured granite and on the ratio between peak and base flows in the
upstream reaches, while the latter had an impact on the groundwater table depth in peat.
Detention storage had to be increased slightly on peat soils to reduce small scale high-frequency
variations in early summer, some of which are still noticeable during the spring of 2012 in dipwell
D20 for instance (Figure 6-3). This increase in detention storage required within the wetland to
improve the model performance can easily be explained by the lower slopes and much more
pronounced micro-topography on peat than on mineral soils, and the substantial volume of
water that is stored within this micro-topography and that increases and prolongs rainfall and
runoff retention and infiltration to the peat layer, particularly when the acrotelm is shallow or

non-existent and the saturated hydraulic conductivity of the superficial peat is low.

6.4.2. Channel flow

During the calibration phase, the bed resistance had to be increased substantially (Table 6-1) and
beyond tabulated values given in the flow modelling literature (Dingman 1994) to improve the
performance of the model with regard to discharge at the Pont-de-Pierre wetland outlet. This
reflects the inadequacy of kinematic routing to model discharge and stage within the wetland
itself, where the low slope gradient and the presence of numerous obstacles make the flow
sluggish and create constant backwater effects. As a consequence, flooding and exchanges
through highly permeable alluvial gravel deposits below the peat cannot be accurately modelled
using kinematic routing, as evidenced by the poor model performance in dipwells D8 and D17,
even when these permeable sediments are modelled specifically by adding a computational
layer to the model. A fully dynamic hydraulic model solving the Saint-Venant equations would
ideally have been employed, and several attempts were made at developing such a model.
However a fully dynamic hydraulic model requires much smaller time steps than kinematic
routing. As a result, it imposes very large computational constraints on the overall model, as
detailed in Section 5.4.4. Several potential solutions could be explored. A MIKE SHE model with
a coarser resolution could be used to reduce the computational burden, but this would not affect
the MIKE 11 run time, and the varied topography of the site would create substantial mismatches
between the topographic grid and both the real ground surface elevation and the MIKE SHE river

link bank elevations. It was also shown in Section 6.3.3 that a lower resolution would result in a
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lower model performance with regard to discharge. The small time steps required by the fully
dynamic hydraulic model may also result from the small distance between some cross-sections,
because the stability conditions of the MIKE 11 model depend mainly on the ratio between the
time step and the computational grid spacing, which cannot be larger than the distance between
cross-sections. As a consequence the computational time increases by a factor of four every time
the distance between cross-sections is divided by two (Anonymous 2009d). However reducing
the number of cross-sections will again result in discrepancies between the topographic grid and
river links in some cases. Finally, another option would be to use two nested models: one with a
10m resolution and kinematic routing covering the catchment, and one with a 10m or higher
resolution covering the mire and its immediate surroundings where channel flow would be
modelled using the Saint-Venant equations. This is similar to the solution used by Johansen et al.
(2014) to model the hydrology of a groundwater-fed fen in Denmark. Unfortunately, MIKE SHE
version 2009 does not allow for time-varying overland flow boundaries to be transferred from
one model to another. Johansen et al. (2014) assumed no overland flow across the boundaries
of the nested model. On the Dauges site however, this assumption does not hold, as shown by
the importance of overland flow inputs to the water balance of the mire further detailed in
Chapter 7, and the nested model solution could not be employed in the current study. The ability
to specify time-varying overland flow boundaries has been incorporated within MIKE SHE version

2011 and later, so the nested model solution could be investigated in future work.

6.4.3. Parametrisation of the unsaturated and saturated peat

During the calibration phase, the peat specific yield and available water capacity had to be
reduced substantially to 5% to reproduce the groundwater table dynamics. These values are
lower than those cited in the literature even for sapric peat (Letts et al. 2000 for instance give a
mean value of 0.13 for the specific yield and 0.49 for the available water capacity of sapric peat).
It is well known however that peat physical properties are highly variable (Boelter 1964, 1968;
Gobat et al. 1986; Gobat 1990; Grosvernier et al. 1999; Brandyk et al. 2002), and the lower
specific yield suggested by the model calibration at the Dauges site may result from a higher
humification rate caused by drier climatic conditions encountered in central France than in more
northern and western parts of Europe where mires are more common and to which most of the
available literature refers. The measure of the actual specific yield from peat cores would allow
the validation of the value obtained through model calibration. The model was not sensitive to
the bypass fraction and for simplification purposes this parameter and those related to it were

set to zero. Groundwater table depths on peat soils and discharge at the Pont-de-Pierre wetland
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outlet were moderately sensitive to the saturated peat hydraulic conductivity. The calibrated
value was found to be almost identical to the median value obtained from slug tests in the
catotelm (5x10°® vs. 4.3x10® m.s%, see Section 3.5.2), implying a low to moderate permeability
of the peat deposits, compatible with the high humification rate of the catotelm suggested by
the calibrated specific yield value and peat stratigraphic surveys. Slightly higher values (up to
2x10° m.s) gave a relatively similar global performance of the model, but with a shift along the
Pareto front towards a better performance for discharge at the wetland outlet and a lower
performance for some dipwells. In particular, higher hydraulic conductivities led to slightly
deeper groundwater table depths at the wetland margins and shallower groundwater table
depths at its centre. This suggests that the peat layer acts as an aquitard leading to the semi-
confinement of the aquifer located in the underlying mineral formations, and to higher
piezometric heads along the mire margins. This process may have constituted a positive feedback
to the mire lateral expansion on steeper slopes and may have consequences on downstream

discharge dynamics that should be further investigated.
6.4.4. Parametrisation of the unsaturated zone on mineral soils

The calibrated value of specific yield on mineral soils was found to be 0.1, relatively similar to
the 0.16 initial value based on van den Bogaert (2011). However the available water capacity had
to be substantially adjusted to improve the model performance, in particular to reduce the
percent bias of simulated discharge. The calibrated value was 0.69, which is impossible in mineral
soils where the total porosity varies between 0.3 and 0.55 depending on the soil texture
(Dingman 1994). This suggests that the current two-layer model does not adequately represent
unsaturated flow dynamics on mineral soils where the groundwater table depth is generally
below the root zone. This issue is further discussed in Section 8.4. The two-layer unsaturated
flow and evapotranspiration model should ideally be replaced by the Kristensen & Jensen
evapotranspiration model associated to the gravity or Richards unsaturated flow model detailed
in Section 5.3.1.1. However this would require substantial additional data on the hydro-physical
characteristics of soils and additional computational capabilities since the Richards unsaturated
flow model in particular is much more computationally demanding. The measurement of actual
evapotranspiration of deciduous woodlands and of soil moisture content in representative
locations would allow to further validate the evapotranspiration and unsaturated zone model. In
the meantime however, the model validation against discharge suggests that the two-layer
model, even though with an unrealistic available water capacity value, performs reasonably well

at the catchment scale. As on peat soils, the model was not sensitive to the bypass fraction on

312



mineral soils, and a value of zero was also used for simplification purposes. This value is
compatible with those cited in the literature for sandy soils where macropore flow is generally

small to inexistent (Dingman 1994).

Even though the systematic sensitivity analysis suggests that the calibrated model is not sensitive
to the saturated hydraulic conductivity of the unsaturated zone in mineral soils (Figure 6-9,
Figure 6-10, Figure 6-11), this was actually not the case of the uncalibrated model. The sensitivity
analysis is only valid locally for a given position in the parameter space, and therefore the
sensitivity of some parameters may depend on their actual value and on the value of other
parameters. The saturated hydraulic conductivity of the unsaturated zone defines the infiltration
capacity of soils. During the manual calibration, it became clear that the ratio between peak flow
and base flow was very sensitive to this value, and that a larger value was required to reproduce
the observed discharge dynamics. The calibrated value was 1x10*m.s, compatible with large

infiltration capacities of sandy soils.

6.4.5. Parametrisation of the granite fissured zone

The satisfactory to good overall performance of the calibrated model with regard to groundwater
table depths and discharge shows that saturated flow within the fissured granite can be
reasonably well modelled using an equivalent porous medium approach. This conclusion is
further strengthened by the 20m altitudinal difference between the discharge monitoring
stations and the very good correspondence between the simulated mean groundwater table and
the observed distribution of wetland vegetation across the entire modelled area, including in
places without discharge or groundwater table depth observations. However, even if the
approach taken is satisfactory at the catchment scale, poor performance in some locations such
as D4 and D5, an apparent trade-off between performance at dipwells D3, D9, D10, D24 and D25
located on three opposite margins of the wetland, and the detailed analysis of the ERT results
and geological drilling logs suggest that, at the local scale, the representation of the fissured zone
as an homogenous entity is an over-simplification. This is particularly the case for its hydraulic
conductivity. The model was moderately sensitive to the vertical saturated hydraulic conductivity
of the fissured zone. The calibrated value was 5x10° m.s but values between 1x10”° to 1x10*
m.s? gave similar results. The model was however highly sensitive to the horizontal hydraulic
conductivity in the saturated fissured zone: this was the most important parameter controlling
both discharge in the upper reaches and groundwater table in mineral and peat soils, and the

third most important parameter explaining discharge at the Pont-de-Pierre wetland outlet. The
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calibrated value was 7.5x107 m.s. The hydraulic conductivity values suggested by the model
calibration substantially differ from those cited in the literature, both in terms of magnitude and,
more surprisingly, in terms of anisotropy direction. Dewandel et al. (2006) and Wyns et al. (2004)
gave generic values of 1x10® m.s? vertically and 1x10° m.s horizontally. The anisotropy
corresponds to the preferential direction of fissures in weathered granite (Maréchal et al. 2003b,
2004b). Yet the sensitivity of the model to these parameters, in particular to the horizontal
hydraulic conductivity, suggests that the values obtained through calibration can be regarded
with confidence. There may be several explanations to this apparent contradiction between the
model results and the literature. First, despite the use of ERT and the availability of some deep
geological drilling logs, the knowledge of the shape and depth of the fissured zone is still very
limited, and it may have been misrepresented in the model, requiring an adjustment of the
horizontal hydraulic conductivity to maintain a reasonable aquifer transmissivity. However
different fissured zone shapes and depths were tested as described in Section 6.3.1, and none
of these were compatible with the hydraulic conductivity values cited in the literature. The most
likely explanation is that fissured granite is more heterogeneous that can be accounted for by a
single spatially homogeneous layer. Ahmed & Sreedevi (2008) also used an equivalent porous
medium approach to model aquifer flow in a 53 km? granitic catchment in India using MARTHE,
a transient groundwater model using finite differences with a rectangular grid. They
conceptualised the aquifer in a two-layer system, the superficial one corresponding to the
saprolite and the deeper one to the fissured zone. A very large database on the geometry and
hydraulic characteristics of both layers was assembled, based on 25 drilling logs and vertical
electric sounding surveys, the depth of 900 wells within the watershed, and 34 and 25 pumping
and slug tests in the saprolite and fissured layer respectively. Despite this detailed knowledge of
the site geology, they found that they could not reproduce the observed piezometric data
without introducing linear vertical barriers that they related to observed or assumed dykes and
quartz reefs. The calibrated hydraulic conductivities in the fissured zone were very variable (from
1x107 to 3x10™ m.s?), due to the heterogeneity in rock weathering. At the Dauges site, the ERT
survey has highlighted large variations in the electrical resistivity of the saturated fissured zone
that can be related to variations in granite weathering, porosity and clay content (Section 3.3).
In particular, electrical resistivity is lower and the inferred degree of weathering higher at the
bottom of the etch-basin, which would agree with the current understanding of weathering and
etching processes in granite landscapes (Appendix C). A homogeneous fissured layer is therefore
clearly an over-simplification, and the relatively low calibrated horizontal hydraulic conductivity

very likely results from the existence within 55m below ground of unidentified zones with a low
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fissure density and a low horizontal permeability, in particular below the topographic highs, or
of mineralised faults and lamprophyre veins impeding flow across them. As stated by Singhal &
Gupta (2010), "the task of modeling groundwater flow and solute transport in [fractured rock
systems] appears to be largely hampered by limitations in site characterization, i.e. due to
difficulties in collecting the necessary data to adequately describe the hydrogeological
properties of the fractured system”. A more detailed and comprehensive hydrogeological survey
involving ERT, geological drilling and borehole pump tests would be required to improve the
geological model. The model validation would also be more thorough if the groundwater table
depth was monitored in a few deep boreholes located in the upper part of the catchment and

not in shallow dipwells located at the bottom of the etch-basin only.

6.5. Conclusion

The initial uncalibrated model parameterised using data from the literature review had a very
poor performance. Extensive testing showed that the performance could not be improved to a
satisfactory level by changing the depth or shape of the fissured granite zone, suggesting the

characteristics of the fissured zone differed markedly from those cited in the literature.

After calibration, the model performance was found to be satisfactory to good for all discharge
time-series. It was satisfactory to very good for a large number of groundwater table time-series.
Small discrepancies could be explained by small-scale variation in peat physical properties. The
simulated mean groundwater table showed a close agreement with the observed spatial
distribution of wetland vegetation. This good performance with regard to multiple indicators
confirms the validity of the conceptual model described in Chapter 4, in particular with regard

to the hydrological connectivity between the fissured zone aquifer and the mire.

However the model failed to reproduce groundwater dynamics observed in some dipwells,
particularly on the south-west margin of the mire. This may be caused by local differences in
fissure density in the fissured zone and small-scale topographic features leading to overland flow

convergence not captured by the model resolution.

Stage could not be accurately modelled within the mire using kinematic routing as this method
ignores backwater effects. As a consequence, groundwater levels along to the stream
downstream of Puy Rond could not be accurately modelled due to the high dependence
between stream stage and groundwater table in this area. The Saint-Venant equations should be
used to model stream flow and stream stage within the mire, but this solution could not be
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implemented due to the limited computational capacity available. Indeed it required much
longer run times that were not compatible with the large number of runs necessary to calibrate
the model. This issue could probably be resolved using better computing resources or, if using
newer versions of MIKE SHE, nested models. In the latter case, kinematic routing could be used
at the catchment scale, and the Saint-Venant equations in a smaller area corresponding to the

mire upstream of Pont-de-Pierre.

Overall, even though the performance of the model was generally satisfactory for hydrological
applications, errors were still too large for modelled groundwater table time-series to be used
for ecological applications, since mire plant species and in particular bryophytes do react to
groundwater table changes in the order of a few centimetres, an order of magnitude smaller
than the model error (Gignac & Vitt 1990; Gignac et al. 1991; Gignac 1992, 1994). Achieving such
an accuracy would probably not be possible at the scale of the wetland even with substantial
additional data and computing capacity due to small-scale variations in the mire topography and

peat properties.

Stream discharge and groundwater table depth, including in peat, were most sensitive to the
horizontal hydraulic conductivity and specific yield of the fissured granite zone, highlighting the
importance of understanding water fluxes within the mire catchment, and in particular within
the granite weathering formations, to improve hydrological predictions within the mire. The
calibrated horizontal hydraulic conductivity in the fissured zone differed markedly from values
cited in the literature (Wyns et al. 2004; Dewandel et al. 2006). This may reflect the
heterogeneity of the fissured zone and calls for more detailed investigations of its hydraulic

properties.

Calibrated specific yield and available water capacity for both peat and mineral soils also differed
markedly from data commonly cited in the literature. In particular, the available water capacity
for mineral soils had to be increased beyond the range of realistic values to improve the model
performance with regard to stream discharge at the wetland outlet. This confirms that the two-
layer model does not perform well when the groundwater table is relatively deep, or suggests
that the actual evapotranspiration was under-estimated. Since the Richards model would require
much higher computational capacity, the performance of the gravity model could be investigated.
The measurement of soil depth and water retention curves in a number of representative
locations would allow a better parametrisation of the unsaturated model, and the acquisition of

soil moisture time-series an independent calibration.
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Résumé du chapitre 6

Le modeéle MIKE SHE / MIKE 11 initial, paramétré principalement sur la base des données issues
de la littérature internationale pour des environnements similaires a ceux rencontrés au sein du
bassin versant des Dauges, s’est avéré étre trés peu performant. Une expérimentation
systématique a montré que les performances du modele ne pouvaient pas étre améliorées de
facon satisfaisante en modifiant la topographie du plancher du modeéle géologique,
correspondant a l'interface entre le granite fissuré et le granite sain. Ces résultats suggerent que
les caractéristiques hydro-physiques de la zone fissurée, en particulier sa conductivité
hydraulique globale, different significativement des valeurs généralement indiquées dans la

littérature.

La performance du modeéle a pu étre considérablement améliorée par calibration. Elle est
considérée comme satisfaisante a trés bonne pour les débits au niveau des quatre stations de
jaugeage disponibles. Elle est considérée comme satisfaisante a trés bonne pour les profondeurs
de nappe dans un grand nombre de piézometres. Pour ces derniers, I'erreur résiduelle peut
s’expliquer en partie par la difficulté a définir le niveau du sol lors du nivellement des
piézometres dans ce milieu a la microtopographie accidentée. Des tests de sensibilité ont montré
que l'erreur résiduelle peut également s’expliquer en partie par les variations locales des
propriétés de la tourbe et de la végétation. La profondeur moyenne interannuelle de la nappe
simulée par le modéle montre une bonne correspondance avec les limites de la zone humide
cartographiée sur la base de la végétation. Cette bonne performance du modele au regard de
multiple indicateurs confirme la validité du modele hydrogéologique conceptuel décrit dans le
chapitre 4, en particulier en ce qui concerne I'importance fonctionnelle des apports souterrains

issus de la zone fissurée du granite dans le bilan hydrique de la zone humide.

Toutefois, la performance du modeéle reste insatisfaisante pour certains piézometres,
notamment en bordure sud-ouest du site. Il est possible que cela résulte de variations locales
dans le degré de fissuration du granite ou de chenaux préférentiels de ruissellement de surface
non capturés par le modele numérique de terrain a la résolution utilisée. Du fait de I'utilisation
de la méthode de routage cinématique, les niveaux d’eau dans les ruisseaux n‘ont pas pu étre
modélisés de fagon satisfaisante a I'intérieur de la tourbiére elle-méme, ou les pentes sont
faibles et les obstacles a I'écoulement nombreux. En conséquence, les niveaux de la nappe a
proximité du ruisseau dans la partie aval de la tourbiére n‘ont pas pu étre reproduit de facon

satisfaisante, étant donnée la forte dépendance existant entre les niveaux dans le ruisseau et
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ceux dans les dépots alluviaux et tourbeux sur ce secteur. Lutilisation des équations de Saint-
Venant serait nécessaire pour améliorer la performance du modéle MIKE 11, mais elle nécessite
un pas de temps trés court et n'a donc pas pu étre implémentée avec les moyens de calcul

disponibles.

La conductivité hydraulique horizontale et la porosité efficace de la zone fissurée du granite sont
les parameétres auxquels les débits dans les ruisseaux et les profondeurs de nappe (y compris
dans la tourbe) simulés sont les plus sensibles, ce qui démontre I'importance d’une bonne
compréhension de I’hydrogéologie des formations d’altération du granite dans I'ensemble du
bassin versant pour améliorer les prédictions hydrologiques dans ce type de zone humide. Les
valeurs de conductivité hydraulique obtenues par calibration different significativement des
valeurs génériques proposées dans la littérature (Wyns et al. 2004; Dewandel et al. 2006). |l est
possible que cela reflete I’hétérogénéité de la zone fissurée, et la présence de barrieres moins

perméables (Ahmed et al. 2008).

Les valeurs de coefficient de drainage et de réserve utile obtenues par calibration différent
également de maniére significative des valeurs habituellement citées dans la littérature pour des
sols équivalents. En particulier, la réserve utile obtenue par calibration pour les sols minéraux
est physiqguement improbable, ce qui suggere que le modele tel qu'implémenté dans cette étude
ne reproduit pas de maniere satisfaisante les processus d’évapotranspiration et d’écoulement
vadose. Les raisons en sont détaillées dans le chapitre 8. Lutilisation de I'un des deux autres
modeles disponibles dans MIKE SHE pourrait étre envisagée, mais requerrait une plus grande
capacité de calcul et une meilleure connaissance des propriétés des sols en particulier sur le
bassin versant. La cartographie de leur profondeur et de leurs courbes de rétention hydrique
permettrait de mieux paramétrer le modele. Lacquisition de séries temporelles d’humidité des
sols permettrait une calibration du modeéle d’évapotranspiration et d’écoulement vadose

indépendamment des autres modules de MIKE SHE.
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Chapter 7. Simulated water balance and hydrological fluxes

between the mire and its catchment

7.1. Introduction

The objective of this chapter is to use the MIKE SHE / MIKE 11 model of the Dauges catchment,

the development, calibration and validation of which are detailed in Chapters 5 and 6, to assess

the hydrological functioning and water balance of the Dauges mire. The following questions,

particularly relevant to the ecology and conservation of the site’s protected plant communities

(Sections 1.2.4 and 2.6.1), but also to its role in metalloid and radio-nuclide pollutant
sequestration (Section 1.2.5.2), are investigated:

e What are the main water fluxes to and out of the mire? Do they vary in time and space?

e What is the role of groundwater upwelling from the underlying mineral formations

through the peat layer, compared to precipitation and surface runoff from the catchment,

in maintaining the shallow groundwater table within the mire? Does the water within

the saturated peat layer mainly originate from groundwater upwelling?

These questions are answered by investigating the spatial distribution of simulated hydrological
characteristics and by undertaking water balance analyses of the catchment and the mire, both

over the whole simulation period and at a monthly time step.
7.2. Spatial characterisation of the mire hydrology

7.2.1. Methods

The spatial distribution of the mean groundwater table depth, the mean seepage from the
saturated zone to the overland flow component and the mean upward groundwater flow from
lower to upper computational layers was extracted from the MIKE SHE gridded outputs over
three years, from 01/01/2011 to 31/12/2013. The latter measure was used to characterise the
volume of water upwelling from the underlying mineral substrate to the overlying peat layer.
MIKE SHE requires that computational layers extend across the entire catchment. Furthermore,
they must not be too shallow to avoid numerical instability issues (Section 5.4.6.2). In this study
the upper layer was given a depth equal to that of the peat layer where larger than 0.5m, and

0.5m elsewhere, including on mineral soils. Consequently, part of the groundwater flow
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calculated between the two computational layers within the mire does not occur precisely
between mineral and peat formations but within the lower mineral layer and the upper
computational layer that includes both mineral and peat formations. This is the case in 41% of
the total area occupied by peat soils, and in 34% of the area occupied by peat soils upstream of
Pont-de-Pierre (Figure 5-24). However the similarity between maps of mean upward
groundwater flow from lower to upper computational layers and of seepage from saturated zone
to overland suggests that upward groundwater flow from lower to upper computational layers
can be used as a good approximation of groundwater upwelling from mineral formations to the

peat layer even when the latter is shallower than 0.5m.

7.2.2. Results and discussion

Figure 7-1 shows the spatial distribution of the mean simulated groundwater table depth,
upward groundwater flow from lower to upper computational layers and seepage from the
saturated zone to the overland flow component, from 01/01/2011 to 31/12/2013, overlaid with
the wetland boundaries (note that the latter do not exactly match peat soil boundaries, see
Section 2.6.3 and Section 3.4). The figures show that upward flow from lower to upper
computational layers and seepage from the saturated zone to the overland flow component are
very similar, which is to be expected where the groundwater table depth is at ground level as is
the case most of the time within the wetland. At such times any additional input of water to the
ground surface will lead to runoff. The wetland boundaries are closely associated with shallow
groundwater table depths, as already shown in Section 6.2.2, but also to water upwelling from
the underlying mineral substrate. Groundwater upwelling and seepage are highest along or
immediately upstream of the wetland boundary. This is a clear example of edge-focused
discharge (Richardson et al. 2001), whereby groundwater discharge at the ground surface is
enhanced where there is a break in the slope of the surface topography and, consequently, of
the water table gradient. The lower topographic slope gradient within the wetland itself leads to
a rapid decrease in the vertical hydraulic gradient towards the centre of the wetland. It is
therefore clear that accurate modelling of groundwater discharge close to the wetland
boundaries requires an accurate representation of the topographic surface in and around this
area. As explained in Section 3.2, this is not the case along the south-west boundary of the mire,

where only low-resolution and low-accuracy topographic data were available.
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Chapter 7. Simulated water balance and hydrological fluxes between the mire and its catchment
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Figure 7-1. Simulated mean groundwater table depth, upward groundwater flow from lower to upper
computational layers and seepage from saturated zone to overland flow (01/01/2011-31/12/2013).

Note the square-root transformation of the colour scale used to improve readability. (a), (b), (c): see text.
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The model results along this boundary (labelled (b) on Figure 7-1) should therefore be viewed
with some caution. Indeed all three datasets on Figure 7-1 show some discrepancies in this area
with the wetland boundary, even though close examination of the aerial photograph suggests
that the large seepage area predicted by the model just outside the wetland may correspond to
a distinct woodland community not identified on the vegetation map. The larger rates of
upwelling and seepage seem to occur along the narrow valley located between the main wetland
outlet at Pont-de-Pierre and the model outlet at the D78 bridge (labelled (c) on Figure 7-1). The
positive groundwater table depth at location (a) on Figure 7-1 is a consequence of the absence

of convergence of the overland flow component described in Section 6.3.5.

According to Darcy’s law and for a constant head gradient and hydraulic conductivity, the actual
volume of groundwater upwelling to the surface within the mire is expected to be an inverse
function of the depth of the low-permeability peat deposits. Figure 7-2 and Figure 7-3 suggest
that both seepage from the saturated zone to overland flow and groundwater upwelling are
indeed partly related to peat depth, and generally lower where peat is deeper, for instance
downstream of Puy Rond, in and around area labelled (d). The larger peat depths towards the
centre of the mire will therefore further exacerbate the concentration of groundwater discharge
to the edge of the wetland. However Figure 7-1, Figure 7-2 and Figure 7-3 also clearly show that
the relation between peat depth and groundwater upwelling is relatively weak, and that
groundwater upwellling does occur throughout the wetland, albeit at a lower rate than along its
boundaries and with local variations probably caused by small-scale variations in surface
topography. With respect to the wetland water balance and given the size of the wetland, direct
groundwater upwelling through the peat may be as significant as inputs from upwelling and

runoff occurring along the wetland boundaries (see Section 7.3).

Figure 7-4, Figure 7-5 and Figure 7-6 show the spatial distribution of the mean groundwater table
depth, the mean upward groundwater flow from lower to upper computational layers and the
mean seepage rate from saturated zone to overland as a function of the month of the year. There
is no unusual pattern in the spatio-temporal distribution of the groundwater table depth: it
oscillates between a minimum in October and a maximum in December. The latter date reflects
the two wettest months recorded over the three-year study, in December 2011 and December
2012, and the associated high groundwater recharge. Both groundwater upwelling and seepage
from saturated zone to overland are also highest in December. They are lowest in late summer,
in August or September, depending on whether peat soils only or both peat and mineral soils

along the mire margins are considered.
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Figure 7-2. Simulated mean upward groundwater flow from lower to upper computational layers
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Figure 7-3. Simulated mean seepage from saturated zone to overland flow (01/01/2011-31/12/2013).
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Chapter 7. Simulated water balance and hydrological fluxes between the mire and its catchment

Figure 7-5 and Figure 7-6 show that the area where groundwater upwelling and seepage occur
reaches its maximum in winter, when it extends largely to mineral soils surrounding the wetland
and to thalwegs and slope breaks in the upper part of the catchment. This area progressively
shrinks to reach its minimum in September. The almost perfect agreement between areas where
upwelling and seepage occur in August and September and the observed wetland boundaries

(based on the vegetation map, see Section 2.6.3) is clearly noticeable.
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Figure 7-4. Simulated monthly mean groundwater table depth (01/01/2011-31/12/2013).

324



Apr

Mar

Feb

Jan

Aug

Dec

Jul

Nov

Jun

Oct

May

Sep

529000

529000 528000 529000 528000 529000 528000

528000

wetland

catchment

mean upward flow (mm/day)

60

40

20

Figure 7-5. Simulated monthly mean vertical groundwater flow between computational layers

(01/01/2011-31/12/2013).

325



Jan Feb Mar Apr

2113000 2114000

2112000

2113000 2114000

2112000

2113000 2114000

2112000

1
528000 529000 528000 529000 528000 520000 528000 529000

mean 52 tofj)L - - - catchment —— wetland
seepage (mm/day) 0 20 40 60

Figure 7-6. Simulated monthly mean seepage from saturated zone to overland flow (01/01/2011-
31/12/2013).

7.3. Water balance

7.3.1. Methods

The MIKE SHE water balance tool was used to derive the simulated water balance of the mire
and its catchment from 01/01/2011 to 31/12/2013. Both an overall and monthly water balances

were calculated. Since interception and evaporation from interception were calculated outside
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MIKE SHE, these items were added a posteriori to the water balance calculated by MIKE SHE. To
reduce potential error resulting from uncertainties over peat depth downstream of Pont-de-
Pierre (Section 3.4) and boundary conditions at the downstream end of the model area, and
since the focus is on the main wetland area, water balance computations were restricted to the
area upstream of Pont-de-Pierre. The mire water balance includes all peat soils, while the
catchment water balance covers areas with mineral soils (Figure 7-7). These two areas cover
36.85ha and 124.95ha respectively. The MIKE SHE water balance tool does not allow for a water
balance to be calculated along lines, for instance along the line separating the areas upstream
and downstream of Pont-de-Pierre. As a consequence, the mineral soils water balance outflow
includes flow across both the mineral-peat boundary and the Pont-de-Pierre watershed
boundary on mineral soils. Similarly, it is not possible to make a distinction between flow across
the mineral-peat boundary upstream of the mire and across the downstream mire boundary. A
combined water balance, covering both peat and mineral soils upstream of Pont-de-Pierre, was
therefore computed to provide an estimate of exchanges across the downstream boundary of
the entire Pont-de-Pierre watershed. The following abbreviations are used when referring to
water balance items in Chapters 7 and 8: OL (overland), UZ (unsaturated zone), SZ (saturated
zone), riv (river), RR (precipitation), int (interception), evap (evaporation), transp (transpiration),
infilt (infiltration), percol (percolation), bdin/bdout (boundary inflow/outflow), sto (storage), err

(error), pos (positive), neg (negative).

Legend

- water balance sub-catchments
mineral soils

EE&L peat soils

i___l model boundaries

2114000

permanent water courses

wetland

2113000

2112000

10 0.25 0.5 Km
| I S|

Source: BD TOPO IGN, CEN Limousin,
A. Duranel (UCL-UJM)

i i Projection: NTF Lambert 2 étendu
528000 529000

Figure 7-7. Water balance sub-catchments.
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7.3.2. Results and discussion

Figure 7-8 shows the simulated overall water balance in cubic metres of the mire extent
upstream of Pont-de-Pierre from 01/01/2011 to 31/12/2013. Figure 7-9 shows the monthly
water balance of the mire in mm, further detailed in Figure 7-10, Figure 7-11 and Figure 7-12
that give the detailed monthly water balances of the overland, unsaturated zone and upper
saturated zone components for the same area and period. Since the focus is on the water balance
of the mire, which includes the peat layer and the ground surface and vegetation above it, the
lower computational layer, representing the underlying mineral formations, was excluded from
the water balances shown in Figure 7-9, Figure 7-10, Figure 7-11 and Figure 7-12. The latter four
figures follow the convention used in MIKE SHE: inputs are always negative, outputs always
positive, change in storage is positive when storage increases (and vice versa), and the water
balance error is the sum of all inputs and outputs. This convention cannot be followed in Figure
7-8 since an input for a given model component can be an output for another. Instead the flow

direction is given by an arrow.

Table 7-1 gives the overall water balance of the mire upstream of Pont-de-Pierre, of its catchment
and of both areas combined in both mm and cubic metres. Except for boundary flows, the
combined water balance in cubic metres is equal to the sum of the mire and catchment water
balances, plus or minus a small error caused by the fact that MIKE SHE expresses the water
balance in mm and not cubic metres, leading to rounding errors when the water balance is scaled

up to the entire area.

The water balance computation provides a large amount of information on the hydrology of the
mire and its catchment. The evapotranspiration expressed in mm is higher in the wetland than
in the catchment, and is almost equal to the Penman-Monteith reference evapotranspiration. As
described in Section 5.4.3.4, a higher crop coefficient was used for the mire (1 all year round)
than for broadleaf woodlands (0.38 in winter, 0.77 in summer), however Table 7-1 shows that
the main reason for the larger evapotranspiration is the presence of a very shallow groundwater
table and the common occurrence of ponded water within the mire, with evaporation from
ponded water accounting for 54% of the total evapotranspiration in the mire but only 3% in the
wider catchment. Within the mire, evaporation from ponded water is the main
evapotranspiration component except during the driest month of the year (June 2011, August
2012 and July 2013) when transpiration from the unsaturated and saturated zones becomes

similar or slightly larger, and in December and January when reference evapotranspiration is very
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small and is principally fulfilled by evaporation from interception since this reservoir is the first

from which evapotranspiration is drawn by the model (Figure 7-13).

The three main sources of water to the mire are precipitation, overland boundary flow (i.e.
runoff from the mire catchment) and groundwater upwelling from the underlying mineral
formation (calculated as the upward flow from the lower computational layer representing the
underlying mineral formations to the upper layer representing the peat deposits). Over the
three-year simulation, precipitation contributed 1.4M m? and upwelling through the peat from
the underlying mineral formations 1.2M m3. Inputs from overland flow are substantially higher
at 2M m3. However, as previously discussed and shown in Figure 7-1 and Figure 7-3, a large
proportion of overland flow inputs actually results from edge-focused groundwater seepage just
upstream of the mire boundaries and therefore just upstream of the boundary used for the

computation of the water balance.
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Figure 7-8. Simulated water balance of the mire area upstream of Pont-de-Pierre from 01/01/2011 to
31/12/2013 (m°3).
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Table 7-1. Simulated water balances of the mire, of its catchment and of both areas combined from

01/01/2011 to 31/12/2013.

mm m?3
wetland catchment combined wetland catchment combined

Precipitation 3679 3679 3679 1355859 4597410 5953269

Penman-Monteith ETo 2088 2088 2088 - - -

Actual evapotranspiration 2063 1611 1713 760261 2012893 2773151
incl. from interception 294 585 518 108269 730609 838878
incl. from ponded water 1108 44 286 408255 54870 463124
incl. from UZ 265 957 799 97651 1195677 1293327
incl. from SZ 396 25 110 146086 31737 177822

OL boundary inflow 5421 302 5 1997647 377604 8202

OL boundary outflow 1063 1594 10 391691 1991877 16519

OL to river 8741 87 2058 3221107 108115 3329222

Infiltration from OL to UZ 468 2837 2297 172559 3544334 3716899

Infiltration from OL to SZ 25 18 20 9218 22922 32140

Seepage from SZ to OL 2829 966 1390 1042330 1206612 2248941

Percolation from UZ to SZ 203 1894 1509 74931 2366791 2441721

SZ boundary inflow 3785 275 55 1394825 343924 89570
to upper layer (peat) 11 - - 3984 - -
to lower layer (mineral) 3774 - - 1390841 - -

SZ boundary outflow 750 1179 62 276497 1472824 100141
from upper layer (peat) 1 - - 497 - -
from lower layer (mineral) 749 - - 276000 - -

Upper to lower SZ layer 131 - - 48154 - -

Lower to upper SZ layer 3127 - - 1152340 - -

SZ to river exchange 38 10 16 14044 12057 26101
upper SZ layer (peat) to river 10 - - 3578 - -
lower SZ layer (mineral) to river 28 - - 10466 - -

River to SZ exchange 0 0 0 70 82 153
river to upper SZ layer (peat) 0 58 - -
river to lower SZ layer (mineral) 0 - - 12 - -

Change in interception storage 0 0 0 6 236 242

Change in OL storage 15 1 4 5556 1430 6987

Change in UZ storage 0 -2 -2 -44 -2988 -3033

Change in SZ storage 1 25 19 263 30936 31202
upper layer (peat) 1 - - 219 - -
lower layer (mineral) 0 - - 44 - -

Total error -214 246 142 -79021 308360 229338
incl. overland error -215 218 120 -79175 272767 193597
incl. UZ error 0 12 9 -21 15146 15116
incl. SZ error 1 16 13 175 20447 20625

incl. upper layer (peat) 1 - - 332 - -
incl. lower layer (mineral) 0 - - -157 - -

Even though areas where seepage occurs are much smaller in extent on mineral soils than on

peat soils, flow rates are larger on the former due to higher hydraulic conductivities and higher

hydraulic gradients at slope breaks (Richardson et al. 2001). Overall, the total volume of seepage

on mineral soils along the wetland margins is slightly larger than that within the wetland itself

(1.2M vs. 1.0M m3 over three years). Figure 7-9 shows that overland boundary inflow to the mire

approximately follows the same temporal pattern as precipitation, with larger quantities of

runoff flowing into the mire during the wetter months. During the drier months, evaporation

from interception and infiltration across the mire catchment are larger, and therefore overland

boundary inputs to the mire are smaller and less correlated to precipitation. As a consequence

overland flow inputs make for a smaller proportion of the total inflow to the mire (Figure 7-14).
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Figure 7-9. Simulated monthly water balance of the mire upstream of Pont-de-Pierre.
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Figure 7-10. Simulated monthly water balance of the mire interception and overland flow components.

Top: combined water balance (common y axis scale), others: individual components (variable y axis scale). See titles of bottom
plots for the explanation of component codes used in top plot.
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Figure 7-11. Simulated monthly water balance of the mire unsaturated zone component.
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plots for the explanation of component codes used in top plot.
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Figure 7-12. Simulated monthly water balance of the mire saturated zone component (upper
computational layer only).

Top: combined water balance (common y axis scale), others: individual components (variable y axis scale). See titles of bottom
plots for the explanation of component codes used in top plot.
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Figure 7-13. Relative importance of individual evapotranspiration components in simulated monthly
actual evapotranspiration (mire upstream of Pont-de-Pierre, 01/01/2011-31/12/2013).

Upwelling inputs to the mire are highest in December and January, then decline gradually over
time to reach their lowest value in September (Figure 7-9). This pattern is relatively constant in
all three years of the simulation. Nevertheless, upwelling inputs are less variable over time than
inputs from precipitation and overland boundary flow, and therefore generally make for a larger
proportion of the overall inputs in summer (Figure 7-14). Lateral groundwater inputs and inputs
from the river to the peat saturated zone are negligible when compared to other inputs: they
contribute less than 0.1% of total inputs at all times. However, with regard to inputs from the
river, it should be noted that the model does not allow for over-bank flooding (Sections 5.4.4
and 6.4.2) and for saturated flow through the highly permeable gravel deposits found along the
stream downstream of Puy Rond (Sections 5.4.6.1 and 6.4.2). Inputs from the river to the mire

are therefore probably underestimated downstream of Puy Rond.
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Figure 7-14. Relative importance of individual components in simulated monthly inflow to the mire
(upstream of Pont-de-Pierre, 01/01/2011-31/12/2013).

Both the saturated zone lateral boundary inflow and inflow from the river made for less than 0.1% of the total inflow at all times
and are therefore not included in the plot.
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Figure 7-8 shows that percolation from the unsaturated zone or infiltration from overland makes
for only 6.8% of total inputs to the saturated peat. This demonstrates a very small contribution
of infiltration, be it from precipitation or overland flow originating from within the mire or from
the catchment, to the saturated zone and therefore to the groundwater table dynamics.
Precipitation and runoff inputs to the mire occur most frequently during wet periods in winter
(Figure 7-9), when the groundwater table is already at, or very close to, ground level and
saturation excess overland flow occurs ensuring a quick transfer of excess water to the drainage
network. Figure 7-12 and Figure 7-15 show that groundwater upwelling makes for an
overwhelming proportion (on average 92%) of inputs to the mire saturated zone at all times.
Percolation from the unsaturated zone is largest during the driest months when the water table
drops below ground level and the proportion of the mire where an unsaturated zone exists
increases. However even during the 2011 drought it did not make for more than a quarter of all
inputs to the saturated peat. One important consequence of these model results is that the
water contained within the saturated peat overwhelmingly originates from the aquifer contained
within the underlying mineral substrate. This suggests that, despite most of the vegetation
having been identified and mapped by ecologists as characteristic of “raised bogs” (Durepaire &

Guerbaa 2008), the mire is clearly not ombrotrophic, i.e. is not fed principally by precipitation.
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Figure 7-15. Relative importance of individual components in simulated monthly inflow to the mire
saturated zone (upstream of Pont-de-Pierre, 01/01/2011-31/12/2013).

Both the saturated zone lateral boundary inflow and inflow from the river made for less than 0.5% of the total inflow at all times
and are therefore not included in the plot.
The overwhelming majority (98%) of water inputs to the area upstream of Pont-de-Pierre is from
precipitation (about 6M m?3from 01/01/2011 to 31/12/2013). The rest is made of minor overland
and groundwater inflows at the north-western boundary of this area (zero flow was assumed
along the model boundaries, see Section 5.4.6.3). Of these inputs, 44.4% were evaporated, 53.7%
drained as river flow, 1.6% left the catchment as groundwater flow and 0.3% as overland flow

(Table 7-1). Assuming that the relative importance of precipitation, runoff from mineral soil and
336



groundwater seepage in the overland component water balance within the mire reflects their
relative contributions to overland inputs to water courses, 23% of stream discharge at Pont-de-
Pierre is water originating from the underlying mineral formations that had seeped through the
peat layer. Excluding transpiration, 46% of water that flowed out of the saturated zone through
seepage to overland flow, direct seepage to watercourses and groundwater flow out of the area
upstream of Pont-de-Pierre did so through the peat layer. Ninety-six percent of stream discharge
at Pont-de-Pierre flowed at some point through the mire, either as overland flow or saturated
flow. These figures highlight the importance of the mire as an interface between mineral
substrate and watercourses, and suggest that physical and geo-chemical processes occurring
within the mire such as sediment deposition, metallic pollutant sequestration or release of
dissolved organic carbon, as described in Section 1.2.5.2, may have a substantial impact on

stream water chemistry.

The water balance computation has a few limitations. First, the model computation
approximations led to an accumulated computation error representing 1.7%, 5.8% and 3.8% of
the total inputs when the water balance is computed over the mire extent, the catchment extent
or the combined mire and catchment extents respectively. These relatively small figures hide
larger errors at smaller time steps that cancel each other out. Within the mire for instance, the
error in the monthly water balance reaches 25.1% and 21.7% of inputs in July and August 2013
respectively. In absolute terms, the largest error (152mm) occurs in December 2011, at a time
when total inputs to the mire also reach their maximum over the three-year simulation. In all
cases the water balance error is almost entirely caused by the overland flow component of the
model (Table 7-1). The issue caused by the lack of convergence of this model component should

therefore be adressed if the water balance error is to be reduced further.

Second, the model design choices that had to be made with regard to channel flow modelling
meant that overbank flooding was not accounted for (Sections 5.4.4 and 6.4.2). The contribution
of flood water to the water balance of the mire is therefore underestimated, particularly in the
area downstream of Puy Rond frequently subject to overbank spilling. Further upstream the
extent of flooding is relatively narrow along the main stream and this model limitation has a
limited impact on the water balance. The model does not account for the presence of highly
permeable alluvial deposits downstream of Puy Rond, which probably leads to a further

underestimation of the flow existing between the stream and the saturated zone in this area.
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7.4. Conclusion

The results of the calibrated and validated MIKE SHE / MIKE 11 model of the Dauges catchment
confirmed the validity of the general conceptual hydrological model of the mire and its
catchment presented in Chapter 4. The mire is located where water from the fissured zone
aquifer seeps to the ground surface, leading to a shallow and stable groundwater table. The
water balance analysis shows that water within the peat layer overwhelmingly originates from
groundwater upwelling. Precipitation and runoff inputs to the mire are similar or slightly higher
in volume, but occur principally when peat soils are already saturated at or close to the surface
by water upwelling from the underlying mineral formations. Inflows from precipitation and
runoff are therefore quickly evacuated to streams as saturation excess runoff, and do not
substantially contribute to the water balance of the peat layer itself. The model predicts that
upwelling occurs throughout the mire. This does not reflect local particularities highlighted by
piezometric monitoring and presumably caused by local heterogeneities in the hydraulic
properties of the underlying fissured zone. These heterogeneities are not accounted for by the
homogeneous geological model which is necessitated by the absence of the high-resolution
hydrogeological information which would be required to represent such variations (Section 3.3).
Simulated upwelling and seepage are larger along the mire boundaries due to the break in
topographic and hydraulic gradient slope (Richardson et al. 2001), and smaller toward the mire
centre and in places with deeper peat deposits. Evapotranspiration within the mire generally
proceeds at the potential rate due to the shallow groundwater table and hence unlimited water

supplies.
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Résumé du chapitre 7

Le modele calibré MIKE SHE / MIKE 11 a été utilisé pour caractériser, quantifier et cartographier
les flux d’eau au sein de la zone humide et de son bassin versant, et estimer les bilans hydriques
totaux et mensuels sur trois ans. Les résultats confirment la validité du modele hydrogéologique
conceptuel détaillé dans le chapitre 4 sur la base d’une interprétation qualitative des données
piézométriques et stratigraphiques disponibles. La tourbiere correspond aux endroits ou I'eau
circulant dans la zone fissurée du granite suinte en surface, ce qui maintient une nappe trés peu
profonde et relativement stable dans la tourbe. Sur trois ans, les précipitations directes, le
ruissellement de surface et les apports souterrains ont constitué 30%, 44% et 26%,
respectivement, des apports a la tourbiere. Le modele suggere qu’une tres grosse partie des
apports par ruissellement est en fait issue de I'exfiltration d’eaux souterraines au niveau des sols

minéraux en périphérie immédiate de la tourbiere.

Toutefois, I'existence dans la tourbiére d’'une nappe a tres faible profondeur ou affleurant en
surface pendant la majeure partie de I'année limite I'infiltration des précipitations directes et
des apports par ruissellement issus du bassin versant, et donc leur contribution au bilan hydrique
du dépot tourbeux sensu stricto. Les apports souterrains représentent donc en moyenne 92%
des apports a la zone saturée de la tourbe. Limportance relative des précipitations dans ce bilan
augmente en période estivale lorsque la nappe s’abaisse, permettant une infiltration plus
importante, néanmoins méme pendant la sécheresse de 2011 les apports souterrains ont
représenté les trois quarts des apports. La tourbiere est donc clairement minérotrophe, ce qui
semble étre en contradiction avec la présence sur une grande partie du site de végétations ayant
été identifiées par d’autres auteurs comme appartenant aux tourbieres ombrotrophes. Ce travail
démontre donc qu’il serait nécessaire de clarifier les relations entre hydrologie, hydrochimie et

végétations dans les tourbieres acides sur substrat granitique dans le Massif Central et ailleurs.

Il montre également que ce type de zone humide constitue une interface quantitativement
importante entre bassin versant et cours d’eau dans les tétes de bassin de moyenne montagne
granitique : 96% du débit total a 'exutoire de la tourbiére et de l'alvéole granitique est constitué
d’eau ayant traversé a un moment ou un autre la tourbiére, sous forme de ruissellement de
surface ou d’écoulement souterrain ; 23% de ce débit est constitué d’eau ayant circulé dans les
formations d’altération du granite puis suinté au travers du dép6t tourbeux ; et 46% des eaux
souterraines quittant le bassin versant le font en suintant a travers le dép6t tourbeux. La tourbe

saturée ayant une tres grande capacité de séquestration des polluants, notamment des métaux
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(y compris radioactifs) et des métalloides, il est donc possible que la tourbiere ait un impact

majeur sur la qualité chimique des eaux de surface en aval.

Le modele suggere que les ruptures de pente en périphérie de la tourbiere, la différence de
conductivité hydraulique entre formations minérales et formations tourbeuses et la mise en
charge de la nappe dans les formations minérales en résultant conduisent a une plus grande
importance en volume des suintements d’eau issue des formations d’altération du granite en
périphérie de la tourbiére (y compris sur les sols minéraux) qu’en son centre. Le modele prédit
toutefois que les suintements existent sur 'ensemble de la tourbiére, ce qui, pour quelques nids
de piézometres, ne s’accorde pas avec les gradients piézométriques verticaux observés. Il est
probable que ces quelques divergences entre données simulées et observées puissent
s’expliquer par une hétérogénéité locale des formations d’altération du granite non prise en

compte par le modele.

Dans la tourbiere, I'évapotranspiration simulée est généralement proche de son taux de
référence, du fait de la présence de la nappe a faible profondeur et donc de I'absence de stress

hydrique.
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Chapter 8. Impacts of catchment landuse on wetland hydrology

8.1. Introduction

As described in Section 2.2.3, major changes in landuse have occurred over the last 50-100 years
in some of the Massif Central uplands. This is particularly the case in the uplands of Limousin,
where heathlands, which used to cover more than 75% of the landscape, have been almost
entirely replaced by woodlands. Woodlands, in particular conifer plantations, are now the
dominant landuse in the catchment of most mires, including those designated under the EU
92/43/EEC Habitats Directive and those for which Ramsar status is currently being sought. As
demonstrated in the following review of the international literature, the impact of such drastic
landuse changes on the hydrology of mires has almost never been quantified, despite strong
evidence that the replacement of open habitats by woodlands, and in particular by conifer
plantations, leads to a substantial reduction in runoff and groundwater recharge. Even though in
the Massif Central uplands, mires themselves have relatively rarely been directly afforested, it is
likely that the afforestation of their catchment has impacted their water balance. In this chapter,
the Dauges catchment is used as a case study to investigate the impacts of changes in catchment
landcover on mire hydrology. The MIKE SHE model, the development, calibration and validation
of which are detailed in Chapters 5 and 6, is forced using new parameters corresponding to two
scenarios in which grassland and conifer plantations, respectively, are the dominant landcovers
within the mire catchment. The impact of each scenario on the mire hydrology is assessed by
quantifying simulated changes in overall and monthly water balances at the scale of both the
mire and its catchment, as well as changes in daily stream discharge, daily groundwater table
depths within selected dipwells and groundwater table depth monthly means across both the

catchment and the mire.
8.2. Impacts of catchment landuse on the hydrology of mires

Even though a large body of literature conclusively suggests that both surface runoff and
groundwater recharge are lower under forest cover than in open habitats, and under coniferous
cover than under broadleaf cover (see review in Appendix H), few hydrological studies have
investigated the impact of forest cover within catchments on the water balance of wetlands.
Some studies do, however, suggest a link between catchment afforestation and mire biodiversity

and hydrology. Smith and Charman (1988) showed that in Northumberland (UK) blanket bogs
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surrounded by conifer plantations, the proportion of species they classified as “ombrogenous”
(but in fact characteristic of relatively wet conditions in acidic mires generally speaking) was
inversely proportional to the length of time elapsed since the conifers were planted. Conversely,
the proportion of species characteristic of drier mire habitats was higher in mires surrounded by
older conifer plantations. Furthermore, there is ample palaeo-ecological evidence that large-
scale deforestation due to the development of agriculture during the Holocene has led to
substantial changes in the water balance of a large number of wetlands, and has sometimes even
triggered the creation of new wetlands. Woodward et al. (2014) carried out a global meta-
analysis of 205 wetland sites, including swamps and lakes, where Holocene deforestation had
been evidenced and for which it was possible to assess the presence or absence of hydrological
changes through palaeo-ecological or historical methods or through direct observation. They
found evidence of increased water inflow following deforestation in 28% of these wetlands, and
in 55% of “swamps” (which included all non-lacustrine wetlands). Using a simple water balance
model, they suggested that inflows to 9-12% of wetlands globally, and to 20-40% of Ramsar-
designated wetlands, may have increased following deforestation during the Holocene. In an
analysis of the timing of peat inception in the eastern Massif Central, France, Cubizolle et al.
(2012) showed that peat inception in a large number of mires, and in particular small fens with
shallow peat deposits located at relatively low altitude, could be related to the development of
farming which led to both deforestation and the construction of small-scale water management

structures.

If one excludes studies on the impact of urbanisation and irrigated agriculture, only a few studies
have investigated the impact of catchment landuse on present wetland water balances. Using
the MMS/PRMS hydrological model, Helmschrot (2006) evaluated the potential impact of
catchment afforestation in a primarily grass-covered South-African catchment on several
hydrogeomorphic wetland types. Forest-specific parameters were calibrated in a neighbouring
afforested catchment and transposed to areas that were assumed to be planted in the wetland
catchment. Runoff, interflow and groundwater discharge to wetland hydrological response units
were predicted to decline substantially in nearly all cases, but with increasing magnitude
depending on the hydrogeomorphic settings, from valley wetlands to slope wetlands and, most
threatened, plateau wetlands located on hilltops and plateaux. In the prairie pothole region of
North America, van der Kamp et al. (1999) reported that small runoff-fed prairie wetlands had
dried out within a few years of conversion of their catchments from arable land to permanent

brome grass, while no hydrological change could be evidenced in wetlands located in catchments
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maintained under cultivation. Hydrological modelling confirmed the higher evapotranspiration
and lower runoff rates under unmanaged grassland than under agricultural crops or managed
grasslands and the associated decline in wetland inflows and water levels (Voldseth et al. 2007).
Euliss & Mushet (1996) also showed that water level fluctuations were higher in prairie wetlands
located in arable landscapes than in those located in grassland landscapes. Krause et al. (2007)
modelled the impact of a number of complex landuse scenarios, including the development or
reduction of forest cover, on the hydrology of a large floodplain wetland in Germany, using the
IWAN model, which combines the WASIM-ETH-1 unsaturated zone and evapotranspiration
model with the MODFLOW groundwater flow model. They found only minor effects of landuse
on the floodplain water balance as alterations in vertical groundwater flow were counter-
balanced by both groundwater lateral flow and the close interactions between surface water and

groundwater within the floodplain.

8.3. Methods

The potential effects on the mire hydrology of large changes in landuse within the Dauges
catchment were investigated by forcing the calibrated MIKE SHE / MIKE 11 model (Chapters 5
and 6) with new landuse maps, corresponding to two different catchment landuse scenarios:
conifers and grassland (Figure 8-1). These scenarios were obtained by replacing all current
vegetation classes but wetland and wet woodlands by either coniferous woodlands (“conifers”
scenario) or pastures and meadows (“grassland” scenario). The scenarios did not include landuse
change within the mire itself since mires have generally been left out of afforestation schemes
in the Massif Central. On mineral soils within the mire catchment, a complete replacement of all
current vegetation with either grassland or conifers was preferred to intermediate mixed
scenarios in order to investigate the likely maximum range of impacts. In the Dauges catchment
as in all uplands in Limousin, heathland was the dominant landuse until the second half of the
20" century, and a heathland scenario would have been more realistic. However, as explained in
Section 5.4.3, very little information was found in the literature on the evapotranspiration
characteristics of heathland, and therefore grassland was chosen as representative of the open
habitat scenario. The model outputs for the common 01/01/2011-31/12/2013 period were
compared with the baseline corresponding to the current situation, where deciduous woodlands
cover most of the catchment (see Section 2.6.3 and Table 8-1). The overland flow convergence
issue described in Section 6.3.5 prevented a longer run, for instance using the reconstructed
precipitation and reference evapotranspiration time series detailed in Appendix E. Two water

balance computations, covering the catchment and the wetland, were computed for each
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landuse scenario. As for the water balance computation described in Section 7.3, the distinction
between wetland and catchment was based on the presence or absence of peat soils to allow
for a quantification of flow between the peat deposits and the underlying mineral substrate.
Consequently, the spatial area covered by the wetland water balance does include a small
proportion of vegetation classes other than open mire vegetation and wet woodlands (Table 8-1),
and this small proportion was replaced by either coniferous woodlands or pastures and

meadows.

baseline conifers grassland

2114000
T

2113000

2112000

528000 529000 528000 529000 528000 529000
landuse: broadleaf woodlands . coniferous woodlands pastures and meadows wetland — water balance boundaries
: mixed woodlands heaths and shrubs - wet woodlands impervious

Figure 8-1. Distribution of vegetation classes in the catchment landuse scenarios.

Table 8-1. Frequency of vegetation classes within the wetland, catchment and combined water balance
computation areas (baseline).

vegetation class wetland WB (%) catchment WB (%) combined WB (%)
broadleaf woodlands 2.2 59.4 46.4
coniferous woodlands 0.6 8.7 6.8

heaths and shrubs 1.4 17 135
impervious 0.2 0 0

mixed woodlands 0 0.6 0.5
pastures and meadows 1.2 12.7 10.1

wet woodlands 8.3 0.2 2.1
wetland 86.2 1.3 20.7

The effect of landuse on discharge was investigated through the comparison of simulated time-
series and flow exceedence curves at the four existing discharge monitoring stations. The effect
on peat groundwater table depths was investigated using the model outputs at a selection of

dipwells for which satisfactory to good model performance was achieved (see Section 6.2.1.5).
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8.4. Results and discussion

Table 8-2 details the overall water balance and Figure 8-2 and Figure 8-3 the monthly water
balance for the period 01/01/2011 to 31/12/2013, computed separately for the wetland and its
catchment under the baseline and the two landuse scenarios. Model errors are compared in
Figure 8-4, and monthly evapotranspiration rates within the catchment detailed in Figure 8-5.
Since fluxes are expressed in mm, horizontal fluxes (boundary inflow or outflow, flow to or from
watercourses) should not be directly compared between catchment and wetland water balances.
The model predicts a substantial impact of catchment landuse on most hydrological components
in both the mire and its catchment. The main impact is on the fraction of intercepted rainfall
within the catchment, increased by +52% (+305mm) under the conifer scenario and reduced by
-39% (-231mm) under the grassland scenario relative to the baseline, in which broadleaf
woodland is the dominant landcover. In absolute terms, the difference between scenarios is
lowest in winter (+1mm and -3mm under the conifer and grassland scenarios respectively in

December 2011), when the evaporative demand is the smallest.

Table 8-2. Simulated impacts of catchment landuse on catchment and mire overall water balances
(01/01/2011-31/12/2013).

water balance extent catchment wetland
scenario baseline conifers grassland baseline conifers grassland
unit mm mm change mm change mm mm change mm change
(%) (%) (%) (%)
Precipitation 3679 3679 0.0 3679 0.0 3679 3679 0.0 3679 0.0
Evapotranspiration 1611 1746 8.4 1541 -4.3 2063 2065 0.1 2065 0.1
incl. from interception 585 890 52.2 354 -394 294 314 6.8 284 -35
incl. from ponded water 44 29 -33.2 55 255 1108 1080 -2.5 1123 13
incl. from UZ 957 800 -16.4 1109 15.9 265 267 0.9 266 0.5
incl. from SZ 25 27 5.4 23 9.3 396 404 1.9 393 -0.9
OL boundary inflow 302 250 -17.4 304 0.4 5421 4611 -14.9 5553 2.4
OL boundary outflow 1594 1355 -15.0 1633 2.5 1063 881 -17.1 1069 0.6
OL to river 87 80 -7.9 89 3.0 8741 8445 -3.4 8594 -1.7
Infiltration from OL to UZ 2837 2571 9.4 3041 7.2 468 477 1.8 469 0.2
Infiltration from OL to SZ 18 15 -18.5 19 3.1 25 25 0.4 25 0.9
Seepage from SZ to OL 966 880 -8.8 1016 5.2 2829 2748 -2.8 2861 1.1
Percolation from UZ to SZ 1894 1782 -5.9 1945 2.7 203 209 2.9 203 -0.3
SZ boundary inflow 275 275 -0.2 277 0.7 11 10 -4.8 11 2.0
SZ boundary outflow 1179 1154 -2.1 1188 0.8 1 1 -3.7 1 13
Lower to upper SZ layer - - - - - 3127 3055 -2.3 3156 0.9
Upper to lower SZ layer - - - - - 131 137 49 131 0.0
SZ to river exchange 10 9 -3.8 10 1.8 10 10 -0.5 10 0.4
River to SZ exchange 0 0 -3.0 0 -0.8 0 0 -11.4 0 0.6
Total error 247 162 -34.5 223 -9.7 -214 190 -188.7 -524 144.7
incl. overland error 218 133 -38.9 193 -11.7 -215 189  -187.8 -525  144.2
incl. UZ error 12 7 -38.8 13 4.4 0 0 92.4 0 -66.0
incl. SZ error 16 21 28.3 17 6.2 1 1 38.8 1 5.2

Percentages are percentage changes compared to the simulated water balance under the baseline (catchment mainly covered in
deciduous woodlands).

345



scenario: [l conifers [ grassland

evapotranspiration

04 IlII_I--Ill_-llllII._lI__III..II_I-I
-20

incl. evaporation from interception
| T s 1T
w11 lalln..n ladlns
-10 4
-20

incl. evaporation from ponded water
2 -
14
0 --—..---———-.--I I.-.----II II.----
1 |

incl. transpiration from UZ
20
ol -1 o —— e
- IIlIl' e AR R LA LY L

