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Quand deux chemins s’ouvrent à toi, choisis toujours le
plus difficile, celui qui exigera le meilleur de toi.

Proverbe tibétain
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Introduction

Context
In 2010, Andre Geim and Konstantin Novoselov were jointly awarded the Nobel Prize in
Physics "for groundbreaking experiments regarding the two-dimensional material graphene".
This was only six years after their discovery of this extraordinary material. Since then,
the number of publications and patents related to graphene has increased exponentially.
Graphene is a one atom-thick carbon material, which achieved the feat to trigger the en-
thusiasm of numerous and incredibly various scientific communities: physicists, chemists,
biologists, from the application and fundamental side of research, have all been won over
by its exceptional properties.

On top of being the thinnest and strongest material ever measured, the best ther-
mal conductor, the most impermeable matter, graphene is also an exceptional electrical
conductor and can sustain current densities six order of magnitude higher than copper
at room temperature. Highly transparent and flexible, it holds prodigious promises for
future electronics. The foreseen fields of applications are as varied as numerous and focus
the interests of technologists and industrial companies.

But graphene is also the center of attention of many fundamental science laboratories
in the world. First of all, it is the first two-dimensional electrical conductor that is easy to
produce and constitutes an autonomous nano-object. It is inert in air and easy to contact
and study with local probes. But particularly, graphene exhibits a linear electronic dis-
persion, which implies that its charge carriers mimic massless relativistic particles, being
described by the Dirac equation rather than the Schrödinger’s one. This makes graphene
a material at the frontiers between condensed matter physics and particle physics. This
merging of two distinct faces promises new thrilling physical phenomena to uncover.

A current field of research is related to the interplay between graphene and super-
conductivity, which is a phenomenon occurring at low temperature, characterized by the
repulsion of magnetic field and the circulation of dissipationless electrical currents. Al-
though bare graphene itself does not exhibit intrinsic superconductivity, one can make it
superconducting by doping or contacting it to a superconductor. The relativistic quan-
tum description of graphene has been predicted to have important consequences on the
physics of superconductivity.

The superconducting proximity effect in graphene underlies this work. Whereas a
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Introduction

Josephson super-current has been observed in graphene, thus attesting the presence of
superconducting correlations, the superconducting proximity effect remains challenging.
One reason is the difficulty to prepare a highly transparent interface between graphene
and a superconducting metal, which is a prerequisite for the good transmission of super-
conducting correlations into graphene.
To solve this problem, we propose a new design of a graphene-superconductor hybrid sys-
tem: the epitaxial growth of a graphene monolayer on top of superconducting rhenium.
This thesis presents the first characterization and study of the local electronic properties
of such a system by scanning tunneling microscopy (STM).

Content
The first chapter of this manuscript will be dedicated to the presentation of the scanning
tunneling microscope operating at very low temperature (50mK). We will describe the
working principle and the experimental setup, with the control electronics and the cryo-
genics equipment.
In the second chapter, different techniques of scanning tunneling spectroscopy will be
explained and illustrated by experimental works. A simple theoretical description of the
classical tunneling spectroscopy technique will be given, followed by the model and ex-
perimental procedure used for point-contact Andreev spectroscopy. The last section will
be related to tunneling spectroscopy with a superconducting STM tip. The interests and
advantages of each method will be discussed.
An introduction to the physics of graphene and its peculiar physical properties will be
provided in chapter 3. The transmission of superconducting properties to graphene (and
more generally carbon-based compounds) described by theoretical proposals or previous
experiments will be reviewed. The specific experimental constraints for its study with
STM will be detailed in the last section.
The fourth chapter will present the epitaxial graphene grown on rhenium system. We
will describe the fabrication of the mono-crystalline thin rhenium films and the graphene
growth process, after a brief review on the graphene-metal systems already studied in
the literature. Topographic analyses of our system, as well as density functional theory
(DFT) calculations will be shown and interpreted with respect to the coupling strength
between graphene and rhenium. A high-energy (few hundreds of meV) spectroscopy study
will complete this description.
The superconducting properties of graphene grown on rhenium will be displayed in chap-
ter 5. After presenting the bulk properties probed by transport measurements, we will
investigate the local superconducting density of states (DOS) and its temperature evolu-
tion. Spatial evolution studies will be discussed and spectroscopic measurements in the
superconducting mixed state under magnetic field will be exposed.
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Introduction en français

Contexte

En 2010, le Prix Nobel de Physique récompense André Geim et Konstantin Novoselov
"pour des expériences révolutionnaires concernant le graphène, matériau bidimensionnel".
Cette reconnaissance arrive seulement six ans après leur découverte de ce matériau ex-
ceptionnel. Depuis lors, le nombre de publications et de brevets portant sur le graphène
a augmenté de façon exponentielle. Le graphène est un matériau carboné épais d’un
seul atome, qui a réussi l’exploit de déclencher l’enthousiasme de communautés scien-
tifiques nombreuses et incroyablement diverses : physiciens, chimistes, biologistes, du
côté appliqué ou fondamental de la recherche, tous ont été conquis par ses propriétés
exceptionnelles.

En plus d’être le matériau le plus fin et le plus solide jamais mesuré, le meilleur conduc-
teur thermique, la matière la plus imperméable, le graphène est également un conducteur
électrique exceptionnel et peut supporter des densités de courant un million de fois plus
élevées que le cuivre à température ambiante. Transparent et flexible, c’est un matériau
d’avenir pour la microélectronique. Les champs d’application visés sont aussi variés que
nombreux et concentrent les intérêts des technologues et des industriels.

Mais le graphène est aussi le centre d’attention de nombreux laboratoires de recherche
de science fondamentale dans le monde. Tout d’abord, c’est le premier conducteur élec-
trique bidimensionnel qu’il est facile de produire. Il est inerte à l’air et facile à contacter
et à étudier avec des sondes locales. Mais particulièrement, le graphène présente une
dispersion électronique linéaire, ce qui implique que ses porteurs de charge se comportent
comme des particules relativistes sans masse, et sont décrits par l’équation de Dirac plutôt
que par celle de Schrödinger. Cela fait du graphene un matériau à la frontière entre la
physique de la matière condensée et la physique des particules. Cette fusion de deux
facettes distinctes promet la découverte de phénomènes physiques passionnants.

Un thème de recherche actuel est lié à l’interaction entre le graphène et la supra-
conductivité. Cette dernière, qui apparait à basse température, est caractérisée par la
répulsion du champ magnétique et la circulation de courants électriques non dissipat-
ifs. Bien que le graphène seul ne présente pas de supraconductivité intrinsèque, on peut
le rendre supraconducteur par dopage ou en le contactant à un supraconducteur. Des
travaux théoriques ont prédit que la description quantique relativiste du graphène aurait
d’importantes conséquences sur la physique de la supraconductivité.
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Introduction en français

L’effet de proximité supraconducteur dans le graphène définit le cadre de ce travail.
Tandis qu’un super-courant Josephson a été mesuré dans le graphène, attestant par-là
même la présence de corrélations supraconductrices, l’observation de l’effet de proximité
supraconducteur représente encore un défi. L’une des raisons est la difficulté à préparer
une interface hautement transparente entre le graphène et un métal supraconducteur, ce
qui est un prérequis pour assurer une bonne transmission des corrélations supraconductri-
ces dans le graphène. Pour résoudre ce problème, nous proposons un nouveau design d’un
système hybride graphène-supraconducteur : une monocouche de graphène épitaxié sur
du rhénium supraconducteur. Cette thèse présente la première caractérisation et étude
des propriétés électroniques locales d’un tel système par microscopie tunnel à balayage
(STM).

Contenu
Le premier chapitre de ce manuscrit sera dédié à la présentation du microscope à effet
tunnel opérant à très basse température (50mK). Nous décrirons le principe de fonc-
tionnement et le montage expérimental, comprenant l’électronique de contrôle et les
équipements cryogéniques.
Dans le second chapitre, différentes techniques de spectroscopie tunnel à balayage seront
expliquées et illustrées par des travaux expérimentaux. Une description théorique simple
de la technique de spectroscopie tunnel classique sera fournie, suivie d’un modèle et d’une
procédure expérimentale utilisée pour la spectroscopie d’Andreev en mode point-contact.
La dernière section introduira la spectroscopie tunnel avec une pointe STM supraconduc-
trice. Les intérêts et avantages de chaque méthode seront discutés.
Une introduction à la physique du graphène et ses propriétés physiques particulières sera
présentée au chapitre 3. La transmission des propriétés supraconductrices au graphène (et
plus généralement aux composés carbonés) décrite par des propositions théoriques ou des
expériences antérieures sera passée en revue. Les contraintes expérimentales spécifiques
pour son étude avec un STM seront détaillées dans la dernière section.
Le quatrième chapitre présentera le système constitué d’une couche de graphène épitaxié
sur du rhénium. Nous décrirons la fabrication des films minces de rhénium monocristallin
et le procédé de croissance du graphène, après une brève revue des systèmes graphène-sur-
métal préalablement étudiés dans la littérature. Des analyses topographiques de notre
système, ainsi que des calculs utilisant la méthode de la théorie de la fonctionnelle de
la densité (DFT) seront présentés et interprétés en terme de force de couplage entre le
graphène et le rhénium. Une étude spectroscopique à haute énergie (quelques centaines
de meV) complètera cette description.
Les propriétés supraconductrices du graphène épitaxié sur rhénium seront exposées au
chapitre 5. Après avoir présenté les propriétés en volume sondées par des mesures de
transport, nous examinerons la densité d’états (DOS) supraconductrice locale et son évo-
lution avec la température. Nous discuterons également de l’évolution spatiale de la
DOS et exposerons des mesures spectroscopiques dans l’état mixte supraconducteur sous
champ magnétique. Enfin, une étude sur diverses morphologies de surface sera présentée,
laquelle présente un effet de proximité supraconducteur latéral anormal, en apparente
contradiction avec les modèles existants.
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Chapter 1. Low temperature scanning tunneling microscope

Introduction
When Gerd Binnig and Heinrich Rohrer developed the first STM in 1981, they opened a
door to the world of the infinitely small. Five years later, they won the Nobel Prize in
Physics for their invention which gave the first impulsion for the development of numer-
ous other local probe techniques like the atomic force microscope (AFM), the scanning
near-field optical microscope (SNOM) and the magnetic force microscope (MFM). All
these microscopes have in common that they use a very sharp and tiny probe to observe
local properties of matter down to atomic resolution. Data are collected by scanning the
probe on the surface and are then converted to an image representing the detected phys-
ical properties at each point of a grid. All these techniques are named scanning probe
microscopes (SPM).

1.1 Working principle

Figure 1.1 (a) Tunneling process between the
tip and sample across a vacuum barrier of width
d and height φ (for simplicity, the tip and sample
are assumed to have the same work function φ).
The electron wave functions Ψ1 and Ψ2 of the tip
and the sample respectively, decay exponentially
into vacuum with a small overlap, allowing elec-
trons to tunnel from one electrode to the other.
With a positive bias voltage V applied to the
sample, electrons tunnel preferentially from the
tip into unoccupied sample states. (b) Schematic
view of the scanning tunneling microscope. Re-
produced from [54].

The STM is based on the concept of quantum tunneling. The principle is to create a
metal-insulator-metal junction between a metallic tip and a conducting sample separated
by vacuum. At the surface of both metals, the exponential decrease of the electronic wave
functions in vacuum leads to a non-zero overlap of them when the tip-sample distance is
small enough (typically a few Angströms). The charge transfer from one electrode to the
other happens by tunnel effect and depends exponentially on the tip-sample distance d:

It ∼ e−2κd , κ =
√

2mφ
~2 ≈ 0.5

√
φÅ−1 (1.1)

where φ is the electronic work function of the electrodes andm the free electron mass. In a
metal, we have typically φ ≈ 5 eV, i.e. κ ∼ Å−1: a variation in d of 1Å results in an order
of magnitude difference in the tunneling current. This explains the very good vertical
resolution of the STM which allows to distinguish height differences of a few picometers
[20]. The decisive technological element of the microscope is the scanning system, most
of the time a piezoelectric tube, at the end of which the tip is positioned. Indeed, this
one enables to control displacements down to the Angström scale in the three directions
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1.1. Working principle

of space, just by applying a voltage [19]. When the tip is few Angströms away from the
sample surface, a potential difference across the junction induces a measurable tunneling
current (typically 0.01 - 10 nA). This tunneling regime is then defined by three parameters:
the tip-sample distance d, the tunneling current It and the polarisation voltage Vb. In a
linear regime, the resistance of the junction Rt=Vb

It
is chosen big enough to guarantee a

tunneling regime (typically 1 - 103 MΩ). Nevertheless, varying It or Vb does not produce
the same effect on the junction: the polarisation voltage sets the probed energy range,
whereas a variation of the tunneling current simply translates into a variation of the
tip-sample distance.

Feedback control The key element of the STM operating is undoubtedly the regulation
system, i.e. the feedback loop that controls the tip height and the tunnel current. This is
achieved by a proportional-integral controller (PI controller ). A PI controller calculates
an error value as the difference between a measured value and a desired set-point and
attempts to minimize it by adjusting the process control inputs. For STM, the regulation
is operated on the tunneling current It for which we define a set-point. On the electronics
software interface (Nanonis, cf Sec.1.2.2), both the proportional and the integral gains
are tuning parameters. The higher these values are set, the faster the controller reacts to
deviations from the control signal to the set-point. Nevertheless, if the values are set too
high, the controller starts to oscillate.

To get a topographic image of the sample surface, we apply voltages on the piezoelectric
tube to make it scan the studied zone, line after line. Two imaging techniques are possible:

Figure 1.2 Generic STM op-
erating modes. Reproduced
from [54].

– constant-current imaging mode (a): the tun-
nel current is kept constant thanks to a feedback
loop controlling the elongation z of the tube, and
thus the tip-sample distance.

– constant-elongation imaging mode (b): the
length of the tube is kept constant during scan-
ning by freezing the feedback loop (in practice the
feedback loop is not stopped but only slowed down
with a very long response time and a small gain).
This technique is preferentially used on atomically
flat surfaces. In this case, the spatial variation
of the electron density, i.e. the density of states
(DOS), leads to strong current variations which
allows to reconstitute a map of the electronic den-
sity in a given range of energy and down to the
atomic resolution.

Thus, the tip moves above the surface with the current (resp. elongation) fixed and
the coordinates {x, y, z} (resp. {x, y, I}) of the tube enables to reconstitute an image of
the studied zone.
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Chapter 1. Low temperature scanning tunneling microscope

The major interest of the STM lies in its spatial resolution. As the current is extremely
sensitive to variations of d (cf Eq. 1.1), the tunnel current will necessary focus on the
tip apex. One can thus obtain the atomic resolution, depending on the apex geometry
and the electronic orbitals of the tip. Before the invention of the STM, the atomic
lattice in solids was only obtained from indirect techniques of X-ray diffraction or with
transmission electron microscopes. The scanning probe microscopy techniques henceforth
allow to directly image the atoms arrangement at the surface of a sample and even to
manipulate them. One can see the demonstration of such manipulations with STM on
Fig. 1.3 which presents remarkable images of manipulated iron atoms physisorbed on a
Cu(111) surface, obtained by Eigler’s group in IBM Almaden.

Figure 1.3 Manipulation of iron atoms on a
Cu(111) surface. Iron atoms are assembled in
specific geometrical shape to form quantum cor-
rals where the electronic wave functions are con-
fined, thus forming well-defined quantum wave
patterns [37].

1.2 Description of the experimental setup

1.2.1 The microscope

Coarse approach motor

Sample holder

Tip

Scanner tube

Microscope body

XY table

1
5
 c

m

Figure 1.4 Photography of the micro-
scope.

The microscope was entirely designed and assem-
bled in the laboratory. In addition to the STM
mode, it enables to perform transport measure-
ment thanks to adapted cabling and to use the
sample holder as a back gate if needed. The ther-
mometer and the heater are mounted on the sam-
ple holder. We will describe here the principal
components of our microscope. Other informa-
tion is available in thesis previously defended in
the laboratory [51, 115, 48].
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1.2. Description of the experimental setup

1.2.1.1 Scanner: the piezoelectric tube

The piezoelectric tube is the central element of the microscope. It enables
to make the tip scan the surface in the x,y plan as well as to adjust the
tip-sample distance. The piezoelectric material is lead zirconate titanate
(PbTi1−xZrxO3 with x close to 0.5), a widely used ceramic more commonly
known as PZT, radially polarized [133]. The inside and outside walls of
the tube are metallized, thus forming a capacitance of ∼ 3 nF for a tube
length of about 23 nm. The external electrode of the tube is divided into
four sections, electrically isolated, to get two facing electrode pairs. By
applying a potential difference between two opposite external electrodes,
the tube bends along the directions ±x or ±y. Line by line scanning can
thus be achieved thanks to triangular bipolar voltage signals. When the
voltage applied on the inner electrode varies, the tube extends or retracts
depending on the polarization sign. The theoretical displacements of a tube are given by:

∆x,y = 0.9Vxyd31L
2

Dt
and ∆z = d31VzL

t
(1.2)

where Vxy is the potential difference applied between two facing outer electrodes, Vz the
applied voltage on the inner electrode, d31 the piezoelectric coefficient,L the tube length,
D its diameter and t the wall thickness [123]. The characteristics of the tube we used
are gathered in Table 1.1. By way of an example, the theoretical displacements with our
tube are about 100 nm/V in the lateral direction and 5 nm/V in the vertical direction at
room temperature. With a maximum polarization voltage of about ±150V, the maximum
image size reachable is about 30×30µm2 with a extension range of the tube along z of
1.5µm. However, the temperature lowering decreases the piezoelectric coefficient of the
ceramics we use, and thus reduces the size of the zone we can image to 3×3µm2 below
4K, with an extension range along z of about 480 nm.

Description Symbol Value
Tube length [mm] L 23
Diameter [mm] D 6
Wall thickness [mm] t 0.38
Piezo. coeff. [mm/V] d31 1.73 10−7

Table 1.1 Physical characteristics of the piezoelectric tube.

1.2.1.2 Coarse approach motor

The piezoelectric tube enables the displacement of the tip at some Angströms above the
surface, but one first needs to approach the tip close enough to the sample surface to
establish a "tunnel contact". For this purpose, one uses a coarse approach motor, which is
composed of a sapphire prism and six piezoelectric legs. Four are glued on the microscope
body and the last two are placed below a spring system composed of a copper-beryllium
plate and an alumina marble that mechanically maintain the prism (cf Fig. 1.5). These
legs are stacks of piezoelectric plates, metallized on each face and glued ones to the others
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Chapter 1. Low temperature scanning tunneling microscope

with a thin copper streamer contacting the electrodes. A final plate of polished alumina,
glued on top of the stack, enables to reduce at the most the friction with the sapphire
prism. Applying a voltage at the terminals of these piezoelectric ceramics will make them
shear, which produces a lateral displacement of the whole prism. The sample holder being
attached to one extremity of the prism, the coarse approach motor allows to approach
the sample surface to the tip apex within a few nanometers.

Al2O3 plate
Al2O3 marble

Al2O3 prism

leg

piezoelectric

plate

Figure 1.5 Scheme of a piezoelec-
tric leg and the coarse approach mo-
tor. The six piezoelectric legs are stuck
on the microscope body, built in ma-
cor (a glass-ceramic). The prism is
mechanically maintained against these
legs thanks to a thin copper-beryllium
plate with a small hole in the center,
which presses on an alumina marble.
This spring system allows on one hand
to adjust the pressure on the legs, on
the other to correct the parallelism de-
fects.

For such a mechanism to work, two methods can be considered:
– the "Pan" method: developed by S.H. Pan et al. [102], the working principle of
this approach mechanism is briefly illustrated on the schematic drawing in Fig. 1.6
with four piezo legs. It consists in making slide each piezo leg successively while the
prism is kept stationary by the friction with the five other piezo legs which remain
inactive. After all legs have been independently slid backwards one after the other,
the voltages on all legs are ramped down simultaneously, as shown in the drawing.
Consequently, all the legs together carry the prism one step forward.

– the inertial method: it consists in gradually ramping up the voltage applied on
the six legs so as to drag the prism into the desired direction, then make the six legs
slide simultaneously back to their original position by a quick swing of the voltage
polarity. The main merit of this method is to address all the piezo legs with only
two wires, which is an advantage to work at low temperature.

The efficiency of the two methods is similar at room temperature, but although the
Pan method enables a better control of the displacement of the prism, the inertial method
is more adapted to avoid the piezo stacks to seize up at low temperature. Thus the
Pan method is privileged for the tip coarse approach motor with a dedicated electronics
developed in the laboratory to create the adequate signals, while the inertial method is
often chosen to operate our lateral positioning motor (cf the paragraph below on the "XY
Table"). It is important to notice that the reduction of the piezoelectric coefficient at low
temperature affects the motor efficiency and implies to apply much higher voltage (up to
400V instead 150V at room temperature).
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1.2. Description of the experimental setup

Figure 1.6 Schematic illustration of the working prin-
ciple of the piezo coarse approach motor with the "Pan’
method. (a) The sequence of motions of shear piezo stacks
and the sapphire prism. (b) The sequence of voltages ap-
plied to each piezo leg to produce the motions in (a). Re-
produced from [102].

1.2.1.3 XY Table

A lateral positioning motor is used to enlarge the field of observation of the STM. This
XY Table is based on the same principle than the coarse approach motor for the Z
direction described previously: six piezoelectric stacks hold a sapphire disk on which the
piezoelectric scanner tube is glued (cf Fig. 1.7). The piezo legs pressure on the sapphire
disk is adjusted just as for the Z coarse approach motor with a spring system composed of
a copper-beryllium plate and an alumina marble. This positioning system over a surface
of almost 2× 2mm2 proves to be essential to study lithographed nanostructures or nano-
objects scattered on a surface. In practice, we especially use it to move from a dirty or
damaged zone of the sample.

piezo legs

scanner tube

microscope body

Al2O3 disk

printed circuit

Al2O3 marble

adjustable cables

tightening washer

spring

Figure 1.7 Picture and scheme of the XY Table.

1.2.1.4 Approach procedure

The tip-sample approach is a critical step in STM experiments as it can be decisive for
the quality of the tunnel junction. This procedure must avoid the crash of the tip, while
bringing it in tunnel regime in a reasonable time. We use two variants for the approach.
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Chapter 1. Low temperature scanning tunneling microscope

The first one is realized with our home-made electronics: we make forward steps with
the coarse approach motor while keeping the feedback loop on the tunnel current active.
As long as the measured tunnel current is zero, the electronic control unit (in this case
Matrix, an Omicron product) keeps the length of the tube to its maximum. When the
tunnel contact is established, the feedback loop keeps the tunnel current to its set point
value by retracting the tube while the coarse approach motor finishes its last step. In
this case, we have to make sure that the motor displacement is slow enough compared
to the response time of the feedback loop. The other variant is directly operated by our
second electronic control unit (Nanonis, a SPECS Zurich product), connected to the STM
operated in the dilution refrigerator (see subsection 1.2.3 on cryogenics equipment). It
alternates forward steps with the Z coarse approach motor and elongation of the tube
to check if the tunnel contact is within reach. After each action of the coarse approach
motor, the piezo tube is extended with the feedback loop on. If the tunnel current set
point value cannot be reached while the tube is extended at its maximum length, the piezo
tube is completely retracted and the coarse approach motor proceeds to another forward
step. In this case, one must take care that the coarse approach step is always smaller
than the total expansion of the tube. In both of these procedures, it is the detection of
the tunnel current that automatically stops the coarse approach motor.

1.2.1.5 Tips

Most of the tips we use are obtained by cutting a Pt/Ir (90/10) wire of diameter 0.5mm.
The Pt/Ir alloy is stiffer than platinum, which guarantees high mechanical resonance
frequencies, and besides remains stainless. These tips are embedded in a metallic tube
with a slightly larger diameter glued on the piezoelectric tube. The apex of such tips is
not controlled and can be very large (see Fig. 1.8), thus inducing multiple tip artifacts1
on highly corrugated samples (such as lithographed nanostructures).

a) b)
Figure 1.8 (a) SEM image
of the apex of a cut Pt/Ir tip.
The image width is 30µm. (b)
SEM image of the apex of a 8mm
cut Platinum/Iridium wire sold
by Bruker. Diameter: 0.25mm,
tip radius <50 nm.

For such samples, where a very thin tip apex is required, we use commercial STM
tips. These tips are prepared from a Platinum/Iridium wire cut at the end to form the
tip. The wire is 0.25mm in diameter and 8mm in length, that we cut again to make it
as short as possible to limit vibrations of the tip before gluing it on the piezoelectric tube
with silver paste.

1While scanning, several bumps situated at the tip apex can tunnel successively on the same lump
causing a multiple pattern of the relief on the image.
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1.2. Description of the experimental setup

1.2.2 The electronics

1.2.2.1 Electronic control system

The control system realizes the following operations:
– Acquisition of the tunnel current signal.
– Generation of the junction polarization voltage.
– Generation of the five high voltage signals {x+, x−, y+, y−, z} for the piezoelectric
tube.

– Generation of the high voltage signals for the piezoelectric coarse approach motors.
– Regulation of the tunnel current.

During this research project, two commercial control systems were used. The first and
older one is the Omicron NanoTechnolgy system, called Matrix, connected to the STM
operated in the 4K cryostat. Unfortunately, its software suffers from many bugs that
caused the loss of many experimental data, probably linked to software stability problems.
The newer control system was acquired during the first year of my project and is a SPECS
Zurich product, called Nanonis, connected to the STM operated in the dilution fridge at
50mK (cf the following subsection on cryogenics). It proved to be an excellent and
very reliable tool for both imaging and spectroscopy. And even if some measurement
procedures were not available, the possibility to implement our own procedures by coding
them in the LabView programming language and calling them from the Nanonis interface
allowed us to bypass this problem. This particularity offers a wide range of measurement
possibilities.

1.2.2.2 Current-voltage converter

The measure of the tunnel current of an STM requires a current-voltage converter (or
current amplifier) with a large gain and a bandwidth larger than 1 kHz. In our case, the
gain is fixed to 108 V/A, which enables to work with currents between 0.05 and 50 nA. A
negative feedback capacitance of the order of pF limits the bandwidth in order to reduce
the noise at the exit and to stabilize the amplifier.
Moreover, to perform spectroscopic measurements in the point-contact mode, we modi-
fied this converter to get higher currents. For this purpose, we used a negative feedback
resistance of 106 Ω enabling to work in the range 5 nA - 5µA. This enables to pass con-
tinuously from the tunnel regime to the contact regime simply by increasing the current
setpoint in the control system software. To keep the same bandwidth and limit the noise
of the amplifier, we also used a negative feedback capacitance of 22 pF.

1.2.3 Cryogenics

During this project, I had the opportunity to work on three different cryostats, operating
at different temperatures. In LaTEQS, we have two STM working in two different cooling
systems: one is in a 4He refrigerator that can operate down to 1.5K if we pump on it,
and the other one is an inverted dilution refrigerator working with a 3He/4He mixture at
temperatures down to 50mK. I used a third cooling system during my stay in Madrid,
a 3He refrigerator that could reach temperatures down to 300mK. I will first briefly

- 13 -



Chapter 1. Low temperature scanning tunneling microscope

present this latter one and then give a detailed description of our inverted dilution fridge
(sionludi), in which most of our data have been acquired.

1.2.3.1 3He refrigerator

This system uses evaporating 3He as a refrigerant. The one I used operates in ’single shot’
mode, by pumping on a small charge of liquid 3He condensed into the system. It allows
to work for about a day before having to condense the 3He again, depending of course on
the temperature ramps made during the day.
Damping stage: There are two damping stages to isolate the microscope from external
vibrations. The first one is linked to the way the microscope body is attached to the 3He
pot. A dozen of thin copper wires are bent to form a handle, the microscope being then
fixed by two of these handles with a screw on a copper plate in contact with the 3He
pot. The copper wires ensure mechanical isolation as well as good thermal conduction to
get the sample to the coldest temperature. The second stage of vibration isolation was
realized by suspending the whole cryostat with springs (climbing ropes) to the ceiling.
The combination of these two stages work pretty well and we could easily get the atomic
resolution on the images (thanks also to a good design of the STM body).

1.2.3.2 Inverted dilution refrigerator

Figure 1.9 Photography of the Sionludi
cryostat.

The inverted dilution fridge, also called Sion-
ludi, is based on the same principle as a stan-
dard dilution fridge, namely the dilution of a
3He/4He mixture rich in 3He in a phase rich in
4He. Nevertheless, whereas the coldest stage is
usually situated in the lower part of the cryo-
genic system in order to immerse this one in a
liquid 4He bath, the coldest point of the Sion-
ludi is on top of the cryostat with the vacuum
chamber at room temperature. Our cryostat
includes five stages (100, 10, 4.2, 1, 0.05K)
held together by epoxy glass tubes providing
both a good mechanical stiffness and a ther-
mal decoupling. The radiation losses are lim-
ited by copper shields screwed on each stage
(cf Fig. 1.9).

The absence of a 4.2K bath required the
integration of a specific pre-cooling circuit.
A liquid 4He dewar maintained under pres-
sure (typically 50mbar) fulfills this function
by making the 4He circulate up to the 4.2K
stage in a dedicated circuit, distinct from the
dilution circuit. To cool down the upper stages from 300K to 4.2K, the 3He/4He mix-
ture is injected at a high-flow rate in a fast injection circuit (i.e. without condensation
impedance) and thermalized at 4.2K thanks to a counter-current exchanger through which
the 4He vapors back flow. Two other injection circuits enable to reach 1K for the first
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1.2. Description of the experimental setup

one (by a Joule-Thomson expansion), and the dilution regime for the second one, that is
to say a temperature of 50mK. The cooling procedure is rather long:

– pumping on the vacuum chamber (high vacuum): one night
– cryopumping (ultra high vacuum): one day
– cooling down to 4.2K: one night (fast injection circuit)
– cooling down to 1.5K: ∼ 1 h (medium injection circuit)
– cooling down to 50mK: ∼ 8 h (slow injection circuit)

which can long up to three days included the assembling of the STM in the dilution.
During these steps, we should pay a particular attention to the microscope to prevent
the tip to crash. Indeed, during the cooling the different parts of the microscope will
retract. As different materials have different coefficients of thermal expansion, some parts
of the microscope can actually get closer to each other, as it is the case for the sample
and the tip. We must anticipate this by increasing the tip-sample distance before the
cooling. After finding the tunnel regime at room temperature to check everything is well
connected, we apply several hundreds steps at high voltage (∼ 200V) on the piezoelectric
stacks of the coarse approach motor to withdraw the sample far from the tip. This implies
to proceed again to an approach sequence of steps when we reach low temperatures, which
can take some time as the piezoelectric coefficients also reduce with temperature. But we
generally find back the tunneling regime after a few hundreds steps at 350V.

Mechanical damping The cryostat is mounted on a massive table placed on pneumatic
cylinders which damp the external mechanical vibrations. The significant accessible space
provided by this type of inverted dilution cryostat allows to make a second mechanical
damping system directly on the 50mK stage at the microscope level.
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bottom stages

microscope

coil

bellow

bell cover (50 mK)

copper foil

4He exchange gas

microscope vessel

copper flange

Figure 1.10 Scheme of the microscope and coil
setup on the 50mK stage.

In our case, the microscope is isolated
from vibrations by a bellow system rep-
resented on Fig. 1.10. The whole is set
up in a copper bell cover directly screwed
on the mixing chamber. The space be-
tween the bellow and the bell cover con-
tains one bar of helium gas at room tem-
perature allowing the bellow thermaliza-
tion. A fixation vessel welcoming the mi-
croscope is screwed on a copper flange sol-
dered to the two bellows. Copper foils con-
nect the flange to the bell cover base and
enable to thermalize the microscope at the
mixing chamber temperature. A supercon-
ducting coil2 can be set in the vessel to ap-
ply a magnetic field perpendicular to the
sample (Bmax ∼ 0.1T).

2The magnetic field theoretically accessible with the used wire is 1.2T. Nevertheless, the wire has
been damaged during the winding, thus limiting the critical current to Ic ' 350mA.
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Cabling All the voltage-supply cables are 6-strand stainless steel cables insulated by a
Teflon sheath inside a stainless steel shielding braid. This latter is thermalized at all the
dilution stages. The strands connect directly the 300K connectors to the kapton relays
(polyimide foils) of the 50mK stage. From there, 31 copper wires leave towards the mi-
croscope. The junction tunnel cables, voltage polarisation cable and tunnel current cable,
require a peculiar attention. Indeed, assuming that the microscope is well mechanically
isolated from the dilution thanks to the bellow, the mechanical vibrations due to the flow
of the cryogenic fluids are mainly transmitted by the wires connecting the microscope.
These latter must then be as thin and flexible as possible. Besides, these wires must
ensure a good thermalization of the tip and the sample and must not be too fragile as
we have to handle them every time we install or remove the microscope. Twisted pairs of
copper wires of diameter 0.15µm were used for this purpose and proved to be an efficient
and perennial choice.
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Chapter 2. Scanning tunneling spectroscopy

Introduction
One of the most fabulous potentials of the STM is to enable the acquisition of spectro-
scopic data with a spatial resolution better than the nanometre. As we will see, scanning
tunneling spectroscopy (STS) is a very powerful tool to directly probe the local density of
states (LDOS) of a sample. Different techniques to study the superconducting state of our
sample with STS will be reviewed in this chapter. First of all, the most classical case with
the use of a normal tip will be theoretically described and tunneling measurements on
normal-insulator-superconductor (NIS) junctions will be interpreted and discussed. The
second section will be dedicated to measurements in the point-contact mode, i.e. with a
very low resistance of the junction, when the tip is in contact with the sample surface.
This technique enables to transfer two charge carriers to the superconducting condensate
by a process called Andreev reflection, and could give access to new energy scales. Finally,
we will present a third spectroscopy technique based on the use of a superconducting tip
and we will see what kind of new information we can extract from the collected data.

2.1 Tunneling spectroscopy
We present here a theoretical description of the tunnel effect based on the Fermi golden
rule and explain why tunneling spectroscopy is an efficient tool to probe the LDOS. We
also account for the influence of the energetic resolution of our set-up.

2.1.1 Theoretical description
The most successful theoretical method for understanding the electron tunneling between
two metallic electrodes through an insulating barrier (NIN junction) has been introduced
by Bardeen in 1960 [13]. This is a time-dependent perturbation approach, known as the
"tunneling Hamiltonian" method. The main idea is to consider two separated subsystems
first (the left and right electrodes) and solve the stationary Schrödinger equations to get
the electronic states of both systems. The tunneling current is then calculated through
the overlap of the wavefunctions of the two free systems using the Fermi golden rule.

The total tunneling rate from the left side electrode to the right side electrode −→Γ (V )
is then given by the Fermi golden rule:

−→Γ (V ) = ∑
l,r Γl→r

(
1− fr(εr)

)
fl(εl)

Γl→r = 2π
~
|M(εl, εr)|2 δ(εl − εr − eV )

(2.1)

M is the tunneling matrix element, which represents the coupling between the electronic
wavefunctions of the two electrodes. Γl→r is then explicitly the probability of an electron
of energy εl in the left electrode to tunnel to a state of energy εr in the right electrode.
fl,r(ε) are the Fermi-Dirac distributions of the electrons of the left and right electrodes1

1The two distributions are shifted in energy by a factor eV. fl,r(E) = 1

1 + exp( E−EFl,r

kBT )
where

EFr =EFl
+ eV
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2.1. Tunneling spectroscopy

respectively, which give the occupation distribution of energy levels. (1 − fl,r(εl,r)) is
therefore the distribution function for finding an empty space. V is the voltage applied
to the junction (cf Fig. 1.1).
The total current I(V ) = e

(−→Γ (V ) +←−Γ (V )
)
through the tunnel barrier can be written:

I(V ) = 4πe
~

∑
l,r

|M(εl, εr)|2 δ(εl − εr)
[
fl(εl)− fr(εr)

]
(2.2)

For a typical STM tunnel junction, the vacuum plays the role of the insulator with a
relatively high barrier height. It is usually a reasonable approximation to neglect the
variation of the tunnel transmission coefficient with energy and momentum [13]. We thus
replace the matrix element |M(εl, εr)|2 by its mean value |M |2 that we suppose energy
independent when the applied voltage V is very small compared to the Fermi energy EF .
Transforming the sum into an integral, the equation (2.2) becomes :

I(V ) = 4πe
~
|M |2

∫
dεNl(ε)Nr(ε+ eV )

[
fl(ε)− fr(ε+ eV )

]
(2.3)

where Nl(ε) and Nr(ε) are the density of states in the left and the right electrode respec-
tively.

Case of a metal-insulator-metal junction For eV << EF , the densities of states
can be linearized and thus replaced by their value at the Fermi level Nl,r. The resulting
integral in equation (2.3) is simply equal to the potential difference eV . This leads, in the
case of two metallic electrodes, to a linear current-voltage relation:

I(V ) = V

RT

(2.4)

whereRT = RQ/(4π2NlNr|M |2) is the tunneling resistance of the junction, with RQ=h/e2

the quantum resistance.

2.1.2 Tunneling conductance
Unlike other scanning probe techniques, the STM has the fascinating ability to give access
to the local density of states (LDOS) of the sample. We describe here the employed
technique for spectroscopic data acquisition and their physical interpretation.
Deriving equation (2.3) with respect to the applied bias voltage V and identifying the left
electrode to the grounded tip and the right one to the biased sample leads to:

dI

dV
∝
∫ ∞
−∞

dε
[
Nt(ε)N ′s(ε+ eV )ft(ε) − Nt(ε)N ′s(ε+ eV )fs(ε+ eV )

−Nt(ε)Ns(ε+ eV )f ′s(ε+ eV )
] (2.5)

where N ′s(ε) means the first derivative of the LDOS of the sample with respect to the
energy, while f ′(ε) is the first derivative of the Fermi-Dirac distribution function:

N ′s(ε) = dNs(ε)
dε

, f ′(ε) = ∂f(ε)
∂ε

= −exp(ε/kBT )
kBT (1 + exp(ε/kBT ))2 = −1

4kBT
ch−2

( ε

2kBT
)

(2.6)
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Chapter 2. Scanning tunneling spectroscopy

As the tip is usually metallic, a common approximation consists in assuming a constant
LDOS of the tip, i.e. N ′t = 0. The tunneling current derivative, also called differential
conductance, thus gives access to the LDOS of the sample, convoluted with the Fermi-
Dirac function derivative which describes the thermal distribution of the tip energy states.
At a point x of the sample we get:

G(x, V ) = dI

dV
(x, V ) ∝

∫ +∞

−∞
dε Ns(x, ε)f ′t(ε− eV ) (2.7)

2.1.3 Tunneling conductance with NIS junction
In the case where only one of the two electrodes is metallic (e.g. the STM tip), the integral
in equation (2.3) now only depends on the density of state of the second electrode (e.g.
the sample). Therefore, the measurement of the current-voltage characteristics of such
a junction enables to probe the density of states of any electronic system and thus gain
access to the low energy electronic excitation spectrum.

Figure 2.1 Spectrum of el-
ementary excitations and the
corresponding single-particle
density of states, in the BCS
superconducting state (solid
line) and in the normal state
(dashed line).

When the sample is superconducting for example, a forbidden band ("band gap") opens
in the single-particle excitation spectrum (cf Fig.2.1). In the frame of the Bardeen-
Cooper-Schrieffer (BCS) mean field theory, this spectrum equals to Ek =

√
ξ2
k + ∆2, where

ξk = εk −EF is the energy of one quasiparticle relative to the Fermi energy, and ∆ is the
BCS superconducting gap [57]. The single-particle density of states of the superconductor
can be deduced from the relation between single-particle excitations in the superconductor
and those in the normal state, i.e. Ns(E)dE=Nn(ξ)dξ. As the density of states in the
normal state varies little in the energy range of the superconducting gap (on the order of
10−3eV ), it can be replaced by its value at the Fermi level N(0). The density of states in
the superconducting state Ns(E) thus becomes:

Ns(E)
Nn(0) = dξ

dE
=


|E|√

E2 −∆2
(|E| > ∆)

0 (|E| < ∆)

(2.8)

It can be useful to add an imaginary part to the energy, called Γ in the literature:
E→E+iΓ. This phenomenological term was introduced by Dynes et al. [49] to take
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2.1. Tunneling spectroscopy

into account the finite life-time of quasiparticle excitations. It corresponds to a pair-
breaking term, which translates into non-zero subgap DOS. Nevertheless, its use was
controversial as there was no convincing theoretical explanation behind this term. Much
more recently, Pekola et al. showed that the subgap current in a high-quality opaque
tunnel junction between a normal metal and a superconductor can be ascribed to photon-
assisted tunneling [105]. They showed theoretically that this leads exactly to the Dynes
DOS with an inverse lifetime of e2kBTenvR/~2, where Tenv and R are the temperature
and effective resistance of the environment.

2.1.4 Energetic resolution

Thermal broadening We will now take into account the influence of finite temperature
on the differential conductance measurements. Combining Eq. 2.5 and 2.6 leads to:

dI

dV
∝ Nt

∫ +∞

−∞
Ns(ε) ch−2

(
ε− eV
kBT

)
dε (2.9)

The LDOS of the sample is convoluted with a hyperbolic secant function, which smears out
all electronic features. Our energetic resolution limit is thus defined by the full width at
half maximum of this function, which is ' 3.5 kBT. At ambient conditions of T=300K,
the energy resolution would be limited to ∆E≈ 90meV, while at low-temperature the
energy resolution is lower than the sub-meV range.

Finite modulation broadening To obtain spectroscopic data with high signal-to-
noise ratio, we use a lock-in amplifier. This instrument employs a standard technique
known as phase-sensitive detection to single out the component of the signal at a specific
reference frequency and phase. Noise signals up to a certain level at frequencies other
than the reference frequency are rejected and do not affect the measurement.
The tunneling voltage V is modulated with a small sinusoidal voltage Vmsin(ωmt). The
modulation frequency fm = ωm/2π is carefully chosen. For this purpose, we proceed to a
fast Fourier transform (FFT) of the DC tunneling current signal to identify the frequencies
exhibiting specific noise (e.g. electromagnetic noise at 50Hz) and select a frequency that
shows a low amplitude of noise. However, this modulation of the tunneling voltage limits
our energy resolution. According to Ref. [131], we can define the instrumental resolution
function Fm= 2

π

√
V 2

m−E2

V 2
m

of the lock-in. Put another way, our detected dI/dV signal can be
written as a convolution of the sample LDOS Ns and the instrumental resolution function:

dI

dV
(V ) ∝ (Ns ∗ Fm)(V ) = 2

πVm

∫ +Vm

−Vm

Ns(e(V + ε))
√
V 2
m − ε2dε (2.10)

For a flat Ns with an only infinitely sharp feature at a given energy E, the broadening
due to the lock-in modulation transforms the Dirac peak into a half-sphere of width
2eVm centered on E. To conclude, the broadening due to the lock-in measurement can be
neglected as long as the modulation voltage is significantly smaller than the characteristic
spectroscopic feature.
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Definition of an effective temperature As seen in the previous paragraphs, both the
temperature and the modulation voltage of the lock-in technique will limit our energetic
resolution during a spectroscopic measurement. The measured dI/dV signal will thus
be proportional to the sample LDOS convoluted with the thermal broadening function
FT=sech2(ε/kBT ) and the instrumental resolution function Fm (eq.2.10):

dI

dV
(V ) ∝ (Ns ∗ FT ∗ Fm)(V ) (2.11)

Using the temperature as a fitting parameter is widely used for well known spectra, as for
the BCS superconducting gap for example. The extracted temperature is a precise mea-
surement of the electron gas temperature of the tip. Its discrepancy with the phonon bath
temperature measured by the thermometer shows a problem of electronic thermalization.
This can occur because of the poor efficiency at low temperature of the thermalization
process involving phonons, or the presence of a voltage noise at the tunneling junction,
originating from the power supply or the current-voltage converter. But as long as these
noises are random, they can be included in Eq. 2.11 by using an effective temperature
Teff =

√
T 2 + T 2

n with Tn the noise temperature originating from the electrical setup.
The measured effective temperatures, typically between 230 - 300mK, correspond to an
energetic resolution of ∼70 - 90µeV for our setup.

2.2 Andreev spectroscopy in point-contact mode on
a superconductor

In this section, we will review how point-contact spectroscopy enables to probe a supercon-
ducting condensate. We will first describe the microscopic process of Andreev reflection
and the electronic transport at an ideal N/S interface, then present the reference model
of Blonder, Tinkham and Klapwijk (BTK) and some of its extensions. Finally, we will
review the interests and advantages of this technique and present a set of experimental
data acquired by point-contact spectroscopy.

2.2.1 Andreev reflection at a N/S interface
In a normal metal, electrons form a system of particles strongly interacting with each other
via the Coulomb repulsion. Nevertheless, Landau showed it was possible to simplify this
many-body system and describe this fermionic sea as a group of independent fermionic
quasi-particles [9]. These quasi-particles correspond to an electron (when k>kF ) or a hole
(when k<kF ) surrounded by their screening field. From now on, we will name electron
(resp. hole) quasi-particles of electron (resp. hole) type.
In a superconducting metal described by the BCS theory, electrons closed to the Fermi
level EF are bound together in Cooper pairs below a critical temperature TC . More
precisely, an electron with a wave-vector k and a spin s is bound to an electron with
opposite wave-vector and spin. This results in the apparition of an excitation gap ∆ in
the electronic density of states of the superconductor [14]. These Cooper pairs can carry
a dissipationless electric current in the material.
We now consider a normal metal (N) brought in direct contact with a superconductor
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2.2. Andreev spectroscopy in point-contact mode on a superconductor

(S), with no barrier at the N/S interface. Let apply to this junction a voltage V such
as eV < ∆. The transfer of quasi-particles of energy | ε |< ∆ from the normal metal
to the superconductor is forbidden as there are no available states in this latter in this
energy range. This restriction only applies to single particle processes. Nevertheless,
another type of transfer between N and S is possible at energies below ∆ if we consider
two-particles processes. Indeed, an electron can be transmitted into the superconductor if
it goes along with a second electron, to form a Cooper pair in the superconducting metal.
In terms of quasi-particle excitations, this process is equivalent to the reflection of the
incident electron as a hole in the normal metal. Andreev described this process in 1964 [5]:
an electron coming from the N side is reflected as a hole and a Cooper pair is transferred
into S. Thus, for an incoming electron of energy EF+ε, wave-vector kF + δk/2 and spin s,
the reflected hole will be characterized by an energy EF -ε, a wave-vector kF − δk/2 and a
spin -s (2). This process turns out to double the conductance junction below the gap ∆.

Figure 2.2 Electrical transport at a
transparent N/S interface. Incoming elec-
trons with eV1 < ∆ are reflected as holes
and induce Cooper pairs on the S side
(Andreev reflection). Incoming electrons
with eV2 >> ∆ are normally transmitted
as electron-like quasiparticles. Reproduced
from [38].

If the applied voltage is now much greater than the gap (eV � ∆), the current will
have two contributions. The first one corresponds to the electrons whose energy is lower
than the gap and still undergo Andreev reflection (AR), it thus does not depend on the
applied voltage. The second contribution corresponds to the electrons with energy higher
than the gap, which are simply transmitted through the interface (cf Fig.2.2) giving a
voltage-dependent current. The total current for eV � ∆ is:

I ∝ evF (eV −∆) + 2evF∆ ≈
V

RN

+ α∆
RN

(2.12)

where RN is the contact resistance in the normal state and vF the Fermi velocity in the
superconducting metal. The first term simply refers to an ohmic behaviour whereas the
second is an ’excess current’, characteristic of the presence of a superconducting electrode.
The numerical coefficient α takes into account the weakening of the order parameter at
the interface, from ∆ to 0. Its value is 1 if the gap drops from the bulk value to 0 over

2We here considered the case of an incoming electron with a normal incidence. For an ordinary
incidence angle, the Andreev reflection transforms k=k⊥+k‖ for the incoming electron into k=k⊥-k‖ for
the reflected hole.
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a distance larger than the superconducting coherence length ξ and 4/3 in case of a sharp
barrier [38].
The point-contact spectroscopic mode thus enables to probe the amplitude of the super-
conducting order parameter ∆ via the Andreev reflection process. This technique is often
referred to as point-contact Andreev-reflection spectroscopy (PCAR).

2.2.2 Blonder-Tinkham-Klapwijk model
We will now describe the phenomenon of Andreev reflection including the effect of a finite
transparency of the interface. This model was introduced in 1982 by Blonder, Tinkham
and Klapwijk and enables to calculate the current through a N/S junction from the
metallic contact regime to the tunneling regime [23].

S N S NS N S N

A B C D

Figure 2.3 Schemes showing the four elementary processes taken into account in the BTK
model along with their associated probability in function of the interface transparency (Z) and
the energy of the incoming particle. Adapted from [23].

This is a ballistic 1D model (i.e. all the involved momenta are normal to the interface)
which assumes a punctual contact involving only one conductance channel. The diffusion
processes only happen at the interface, which is represented by a repulsive potential
Uδ(x), leading to the parameter Z=U/~vF . This dimensionless parameter corresponds
to the barrier transparency. The smaller Z, the more transparent the barrier. In this way
Z=0 corresponds to a perfect transparency and Z=∞ to a completely opaque barrier.
This parameter is related to the reflection and transmission coefficients R and T of the
interface through the following formula:

R = Z2

1 + Z2 , T = 1
1 + Z2 (2.13)

An electron coming from the normal metal side N with an energy ε and meeting the inter-
face with the superconductor S can undergo four different processes whose probabilities
are:

A =⇒ probability of Andreev reflection: the electron is retro-reflected as a hole in N.
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2.2. Andreev spectroscopy in point-contact mode on a superconductor

B =⇒ probability of normal specular reflection: the electron is reflected as an electron
in N.

C =⇒ probability of transmission: the electron is transmitted in S as an electron.

D =⇒ probability of transmission with Fermi-surface crossing: the electron is trans-
mitted in S as a hole.

Obviously, the sum of the four probabilities must be equal to 1. Solving the Bogoliubov-
De Gennes equations enables to calculate the energy dependence of each parameter for
every value of the Z parameter (cf Fig.2.3). We especially notice that the single particle
transfer processes are impossible for energies below the superconducting gap, whatever
the barrier transparency.
It can be shown that the expression of the total current across the junction, at T=0, is
given by [23]

INS = 2N(0)evFA
∫ +∞

−∞
[f(ε− eV )− f(ε)][1 + A(ε)−B(ε)]dε (2.14)

where f is the Fermi-Dirac distribution function, N(0) is the density of states at the Fermi
energy and A refers to the contact area. The quantity [1 + A(ε) − B(ε)] in Eq. 2.14 can
be referred to as the transmission coefficient for electrical current. Its form highlights the
competition between the specular reflection that contributes negatively to the current,
and the Andreev reflection that increases it by transferring two transferred electrons (a
Cooper pair) for one incident one. Besides, if both sides of the interface are normal
metals, there is no Andreev reflection (A=0) and the transmission coefficient becomes
T = (1 + Z2)−1 = 1−B(ε), so that Eq. 2.14 reduces to the simple form:

INN = 2N(0)e2vFA
1 + Z2 V ≡ V

RN

(2.15)

Note that even in the absence of a barrier (Z=0), there is still a nonzero normal-state
resistance. This is the resistance calculated by Sharvin in the ballistic regime, i.e. in the
case of a point-contact geometry with a mean free path much larger than the contact
radius [119].
The BTK model is thus a widely used and simple tool to understand the behavior of N/S
junctions for different contact regimes. Nevertheless, it is based on a large number of
approximations and simplifications. We present in the following two useful extensions of
this model.

Finite temperature effects Taking in consideration the finite temperature effects in
the BTK model is easily done by introducing the Fermi-Dirac distribution function at a
finite temperature f(ε, T ) in Eq.2.14. The differential conductance can thus be written

G(V ) = dINS
dV

= 2N(0)evFA
∫ +∞

−∞
[−f ′(ε− eV )][1 + A(ε)−B(ε)]dε (2.16)

The evolution of the normalized conductance with parameters Z and T are plotted on
Fig. 2.4. We notice for example that when T is increased, the two peaks typical of AR
are smeared out, finally leaving a single maximum at the Fermi energy, with a reduced
amplitude compared to the peaks’ one at T=0.
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Figure 2.4 Normalized conduc-
tance evolution. (a) At T=0 for
different barrier parameter Z, from
pure Andreev (Z=0) to pure tun-
neling (Z=10) regimes. (b) Ef-
fect of the thermal smearing on
the normalized conductance with an
intermediate barrier transparency
(Z=0.2) and a fixed ∆=3meV. Re-
produced from [38].

Fermi velocity mismatch at the interface In a realistic system, when two materials
are contacted, the Fermi velocity mismatch can give rise to charge carrier reflections at
the interface even when no barrier is present. Blonder and Tinkham introduced this effect
in the original BTK theory [22] by adopting an effective barrier parameter:

Zeff =
√
Z2 + (1− r)2

4r (2.17)

where the second term expresses the effect of the mismatch of the Fermi velocities be-
tween the S and the N sides in terms of their ratio r=vFS/vFN . A mismatch in the Fermi
velocities leads to a renormalization of the Z parameter. On the experimental side, it
is nevertheless impossible to distinguish these two contributions. Besides, PCAR spec-
troscopy measurements done on cuprates could be fitted with low Z values (Zmax '0.3)
whereas the Fermi velocities a priori imposed a much higher limit Zmin, of the order of 2
by supposing the absence of any dielectric barrier [88]. Deutscher and Nozières explained
this result asserting that the Fermi velocity of the quasi-particles undergoing AR was
different from the one determined for a bulk sample, which is renormalized by taking into
account the effects of many-body interactions [43].

In conclusion, though very simple, the BTK model proved to be a very useful tool to
explain numerous experimental results on N/S junctions. The incorporation of additional
effects, like for the 3D case, a finite width for the barrier or non spherical Fermi surfaces
for example, thus only brings minor corrections to the original model.

2.2.3 Interests and advantages of PCAR spectroscopy
We have seen in the present chapter that tunneling and PCAR spectroscopy were two
suitable techniques to probe the superconducting state. They are widely used to char-
acterize numerous and various types of superconducting materials, like metals, doped
semiconductors, high critical temperature superconductors or more recently disordered
superconductors [42, 38]. We have also presented the BTK model, which enables to con-
tinuously describe the transition from the tunneling regime to the metallic regime by
varying a unique parameter characterizing the interface between the normal metal and
the superconductor. If this description is correct for many materials, it fails nonetheless
for more complicated cases.
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Figure 2.5 Left: comparison between PCAR (inside graph) and tunneling spectroscopic mea-
surements measured on similarly underdoped YBCO samples. Right: Behavior of PCAR and
tunneling (or ARPES) energy scales as a function of doping in different cuprates. Reproduced
from [41].

Indeed, in 1999 Deutscher compared tunneling and PCAR spectroscopic measure-
ments on different high-Tc superconducting cuprates and highlighted the presence of two
different energy scales in these compounds (see Fig. 2.5). Surprisingly, the gap values
obtained from conductance characteristics dominated by Andreev reflections are equal to
or smaller than gap values obtained from single-particle tunneling. Although the origins
of these two energy scales do not win unanimous support, many authors lean towards the
thesis that connects the high temperature pseudogap with the pairing strength (i.e. the
binding energy of the two electrons forming a Cooper pair) and the low energy scale with
the superconducting condensation energy [69]. This theory supposes the pre-formation of
Cooper pairs at a temperature T∗>Tc, which then later condense into a coherent super-
conducting state at the bulk transition temperature Tc.
This thesis has also been exploited in the case of strongly disordered superconductors,
where a pseudogap-like feature was observed at T>Tc and attributed to the localization
of preformed Cooper pairs, which then condense into a single superconducting state at
Tc [118]. A subsequent study by PCAR spectroscopy with an STM tip revealed the ex-
istence of two energy scales in the conductance spectra, the small one attributed to the
condensation energy and the other to the pairing strength [47].

PCAR spectroscopic measurements performed on disordered superconducting thin
films of NbSi are presented in the following section, to give an insight on these kind
of experiments.

2.2.4 PCAR spectroscopy on NbSi disordered thin films
Superconductor-insulator transition in NbSi thin films During this thesis, I
worked on two projects aiming at getting a better insight on the superconductor-to-
insulator transition taking place in disordered superconducting thin films. STS study of
amorphous NbxSi1−x thin films has been one of these projects. These films present a quan-
tum phase transition with an intermediate metallic phase that has been little explored.
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Although transport measurements at low temperature have shown agreement with some
theoretical predictions for a Bose metal3 [36], no local study of the superconducting prop-
erties of amorphous NbxSi1−x 2D systems has been reported so far.
We collaborated with Claire Marrache-Kikuchi at CSNSM4 where the samples have been
fabricated by an electron-beam co-evaporation technique. This method allows to control
precisely the stoichiometry and the thickness of NbxSi1−x thin films, which are made as
homogeneous as possible. We will present STS data measured on a 10 nm-thick film of
Nb15Si85. The STM study has been greatly complicated by the poor quality of the surface,
due to a native oxide layer that grows when the films are exposed to ambient air, as well
as by the very low transition temperature of the film (∼160mK measured in transport in
our STM set-up during the cooling down to 50mK, see Fig. 2.6). Indeed, the energetic
resolution of our set-up (∼250mK) does not allow us to resolve the coherence peaks and
a full gap when this latter is intrinsically small.
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Figure 2.6 Transport measure-
ment - The superconducting tran-
sition temperature is taken at the
middle point of the transition. This
gives Tc ∼160mK.

From the tunneling regime to the point-contact regime A scanning tunneling
microscope offers the possibility to move continuously from a local tunneling spectroscopic
measurement of the DOS to the measurement of the local conductance by Andreev spec-
troscopy. The gradual transition between the tunneling regime and the contact regime is
controlled by the contact resistance Rc defined by Rc = Vbias/It where (Vbias, It) is the
working point of the microscope: the STM feedback-loop adjusts the tip-sample distance
so as to get a tunnel current It when a potential difference Vbias is applied between the tip
and the sample. The study of superconducting systems implies to work in an energy scale
of the meV range, with a tunnel current such as It ∼ 0.1− 1 nA, which leads to a contact
resistance Rc ∼ 1− 10MΩ. For a ballistic contact between two electrodes involving only
one quantum channel, the tunneling regime is separated from the contact regime by the
resistance quantum Rq = h/2e2 ∼ 12.9 kΩ. In the case of Andreev spectroscopy, two elec-
trons tunnel at once, and one should thus compare our contact resistance to Rq ∼ 6.5 kΩ.
In practice, the "good" contact regime is obtained for typical values of Rc ∼ 5− 10 kΩ.
To describe continuously the transition between the tunneling regime to the point-contact
regime, we modified our current amplifier so as to work in a range of contact resistances

3A theoretically predicted 2D quantum metal formed of incoherent Cooper pairs [39].
4Centre de Sciences Nucléaires et de Sciences de la Matière, F-91405 Orsay.
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Figure 2.7 Evolution from
tunnel regime to point-contact
mode (1) - STS measurements
from tunnel regime (lowest curve) to
point-contact mode (upper curve).
The tunneling resistance is indicated
in kΩ for each spectrum. The spec-
tra have been shifted for clarity.

such as Rc ∼ 0.5 − 500 kΩ. Starting from the tunneling regime, and fixing the lateral
tip position over the sample surface, one then performs successive spectroscopic measure-
ments while increasing the tunnel current set-point. The STM feedback-loop enables a
precise control of the contact resistance as long as Rc & Rq. For smaller values of Rc,
the tunnel current does not show an exponential dependence with the tip-sample distance
anymore and it is then more convenient to switch off the feedback-loop and act directly
on the tip position: by gradually elongating the piezoelectric tube, one decreases Rc pro-
gressively until reaching the regime of best contact. A tunnel-to-contact regime evolution
is presented on Fig. 2.7 for Rc = 68.2 kΩ → 5.2 kΩ (from the bottom to the top curve).
In the tunneling regime, the coherence peaks of the spectra are hardly visible and the
superconducting origin of the gap can be questioned. The advantage of the continuous
evolution from the tunneling regime to the contact regime is to unveil this superconduct-
ing origin. Indeed, the increase of the conductance in the same energy range than the gap
is qualitatively well described by the BTK model (see Fig. 2.4 a), with Rc playing the role
of the barrier transparency.

Superconducting features in the tunneling regime In the tunneling regime (Rtunnel ∼
1MΩ), the sample presents large inhomogeneities in the gap values, exhibiting very small
gaps ∆small ∼ 100µeV without coherence peaks and a non-zero DOS at the Fermi en-
ergy (as seen on Fig. 2.7), as well as very large ones ∆large ∼ 400µeV with small but
existing coherence peaks and a hard gap (DOS falling to zero). Surprisingly, no inter-
mediate behavior has been observed. The small gaps measured in the tunneling regime
close at various temperatures, we measured 600mK and 1K, which are much larger than
the transition temperature estimated in transport (Tc=160mK at the middle point of the
transition). For these gaps, we calculate ∆small/Tc=7.25, which is in agreement with pre-
vious measurements performed on TiN [116] and InOx [118] disordered thin films. This
corresponds to a so-called pseudo-gap regime characterized by the presence of pre-formed
Cooper pairs above Tc that are more or less localized due to disorder. The effect of dis-
order is to add a contribution to the size of the gap (parity gap), leading to a ∆/Tc ratio
much bigger than in the BCS case of 1.76 (more than 4 times larger in our case).
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Figure 2.8 Temperature evolution in the contact regime (Rtunnel=5.4 kΩ) (1) - (a)
Temperature dependence of the conductance. The temperatures are indicated in mK. The spectra
have been shifted for more clarity. (b) Normalized conductance map as a function of temperature
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PCAR spectroscopy As already mentioned, Fig. 2.7 presents a tunnel-to-contact evo-
lution for a small superconducting gap without coherence peaks. It is qualitatively well
described by the BTK model with one energy scale corresponding to the gap border in
the tunneling regime that transforms into two peaks in the contact regime. Once well
stabilized in the regime of best contact (Rc = 5.4 kΩ), we carried out a temperature de-
pendence spectroscopic measurement5. The data are plotted in Fig. 2.8, for T varying
from 55mK to 2.24K. Here again, the temperature evolution presented in (a) is qualita-
tively well described by the BTK model (see Fig. 2.4 b), except that the conductance is
not flat when we pass Tc ∼160mK as expected in the BTK model, but becomes feature-
less at 450mK. This is also clear on the conductance map (b). This could be explained in
the framework of the superconducting fluctuations theory above Tc [81]. We notice that
the peaks in the conductance spectra move at higher energies for T>Tc. This originates
from the voltage drop at the tunnel junction due to the increase of the sample resistance.
Indeed, as Vbias = (Rc + Rsample)It, when Rsample increases for T>Tc the tunnel current
decreases for a given voltage polarization set-point. Thus, the effective bias voltage at the
tunnel junction Veff = RcIt decreases. In practice, one should then rescale the presented
plot.

Another tunnel-to-contact evolution for a large superconducting gap is presented on
Fig. 2.9, for Rc = 100 kΩ → 3.1 kΩ (from the bottom to the top curve). The evolu-
tion of the superconducting features seems complex and clearly beyond the simple BTK
model. The temperature dependence of the conductance in the contact regime, plotted
on Fig. 2.10 for T varying from 52mK to 2.95K, also presents various energy scales that
behaves differently with temperature. If the two central peaks seem to disappear around

5Note that when the material will no longer be superconducting, the sample resistance will add to the
contact resistance and the tunnel current will decrease for a fixed bias voltage. It is thus necessary to
switch off the feedback-loop during the whole temperature dependence measurement to keep a constant
tip-sample distance.
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Figure 2.9 Evolution from tunnel regime to point-contact mode (2) - STS measure-
ments from tunnel regime (lowest curve) to point-contact mode (upper curve). The tunneling
resistance is indicated in kΩ for each spectrum. Left: superimposed spectra. Right: shifted spectra
for the sake of clarity.

Tc, the external big bumps persist up to 2.5K, as illustrated on panel (b). Previous works
[48, 47] and theories [52] described the existence of different energy scales that could be
revealed by PCAR spectroscopy on superconducting disordered systems. The spectral
gap would be the sum of two components, a pairing energy term and a term linked to the
superconducting coherence energy.

If the analysis of the presented data is beyond the scope of this thesis, clues for their
interpretation should certainly be found in the cited works.
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2.3 Tunneling spectroscopy with a SIS junction
If the STM has been widely used to study the local properties of superconducting samples
since its early history, the first use of a superconducting tip was reported in 1998 [101].
Since then, several groups reported the use of superconducting tips as STS probes [94, 148,
113, 76]. Nevertheless, this technique encountered a limited enthusiasm in the scientific
community that might be due to the difficulty to fabricate them. Yet, it enables to
access new valuable information about the superconducting condensate and tremendously
improves the spectroscopic resolution.

2.3.1 Improvements and new information accessed
Energetic resolution One of the key points for tunneling spectroscopy is the energetic
resolution of our setup. As seen in details in section 2.1.4, there are several sources limiting
our spectroscopic resolution, which can be gathered under two categories: the electronic
noise and the temperature. For the first one, we try to reduce it by better filtering our
signals and using low-noise cables and electronic apparatus. As for the second one, we
are inevitably limited by the temperature of our refrigerator. Nevertheless, there is a way
to get rid of this latter source of broadening. As it arises from the ∼ 3.5 kBT width of the
Fermi edge, the idea is to use as a probe a material with a sharp spectroscopic feature
(sharper than 3.5 kBT). An obvious candidate is a superconductor, as it naturally presents
two singularities at the gap edges (the coherence peaks). Indeed, as seen on Fig. 2.11,
whereas the gap edge is broadened at finite temperature in the NIS case, it stays sharp
and unbroadened in the SIS case, because of the crossing singularities in the DOS of the
left and right electrodes.

Figure 2.11
Sketches indicating
the quasiparticle
current-voltage char-
acteristics expected
in three basic cases:
(a) two normal
metals, (b) a normal
metal and a super-
conductor, and (c)
two superconductors.
Reproduced from
[146].

Josephson tunneling When we perform scanning tunneling spectroscopy with a nor-
mal tip, we probe the single-particle excitations spectrum. On superconductors, we thus
access the gap structure, which is a consequence of superconductivity, but we don’t di-
rectly probe the superconducting ground state itself. Yet, the properties of the condensate
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on a local scale are largely unknown, for instance in high-TC cuprate superconductors,
which present the famous pseudogap in underdoped samples above TC [84, 44, 110] or sim-
ilar structures in the vortex cores [111, 103] and in disordered superconductors [117, 118].
The measurements used to characterize these samples (STS, ARPES,...) did not remove
the ambiguity with respect to the existence of a finite superconducting pair amplitude.
The STS performed with a superconducting tip has the ability to shed light on these
interrogations, in measuring the contribution from Josephson pair tunneling to the
total tunneling current. It thus gives access to the local superconducting pair amplitude
with high spatial resolution.

2.3.2 Tip fabrication and characterization
The fabrication of an STM tip is a tricky process as it has to ensure that the obtained tip is
of good quality for both topography and spectroscopy measurements. For measurements
of the first kind, the tip must be atomically sharp to enable good spatial resolution during
scanning. While for spectroscopy measurements, one needs to have an exact knowledge
of the electronic properties of the superconducting tip, in order to be able to determine
which spectroscopic features characterize the sample. This can actually be a problem
when we notice the principal candidates to fabricate a superconducting tip (like Al, Pb,
Nb) get easily oxidized in air. The interest of an STM installed in a UHV system becomes
obvious here as it enables to fabricate the superconducting tip in a very clean environment
just before using it [148, 109]. Nevertheless, if the UHV system is an advantage, it is not
necessary. Indeed, some groups non equipped with UHV set-ups reported the controlled
fabrication and use of superconducting tips as STS probes, among them the group of S.
Vieira in Madrid. J.G. Rodrigo and S. Vieira reported their in situ fabrication process in
their low temperature STM in several publications [113, 112, 114].

Preparations in air at room temperature A thin plate of pure lead (99.999% and
about 1mm thick) is used as based material to cut the superconducting tip. The apex is
pyramid-shaped and must be as sharp as possible, with every face freshly cut to remove
the accumulated lead oxide6. The tip is then positioned on the tip holder in the STM
body. On the sample holder, besides the sample itself, we prepare a small lead sample
(with a freshly cut surface) and a small gold sample. All these substrates are glued side
by side. To position the tip over the different substrates, the microscope body is equipped
with a capacitance bridge. It consists in two metallic plates glued opposite to each other,
one on the microscope body, the other on the sample holder which can be shifted in
the x direction. When the sample holder is moved, the overlapping surface of the two
plates varies, inducing a capacitance variation measured with a lock-in technique7. The
capacitance is at first measured at room temperature for different tip positioning that we
can easily visualize thanks to a video-camera. This enables to realize a full calibration of
the interesting zone covering the three substrates by establishing connection between the
capacitance values and evolution and the position of the tip over the different samples.
At low temperature (the set-up went down to 300mK), the calibration will be slightly

6To obtain the desired tip geometry, it would be easier to begin from a lead wire but the easy oxidation
of this material would prevent to get a fresh pure lead apex.

7Indeed the detected capacitance is very small (∼ 0.5 pF) and thus hard to measure with precision.

- 34 -



2.3. Tunneling spectroscopy with a SIS junction

different following the contraction of the gap between the two plates but the capacitance
variation will stay linear along the samples alignment axis.

In situ tip modelling at low temperature Once the low temperature regime has
been reached, the tip is positioned on the lead substrate to process to the tip modelling.
First, the tip is deeply indented into the lead sample, to form a strong contact between
them, called connective neck, which can be elongated by means of a controlled pulling
and pushing process. This results in the creation of a nanobridge between the tip and
the sample, which can be broken apart leading to a clean sharp tip. As the mobility of
the lead atoms are reduced at these very low temperatures, the tip apex won’t change its
shape over time. This in situ fabrication method at low temperature ensures the tip apex
will be stable and clean, free from oxides or any type of external contamination.

Tip characterization

Figure 2.12 Normalized
conductance curves obtained
in tunnelling regime when
both tip and sample are made
of Al (a), and when the Al tip
is located over a gold sample
(b). Reproduced from [114].

Once a stable superconducting tip has been fabricated,
one needs to characterize precisely its electronic prop-
erties. By measuring conductance curve on the gold
sample we can get information on the superconduct-
ing gap of the tip ∆tip and the temperature achieved
in the junction region by fitting with the conventional
BCS theory8. Fig. 2.12 shows an example of two spec-
tra acquired with an aluminium tip on an aluminium
(top) and a gold (down) sample, as found in the litera-
ture. The good agreement with the BCS fit in (b) shows
that a nanoscopic superconducting tip presents the den-
sity of states predicted by theory for bulk superconduc-
tors, which is an important result in itself. The study is
slightly more complicated with lead which is a strong cou-
pling superconductor that presents an anisotropic gap.
One must introduce a distribution of gap values and take
the temperature (350mK) and the energy resolution pre-
viously determined to extract the gap value. Once this
latter is precisely known, it will be possible to extract
relevant information on the sample parameters from the
tunneling conductance which is a convolution of the two
superconducting DOS (tip and sample).

2.3.3 Measurements on TiN thin films
The data presented in this section were collected in the Laboratorio de Bajas Temperat-
uras of the Universidad Autónoma de Madrid in the group of S.Vieira, on the set up of
J.G.Rodrigo. The STM was cooled down to 300mK in a He3 refrigerator. TiN films were

8Note that this temperature can only be deduced after the determination of the spectroscopic resolu-
tion of the system extracted from spectra measured on the same superconductor sample [114].
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chosen as they present a direct superconductor-to-insulator transition (SIT) close to the
strong localization threshold.

Films characteristics The samples of titanium nitride were supplied by T. Baturina9
and fabricated in IMEC10. Grown atomic layer per atomic layer, the films present an ex-
cellent crystallographic quality. Nevertheless, chlorine impurities are present as residues
from the chemical reactions occurring during the growth. The films structure is polycrys-
talline with crystalline domains of about 5-10 nm diameter (see Fig. 2.13 middle). UV
lithography enables to shape a Hall cross for transport measurements in four-terminal
sensing (see Fig. 2.13 left). The STM tip will be positioned on a pad.

Si

TiN

50 mµ
5 mµ

100 mµ
250 mµ100 mµ

1 6

2 3 4 5

789
10

20 nm

Figure 2.13 Left: Scheme of the Hall cross. The pad surface is 500× 500µm2. Middle: TEM
image of a TiN sample surface showing the polycrystalline structure of the film. Right: Low
temperature STM topographic image.

STM and STS measurements The measured film was 7 nm-thick and rather far from
the SIT with a superconducting critical temperature of ∼ 2K. This was indeed a necessary
preliminary step to well characterize the superconducting state before getting closer to
the strong localization threshold. Atomic resolution could be achieved on topographic
images showing areas with different atomic orientations, identified to crystallites (see
Fig. 2.13 right). Analysing the topographic images by Fourier transform let us extract
a lattice parameter of ∼ 4.5Å, which is consistent with the theoretical value of 4.2Å
(TiN is a face-centered cubic crystal system). A typical set of STS measurements can
be seen on Fig. 2.14. They were acquired in the contact regime, i.e. with a tunneling
resistance RT ∼ 20 kΩ, to reveal Josephson current and multiple Andreev reflections
(MARs) features.

In this case, the differential conductance is not anymore proportional to the local
density of states of the sample, as this simplification resulted from the assumption of a
flat DOS of the tip. One must now deconvolve by the tip DOS if one wants to extract
the sample DOS. In our case, we preferred to analyze the as-measured conductance spec-
tra and extract the interesting quantities. As seen on Fig. 2.14, the conductance spectra
present a gap with very sharp edges and non-zero conductance features inside this gap.
The gap edge is at the energy ∆1 + ∆2 where ∆1,2 are the superconducting gaps of the

9Institute of Semiconductor Physics, Novosibirsk, 630090 Russia
10IMEC Kapeldreef 75, B-3001 Leuven, Belgium
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Figure 2.14 Typical I-V characteristics (up) and conductance spectra (bottom) measured with
a superconducting lead tip. The temperature is increased from left to right (T=0.60K, 1.05K,
1.50K).

tip and the sample. The two peaks at energies ∆1 and ∆2 are the hallmark of first order
Andreev reflection processes. Indeed, in asymmetric superconducting tunnel junctions,
MAR are predicted to occur at energies ±∆1/m, ±∆2/m and ±(∆1 + ∆2)/(2m+1 )11
[70]. Conductance peaks arising at ± | ∆1 −∆2 | can have two different origins: either a
thermal activated tunneling of single quasiparticles due to finite temperature in all kind
of junctions at any junction resistances (see Fig. 2.11), or an enhancement of the proba-
bility of MAR that transfers three electron charges and involves two AR happening for
asymmetric junctions at low junction resistances (see Fig. 2.15). Thanks to these subgap
features, it is possible to estimate the gaps of the two superconductors (tip and sam-
ple) with good accuracy. In our case, we calculate ∆tip=1.35mV and ∆sample=0.33mV,
confirming a very asymmetric junction (∆sample/∆tip ' 0.25).

Also observed is the peak at V=0 corresponding to the Josephson current, i.e. the
tunneling of Cooper pairs from the tip superconducting condensate to the sample su-
perconducting condensate. Contrary to SIN junction spectroscopy measurements, where
the gap structure is a consequence of superconductivity, the Josephson current is a direct
probe of the superconducting ground state itself. Indeed, the critical current is deter-
mined by the Cooper pair density and the tunneling resistance of the junction [94]. The
presence of a Josephson current peak at zero bias and Andreev reflection peaks at low
tunneling resistance leaves no doubt on the existence of a finite superconducting pair

11This feature, which should appear around 0.56mV, is not observed here. This is not surprising as
its intensity is expected to be lower than the ±∆1/m and ±∆2/m peaks (which are not so pronounced
here) and second, it is predicted to disappear for very asymmetric junctions (for ∆2/∆1 < 0.3) [132]
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Figure 2.15 Schematic repre-
sentation of the most pronounced
MARs in asymmetric SIS tun-
nel junctions. (a)∆2/∆1 ≈0.8,
(b )∆2/∆1 ≈0.4. See more de-
tails in the text. Reproduced from
[132].

amplitude in the studied sample. This is a crucial information, which could contribute to
close the debate on the origin of the pseudogap observed in high-Tc superconductors and
disordered thin films.
In the experiment on TiN films presented hereabove, the sample was rather far from the
SIT and no pseudogap regime was observed. This work was a preliminary step to charac-
terize the "standard" superconducting state of TiN films, before studying samples closer
to the SIT.

Conclusion
We have presented in this chapter different spectroscopy techniques accessible with an
STM. The most common being the tunneling spectroscopy using a normal tip, which is
easily set up and gives access to the local density of states of the sample. Nevertheless,
it reaches limitations at very low temperature when one tries to access low energy scales
(<meV), due to the Fermi broadening of the tip DOS which smears out the features
of the sample DOS. This could be problematic, particularly when the studied sample is
a superconductor, as its features sharpness gives information about its superconducting
state. In this case, it could be interesting to use one of the two other spectroscopy tech-
niques. Point-contact Andreev reflection spectroscopy enables to access different energy
scales when we consider superconductors that do not fit in the general frame of BCS the-
ory (such as high-Tc or disordered superconductors). Another option is to do tunneling
spectroscopy with a superconducting tip. In addition to tremendously increase the ener-
getic resolution of the measurement due to the sharp features in the tip DOS, this last
spectroscopy technique is a direct probe of the superconducting condensate. Indeed, the
Cooper pair tunneling (or Josephson tunneling) gives access to the local superconducting
pair amplitude with high spatial resolution.
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Introduction
Graphene belongs to the family of the the carbon sp2 allotropes, along with graphite, car-
bon nanotubes and fullerenes. It is conceptually considered as the ’mother structure’ of
these three other atomic arrangements, as it can be wrapped up into 0D fullerenes, rolled
into 1D nanotubes or stacked into 3D graphite (cf Fig. 3.1). For this reason, graphene’s
electronic structure has been studied for more than 60 years [140] but no one knew if this
form of carbon could exist. Indeed, it was believed that strictly 2D crystals were thermo-
dynamically unstable and could not exist at any finite temperature, as demonstrated by
Landau and Peierls in the 1930s. One had to wait until 2004 for this belief to be refuted
by the isolation of a single sheet of graphene by Andre Geim and Konstantin Novoselov,
who were awarded the Nobel Prize for their discovery.

Figure 3.1 The sp2 carbon al-
lotropes: 0D fullerenes (left), 1D
nanotubes (middle) and 3D graphite
(right) can all be derived from a
graphene sheet (top). Reproduced
from [56].

Graphene proved to be exceptional on numerous and various levels. First, it is a 2D
material that can be grown on arbitrarily large surfaces with high-crystalline quality and
is chemically stable in air with an easy accessible surface, unlike other 2D electron gases
(2DEG). Graphene is also easy to physically or chemically functionnalize (adsorption,
covalent grafting) in order to tailor its electronic properties. In addition to extraordinary
electrical, thermal and mechanical properties [82, 11], its peculiar and unique band struc-
ture gives rise to exotic physical phenomena that triggered a considerable enthusiasm of
the scientific community. The interplay between superconductivity and graphene is one
of this recent fields of research.
If most of the theoretical activity has been focused on the ways of making graphene in-
trinsically superconducting, new features have also been predicted in the situation where
the superconducting properties are induced by proximity effect. This latter case is a
promising field of study since:

– graphene is self-passivated (no dangling bonds) and thus enables the realization of
a clean Andreev interface (normal metal/superconductor interface)

– it presents a high electronic diffusion coefficient (D>100 cm2/s) that is gate-tunable
– it shows low electronic density (compared to metals), which should result in a neg-
ligible inverse proximity effect.

In this chapter, we will first present a basic theoretical description of graphene’s crystallo-
graphic structure and band structure and some of its most remarkable physical properties.
In a second section, we will review the intrinsic superconducting properties of various
carbon-based materials and present the theoretical predictions that have been made for
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graphene as an intrinsic superconductor. We will then describe the superconducting prox-
imity effect and its different characteristic length scales and see which consequences have
been predicted and experimentally demonstrated for graphene-based hybrid systems. Fi-
nally, we will describe the specific experimental difficulties for studying this proximity
effect in graphene with a scanning tunneling microscope.

3.1 Outstanding graphene physical properties
In this section, we will introduce graphene and some of its most peculiar characteristics.
We will see that its crystallographic and band structure have important consequences on
the physical properties of this unusual 2D material.

3.1.1 Crystallographic structure and band structure
Crystallographic structure Graphene is a 2D crystal of carbon atoms arranged in a
honeycomb lattice (Fig. 3.2). This latter is not a Bravais lattice as two neighboring sites
are not equivalent1. The crystal presents a triangular Bravais lattice described by the two
vectors:

a1 = a

2(3ex +
√

3ey) , a2 = a

2(3ex −
√

3ey) (3.1)

where a = 1.42 Å is the distance between nearest neighbors. Two atoms, named A and B,
are contained in the unit cell and can define two sublattices generating the entire crystal
lattice. The reciprocal lattice is defined by the basis vectors:

b1 = 2π
3a (kx +

√
3ky) , b2 = 2π

3a (kx −
√

3ky) (3.2)

The first Brillouin zone is hexagonal (see Fig. 3.2b) and the high symmetry points are
called Γ,M,K,K ′. As in the real space atoms A and B can not be connected by a
translation of the basis vectors, the same situation occurs in the reciprocal space: K and
K ′ are non-equivalent consecutive corners of the first Brillouin zone. The wave vector
associated to these points correspond to different physical situations. Their coordinates
in momentum space are:

K = 2π
3a

(
1, 1√

3

)
, K′ = 2π

3a

(
1,− 1√

3

)
(3.3)

Band structure Carbon is the 6th element of the periodic table, built from 6 protons, 6
neutrons and 6 electrons. Its fundamental electronic configuration is 1s22s22p2. The two
1s electrons are core electrons, which are bound to the nucleus. The 2s and 2p orbitals
get hybridized in the graphene lattice plane, giving rise to 3 sp2 orbitals, which are linear
combinations of 2s, 2px and 2py states. Their geometrical shapes are presented on Fig. 3.3.

These orbitals are oriented in the xy-plane with mutual 120◦ angles and have a strong
overlap, resulting in three σ bonds. This is the strongest type of covalent chemical bond,

1Indeed, a Bravais lattice is an infinite arrangement of points (or atoms) in space that looks exactly
the same when viewed from any lattice point.
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a) b) c)

Figure 3.2 Graphene crystallographic structure a) In the real space. The Bravais lattice is
defined by the vectors a1 and a2 and two atoms (A and B). b) In the reciprocal space, represen-
tation of the first Brillouin zone with the two interesting points K and K’. Reproduced from [29].
c) STM topographic image of the graphene honeycomb lattice, reproduced from [152].

responsible for the mechanical strength of the graphene structure. The remaining free
2pz orbitals have a smaller overlap, creating out-of-plane π bonds, enabling highly mobile
electrons throughout the carbon network.2
For both overlap configurations, the bonding of carbon atoms create so-called bonding and
anti-bonding states, referred to as π, σ and π∗, σ∗ respectively. The bonding states have
a lower energy than the anti-bonding ones. Carbon having four valence electrons with 8
energy bands to fill (6 σ/σ∗ and 2 π/π∗), only the bottom four bands (the bonding bands)
will be filled. As the π and π∗ bands touch at the K and K’ points of the first Brillouin
zone, the Fermi energy of ideal graphene crosses these so-called ’Dirac points’. In other
words, the Fermi surface of electrically neutral graphene reduces to a set of points, which
means the density of states at Fermi energy vanishes, without the existence of a bandgap.
For that reason, graphene is called a gapless semiconductor.
The π and π∗ bands are often referred to as the valence and conduction band respectively,
while the σ and σ∗ bands lie respectively far below and far above the Fermi energy, hence
having a minor role in graphene electronic transport properties.

Dispersion relation The electronic band structure of graphene can be calculated
within the tight-binding model, which applies to the case when overlap of neighboring
orbitals is small. The interaction introduces a coupling between two non-modified levels
in the form of a hopping parameter t between nearest-neighbors.3 In the simplest case
where hopping is considered between first neighbors only, the tight-binding Hamiltonian
can be written as:

H = −t
∑
〈i,j〉,σ

(
a†σ,ibσ,j +H.c.

)
(3.4)

where aσ,i (a†σ,i) annihilates (creates) an electron with spin σ (σ=↑,↓) on site i of sublat-
tice A (an equivalent definition is used for sublattice B) and t (≈2.8 eV) is the nearest-

2Note that the definition of σ and π bonds does not depend on the type of orbitals used in their
creation. They refer to the location of the overlap region with respect to the bond axis.

3In simpler words, it assumes that the potential is so large that an electron spends most of its time
tightly bound to its own ionic core, i.e. its state function is essentially that of an atomic orbital, uninflu-
enced by other atoms. From time to time, the electron will leak or tunnel to a neighbor ion.
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Figure 3.3 a) Illustration of the hybridization process of carbon atomic orbitals, resulting into
the formation of three equivalent sp2-hybrid orbitals, which adopt a trigonal planar geometry,
and one unchanged p-orbital that lies perpendicular to the plane. b) Bonding of two carbon
atoms, creating σ and π bonds.

neighbor hopping energy (between different sublattices). The energy bands derived from
this Hamiltonian have the form:

E±(kx, ky) = ± t

√√√√3 + 2 cos
(√

3kya
)

+ 4 cos
(√

3kya2

)
cos

(
3kxa

2

)
(3.5)

where the plus sign applies to the anti-bonding band (π∗) and the minus sign to the bond-
ing band (π). One obtains two symmetric bands, as plotted on Fig. 3.4, the conduction
(red) and valence (blue) bands that meet at the so-called Dirac points (K,K’) but do not
overlap.

At low energy (E<0.5 eV), the electronic states have wave vectors close to K/K’. We

Figure 3.4 Left:
Graphene band
structure (Eq. 3.4)
obtained from tight-
binding calculation.
Right: Zoom at one
K point. The band
structure exhibits a
conic shape, with a
linear dispersion at
low energies.
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can write k=−→ΓK+q. As q� −→ΓK, the dispersion relation can be expanded to first order:

ε±(q) ' ± ~ vF ‖ q ‖ (3.6)

As a consequence, the Fermi velocity is written:

vF = 1
~
∂ε±(q)
∂q

= t
3a
2~ ≈ 106 m.s−1 (3.7)

At low energy, the charge carriers velocity is thus constant (energy-independent) and the
dispersion relation is isotropic and linear, defining a band structure with a conic shape.
As mentioned above, there are only two non-equivalent points at the Brillouin zone corners
in the reciprocal space. The bandstructure of graphene thus consists of two inequivalent
cones or valleys at the corners of the first Brillouin zone4, centered on K and K’. These
cones are named Dirac cones and the intersection point between the conductance and
valence bands is named the Dirac point (charge neutrality point). Finally, another conse-
quence of the linear dispersion is a linear dependence with energy of the electronic density
of states (per unit area):

ρ(ε) = 2
π

|ε|
~2v2

F

(3.8)

3.1.2 ’Ultra-relativistic’ massless particles
Dirac equation Quantum mechanics is usually described by the Schrödinger’s equa-
tion, formulated in 1925 by the austrian physicist and focused on non-relativistic parti-
cles. Three years later, Dirac formulated a quantum description for relativistic fermions
by way of the so-called Dirac equation. Due to the peculiar honeycomb lattice struc-
ture, graphene low energy carriers can also be described by an effective relativistic Dirac
equation E2 = m2c4 + p2c2, provided that we take m = 0, c = vF and p = ~q. This
is the reason why electronic excitations in graphene are sometimes called massless Dirac
fermions. Note however that the Fermi velocity in graphene vF = c/300 is too low for
electrons to be relativistic, they just mimic relativistic particles because of the peculiar
symmetries of the Hamiltonian.

Chirality of charge carriers Let us now consider the symmetries of the system wave-
function. Each unit cell containing two atoms A and B with respective pz orbitals |φA〉
and |φB〉, the system wavefunction can be decomposed on the basis formed by the Bloch
functions of the two sublattices φk

A/B(r):

ψk(r) =
(
cA(k)
cB(k)

)
(3.9)

As the local density of states of wavevector k equally originates from the A and B sites
in graphene, for all k (i.e. for all energies) we have:

|cA(k)| = |cB(k)| (3.10)
4This is referred to as the valley degeneracy of graphene.
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At low energies, in the K and K’ valleys, the system wavefunctions in the reciprocal space
near K and K’ points are:

ψ±,K(q) =
(
cA(q)
cB(q)

)
= 1√

2

(
eiθq/2

±e−iθq/2

)

ψ±,K’(q) =
(
cA(q)
cB(q)

)
= 1√

2

(
e−iθq/2

±eiθq/2

) (3.11)

where θq = arctan( qx

qy
) and +/- refers to the conduction (π∗) and valence (π) bands. In

this way, the description of the wavefunction in terms of the two sublattices components
brings up an additional phase factor θq, which reveals an analogy with a spin system5.
For this reason, the vector is often referred to as a pseudospin. Note however that this
terminology is due to the mathematical convenience we introduce to describe the wave-
functions symmetries and has nothing to do with the real spin of electrons.
The projection of the pseudospin on the direction of the kinetic momentum defines the
chirality of the quasiparticules. In graphene, the direction of the quasiparticle pseudospin
is parallel (positive chirality) or antiparallel (negative chirality) to their momentum. Elec-
trons (holes) near the K point have positive (negative) chirality, whereas it is the opposite
for charge carriers near the K’ point6. In other words, electrons with opposite momentum
within one valley travel in opposite direction with opposite pseudospin, thus have the
same chirality. Chirality is a key feature having important consequences on transport
properties, such as new quantum hall effect and weak anti-localization [99, 147]. STM
has proved to be a relevant tool to probe the pseudospin and the chirality of epitaxial
graphene quasiparticles at the nanometer scale, as reported in Ref. [25].

Klein tunneling The chiral nature of graphene quasiparticles leads to unusual trans-
port properties. Indeed, while in quantum mechanics conventional tunneling is described
by a probability of particles to travel through a potential barrier decreasing exponentially
with the height of the barrier, a counter-intuitive process happens for relativistic parti-
cles, known as the Klein paradox : this probability rises in increasing the potential step,
reaching unity for an infinitely high barrier. This effect can be attributed to the fact that
while a potential is repulsive for electrons, it is at the same time attractive for positrons
and results in positron states inside the barrier. Then, the greater the barrier height, the
better the matching between electrons and positrons wavefunctions across the barrier,
which leads to a high tunneling probability.

As seen on Fig. 3.5, the barrier remains perfectly transparent (T=1) for angles close
to the normal incidence (φ = 0). This perfect tunneling, due to the suppression of
backscaterring, can be understood in terms of conservation of the pseudospin. Processes
flipping the pseudospin are indeed rare as they require a short-range potential, acting
differently on A and B sites of the graphene lattice. Looking at Fig. 3.5 schematic band
diagrams, it means that a charge carrier on the ’red’ branch can only be scattered to a
charge carrier on the same ’red’ branch but can not be transferred into any state on the
’green’ branch., as this latter requires a pseudospin flip. In this way, an electron moving

5It corresponds to a degree of freedom of the orbital wavefunction
6We note that if the phase θq is rotated by 2π, the wavefunctions of the two valleys change their sign,

indicating a phase-shift of π (referred to as a Berry’s phase).
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a) b)

Figure 3.5 a) Schematic diagram of the quasiparticles spectrum in graphene. When an electron
meets a potential barrier, it can be transmitted as it exists available hole states in the barrier.
The pseudospin σ is parallel (anti-parallel) to the motion of electrons (holes), i.e. σ keeps a
fixed direction along the red and green branches of the electronic spectrum. b) Transmission
probability through a 100 nm-wide barrier as a function of the incident angle. The blue curve
corresponds to a higher barrier than the red curve. Reproduced from [72]

to the right (of momentum k) can only be scattered to a right-moving electron state
or a left-moving hole state (of momentum q): backscattering is thus prohibited. The
Klein-tunneling effect has been experimentally observed in 2009 by two groups [120, 149].

3.1.3 Transport properties of graphene
3.1.3.1 Ambipolar electric field effect

EF

EF
EF

Figure 3.6 Conductivity versus gate
voltage characteristic of a monolayer
graphene exfoliated on Si02 and mea-
sured in a Hall bar geometry. Adapted
from [99].

Most of the graphene samples measured in
mesoscale experiments are reported on Si/SiO2 sub-
strates. The silicon is usually heavily doped to al-
low to apply an electric field to the sample (the
Si substrate is then used as a gate). This enables
to tune the chemical potential of graphene. Owing
to its peculiar band structure, one can change the
carriers type from electrons to holes by sweeping
the gate voltage. A measurement of this so-called
ambipolar field effect is presented on Fig. 3.6. The
conductivity curves often present a linear depen-
dence on the gate voltage close to the charge neu-
trality point (Dirac point). The number of charge
carriers n is also proportional to the gate voltage
Vg with n = αVg, where α = ε0εr/ed (with εr the
dielectric constant and d the oxide thickness). One
can thus write the conductivity σ = neµ = αeVgµ
where µ is the mobility of the charge carriers. This
latter can then be estimated with the slope ∂σ/∂Vg
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close to the Dirac point. It reaches 15 000 cm2V−1s−1 in the case of Fig. 3.6 and is little
affected by the temperature. For suspended graphene, the mobility can be as high as
105 cm2V−1s−1 [24]. Its value allows to evaluate the disorder in the sample, in particular
the substrate-induced disorder.

3.1.3.2 Finite conductivity minimum and electron/hole puddles

Fig. 3.6 also presents a counter-intuitive result: the conductivity does not go to zero at the
charge neutrality point. So even though the density of states vanishes at the Dirac point,
i.e. no charge can participate to the transport, the conductivity shows a finite minimum
value σmin ∼ 4e2/h. This value is actually non-universal and depends on the disorder of
the sample [128]. This non-zero value of the conductance at the Dirac point is an effect of
charge inhomogeneities, which modify spatially the position of the Dirac point with respect
to the Fermi energy, giving rise to puddles of electron-doped regions and hole-doped
regions near the charge neutrality point [30, 87] (see Fig. 3.7). An STM study showed
that the charge puddles have an average length scale of 20 nm and originate from charge-
impurities trapped between graphene and the SiO2 substrate [151]. Recent experiments
on double-layer graphene heterostructures have showed that these electron–hole puddles
indeed disallow localization, but as soon as the charge inhomogeneities were screened
graphene becomes insulating at the Dirac point [106].

Figure 3.7 Electron/hole puddles
Local charge inhomogeneities measured
near the charge neutrality point in
graphene reported on SiO2. Reproduced
from [87].

3.1.3.3 Fractional Quantum Hall Effect

In the presence of a perpendicular magnetic field, a two-dimensional electron system
cooled down to low temperature presents the so-called Quantum Hall Effect (QHE). The
electrons follow quantized circular cyclotron orbits, of energy En = ±~ωc(n+ 1/2), where
ωs = eB/m is the cyclotron frequency, B the magnetic field, m the electron mass and n an
integer. These orbitals are known as Landau levels. Due to its linear (and not parabolic)
energy dispersion relation, the graphene’s electronic spectrum quantization in magnetic
field is different. In graphene, the Landau level energy is given by En = ±vF

√
2e~Bn (see

Fig. 3.8 a). Thus it exists a quantized level at zero energy, which is shared by electrons
and holes.
The experimental signature of the QHE in graphene has been first demonstrated in 2005
by two groups from Columbia [153] and Manchester [99]. They measured an abnormal
quantization of the transverse conductivity σxy as a function of the carrier density (see
Fig. 3.8 b). Indeed, for a conventional 2D electron gas, σxy presents plateaux at multiples
of the conductance quantum σxy = ±nge2/h, where g is the system degeneracy (g = 2
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a) b)

Figure 3.8 (a) Sketches of Landau levels spectrum for a conventional 2D electron system
(left) and graphene (right). (b) Fractionnal quantum hall effect observed on exfoliated graphene
at T=4K and B=14T. The transverse conductivity σxy presents plateaux at half-integer values
of 4e2/h in function of the carrier density n. Reproduced from [56].

for the spin degeneracy). For graphene, the plateaux sequence is shifted by 1/2, so that
σxy = ±(n + 1/2)ge2/h, where g = 4 due to double valley and spin degeneracy. The
conductance plateaux are thus twice as much spaced out as for a conventional 2D system.

3.2 Intrinsic superconducting properties of graphene
If graphene itself never proved to be superconducting, the superconductivity in carbon-
based compounds has been discovered and studied for half a century. If most of them have
been made superconducting by doping, some, like carbon nanotubes, exhibit an intrinsic
superconductivity. In the recent years, many theories have studied different options to
make graphene intrinsically superconducting and analyzed the physics of the interactions
that would be involved in the process.

3.2.1 Superconductivity in carbon-based materials
Carbon-based materials makes a broad category, which actually focused the efforts of a
wide community of scientists for 50 years in order to reveal their intrinsic superconducting
properties. Classified herebelow according to their general structure, we briefly review
these properties listed by discovery date.

– Graphite intercalated compounds (GICs): superconductivity in carbon-based mate-
rials was first discovered in 1965 in intercalation compounds of graphite with alkali
metals [64]. Their structure is graphitic-like, with alkali-metal atoms lying in lay-
ers alternating with the graphite carbon layers. The first reported superconducting
compound was C8K, which has a transition temperature of 0.15K. More recently,
in 2005, a research work carried on the C6Ca and C6Yb compounds reported a
superconducting transition at 11.5K and 6.5K, respectively [144]. Shortly after, a
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theoretical paper demonstrated that superconductivity in GICs could not be inter-
preted simply as doping of a graphene layer but the full GIC’s full structure had to
be considered [28]. In the case of C6Ca, they identified that the electron-phonon cou-
pling responsible for superconductivity mostly involve C vibrations perpendicular
and Ca vibrations parallel to the graphite layers.

– Fullerene-based compounds: in the beginning of the nineties, the observation of
superconductivity in alkali-doped C60 compounds (fullerides) at 18K in K3C60 [65]
and 33K in CsxRbyC60 [130] has triggered much enthusiasm in the community for
research on the superconducting properties of these compounds.

– Carbon nanotubes: predicted in 1995 [18], the intrinsic superconductivity of single-
walled carbon nanotubes was experimentally verified in 2001, with an estimated
transition temperature of 15K [129]. Superconductivity in ropes of single-walled
carbon nanotubes was also simultaneously observed below 0.55K [75].

– Diamond: for the first time in 2004, boron-doped diamond was found to exhibit
superconductivity below 4K [50].

All these materials belong to the broader category of superconducting covalent systems,
which carry high expectations for exhibiting high-temperature superconductivity [21].
Indeed, the combination of a low atomic mass, which is known to lead to high-frequency
phonon modes, and strong covalent bonding that leads to large electron-phonon coupling
potential, should contribute to the increase of the superconducting transition temperature.

3.2.2 Theoretical predictions in graphene
Although graphene exhibits numerous remarkable properties, superconductivity is no-
tably absent from the list. This is due to the vanishing density of states at the Fermi
energy. However, a shift of the graphene chemical potential away from the Dirac point
should enable electrons to form Cooper pairs. This can be achieved by doping graphene
with a metal coating. Several theoretical works have studied the possible mechanisms for
superconductivity arising from this system.

One of the earliest theoretical papers was written by Uchoa and Castro-Neto [136] in
2007, where they study the superconducting states of pure and doped graphene. They
identify possible phonon and plasmon mediated superconductivity in chemically modi-
fied, metal coated graphene, by deposition of alkaline metal atoms on top of the graphene
crystal. The electrostatic equilibrium is then established by the migration of s electrons
to the π-band to compensate the strong difference in electronegativities, thereby raising
up graphene chemical potential from Dirac points. They point out that the electron-
phonon mechanism tends to favor superconductivity at high electronic densities, whereas
the electron-plasmon mechanism, in which the attractive electron-electron interaction is
mediated by a screened acoustic plasmon of the metal, is favorable to superconductivity
at low electronic densities.

In 2008, Kopnin and Sonin proposed a model where they analyzed possible supercon-
ductivity of graphene in the frame of the BCS model, calculating the critical temperature,
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the superconducting energy gap and the supercurrent as functions of the doping level and
the pairing interaction strength [79].

Phonon-mediated superconductivity was further explored in Profeta, Calandra and
Mauri’s paper in early 2012 [107]. The starting point of their reasoning is the electron-
phonon coupling constant λ, which is written:

λ = N(0)D2

Mω2
ph

(3.12)

where N(0) is the DOS at Fermi level, D the deformation potential,M the effective atomic
mass and ω2

ph the phonon frequency. Assessing phonon-mediated superconductivity does
not occur in undoped graphene due to its small number of carriers (and thus small DOS at
the Fermi level) and pointing out the negative implications resulting from a simple doping
of the carbon π-states, they promote the necessity to enhance the electron-phonon cou-
pling by a different approach. Inspired by what happens in GICs, they show the onset of
superconductivity is possible by doping the graphene surface with alkaline metal adatoms
thanks to the appearance of an interlayer band at the Fermi level that increases the λ
value, on the condition that this interlayer state is localized as close as possible to the
graphene plane. Using DFT calculations, they predict one LiC6 monolayer to be super-
conducting with a superconducting critical temperature up to 8.1K, although bulk LiC6 is
not superconducting itself due to strong confinement in the z direction that prevents the
occupation of the interlayer state. On the other hand, metal-covered graphene with other
chemical species (such as Ca) should present a reduced superconducting critical tempera-
ture with respect to the corresponding GIC (for example, for CaC6 Tc(bulk)=11.5K and
Tc(monolayer)=1.4K).

Another type of superconductivity was predicted in 2010 by McChesney et al. on the
basis of their measurements of the band structure of highly doped graphene determined
by angle-resolved photoemission spectroscopy (ARPES) [91]. They achieved a strong
doping by intercalating Ca atoms between graphene and the SiC substrate and adsorbing
additional Ca or K atoms on top of the graphene layer. By this method, they could
bring the Fermi energy to the saddle point (M points of the Brillouin zone, see Fig. 3.2b),
where the DOS has a Van Hove singularity7 (vHS). By implementing their experimental
Fermi surface into calculations of the screened Coulomb interactions, they predicted an
instability of the system towards superconductivity, with electron-electron interactions
being responsible for the superconducting pairing. In 2012, a theoretical paper by Nand-
kishore, Levitov and Chubukov corroborated this proposal [95]. Their renormalization
group analysis indeed indicated the presence of a superconducting order (referred to as
"chiral superconductivity"), wherein repulsive interactions give rise to a pairing attraction
in a d-wave channel.

7By definition, a Van Hove singularity is a divergence in the DOS of a crystalline solid.
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3.3 Extrinsic superconductivity: the proximity effect
Another way to make graphene acquire superconducting properties is to make use of the
superconducting proximity effect. The superconducting proximity effect is the transmis-
sion of superconducting properties to a normal metal (N) placed in electrical contact
with a superconductor. This effect was first highlighted in the sixties, when it was under-
stood that superconducting correlations could extend over a large length scale in a normal
metal, even in the absence of electron-electron interactions. First studied on thin films,
the later development of nano-fabrication technologies in the nineties made possible to
fabricate small enough devices so as to make the electrons coherent over the sample size.
The superconducting proximity effect thus knew a resurgence of popularity and many
experiments successfully clarified its basic mechanism. In this section, we will first make
a general description of the superconducting proximity effect and present a few models
solving this problem. We will then present measurements of the superconducting prox-
imity effect observed on various carbon-based materials. The last part will be focused on
the manifestation of the superconducting proximity in graphene and the peculiar features
predicted by theories due to the ballistic and relativistic character of its fermions. We will
end this section by presenting the first experimental evidences, mainly via transport mea-
surements, of the superconducting proximity effect in graphene that have been published
along the last five years.

3.3.1 The proximity effect: theory and length scales
3.3.1.1 Andreev reflection and characteristic length scales

What happens when one contacts a normal metal (N) to a superconductor (S)? Because
of the existence of an energy gap ∆ at the Fermi energy in the density of states of the
superconductor, the transfer of single quasiparticles with an energy ε < ∆ is forbidden.
The transfer of charges occurs at the S/N interface via a two-particles process described
by Andreev in 1964 [5], and referred to as Andreev reflection: an incoming electron in
N is retro-reflected as a hole with opposite k vector, opposite spin and opposite energy
with respect to the Fermi level. The outcome of this process is a charge transfer of
2e, an energy transfer of 2EF , a zero momentum transfer8 and a zero spin transfer.
This is equivalent to the transmission of a Cooper pair in S9. The incident electron and
the reflected hole travel along time-reversed paths, which means the Andreev reflection
correlates the electron-hole pair in N. They are referred to as "Andreev pairs" as their
existence is not due to an intrinsic attractive interaction in N as for Cooper pairs, but to
a remote effect at the N/S interface. Nevertheless, they are often seen as the diffusion of
Cooper pairs in the normal metal. Andreev reflection is thus a crucial ingredient of the
superconducting proximity effect.

The second ingredient is the phase coherence of the process, or how the electron-
hole pair will loose its correlated properties in N. Indeed, we stated hereabove that the
electron and the hole form a phase-conjugated pair, traveling along time-reversed paths.

8This is an approximation only valid when ∆� EF , i.e. the kinetic energy of the incident electron is
not significantly affected.

9For a more detailed description, see Section 2.2.1.
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Figure 3.9 Coherence of the Andreev pairs in a normal metal. Left: schematic of the
Andreev process. The incident electron and the reflected hole have a slight wave-vector mismatch
2q. Right: Relevant length scales in the normal metal (not to scale). The energy-dependent
coherence length Lε is the length over which the electron and hole of an Andreev pair acquire a
phase difference of order π. Adapted from [35].

This statement is valid in the approximation that they have exactly opposite wave-vector
k, which happens only at the Fermi energy (see Fig. 3.9 left). Otherwise, they present a
wave-vector mismatch, which results in a phase shift between the two particles that will
eventually breaks the Andreev pair when its value reaches π. This happens at a distance
Lε from the interface, called the energy-dependent coherence length:

Lε =
√
~D
ε

(3.13)

with D the diffusion coefficient in N. Lε plays the role of the coherence length of Andreev
pairs. Said differently, the Andreev pair looses its coherence when the influence of the
superconductor can not be felt anymore, i.e. when the electrons have an energy ε bigger
than the Thouless energy10:

ETh = ~D
L2 (3.14)

If one considers the whole electron distribution at thermal equilibrium, the relevant energy
scale is the thermal energy and the decoherence length is the thermal length:

LT =
√

~D
2πkBT

(3.15)

At high energy (ε ∼ kBT ), LT corresponds to the lower limit of the coherence length of
an Andreev pair, whereas the upper limit is given at low energy (ε ∼ 0) by the phase-
breaking length Lϕ of a single-electron. Fig. 3.9 (right) summarizes the relevant length
scales for the superconducting proximity effect.

10The Thouless energy is a correlation energy expressing the sensitivity to the boundary conditions of
the system.
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3.3.1.2 McMillan’s tunneling model of the superconducting proximity effect

ΔS

ΔN

A theoretical model of the superconducting proximity effect
between a normal metal (N) and a superconductor (S) was
proposed by McMillan in 1968 [92]. In this model, the elec-
trical contact between N and S is replaced by tunneling of
electrons through a potential barrier. It enables to calculate
the tunneling DOS in each film of "clean" NS sandwiches, i.e.

for which the mean free path l is approximately equal to the film thickness. For the model
to be valid, the thickness of each film must be smaller than the corresponding coherence
length, so that the superconducting properties of each film may be considered uniform
across its thickness. The BCS potential ∆ (dashed lines on the sketch here above) is
constant in each metal.

For a given SN sandwich, this model has two parameters, ΓN and ΓS, and one rela-
tionship ΓN/ΓS = NSdS/NNdN , which leaves one free parameter. The parameters are
defined as followed: dN and dS are the thicknesses of the normal metal and the supercon-
ductor respectively, NN and NS their bulk DOS (per unit volume), ΓN,S = ~/τN,S where
τN is the relaxation time for tunneling from N to S, i.e. the average time an electron
spends in N before penetrating the barrier and escaping into S (and vice versa for τS).
Thus the bigger ΓN , the shorter the relaxation time τN , the more transparent the barrier11.

Noat et al. have simulated the DOS of proximity layers using the McMillan model [98]
with parameters values that could mimic the system we propose to study in the following
chapters. Indeed, they have made the computations for NSdS/NNdN = 20, i.e. in the
case of a very thin normal film as compared to the superconductor. This corresponds to
our system with a monolayer of graphene on a 50 nm-thick rhenium film. Their results
for different values of the coupling parameter ΓN are presented in Fig. 3.10. The coupling
strength increases from left to right.

For a small coupling (a), the superconducting DOS remains unchanged in S while N
exhibits a very small induced gap. For an intermediate coupling (b), the superconducting
gap is reduced in S (due to inverse proximity effect) and a comparable gap is induced
in N. They both exhibit a strong departure from BCS. For a strong coupling (c), the
same BCS-like DOS is recovered in both N and S. This model gives us a good element
of comparison for our studies of the superconducting proximity effect induced on the
graphene layer grown on top of a superconducting rhenium film.

3.3.1.3 De Gennes-Saint James resonant states in ballistic SN systems

In 1963, De Gennes and Saint James applied the BCS theory generalized by Bogoliubov to
the case of a SN bilayer, where N is a ballistic medium [40]. They predicted the existence
of quantum bound states, which give rise to peaks in the normal DOS at energies Ek < ∆.
Their model is based on a ballistic normal metal with finite thickness dN and a zero pair
potential, and a perfectly transparent and ballistic interface. In other words, there is no

11In the normal state, τN = LN/(vF,Nσ) where LN is the average path length for an electron between
two reflections with the barrier and where σ is the transmission probability of the barrier. This gives
ΓN = ~vF,Nσ/LN .
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Figure 3.10 McMillan’s model of the superconducting proximity effect - DOS of the
SN sandwich for NSdS/NNdN = 20 (thick S as compared to N) and different values of the
coupling parameter ΓN . Black curves: DOS in the superconductor. Blue: DOS in the normal
metal. Red: simulated tunneling conductance in N for T=2.3K. Reproduced from [98].

potential barrier and the direction of the reflected particle is totally determined by the
incident angle. In this framework, the calculated DOS presents discontinuities at energies
Ek smaller than the superconducting gap such as:

tan

(
2EkdN
~vF

)
=

√
∆2 − E2

k

Ek
(3.16)

Therefore, there is no gap in the excitation spectrum for any finite thickness dN of the
normal metal (see Fig. 3.11). This arises from the fact that all the incidence angles with
respect to the interface are considered. The quasi-particles that cross the normal metal
thus have trajectories of lengths that vary from dN (for a zero incident angle) to infinite
(if the incident angle approaches π/2). We then observe a continuum of excitations from
the Fermi energy. One should note that the SN geometry of this system is equivalent to
a SNS geometry for a normal metal of thickness 2dN .

Figure 3.11 De Gennes-Saint
James resonant states. DOS in
a ballistic normal metal (N) calcu-
lated for different thicknesses of N.
Reproduced from [40].

In conclusion, the thicker the normal metal, the more discontinuities in the energy
spectrum. And reverse-wise, for a thin metal, the resonant state peak comes on top of
the coherence peak at the superconducting gap energy.
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3.3.2 Superconducting proximity effect in graphene
3.3.2.1 Proximity effect in carbon-based compounds

In 1999, a superconducting proximity effect was revealed in carbon-based compounds for
the first time. Kasumov et al. measured supercurrents in single-walled carbon nanotubes
(SWCNT) suspended between two superconducting electrodes [71]. The superconducting
properties of such samples exhibit unusual features due to their strong one-dimensional
character. To induce a proximity effect, they used superconducting bilayer electrodes
made of Re/Au or Ta/Au. Indeed, a good electrical contact between the SWCNT and the
metallic electrodes is a prerequisite to induce superconducting properties in the SWCNT.
In this work, this has been obtained by laser welding to solder the SWCNT to the metallic
contacts. Gold was chosen as an ideal solder as it does not react with carbon nor oxidizes.
Although the gold layer decreases the expected superconducting temperature because of
the inverse proximity effect they could still achieve reasonable transition temperatures
(1.1K and 0.4K instead of 1.7K for Re and 4.5K for Ta).

3.3.2.2 Theoretical predictions in graphene

Because of its unique electronic properties, graphene makes possible to explore the su-
perconductivity of relativistic massless carriers. Several theoretical papers have been
reporting the unusual features that arise from the combination of the Dirac equation
of relativistic quantum mechanics and the Bogoliubov-de Gennes equation of supercon-
ductivity [16, 135]. As seen previously, the superconducting proximity effect arises from
Andreev reflection processes occurring at the normal metal-superconductor interface. An
electron excitation at energy EF + ε in graphene will thus be converted into a hole ex-
citation at energy EF − ε for 0 < ε < ∆ (the superconducting gap) and a Cooper pair

b)a)

EF - ED

Figure 3.12 Andreev reflection in graphene (1) (a) Band structure of (electron-doped)
graphene illustrating how an electron and a hole excitations (filled and empty circles at energies
EF−ED±ε) are converted into each other by the (classical) Andreev reflection. (b) Top: Andreev
retro-reflection at a normal metal-superconductor interface. Bottom: specular Andreev reflection
at the interface between undoped graphene and a superconductor. Reproduced from [17].
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will be transmitted into the superconductor. As a Cooper pair carries zero total momen-
tum at equilibrium, the electron and hole excitations in graphene must be taken from
opposite corners ±K of the Brillouin zone (see Fig 3.12 a). Consequently, Andreev re-
flection switches the valleys in graphene. If we go further in this description, we notice
that for heavily doped graphene the Andreev process illustrated for the n-doped case in
Fig 3.12 a) couples an electron and a hole both from the conduction band: this corresponds
to intraband Andreev reflection.

When the graphene is in the low doping regime, i.e. for ∆>|ED −EF |, a new kind of
Andreev reflection occurs. If the electron energy ε < |ED−EF |, the electron undergoes a
classical Andreev reflection. But when its energy verifies |ED−EF | < ε < ∆, the Andreev
reflection becomes interband: an electron in the conduction band is converted into a hole
in the valence band. This unusual process was first highlighted by C.W.J. Beenakker in
2006 and corresponds to a specular Andreev reflection, illustrated on Fig 3.13. Here,
in contrast to usual Andreev retro-reflection where all components of velocity change sign,
only the component perpendicular to the interface changes sign in low-doped graphene
(Fig. 3.13 a). Indeed, for both types of reflection, since the hole is reflected into graphene,
its velocity along x (vx = dE/dkx) must be positive, whereas the sign of vy will be opposite
for the two reflections in virtue of the conservation of ky.
When graphene is undoped, i.e. EF=ED, Andreev reflection is then interband at all
energies. Beenakker further demonstrated that the specular Andreev reflection has a
drastic impact on the conductance of a NS junction made of graphene and predicted a
clear experimental signature [16].

retro specular

a) b)

c)

Figure 3.13 Andreev reflection in graphene (2) Red/blue lines: electron/hole excitations.
(a) Andreev retro-reflection and specular reflection showing the directions of the wave-vector k
and the group velocity v. (b) Schematics in k-space. Green circle = Fermi surface. (c) 2D
energy diagram sketching the two types of Andreev reflection occurring in low-doped graphene
(i.e. for ∆>|ED − EF |). Solid/dotted line: conduction/valence band.
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Soon after, the case of a long superconductor-graphene-superconductor junction12 was
investigated by Titov et al. [135]. They demonstrated that specular Andreev reflection
creates charge-neutral modes propagating along the superconducting boundaries in the
undoped graphene channel. These Andreev modes are a coherent superposition of elec-
tron states from the conduction band and hole states from the valence band, coupled by
specular Andreev reflection at the NS interface (see Fig. 3.14).

Figure 3.14 Trajectories of Andreev pairs in the real space. Left: localized level in case
of retroreflection. Right: propagating mode in case of specular Andreev reflection. Reproduced
from [17].

The authors predict a transition from a gapless excitation spectrum for EF �ET = ~v/d
(high-doping regime) to an excitation spectrum exhibiting a gap E0 for EF . ET (low-
doping regime), with E0 = (π− | φ |)ET/2 where φ is the phase difference between the
two superconductors (see Fig. 3.15 a and b). In the high-doping regime, the lowest reso-
nance is at the same energy E0 as the gap edge in the low-doping regime, but the density
of states is gapless, vanishing linearly at small excitation energies. The peaks are then
analogous to the De Gennes–Saint James resonances in conventional SNS junctions [40]
(see Sec.3.3.1.3).

a) b)

Figure 3.15 (a) DOS of the SNS junction in the low-doping regime, for superconducting phase
difference φ=0 (solid curves) and φ = Π (dashed curves). (b) DOS of the SNS junction in the
high-doping regime for φ=0. Reproduced from [135].

12When the superconducting gap ∆ is much larger than the Thouless energy ET = ~v/d, where v is
the carrier velocity in graphene and d the separation of the NS boundaries.
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3.3.2.3 Experimental results in transport

Graphene contacted to superconducting nanostructures The first evidence of
a superconducting proximity effect in graphene was reported in 2007 by Heersche et
al. [66]. They transferred an exfoliated graphene sheet onto an oxidized Si substrate
and contacted it with superconducting bilayers made of Ti(10nm)/Al(70nm), as seen on
Fig. 3.16 a. Titanium was used to ensure a good electrical contact to graphene. They
observed multiple Andreev reflections (Fig. 3.16 b) and demonstrated the existence of a
gate-tunable and bipolar supercurrent flowing through graphene (Fig. 3.16 c), which stays
nonzero even if the Fermi level is tuned to the point of zero carrier concentration. As the
critical current is correlated to the normal state resistance by the relation IcRn ≈ 2∆/e,
corresponding to the short junction limit, one can vary its value in graphene by changing
Rn with the gate voltage.

These results were reproduced by Du et al. [45] by the same device fabrication tech-
nique, with Ti(2nm)/Al(30nm) superconducting electrodes. The authors show that the
evolution of the critical current as a function of the gate voltage is well described by the
Usadel equations for a diffusive junction and is inconsistent with the predictions of the
ballistic model established for graphene by Titov et al. [134]. The diffusive transport in
these junctions is stated to be a consequence of the short mean free path and smearing
of the Dirac point caused by scattering from substrate-induced charge inhomogeneities.

Several other teams have then realized superconducting-graphene-superconducting
(SGS) junctions with different superconductors but the observation of a supercurrent
is not systematic. Ojeda et al. had to proceed to an in-situ annealing treatement of
graphene by applying a strong current in the junction [100]. In long SGS junctions, Ko-
matsu et al. reported an anomalous suppression of the supercurrent in the vicinity of the
Dirac point, attributed to specular Andreev reflections occurring at boundaries between
electron-doped and hole-doped regions in globally neutral graphene [77]. These results
highlight the possibility to fabricate SGS junctions with transparent enough interfaces to
observe multiple Andreev reflections and the Josephson effect.

a) b) c)

Figure 3.16 (a) Atomic force microscope of the monolayer graphene device contacted by two
superconducting electrodes. (b) Differential resistance (dV/dI) versus V, exhibiting a drop for
a bias voltage smaller than 2∆Al=300µV. We also observe multiple Andreev reflection dips
occurring at fractional values of the gap V=2∆/n. (c) Differential resistance map versus the
gate voltage and the polarisation current. The yellow central part corresponds to the Josephson
current. The blue curve depicts the normal state conductance. Reproduced from [66].
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Nevertheless, they do not reveal phenomena intrinsic to graphene and the physics
stays limited to the frame of diffusive SNS junctions, with the additional possibility to
tune the critical current of the junction by a field effect. This property was exploited by
Girit et al. to realize a tunable SQUID based on SGS junctions [58].

Graphene decorated with superconducting droplets Another original way to in-
duce superconductivity in graphene was proposed by Feigel’man et al. [53] and realized by
Kessler et al. in 2010 [73] and Allain et al. in 2012 [3]. It consists in decorating graphene
with a nonpercolating network of nanoscale superconducting clusters. They took advan-
tage of the poor wettability of graphite and deposit tin nanoparticles by thermal evap-
oration on pristine graphene reported on an oxidized silicon substrate (see Fig. 3.17 a).
The resulting nominal thickness of tin is 10 nm, forming islands with 80 nm diameter and
separated by about 13 nm to 25 nm (see Fig. 3.17 b).

Using mechanically exfoliated graphene sheets, Kessler et al. have shown that this
hybrid system can exhibit a gate-tunable Berezinski-Kosterlitz-Thouless (BTK) transition
towards a two-dimensional homogeneous superconducting state. Whereas in the case of
a more disordered graphene (CVD grown on copper foils) with a more dense tin islands
network, Allain et al. demonstrated than the same hybrid system displays a gate tunable
superconductor-to-insulator transition (see Fig. 3.17 c).

a) b) c)

Figure 3.17 (a) Sketch of the device. (b) Transmission electron micrograph of the graphene
sample decorated by tin droplets (scale bar: 200 nm). (c) Sheet resistance as a function of
temperature for different gate voltages, showing a superconductor-to-insulator transition of the
device. Reproduced from [3].
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These experiments demonstrate that graphene can convey superconducting correla-
tions when coupled to a superconductor, either by a lateral contact or by partially cover-
ing its surface with a superconducting islands array, and at the same time conserve some
of its exceptional properties, such as the tunability of its carriers density by a field effect.

However, several points need improvements or remain unresolved:

– a good electronic coupling between graphene and a superconductor is
difficult to achieve.

– theDirac point physics remains uncovered and concealed by the graphene-substrate
interaction, which induces random doping of the graphene layer.

– the ballistic regime is still challenging.

– the local superconducting properties of graphene have never been probed (all
the reported experiments were carried out at the meso- or macro-scale).

These remarks defined the framework of our project.
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3.4 Local study of the induced superconducting prop-
erties of graphene

The goal of our project is to study the local superconducting correlations in graphene
by STM and STS. By cooling our microscope down to 50mK, we can map the su-
perconducting density of states and see how it evolves when one goes away from the
graphene/superconductor interface. During this project, we studied different sample ge-
ometries, detailed hereinafter.

3.4.1 STM on graphene contacted to a superconducting reser-
voir

The first attempt to study locally induced superconductivity in graphene was conducted
by Zoltán Osváth13, a former post-doc in our laboratory. He has been focused on the
elaboration of a sample constituted of an exfoliated graphene sheet reported on a Si/SiO2
substrate and contacted all around by a superconductor. However, the use of STM im-
plies many constraints and requirements. First of all, one needs to be able to find the
graphene/supercondutor interface once the STM tip is in contact. As one can not aim
a sample area with a better accuracy than half a millimeter, it requires the presence of
markers easily identifiable by scanning the STM tip. The elaboration procedure of the
sample was the following:

– an exfoliated graphene flake was deposited on a Si/SiO2 substrate previously pre-
pared with gold markers separated by ∼60µm.

– a superconducting trilayer of Ti/Nb/Au (5/40/10 nm) was sputtered covering a large
area over the sample and overlapping slightly it on its edges (see Fig. 3.18 a).

– accurate Au marks (of few microns size) were further realized close to the sample
in order to allow an accurate location with the STM.

In this way, it was possible to find the interface after the approach. Atomic resolution
was obtained on the graphene layer, corroborating the cleanliness of the surface. The
following difficulty which Z.Osváth was confronted to was the interface profile smoothness.
Indeed, the lift-off process that removes the protective resist from the graphene flake
after the deposition of Nb/Au can result in rough patches right at the interface position,
which would damage the tip during the scan. The problem could be solved by using
another resist and a smooth Nb profile could be obtained at the interface (see Fig. 3.18 c,b).
Unfortunately, the superconductivity was already destroyed in the Ti/Nb/Au trilayer
before reaching graphene (see Fig. 3.18 c,d,e), probably due to a chemical reaction between
niobium and PMMA. This sample geometry is now further investigated using a mechanical
mask (silica marbles) to avoid using resist.

13Now at Institute for Technical Physics and Materials Science (MFA), Research Centre for Natural
Sciences, Hungary.
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Figure 3.18 (a) SEM image of the exfoliated graphene sheet reported on a Si/SiO2 substrate,
contacted all around by a Ti/Nb/Au trilayer. (b) Profile line at the bare graphene/superconductor
interface imaged in (c) STM topography of the interface. (d) Differential conductance map of the
interface at the Fermi energy. (e) Differential conductance spectra averaged on different zones
at the interface. Colors correspond to the small rectangles in (d). Courtesy of Zoltán Osváth.

3.4.2 STM on graphene decorated with superconducting nano-
islands

Tin superconducting clusters We collaborated with Vincent Bouchiat’s team at In-
stitut Néel14 to study their decorated graphene samples by STM. To avoid further lithog-
raphy steps and at the same time get rid of detrimental graphene-substrate interactions,
a new type of substrate has been imagined: a graphene sheet has been reported on a
transmission electron microscope (TEM) perforated Si3N4 membrane. These membranes
have a size of about 500×500µm2, which makes them visible to the naked eye and allows
a tip approach. The 2µm diameter holes of the membrane are spaced by 2µm. These
holes are small enough to be identifiable by STM even at low temperature and they sup-
port free-standing graphene. Once the graphene had been reported on the upper face of
a TEM membrane, one proceeded to the evaporation of tin droplets on the other face
to create the superconducting clusters network described in the previous section. TEM
images of the sample are presented on Fig. 3.19. The STM study was then carried out
on the upper face of the membrane, free from Sn droplets that would have prevented the

14Institut Néel, 25 Rue des Martyrs, F-38042 Grenoble.
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STM tip apex to reach the graphene layer. The topographic imaging of the free-standing
graphene in the holes proved to be impossible as it leaded to the loss of the tunnel current,
as if the membrane was buckling under the weight of the tin clusters. Most of the time,
even on the Si3N4 membrane, the tunneling junction was very unstable, making think of
a polluted surface, and resulted in a rapid deterioration of the tip. We did not reiterate
this experience for now, but the availability of a higher quality graphene than the one
used previously and a better control of the Sn nano-clusters coverage could increase our
chances in the future to study such a sample with STM.

graphene

Tin droplets

TEM membrane

STM tip

Figure 3.19 Top: sketch of the STM experiment. Bottom: TEM images of graphene reported
on a TEM membrane. The tin nano-islands evaporated at the back of the graphene sheet are
visible through the Si3N4 membrane. The right image is a cross-section view of the tin nano-
islands. Courtesy of Zheng Han.

Indium superconducting nano-droplets We also collaborated with Hélène Bouch-
iat’s group at LPS15 for the study of a graphite sample covered by superconducting indium
nano-particles of ∼10-20 nm of diameter (see SEM images in Fig. 3.20), deposited by sput-
tering process. As seen on the STM images presented in Fig. 3.20, we did not achieve to
image the indium nano-particles by STM. The surface presents some graphite atomic
steps (top right image) and a very rough texture, on which it is not possible to identify
metallic nano-particles. Our guess is that the nano-particles are being easily swept by
the STM tip. The bottom right SEM image seems to corroborate this hypothesis: we
can see a clear limit between a zone with indium marbles and a "clean" zone, where some
nano-islands are piled up in places. Nevertheless, the roughness of the surface is very
unusual for graphite, which is normally easily imaged by STM. This might come from a
contamination of the surface during the sputtering process, or by the fact that the scan is
disturbed by the indium nano-particles swept by the tip. To overcome this difficulty, we
are designing an STM experiment with in situ deposition of indium or tin nano-particles.

15Laboratoire de Physique des Solides, UMR 8502 Université Paris sud, F-91405 Orsay.
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With this new set-up, it will be possible to evaporate tin in cryogenic vacuum, with the
help of a heated tungsten filament placed close to the sample surface. This is a side-
project we are trying to develop at room temperature in a first phase, in order to study
its feasibility.

Z (nm) Z (nm)

20 nm 100 nm

Figure 3.20 Graphite decorated with indium marbles - Top: STM topographic images
at 300K, where no indium marbles are clearly identifiable. Right topography exhibits graphite
atomic steps. Bottom: SEM images taken after the STM study, showing indium marbles of
diameter ≤20 nm, separated by ∼40 nm. Right image presents a zone where indium marbles are
absent, potentially moved away by the STM tip.
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3.4.3 A new design
All these unsuccessful attempts made us think about the conception of a different sample
design, enabling to study the induced superconducting properties of graphene at low
temperature, but more adapted to a local STM study.
The requirements are the following:

– a clean surface easy to reach with a STM tip

– a graphene sheet with high-crystallographic quality

– a good electronic coupling between graphene and the superconductor

To verify simultaneously all these criteria, we proposed the growth of an epitaxial
layer of graphene directly on top of a superconductor by chemical vapor deposi-
tion (CVD) method.
In this way, the first criterion is indubitably guaranteed. The second one implies the
choice of an adequate substrate, itself exhibiting high-crystallographic quality, and steps
of optimization of the growth parameters to reach a satisfying quality. The third criterion
will need to be verified as the graphene-on-metal systems are known to present various
interaction strengths.

From our collaboration with Bruno Gilles16, who can prepare rhenium thin films with
very high crystallographic quality, and Johann Coraux17, who masters the CVD growth of
grahene on various metallic substrates, arises our new system: a graphene monolayer
epitaxially grown on a rhenium thin film.

Re

graphene

The next chapters of this manuscript present the characterization and very low tem-
perature study of this system by scanning tunneling microscopy and spectroscopy.

16SIMAP, 1130 rue de la Piscine, BP 75, F-38402 Saint Martin d’Hères.
17Institut Néel, 25 Rue des Martyrs, F-38042 Grenoble.
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Introduction
This chapter is dedicated to the presentation of the graphene-rhenium system. In a first
section, we review the properties of rhenium and the superconducting mono-crystalline
thin films fabricated by Bruno Gilles and his team. We then describe the growth of
graphene on metallic substrates by chemical vapor deposition methods and make a syn-
thetic presentation of the graphene-metal systems already studied in the literature. In
particular, we see that the metal substrates can be sorted in two categories according to
their coupling strength with graphene. After describing our growth process, we present
STM topographic analyses of our graphene-rhenium system and the study of the resulting
moiré superstructure. We show that our observations are in agreement with DFT calcu-
lations simulating our system. Finally, we present a spectroscopic study at high-energy
(several hundreds of meV). These different approaches allow us to conclude as for the type
of coupling that characterizes our graphene-rhenium system.

4.1 Rhenium thin films

60°

120°
a

c

Figure 4.1 Hexagonal close-
packed (hcp) structure of Rhe-
nium.

Properties of Rhenium Rhenium is a refractory metal,
with atomic number 75, having a hexagonal close-packed
crystallographic structure with lattice parameters a=2.76Å
and c=4.45Å, leading to an interplane distance of 2.23Å (cf
Fig. 4.1). It is known for its good resistance to heat, has the
second highest melting point of all metals with T=3185◦C,
and excellent wear properties. Despite its high price (which
can reach up to 14 ke/Kg), Rhenium is widely used for
aerospace applications, mainly as an alloying element, due
to its excellent mechanical strength and resistance to creep
at high temperatures. Its high resistance to corrosion also
makes him an attractive material for coating. Of primary
importance for us, Rhenium does not form carbide com-
pounds at ambient pressure. Nevertheless, the solubility of
carbon in Re is relatively high along with the wettability
between these two elements, which yields to excellent bond

strength between Re and C atoms1. Finally, bulk Rhenium is a type I superconductor
with Tc=1.697K and its mono-crystalline form does not easily oxidize.

4.1.1 Rhenium thin films fabrication process

The rhenium thin films were prepared by molecular beam epitaxy (MBE) on commercial
sapphire substrates by Bruno Gilles and coworkers at SIMAP2. Sapphire is a suitable
substrate for epitaxial growth of Re, as the two materials present the following epitaxial

1Rhenium is indeed widely used as an erosion-resistant coating element on carbon surfaces, for example
in high-temperature rocket engines and hot gas valves [96].

2SIMAP, Grenoble INP, 1130 rue de la Piscine, BP 75, F-38402 Saint-Martin-d’Hères, France
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relation: (0001)Al2O3//(0001)Re with
〈
21̄1̄0

〉
Al2O3//

〈
011̄0

〉
Re. In this configuration,

the metallic atomic sites (Al and Re) coincide.

Preparation of the sapphire substrate To eliminate the impurities and smooth the
surface, the sapphire substrates require a cleaning in a peroxymonosulfuric acid bath
and an annealing process of 1 h at T=1130◦C under Ar(80%) and O2(20%) atmosphere.
X-ray photoelectron spectroscopy (XPS) analysis and atomic force microscope (AFM)
images confirm the good surface conditions before proceeding to the Re growth. To grow
a mono-crystalline Re film, one needs to ensure a good mobility of the Re atoms on the
surface by heating the surface at a sufficiently high temperature. Given the high melting
temperature of Rhenium, the substrate base temperature must be around 730◦C. The
heating is provided by a furnace block with a tungsten filament placed 10mm below
the sapphire substrate, which is fixed on a sample holder hollowed in its center. As
photon radiation alone does not enable to reach a temperature higher than 730◦C, one
can combine it with electron beam heating by applying a potential difference between the
tungsten filament and the substrate. To optimize these two heating processes, a tungsten
film is sputtered on the back side of the sapphire substrate (about 300 nm thickness), which
allows a more efficient radiative absorption and charge evacuation during the electronic
beam heating.

Epitaxial growth of Re The MBE process takes place in an ultra-high vacuum (UHV)
chamber where ultra-pure Re cylinders (purity 99.95%) are heated in a separate effusion
cell until they begin to slowly sublime. The gaseous elements will then condense on the
sapphire substrate, previously thermalized around 730◦C. The Re evaporated atoms do
not interact with each other or residual vacuum chamber gases until they reach the wafer,
due to their long mean free paths. The monolayer deposition time can be long and is
limited to 6Å/min for the films presented here3. During operation, the crystal layers
growth is controlled by reflection high energy electron diffraction (RHEED).

4.1.2 Selection of rhenium films
To select rhenium films better suited to our system, we benefited from the extensive study
made by Bruno Gilles and his team at SIMAP, where they examined the influence of the
different parameters, such as the substrate temperature during the growth or the film
thickness, on the film morphology and its superconducting properties.
As Re grows in the form of grains, an important point for us was to have the larger ter-
races (or grains) as possible. This is obtained with higher growth temperature (>730◦C)
and bigger film thickness (>25 nm). This is a rather intuitive result, as a higher tem-
perature means a higher mobility of the Re atoms on the surface during growth, letting
them organize more easily to minimize the constraints due to the epitaxy with the sap-
phire substrate. Following the same idea, increasing the thickness enables Re to release
the constraints and creates dislocations. After a critical thickness (around 30 nm), the
influence on the grain size is reduced though.
Concerning the superconducting properties, in which we are highly interested, they also

3The deposition rate is measured with a quartz crystal microbalance placed near the substrate.

- 69 -



Chapter 4. Epitaxial graphene grown on rhenium

vary with the growth temperature and the film thickness. For a given thickness, the super-
conducting transition temperature Tc decreases with increasing the growth temperature.
In the same way, Tc decreases with increasing the film thickness. This seems to lead to the
conclusion that accumulating constraints in the film increases the critical temperature.

4.2 Epitaxial graphene on rhenium
Although the formation of graphitic carbon layers on metals was first reported in the
sixties [12], sometimes even identified as "monolayer of graphite" (from LEED4 patterns
analyses [90]), and further studied by surface scientists (see for example the first analysis
of the structure of single-layer graphene on metallic single crystals in [80]), one had to
wait after 2005 for these systems to be center stage and become the third main field in
graphene research [145]. The renewed interest in the preparation of graphene on metallic
single crystals arises from the possibility to grow high quality graphene flakes and then
transfer them to whatever support by chemically etching the metal, thus making possible
an industrial production of graphene films [83, 74, 10].

4.2.1 Graphene growth on metal substrates
There are two common ways to grow graphene on metals, known as the segregation and
the deposition method, both described hereinafter.

Deposition method Graphene can be grown by catalytic thermal decomposition of
carbon precursors such as ethylene, a process often referred to as chemical vapor depo-
sition (CVD). The counterpart process with a carbon atom flux instead of hydrocarbon
molecules is called physical vapor deposition (PVD). As this latter does not involve cat-
alytic processes, it can be performed on various substrates, including semiconductors and
insulators (e.g. Si, hexagonal boron nitride, mica). For metals however, CVD is often
preferred and two methods can be distinguished: either the metallic substrate is first
annealed and the carbon precursor is further introduced, so that the molecules are ad-
sorbed on the hot sample, or one first proceeds to the room temperature adsorption of
the precursor followed by a temperature flash to decompose the molecules and desorb the
hydrogen5. The islands morphology is then very much dependent on the flash tempera-
ture, their size decreasing with temperature. As for the graphene coverage, it depends on
the ethylene dose (roughly ethylene pressure × exposure time). The growth stages are
more related to the interaction strength between graphene and the metal atoms, as will
be briefly mentioned later on.

Segregation method For metals with significant carbon solubility, graphene layers can
be prepared by segregation to the surface of bulk-dissolved carbon. As seen in Fig. 4.2 a,
rhenium belongs to this category. For this kind of growth, one can use a substrate with
residual carbon impurities or a high-purity sample, in which carbon is formerly dissolved.

4LEED stands for low-energy electron diffraction.
5This method is often referred to as temperature programmed growth (TPG) to distinguish it from

the CVD process in the strict sense.
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In this latter case, the first step consists in heating up the metal substrate at a high
temperature in a UHV chamber and proceed to carbon dissolution by introducing hy-
drocarbon gases in the chamber as the source of carbon: the hydrocarbon molecules
dehydrogenate at the metal surface and carbon atoms diffuse into the bulk. Then, de-
creasing the temperature lowers the interstitial carbon solubility in the metal and drives
carbon atoms towards the surface. The temperature ramp is a decisive parameter for the
graphene growth. As illustrated on Fig. 4.2 b, an extremely fast cooling acts as a quench,
the solute carbon atoms losing their mobility before being able to diffuse, resulting in a
strong carbon concentration close to the surface. At the other limit, a very slow cool-
ing rate enables the atoms to diffuse into the bulk over a long time, thus decreasing the
amount of carbon that will segregate on the surface. However, an intermediate cooling
rate results in a finite amount of carbon segregating which turns into graphene growth.
The number of graphene layers and the amount of defects are very much dependent on
this cooling rate. This method enables a good control of the growth process, with precise
monitoring of the number of graphene layers and of its structural quality.

a) b)

Figure 4.2 (a) Solubility of carbon in various metals in function of the temperature. From
[8]. (b) Illustration of graphene growth by segregation on Ni surfaces. Reproduced from [150].

It is important to notice that the graphene growth is always performed at high tem-
peratures (600-1500◦C) to ensure enhanced catalytic activity of the metal surface and
high carbon adatom6 mobility (the diffusion length is bigger than 1µm at 850◦C and
10−9mbar [32]).
Nevertheless, the growth proceeding highly depends on the metal element properties, such
as its melting point7, the carbon solubility in its bulk and the carbon-metal interaction,
which will have strong impact on the growth type. In this regard, metals can be divided
into two binding classes: the ones that present a weak interaction with graphene (Cu,
Ir, Pt) and those that strongly interact with graphene (Co, Ni, Ru, Rh). Fig. 4.3 presents
a summary of the interaction strength between graphene and the transition metals. Re-
lying on two review articles [145, 15], we will now present some characteristics of the
graphene layer grown on top of these two classes of metals.

6An adatom is an atom adsorbed on a surface.
7For instance, the melting points of the different metallic elements are: Cu: 1085◦C, Ni: 1455◦C,

Ru: 2250◦C, Ir: 2443◦C, Re: 3185◦C.
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Fe
d=2.1-3.0
c=0.9

π=?

Figure 4.3 Summary of the interactions between transition metals and graphene.
Blue: graphene may grow from these elements bulk-carbide. Red: metals interacting strongly
with graphene (data reported on Fe [139] have been added to the original table). Yellow: metals
interacting weakly with graphene. Crosses: no graphene growth reported yet. ’S/M’ in the upper-
right corner indicates if graphene form single/multiple rotational domains. ’d’ is the graphene-
metal separation in Å, ’c’ the buckling or corrugation of the graphene sheet in Å and ’π’ the
downward shift of the π-band (’Intact’ means that a linear dispersion at the Dirac point is still
observed). Adapted from [15].

4.2.2 Graphene-metal systems
Weakly interacting systems
The metals that interact weakly with the graphene overlayer are represented in the yellow
boxes on Fig. 4.3, the best-studied being copper [55], iridium [33, 34, 27] and platinum
[80, 127]. They present a very large metal-graphene distance (up to 4Å for Ir(111)),
that implies small corrugation of the graphene sheet (0.3Å). The mismatch of the lat-
tice parameters of the graphene (2.46Å) and the metals (Cu(111): 2.56Å, Ir(111): 2.72Å,
Pt(111): 2.77Å) leads to superstructures with large lattice constants, the so-called moiré
structures. On Ir(111) for example, graphene forms an incommensurate moiré structure
with a periodicity of 9.32 Ir lattice constants (∼2.5 nm) and domains with different ori-
entations of the C atomic rows compared to the Ir atomic rows (see Fig. 4.4). However,
several graphene phases coexist on Pt(111) and Cu(111): at least three have been reported
on Pt (rotational angle/moiré periodicity: non-rotated/2.2 nm, 1.5◦/2.0 nm, 90◦/9.0 nm
[80]) and several on Cu (the most often observed being non-rotated/6.6 nm and 7◦/2.0 nm
[55]).

Strongly interacting systems
The metals that interact strongly with the graphene overlayer are represented in the
red boxes on Fig. 4.3. They all present small graphene-metal distances (down to 2.1Å
for Ru(0001)), that imply strong corrugation of the graphene sheet (up to 1.6Å). This
separation is much shorter than expected for a physisorbed layer8, indicating the formation

8If the graphene is physisorbed, one would expect graphene-metal distance comparable to the layer
spacing in bulk graphite (3.35Å).
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Figure 4.4 Graphene-Ir(111) system (a) STM image of a graphene monolayer grown on
Ir(111) at 1120K (108 nm×108 nm). (b) Colored-map delimiting the three moiré domains in
(a) with different rotational angles. Reproduced from [33].

of genuine chemical bonds between the C and metal atoms. Owing to the close lattice
match for Ni(111) (aNi=2.49Å) and Co(0001) (aCo=2.51Å), graphene growth leads to
a commensurate (1×1) structure. On the other hand, for Rh(111) (aRh=2.69Å) and
Ru(0001) (aRu=2.71Å), like for weakly-interacting metals, the graphene overlayer outlines
a moiré pattern. Fig. 4.5 a shows this moiré pattern for a Ru(0001) substrate, with a
periodicity of 3.0 nm, corresponding to twelve carbon rings matching eleven Ru atoms.
The graphene layer is strongly buckled, as confirmed by DFT calculations presented in
Fig. 4.5 b. The atomic resolved image in (c) shows that the atomically contrast varies in
the unit cell of the moiré structure: one resolves all the six C atoms on the bright hills
but only one over two in the dark valleys. This can be explained considering the different
positions occupied by the C atoms compared to the underneath Ru atoms, as illustrated
on the simulated figures (b) and (d). This point will be discuss further in the following
sections for the graphene-rhenium system.

The growth stages have also been found to be quite different regarding the binding
class to which the metal belongs. On Ir(111) for example, graphene has been reported
to grow continuously across step edges, both in the downhill and the uphill directions
(Fig. 4.6 a-c), whereas the uphill growth is blocked in the case of Ru(0001) (Fig. 4.6 d-e).
Furthermore, graphene growth occurs through C-monomers attachment on Ir(111) but
cluster attachments on Ru(0001), as illustrated on Fig. 4.6 f. This was first understood by
analyzing the graphene growth rate regarding the C-monomer concentration: the clearly
non-linear behavior could be explained by pentamers attachment to the graphene growing
sheet.

It should be noted that no qualitative explanation has been given relatively to the
strong differences observed in the binding of graphene with various transition metals.
The so-called d-band model, which predicts a stronger binding with decreasing occupation
of the d band (i.e. following a line from right to left in the periodic table), and a stronger
binding from the 5d to the 3d metals, is consistent with previous observations but does
not account for the large distance variations between the metal-graphene systems. Any-
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ba)

Figure 4.5 Graphene-Ru(0001) system (a) STM image of a graphene monolayer grown
on Ru(0001) at 1200◦C showing substrate steps (50 nm×50 nm). (b) DFT model of the moiré
structure of graphene on Ru(0001), calculated for a (12×12) graphene cell over a (11×11)
Ru cell. The underneath side view shows the buckling of the graphene layer. (c) Atomically
resolved STM image showing three different levels of apparent heights, high, intermediate and
low, identifiable on the calculated figure (b) (5nm×4nm). (d) Computed constant current STM
image using the Tersoff-Hamman approximation. Reproduced from [145].

(d)

(f)

Ir(111)

C

Ru(0001)

C

(e)

(c)

Figure 4.6 Left panel: graphene-Ir(111) system. (a) STM image of graphene crossing
several Ir steps (125 nm×250 nm). (b) Continuous atomic arrangement in graphene across a step
edge (5 nm×5 nm). Reproduced from [33]. (c) Growth model of graphene on Ir(111): C adatoms
first nucleate at the lower side of a step edge in the energetically most favorable configuration
(regarding the preferential lattice orientations of graphene relatively to Ir) and the uphill growth
is delayed until the C atoms of the upper terrace edge have enough energy to break the C-Ir bond
and form σ bond with the C atoms below. Reproduced from [32]. Right panel: graphene-
Ru(0001) system. (d,e) Low-energy electron microscopy (LEEM) data and schematic view of
graphene growth on Ru(0001) showing the downhill carpet-like expansion of the graphene sheet,
whereas uphill growth is blocked. Reproduced from [126]. (f) Schematic views of the cluster
attachment mechanism responsible for graphene growth on Ru(0001). Reproduced from [15].
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how, the two binding classes seem to distinguish between a situation where graphene is
physisorbed on the surface (with Cu, Ir, Pt), bringing into place weak interacting forces
(van der Waals), and one where it is chemisorbed, forming covalent or ionic bonds with
the underneath metal (Ni, Co, Ru, Rh).

4.2.3 Graphene-rhenium system

As presented in 4.2.1, two methods are possible to grow epitaxial graphene on a metal
substrate. Given the high solubility of carbon in rhenium and the better monitoring and
structural quality of the graphene layer offered by the segregation process, we opted for
this one.

Preparation of the Re films surface After the Re growth, the samples were trans-
ferred into another UHV system equipped for chemical vapor deposition (CVD). The
graphene growth was carried out by Amina Kimouche and Johann Coraux in Institut
Néel9. As the Re/sapphire samples were exposed to air during the transfer, they all went
through a cleaning process after their installation in the CVD chamber, performed in
three successive steps:

– annealing at 900◦C during 30mn
– O2 exposure during 5 - 10mn with PO2 '10−8 mbar (optional)
– flash at 1200◦C

Afterwards, the surface was checked in situ by RHEED and STM (Fig. 4.7 a) to ensure
its cleanness (absence of impurities) and its smoothness (flat Rhenium terraces).

100 nm

a)

50 nm

b)

Figure 4.7 STM topographic images in UHV (a) Before graphene growth (Vbias=1.5V,
It=1.8 nA). (b) After graphene growth (Vbias=0.5V, It=20nA). Courtesy of Amina Kimouche.

9Institut Néel, CNRS/UJF, 25 rue des Martyrs, F-38042 Grenoble cedex 9, France
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Graphene growth Graphene was then grown on the Re(0001) surface following the
segregation method:

– annealing at 1000◦C under ethylene exposure (10−7-10−8 mbar during several min-
utes)

– ethylene flux is turned off and the temperature is slowly decreased from 1000◦C to
600◦C (several tens of minutes)

– heating is stopped, resulting in fast cooling of the sample down to room temperature
A summary of the different growth conditions is presented on Tab. 4.1. The samples writ-
ten in bold characters have been studied in the low-temperature STM, their topographic
aspect is indicated in the last column.
The surface was then checked by RHEED or STM to ensure the graphene growth was
completed. Fig. 4.7 b presents a 300×300 nm2 topographic image acquired with the UHV
STM just after a successful growth. What is striking is the presence of holes on the Re
terraces, that were absent before carbon introduction. Although the scale is too large
to conclude, we will see later that they correspond to holes in the Re film and not in
the graphene layer. The fact that they can not be observed on the pristine Re surface
indicates that these features appear during the growth. Studying their formation could
thus be a good lead to understand the growth process of graphene on Re(0001) thin films.

�

�

�

�

A fundamental question for our study is: to which binding class does Rhenium
belong? Is it weakly interacting with graphene, like other studied 5d metals (Ir,
Pt), or strongly interacting with it, as other low-filled d band metals (Fe,Ru)? We
have seen in Chapter 3 the importance of the interface quality between graphene
and the coupled superconductor for the efficiency of the superconducting proximity
effect. Our goal is to create a graphene-superconductor system with a highly
transparent interface to study how the superconducting properties are transferred
and survive into graphene. A characterization of our system regarding the coupling
strength between graphene and rhenium is thus essential before going further in
the analyses of the superconducting properties.

What’s next
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4.3 Topographic analyses
After the graphene growth, the samples were taken out from UHV and set up in our STM,
where they were cooled down to 50mK. Although they had been exposed to air, we did
not observe excessive contamination of the surface that could disturb the STM study. As
our system does not enable us to perform annealing before cooling down the sample, we
made do with a slight heating before cryopumping. All the images were acquired at low
temperatures with Pt/Ir tips, hand-cut or commercial ones (described in Chapter 1).

4.3.1 Large scale morphology
Large scale STM images show numerous flat Re monocrystalline grains, with sizes vary-
ing from 50 to 200 nm, as seen on Fig. 4.8 a. The bright spots are dusts or impurities.
Zooming on terraces reveal a superstructure, the so-called moiré pattern, characteristic of
graphene grown on mismatched substrates (see Fig. 4.8 b-d). The difference between the
graphene and Re lattice parameters (aC=2.46Å, aRe=2.76Å) induces strain in graphene
that is relaxed by the mean of a periodic rippling of the graphene sheet10. The graphene
layer is thus lying at a varying distance from the Re surface, resulting in a series of ’valleys’
and ’hills’ defining the moiré structure. During the growth, a full coverage of monolayer
graphene11 was achieved over the Re surface, as attested by the presence of the moiré on
every Re mount. At the bottom of image (b), Re grains are covered by graphene with
irregular borders. This feature is nevertheless rarely observed and will therefore not be
further discussed. Some defects can also be observed in the regular pattern of the moiré
on the terraces, better seen on images (c) and (d). On these latter images, we can clearly
distinguish several ’holes’ (in the sense of missing ’hills’) in the moiré structure. These
defects will be addressed later on in this manuscript. Image (e) is a 3D-plot of a 8×8 nm2

surface exhibiting a perfectly regular moiré pattern. The apparent moiré corrugation
(height difference between hills and valleys) is estimated here around 1.5Å but is actually
very tip-dependent.

An interesting feature recurrently observed is presented on Fig. 4.9. (a) is a topography
image showing three Re atomic steps and several holes in the Re films, the biggest one
having a length of about 45 nm and measures 10 nm at its largest point. From this
picture, we can deduce with certainty that these holes are associated with a step in the
Re film and do not correspond to holes in the graphene layer. Indeed, we can clearly
see the presence of a moiré pattern inside the hole, attesting the presence of graphene,
but at an underlying level. Line profile (Fig. 4.9 c) over the three Re step edges (red)
allows to measure a step height of about 2.2Å, which is consistent with the Re interplane
distance of 2.25Å12. Another line profile (violet) shows the hole depth matches the Re
step height, confirming the hypothesis of a hole in the first Re layer. One can notice
that the hole edges follow the moiré directions, which is not surprising as these latter are

10This is the smoothest way to relax the strain due to the epitaxial growth. A more drastic one being
the creation of dislocations in the graphene layer.

11Several experimental observations indicate that we are indeed in presence of a single layer of graphene,
as well as comparison to DFT calculations of the observed moiré supercell. We will come back to the
justification later on.

12and thus confirms the good calibration of the STM piezoelectric tube.
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20 nm

5 nm

200 nm

a) b)

d) e)

8

8

0

1.5Å

c)

10 nm

Figure 4.8 STM topographic images of a graphene-Re(0001) sample surface
at different scales. (a) Large scale image showing Re grains (Vbias=260µV,It=50 pA).
(b) Middle scale image showing the moiré superstructure, attesting the full coverage of
graphene on Re terraces (Vbias=20mV,It=200 pA). (c) Re steps and moiré hole-type defects
(Vbias=500mV,It=500 pA). (d) Zoom of image (b) on a Re dislocation step showing defects in
the moiré pattern. (e) 3D plot of the moiré structure (Vbias=100mV,It=100 pA).
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directly correlated to Re(0001) in-plane crystallographic directions. On this image, the
moiré corrugations were measured as high as 1.4Å. Fig. 4.9 b is an enlargement of the
black frame in image (a) showing a dislocation in the moiré pattern (insertion of a hill
row [green] between two others [black]) originating from a moiré hole (missing hill). This
implies some rearrangement of the carbon layer at the atomic level, we unfortunately can
not explore further here as it would require atomically resolved images we do not have
for such features. One should notice that these moiré holes are not necessarily associated
with ’moiré dislocations’ as seen here. Most of the time, they just appear as a missing
hill in an otherwise regular moiré pattern over the surface.

20 nm 5 nm

b)a)

0

8

40

1.4Å

2.2Å

c)

Figure 4.9 (a) UHV STM topographic image showing holes in the Re film (Vb=500mV,
It=30nA). Courtesy of Amina Kimouche. (b) Enlargement of the left-corner frame in (b) show-
ing a ’moiré dislocation’ originating from a moiré ’hole’. (c) Profiles along lines in image (a) -
red: profile over 3 Re step edges, violet: profile over a hole.

4.3.2 Moiré structure
The moiré is a superstructure resulting from the superimposition of two identical rotated
lattices or two mismatched lattices (see Fig. 4.10). The analysis of our moiré pattern,
and in particular of its periodicity and its angle with the carbon atomic rows, enables
to determine the arrangements of carbon atoms on the rhenium ones and the rotational
angle between the C and Re lattices. We present two STM topographic images with
atomic resolution, Fig. 4.12 and 4.13, acquired in UHV and at 1.5K respectively. We plot
their fast Fourier transform images and several profile lines, which will enable to study in
details the atoms arrangement of the structure. The three-fold periodicity of the moiré
pattern is clearly visible both in the direct (hills/valleys hexagons) and reciprocal spaces.
We will extract the moiré periodicity knowing the carbon atoms periodicity bGR=2.46Å.
We chose to calibrate our piezo with this theoretical value to increase our measurement
precision at small scales.

STM image of Fig. 4.12 presents an almost perfect alignment of the carbon atomic
rows (green line) with the moiré direction (violet line). Only a tiny misalignment <3◦ can
be estimated. Indeed we can distinguish parallel lines that correspond to rows of atoms
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θ ↗

Figure 4.10 Moiré patterns appearing when two periodic lattices are overlaid. The superstruc-
ture periodicity changes when the two lattices are rotated relatively to each other (angle θ). In
the case presented here, it corresponds to graphene and boron nitride lattices. Credits: Columbia
University.

belonging to a same sublattice. These rows are schematized on Fig. 4.11 a by green doted
lines and are separated by a distance cgraphene = 3

2agraphene = 2.13Å. These rows eventually
transform into dots at some places, enabling to resolve one atom over two of the graphene
lattice, that are separated by a distance bgraphene = agraphene

√
3 = 2.46Å. This distance

corresponds to the periodicity of one sublattice. For rhenium one has brhenium = 2.76Å.

a gr
ap

he
ne

b graphene

cgraphene

kRe

kC

kmoiré= kC - kRe

ϕC,ReϕC,moiré

a) b)

Figure 4.11 (a)
Schematics of graphene
non-equivalent sublat-
tices (red and blue)
with characteristics
distances. (b) Sketch in
the reciprocal space of
the k-vectors defining
the moiré structure.

The good alignment of carbon atomic rows with the moiré direction is confirmed on
the FFT image where we can draw a line profile passing both by peaks representing the
moiré periodicity (in the center of the image) and by peaks representing the carbon atoms
periodicity (on the outside), as seen on Fig. 4.12. We can deduce amoiré =1.9 nm±0.05 nm
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by averaging the ratios in the different directions of the hexagon.
Fig. 4.13 presents an STM topographic image acquired at 1.5K where the moiré di-

rection (violet line) is rotated as compared to the carbon atomic rows (green line). The
rotational angle, measured to be φC,moiré '14.6◦, is due to a misalignment between the
rhenium substrate’s and the graphene’s atomic rows. As the moiré acts as a magnification
effect, one can trace back to the tilt of the two lattices with respect to each other φC,Re.
Indeed, as illustrated on Fig. 4.11 b, the moiré can be defined by a reciprocal lattice vector
expressed as the difference: kmoiré = kC − kRe, where ki = 2π

bi
. One can then derive [97]:

sin(φC,Re) =
(

cos(φC,Re)−
kC

kRe

)
tan(φC,moiré) (4.1)

For small angles φC,Re and φC,moiré, this simplifies into

φC,Re = kRe − kC

kRe
.φC,moiré (4.2)

with the constant factor
∣∣∣kRe−kC

kRe

∣∣∣−1
≈ 8.2 being the angular magnification. Thus, on this

image one can estimate φC,Re ≈ 14.6
8.2 ≈ 1.8◦. Note that we never observed boundaries be-

tween different rotational domains (with different φC,Re). This may be due to the limited
size of the rhenium grains.
To determine the moiré periodicity, we proceeded the same way as for the previous image,
i.e. by ratios on FFT and topographic profiles. As this time the carbon atomic rows are
misaligned with respect to the moiré direction, we drew two line profiles on the FFT, one
passing by peaks representing the moiré periodicity (violet) and another slightly tilted
passing by peaks representing the graphene periodicity (green), as seen on Fig. 4.13. We
can deduce amoiré =2.1 nm±0.1 nm by averaging the ratios in the different directions of
the hexagon. We find the same estimation from topographic profiles.

To describe further more the superstructure, we counted the number of carbon atomic
rows in one moiré period on the image of Fig. 4.12: we found R= bmoiré

bgraphene
=8. From this

ratio, one can trace back to r=bgraphene

bRe
and thus to the real graphene lattice parameter,

by a simple geometric reasoning based on Fig. 4.11 b, which is a schematic representing
the reciprocal lattice vectors of the Re, C and the resulting moiré. One can derive in
order:

kmoiré =
√

(kC sin(φC,Re))2 + (kC cos(φC,Re)− kRe)2 (4.3)

R =
(√

1 + r2 − 2rcos(φC,Re)
)−1

(4.4)

and using Eq. 4.2, one follows:

r3 + (φ2
C,moiré − 2) r2 + (1− 1

R2 − 2φ2
C,moiré)r + φ2

C,moiré = 0 (4.5)

which is a polynomial equation of third degree with real coefficients that can be eas-
ily numerically solved using Mathematica for example. In the simpler case of Fig. 4.12
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Figure 4.12 Graphene-Re(0001) in UHV (a) STM topographic image of the moiré pat-
tern, presenting an almost perfect alignment of the carbon atomic rows (green line) with the
moiré direction (violet line). Measured with Vbias =224mV and It =31 nA. Courtesy of Am-
ina Kimouche. (b) FFT of image (a). (c) Profile along the red line on the topographic image
exhibiting the graphene atoms periodicity. (d) Profile along the orange line in the FFT image ex-
hibiting the moiré and graphene periodicities. (e) Profile across carbon atomic rows (small dark
green line). (f) Profile along a moiré row. The dots in the profiles represent single measurement
points.
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Figure 4.13 Graphene-Re(0001) at 1.5K (a) STM topographic image of the atomically
resolved moiré pattern presenting a misoriented carbon lattice with respect to the moiré direction.
Measured with Vbias =10mV and It =10 nA. (b) FFT of image (a). (c,d) Profiles along the
purple (moiré) and green (carbon atoms) lines in the FFT image. (e) Profile along a moiré row
(violet line) in the topographic image. (f) Profile along the red line on the topographic image
exhibiting the graphene atoms periodicity. The dots in the profiles represent single measurement
points.
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where φC,moiré = φC,Re ' 0, Eq. 4.4 turns into r=R−1
R i.e. r=7

8 = 0.875. Written differently,
7 bRe =8 bC : the moiré superstructure is composed of eight carbon rings match-
ing seven Re atoms. The notation (7:8) will be used to refer to this structure in the
following. If these numbers are exact, i.e. if the numbers of atomic rhenium and graphene
sites per moiré cell are integer, the graphene on Re(0001) is said to be a commensurate
system. In this case, the graphene lattice is slightly distorted to fit the Re lattice and
one can estimate brealgraphene =r∗bRe =0.875∗2.76=2.42Å, corresponding to a compression of
the graphene cell of 1.8%. In the case of Fig. 4.13 where φC,moiré ≈ 14.6◦, one calculated
r'0.879, which gives brealgraphene =2.43Å, corresponding to a compression of the graphene
cell of 1.3%. We see here that our decision to calibrate our lateral displacements with
the theoretical value of the graphene atomic periodicity is only valid at first order and
eventually induces imprecision on the moiré periodicity value.
The moiré periodicity can be calculated by bmoiré=8bRe=1.93nm, which is consistent with
our previous calculations from FFT and topographic profiles.
RHEED patterns acquired just after the graphene growth on two different samples (i.e.
grown with different graphene growth parameters) enabled to conclude to the presence of
a (7:8) superstructure in one case and a (9:10) superstructure in the other case. This lat-
ter had already been observed in the reciprocal space in a low energy electron diffraction
(LEED) experiment carried on by Miniussi and coworkers [93]. We did not observe this
structure on the samples we measured by STM.
The moiré will be further explored in more details in section 4.4 where we will present
DFT calculations of the (7:8) superstructure that corroborate our STM observations.

What can be deduced concerning the coupling strength between graphene and
rhenium from the observation of the moiré?
We saw in section 4.2.2 that strong interacting graphene-metal systems present small
carbon-rhenium atoms distance (down to 2.1Å for Ru) and strong corrugations of the
graphene layer (up to 1.6Å). From the two profiles over the moiré hills presented on
Fig. 4.12 and 4.13, we extract corrugations of the graphene layer of 0.9Å and 1.6Å. These
numbers can vary strongly as STM is sensitive to both the electronic wavefunctions of
the sample surface and of the tip. Thus, they reflect the combination of the topographic
corrugation of the moiré and an electronic component that can be responsible for more
than 50% of the observed corrugations. It is impossible to disentangle between these two
components with STM. Nevertheless, the observation of high corrugation values seems to
indicate that rhenium can be placed in the category of metals that strongly interact with
graphene, such as Ru, Rh, Ni, Co and Fe.

By looking closer at an atomically resolved image, such as in Fig. 4.14, one can resolve
six atoms on the hills of the moiré (marked by an hexagon) but only three in the valleys
(marked by a triangle). This different atomic periodicity suggests that the graphene layer
is overall less strongly coupled to the Re substrate on the hills than on the valleys. This is
the same electronic effect as observed on graphite for example, where only one atom over
two is resolved by STM due to the AB stacking of the last two graphene layers: the atoms
of one sublattice are all positioned on top of carbon atoms of the underneath graphene
layer and form van der Waals bonds while the atoms of the other sublattice lie above the
center of the underneath carbon hexagon. Therefore, these latter atoms exhibit localized
dangling bonds that strongly enhance the tunnel current. Applying the same reasoning

- 85 -



Chapter 4. Epitaxial graphene grown on rhenium

1 nm

Figure 4.14 Zoom on a moiré supercell in STM topographic image presented in Fig. 4.13.
One identifies zones with three-fold (atoms marked by a triangle) or six-fold atomic periodicity
(atoms marked by an hexagon).

in our case leads to the interpretation that one atom over two in the valleys is strongly
coupled to the Re substrate, while atoms positioned on the hills are less strongly bonded
due to their higher position with respect to the underlying metallic substrate.

Moiré hole-type defect

2 nm

Figure 4.15 Moiré hole-type defect
(Vbias=-10mV,It=25nA).

Like already mentioned before and seen on
Fig. 4.8 and 4.9, the regular moiré pattern
sometimes exhibits defects, characterized by a
’missing hill’, and referred to as moiré hole-
type defect. An atomically resolved STM topo-
graphic image shows such a defect on Fig. 4.15.
The central missing hill is replaced by a valley-
like region, where we can see the presence
of an ’atoms ring’ in the center. The ex-
act atomic configuration of the graphene sheet
in this region is difficult to analyze as we do
not resolve all the atoms in our image. If
it would have been the case, we could have
followed the carbon atomic rows to deduce
if this defect geometry was the result of a
dislocation or atomic defect in the graphene
sheet.
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4.4 DFT calculations of the moiré structure
What is DFT? Density functional theory (DFT) is one of the most popular and suc-
cessful approach to compute the electronic structure of matter. The main idea of DFT is
to describe an interacting system of fermions by using the electron density as the central
quantity, instead of its many-body wave-function, thus drastically reducing the number
of variables of the problem and then the computational effort. The name of this theory
originates from the fact that the properties of the system can be determined by using func-
tionals of the spatially dependent electron density. The energy of the system is computed
using a variational principle, which is nevertheless limited to the ground state. Hence,
this strategy can not be easily transferred to the problem of excited states.

hcp-fcc

top fcc

top hcp

graphene

Re top layer

Re 2nd layer

a) b)

Figure 4.16 (a) Schematic view from the top of the (7:8) graphene-rhenium superstructure.
One indicated by colored circles the different high-symmetry stacking positions of carbon atoms
on Re(0001). (b) Four basic adsorption arrangements for non-rotated graphene on hexagonal
(fcc(111) or hcp(0001)) metal surfaces (see text for details). Reproduced from [15].

Simulation results The DFT calculations have been carried out by Laurence Mag-
aud13 with a slab containing five Re layers, one graphene layer and a 10Å-thick vacuum
space on top. The Re plane in the middle (third plane) of the slab was fixed while all
the other atoms were allowed to relax14. The lateral size of the supercell corresponds
to a (7×7) cell for rhenium and a (8×8) cell for graphene, to match the geometry we
observed experimentally by STM. Fig. 4.16 a shows a schematic view from the top, the
black diamond delimiting a single moiré supercell. The colored circles identify different
high-symmetry stacking positions of carbon atoms on Re(0001) that are schematically
clarified in (b). One spotted three main regions, described here-after in a nomenclature
where the adsorption structure is labeled by the sites of the carbon atoms with respect
to the underlying metal surface:

– hcp-fcp region, or "hollow sites" (orange circle): carbon atoms surround the top
layer atoms of the metal, i.e. are located in three-fold hollow sites of the surface
(i.e. on top of the Re second layer atoms in our case)

– top fcc region (green circle): carbon atoms are alternately occupying metal-atop
sites and the ’fcc’ hollow sites. They surround the metal atom of the second layer.

– top hcp region (blue circle): carbon atoms are alternately occupying metal-atop
sites and the ’hcp’ hollow sites (on top of the Re second layer atoms).

13Institut Néel, 25 Rue des Martyrs, F-38042 Grenoble.
14For more details on the DFT calculations, see [1].

- 87 -



Chapter 4. Epitaxial graphene grown on rhenium

a) b) c)

Figure 4.17 Results of DFT calculations on graphene-Re(0001). (a) Schematic view
of the slab from the side to show the graphene buckling. (b) Number of C-Re pairs as a function
of distance. (c) Cross section of the square modulus of the wave-function integrated between EF
and EF+0.5 eV. The cut has been done on the same superstructure as presented in Fig. 4.16.

The last configuration presented in Fig. 4.16 b that we did not identify on our represen-
tation of the graphene-rhenium system is called "bridge position" and corresponds to a
situation where the carbon atoms are bridged by the metal-atop sites.

Results of DFT calculations are summed up on Fig. 4.17. They show that the graphene
layer is buckled with regions where the C atoms are close to Re ones, the so-called valleys,
and regions where they lay much higher, the so-called hills. The first regions correspond
to strong graphene-Re interaction (top hcp and top fcc), the second to much weaker
interaction (hcp-fcc). The buckling of the graphene layer has been calculated to be 1.6Å
and the C-Re first neighbor distances range from 2.24 to 3.97Å, which puts Re in the
category of strong interacting metals. The Re layers below graphene are also slightly
buckled, with corrugation height of 0.15Å in the first Re layer just below the graphene
and 0.13Å in the second Re layer. The higher Re atoms lie below the higher C atoms.
Fig. 4.17 c shows the square modulus of the wave-function integrated between the Fermi
level (EF) and EF+0.5 eV, which corresponds to the quantity mapped by STM in the
constant z-height mode (current image). This cross section is taken just above the highest
graphene atom, the grey diamond delimits a single moiré supercell. It shows bright
protuberances that correspond to hcp-fcc stacking regions described in Fig. 4.16 and to
hills regions in STM images of Fig. 4.12 and 4.13, being in good agreement with them.
Moreover, the hexagonal symmetry of the carbon atoms on the hills and the triangular
symmetry in the valleys are also visible in this computed image.

Figure 4.18 Cross section of the square
modulus of the wave-function integrated
between EF-0.5 eV and EF. The cross
section line is parallel to the x supercell
axis and goes through the hcp-fcc site.
Color scale: blue/white/red correspond to
low/intermediate/strong intensity respec-
tively.

Another cross-section parallel to the x supercell axis presented in Fig. 4.18 illustrates
the formation of covalent bonds between graphene and Re atoms except in the hcp-fcc

- 88 -



4.5. High energy DOS

region, thus corroborating that the moiré hills are less strongly coupled to Re than the
valleys. Band structure calculations have shown no trace of graphene linear dispersion
(Dirac cone), which is another evidence of the strong graphene-Re interaction. In addition,
carbon related states (at the Γ point) were found at an energy lower than in graphene
indicating an electron transfer from Re to C.

4.5 High energy DOS
Before focusing on the superconducting properties of the system, we investigated the den-
sity of states of graphene on rhenium at high energy (several hundreds of meV) by tun-
neling spectroscopy. Indeed, this quantity gives us information on the coupling strength
between graphene and Re, as we can compare with spectroscopic features obtained for
graphene coupled to other metals or for free-standing graphene.

Although graphene on metal systems have been widely studied by STM, spectroscopic
data on such systems are not so abundant in the literature. This can be explained by the
difficulty to interpret them, as the measured conductance is always a convolution of the
DOS of the sample and the DOS of the tip, which is most often unknown. As the tip
is different between two experiments and even often within a same experimental run15,
it is difficult to compare spectroscopic data if one can not dissociate the influence of the
tip in the measured features. If the general behavior can be extracted and discussed, one
should pay attention not to compare spectroscopic data of two different experiments too
hastily.

Spectroscopic spectra measured over the moiré pattern are presented on Fig. 4.19.
We performed current-imaging tunneling spectroscopy (CITS) measurements: the tip is
scanned in the constant current mode and at each point of a grid the feedback loop is dis-
abled and a spectroscopic measurement is performed. The top left image is a topographic
image where we distinguish moiré valleys (dark) and hills (bright). The top right image
is a simultaneously recorded map of the differential conductance G=dI/dV measured at
EF (i.e. at zero tip-sample bias). The spectroscopic signal was obtained by a lock-in
technique with an rms modulation voltage of 5mV. On this spectroscopy map we observe
enhanced conductance on the moiré hills. This contrast can be understood by looking at
the full spectra recorded on hills and on valleys (bottom panel): an enhancement of the
conductance is reported on moiré hills with respect to valleys around the Fermi energy,
between -400meV and +200meV in the presented graph. This evidences strong electronic
effects which are likely to play a central role in the observed moiré. The inset in the graph
presents a curiosity: spectra acquired on different hills display a maximum at different
energies. These spectroscopic variations between different hills are not well understood,
as it would mean that different hills are non-equivalent. We ventured the hypothesis that
it could originate from a slight misalignment between the crystallographic directions of
the graphene and the Re (as seen on Fig. 4.13). The resulting incommensurability in the
moiré would then lead to non-equivalent hills, first in term of adsorption arrangements

15It is common that the tip changes randomly during a scan, which means that the tip apex changes its
atomic configuration and thus its electronic wave-function. Nevertheless, these changes are rather easily
detectable by lines jump, a change of contrast or even a change of spot in the scanned image.
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Figure 4.19 High-energy spectroscopy on graphene-Re (1). Top panel: Left: topographic
image (5×3 nm2) measured at Vbias=800mV and I=5 nA. Right: conductance map at the Fermi
energy. Bottom panel: spectra averaged over the hills (red) and valleys (black). Inset: zoom in
energy of spectra averaged on individual hills (colors) and the spectrum averaged in the valleys
(black).
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of the carbon atoms on the Re ones, and then regarding their electronic properties. To
validate this scenario, one would need to study in details the atomic arrangement of this
specific moiré superstructure, which naturally requires atomically resolved images. Un-
fortunately, such high-resolved images were not acquired during these measurements and
we can not therefore conclude in this case.

The general shape of the tunneling spectra thus reminds a ’semi-metal’ behavior,
similar to what was obtained for the strongly coupled system graphene/Ru(0001) [86,
137, 104, 63], and in contrast to the V-shaped DOS of a decoupled graphene layer [6].

By studying the literature on the graphene-Ru(0001) system, we note a huge disper-
sion in the experimental spectroscopic data, despite that some of them are reported by
the same group. Fig. 4.20 presents data reported in a selection of three papers on this
system. First, if we look at the right column presenting spectroscopic data, we notice
that the spectra reported in distinct papers are very different from each other. The STM
images in (a) illustrate the contrast inversion they measure on this system, the same effect
is also observable in conductance maps in (b) and (c). The latter experiments present
spectroscopic data acquired at different positions on the moiré pattern, confirming the
idea that the occupied DOS is always larger in the hills regions, while the empty DOS
is larger in the valleys. But whereas distinct peaks are visible in (c), spectra presented
in (a) and (b) look rather smooth. This sampling of spectroscopic data collected on the
graphene-Ru system shows that it can be difficult to compare data from different experi-
ments. The interpretations of the spectroscopic features are as much diversified, making
reference to Ru d-states, phonon excitations [63] or periodic modulation of the potential
[137].

In the case of our graphene-Re(0001) system, we never observed such a contrast inver-
sion on the topographic or conductance maps, whatever the considered energy. Indeed,
looking at the averaged spectra on Fig. 4.19, the DOS on the moiré hills is always equal to
or greater than the DOS on the valleys16. On the other hand, a systematic enhancement
of the conductance around the Fermi energy is observed on moiré hills with respect to
valleys, as shown in Fig. 4.21. These data were acquired on a same sample during the
same experimental run but at different positions.
The three panels correspond to three different sets of CITS measurement. All these
measurements are centered on a moiré hole defect. In each panel is presented an STM
topographic image of the scanned region (top left). To study the DOS evolution with
respect to the topographic height (i.e. hills or valleys positions), we sorted the spectra of
the CITS map into n slices corresponding to n height ranges of the topographic image.
For the top panel for example, we chose 8 slices corresponding to the following height
ranges:
-15 pm 1−→ -11.3 pm 2−→ -7.5 pm 3−→ -3.8 pm 4−→ 0 5−→ 3.8 pm 6−→ 7.5 pm 7−→ 11.3 pm 8−→ 15 pm

The pixels belonging to the same slice are plotted in the same color on the discretized
topographic map (bottom left). The histogram of the height distribution is plotted for
each measurement, on which we superimposed the corresponding slices. We can thus

16the slight inversion around 400meV is too subtle to be seen on the conductance maps, being drowned
in the spectra noise.

- 91 -



Chapter 4. Epitaxial graphene grown on rhenium

a)

b)

c)

-0.6V +1.4V

-0.1V +0.2V

Figure 4.20 Graphene-Ru(0001) system - Left and middle columns: (a) STM topographic
images for different Vbias, (b and c) Spatial maps of the tunneling conductance for different bias
voltages. Right column: spectroscopic data measured on different positions on the moiré cell.
Data reproduced from (a) Marchini et al. [86] (b) Vazquez et al. [137] (c) Gyamfi et al. [63].
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ensure that a significant number of pixels are gathered in each slice. Finally, we plot on
the same graph (on the right) the averaged spectra for each slice. The spectrum Z=i
corresponds to the ith slice. In addition, we plot for comparison a spectrum averaged
independently on the moiré hole-type defects (pink spectrum).

First, looking syncreticly at the plots of averaged spectra (one should note that the
energy ranges differ between the three experiments), one can notice that:

– There are several common features for the three sets of measurements.
First, the differential conductance, and thus the LDOS, is enhanced around the
Fermi energy in the high regions of the moiré with respect to the low regions.
Second, the spectrum averaged on the moiré hole defect always corresponds to the
lowest DOS around the Fermi energy. And third, distinctive peaks grow when we
go from low regions to high regions of the moiré.

– Nevertheless, we also observe pronounced differences between the three sets.
Mainly, the peaks develop at different energies: -340mV, -150mV, and -100mV and
+320mV for each set respectively (from top to bottom panel). In addition, the
spectra seem to sometimes present inversions of the DOS amplitude, from higher
on the hills to higher on the valleys. However, if these inversions are detectable (at
+250mV on the first set, +400mV and -250mV on the third set and none on the
second set), they are too weak and therefore are not visible on conductance maps
plotted at different energies (contrary to the case of graphene-Ru(0001) where the
inversion is very strong). If this effect is indeed real, it highlights strong electronic
effects. Nevertheless, it rather seems to be in the noise level of our experiments and
will thus not be further commented later on.

In summary we have: a systematic enhancement of the DOS amplitude around
the Fermi energy, from about -250mV to +250mV, and peaks growing in the DOS
of the low to the high moiré regions at certain energies that differ from ex-
periment to experiment.

To explain these features, we went back to the abundant literature published on the
graphene-Ru(0001) system, which has many similarities with our own one, starting with
a strong coupling between the metal and the graphene layer. As already seen previously,
the experimental spectroscopic data reported on graphene-Ru present strong discrepancies
and thus do not offer a solid basis for comparison with graphene-Re. We rather opted
for looking at theoretical papers presenting simulated DOS, most of the time by DFT
calculations, similar to the ones performed on our system by Laurence Magaud. The main
active groups in this topic are leaded by M-L. Bocquet17 [142, 141, 26, 143] and F. Martin
and R. Miranda18 [137, 138, 121, 122]. Their different publications, though sometimes in
contradiction, are complementary and offer a very deep study of the graphene-Ru system,
with DOS and band structure calculations. To date, they reach agreements on several
points listed below:

– graphene is strongly coupled to the Ru(0001) substrate, the interaction being me-
diated by covalent bonds

– this results in a strong buckling of the graphene sheet (>1Å)

17Laboratoire de Chimie, Ecole Normale Supérieure de Lyon, CNRS, 69007 Lyon, France.
18Instituto Madrileño de Estudios Avanzados en Nanociencia, Cantoblanco, 28049 Madrid, Spain.
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Figure 4.21 High-energy spectroscopy on graphene-Re (2). Data collected on three
different CITS measurements. For each panel is presented: Top left: STM topographic image.
Bottom left: discretized topography of the spectroscopic map. The pixels are divided up in n
slices (with n=8,6,4 from top to bottom) according to their topographic height. Top middle:
Histogram of the pixels height with the slices distribution. Right: spectra averaged over the the
pixels belonging to the same topographic slice. The pink curve represents the spectrum averaged
over the moiré hole-type defects.
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– the bonding of graphene with Ru is non-uniform over the moiré structure, with a
stronger graphene-Ru interaction in valleys than in hills

These properties are also shared by our graphene-Re(0001) system and make the graphene-
Ru a good element of comparison.
In Ref.[142], Bocquet’s group demonstrates that valleys display a hybridization of graphene
states with Ru states, whereas graphene hardly couples to Ru on the hills. They have
computed DOS calculations on fictitious epitaxial Ru/(1×1) graphene structures, in which
the C-Ru distances were kept fixed at their optimized values in the moiré supercell
while the horizontal position of the graphene overlayer was varied to imitate hill and
valley regions. These models provide prototype electronic structures for the complex
(12×12)C/(11×11)Ru interface. Their results show that the graphene electronic struc-
ture is only a little altered in the high regions as compared to the case of freestanding
graphene, with a recognizable V-shape-like structure and a vanishing DOS at the Dirac
point (shifted by -0.4 eV). The computations on the low regions of the moiré show strong
alterations of the DOS, due to a large band opening (of 2 eV) in the graphene energy
bands, with resonances arising at energies well below the Fermi level (∼-3.5 eV). These
results do not reproduce our experimental observations on the graphene-Re(0001) sys-
tem, even qualitatively. Indeed, we do not observe a V-shape DOS on the hills of the
moiré. On the contrary, we usually measure a lowest DOS in the valleys and a clearly
higher DOS in the hills around EF. This disagreement may arise from the simplification
they made by choosing epitaxial (1×1) cells to compute the DOS. Although necessary
to calculate such complicated band structures, their model might be over-simplified by
treating low and high regions independently. DFT calculations performed by L.Magaud
for a graphene-SiC system on similar (1×1) cells proved to show huge discrepancies as
compared to results obtained with a non-reduced cell [85].

The joint spanish teams published a paper in 2012 where they performed DFT cal-
culations that include van der Waals interactions on a large (11×11) unit cell of the
graphene-Ru(0001) system [122]. They propose a theoretical description of the electronic
structure of graphene-Ru that reproduces the features they observe in new STS measure-
ments presented in the paper. Their results are presented on Fig. 4.22. They show that
the recorded dI/dV spectra on the moiré hills and valleys show marked differences: while
the hill spectrum presents a well-defined series of peaks both at negative and positive
voltages, these structures are much less pronounced on the valley spectrum. Their cal-
culations show some similarities with the experimental data. They attribute these peaks
to the localization of electronic states below the hills due to electron doping from the
Ru substrate. Qualitatively, these localized states around the Fermi level arise from the
opening of the graphene Dirac cone resulting from the interaction with the metallic sub-
strate.

A paper from Armbrust et al. [7] with a different experimental approach (angle-resolved
two-photon photoemission) also suggests the existence of an unoccupied Ru/graphene in-
terface state (+0.91 eV above the Fermi level). According to these authors, dissimilar
graphene-Ru distances in the valleys and the hills regions lead to different confinement
and energy shifts of the Ru(0001) surface resonance. These localized states are thus sim-
ilar to quantum dots below the hills.
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Figure 4.22 Graphene-Ru(0001) sys-
tem. Top: experimental STS spectra, mea-
sured over the valleys (black) and the hills
(red) of the graphene moiré. Bottom: calcu-
lated DOS on the valleys (black) and the hills
(red). Adapted from [122].

If we compare qualitatively our differential conductance curves with the ones presented
in Fig. 4.22 we note many similarities. First of all, their spectra, both experimental and
theoretical, also show an enhancement of DOS on the hills as compared to the valleys.
Second, the peaks at -550meV, -150meV and +500meV, if visible on the valleys spectrum,
get much more pronounced on the hills spectrum. This is indeed the very same behavior
we observe, although the structures appear at different energies. This analysis suggests
that the peaks we observe in our graphene-Re system would also be linked to localized
electronic states below the hills. However, we could then reasonably ask why these peaks
appear at different energies for a same sample at different positions. As the confinement
arises from the modulation of graphene-Re distances, the different energies of these reso-
nances can be interpreted by a dissimilar corrugation of the graphene layer on the rhenium
substrate. This is possible as our measurements were performed on areas with distinct
topographies: no defects on Fig. 4.19 and between one and three moiré holes on Fig. 4.21.
The C-Re atoms distances could thus differ between the different areas for a considered
high or low moiré zone. This thesis seems to be corroborated by the observations we made
on the spectra presented in the inset of Fig. 4.19. We interpreted the shift in the peak
energy for different hills as due to a misalignment between graphene and Re crystallo-
graphic directions, which results in different adsorption arrangements of the C atoms on
the Re ones. The different hills could indeed be characterized by slightly different C-Re
atoms distances. Nevertheless, we do not know to which extend this interpretation is
plausible. To answer this question, we would need to investigate the quantitative effect of
C-Re atoms distances on the localized states energies. This would require complex DFT
calculations with different supercell geometries (crystallographic misalignment or moiré
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cells with/without defects) we are not able to provide yet.

In conclusion, our spectroscopic data validate the scenario of a graphene layer
strongly coupled to the Re(0001) substrate. They also show qualitative agreement
with the thesis indicating the presence of several localized electronic states near the
Fermi energy below the moiré hills, which appear as peaks in the LDOS. The energy
of these resonances are found to vary between different spots, which could be related to
variations in C-Re atoms distances possibly due to crystallographic misalignment between
the Re and the graphene lattices or to the presence of moiré hole-type defects.

Conclusion
In this chapter, we have introduced the system we designed to locally study the supercon-
ducting proximity effect in graphene. We described the segregation process, which results
in the growth of a graphene monolayer covering entirely the surface of the superconduct-
ing mono-crystalline rhenium thin film we use as a substrate. STM topographic analyses
have shown the surface displays a superstructure called a moiré pattern, resulting from the
lattice mismatch between graphene and rhenium. This moiré has a periodicity of about
2 nm and its supercell consists in eight carbon rings matching seven rhenium atoms. The
analysis of the atomically resolved topographic images goes in favor of a strong coupling
strength between the graphene sheet and the metal substrate, interpretation corrobo-
rated by DFT calculations. High-energy spectroscopic studies revealed a modulation of
the DOS at the Fermi energy on the moiré scale. Indeed, a systematic increase of the
differential conductance is measured on the moiré hills as compared to the valleys. This
highlights strong electronic effect, also attested by various features (peaks for instance)
present in the conductance spectra at energies varying with the scanned zone. They could
be interpreted as the result of the localization of electronic states below the moiré hills.
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Chapter 5. Superconducting properties of graphene grown on rhenium

Introduction
Now that we have established the strong coupling between graphene and rhenium, we will
explore in this chapter the superconducting properties of the graphene-Re(0001) system.
In the first part, we will present the superconducting properties probed by transport
measurements (Tc, ξs) and compare them with previous measurements made on a bare
Re films. The second part will be dedicated to the superconducting DOS measured on
this system by scanning tunneling spectroscopy (STS) and its evolution with temperature.
We will also compare our results with the case of bare rhenium. Then, a spatial study on
the homogeneity of the superconducting properties at the moiré scale will be presented.
Some spectroscopic data measured under magnetic field revealing magnetic vortices will
be displayed. Finally, we will discuss a spectroscopic study carried out on a graphene-
rhenium sample presenting disordered regions, possibly composed of amorphous carbon,
which display a strong abnormal lateral superconducting proximity effect.

5.1 Bulk superconducting properties probed by trans-
port measurements

We probed the superconducting properties of the bulk graphene-rhenium system by trans-
port measurements. The data are presented on Fig. 5.1 for a 30 nm thick film. On the left
panel, the resistance versus temperature curve was acquired by a four-terminal sensing
method to eliminate contact resistances. The resistance of the film (between the voltage
probes) at room temperature is about 8Ω and decreases linearly with temperature until
it reaches a plateau at 5Ω around 30K, when the high-energy phonons are not excited
and do not contribute to scattering processes anymore. Then, the film transits into its
superconducting state at Tc ∼2K, defined as the temperature for which R becomes zero.
The transition is rather large (∆Tc ∼ 0.4K) with a tail at the foot of the transition. This
tail, which has also been observed in bare rhenium films, still needs to be understood.
The study of the superconducting transition under different magnetic fields gives access
to the superconducting coherence length. Indeed, from the graph Hc2=f(T) on the right
of Fig. 5.1, we can use the formula ξS = Φ0/2πTc

∣∣∣∂Hc2
∂T

∣∣∣ to extract ξS = 18 nm. Note
that in this case the temperatures reported on the abscissa axis correspond to a transi-
tion temperature T∗c defined in the middle of the transition (∆R/R=50%) for convenience.

To understand the influence of the carbon atoms dissolved in the rhenium matrix,
consequence of the segregation growth process of graphene, we wanted to compare our
values to the ones measured on bare rhenium films. As seen in Sec. 4.1.2, the transition
temperature of thin Re(0001) films depends on their thickness (the thinner the film, the
higher its Tc). This is related to the accumulation of constraints that can not be released
for small thicknesses and have shown to increase the transition temperature [78]. The only
available data for a rhenium film of similar thickness (25 nm) gives Tc ∼ 2.1K1, which
is consistent with our values. It has also been previously shown that a small addition

1This film was inhomogenous with a superconducting transition in two steps: 92% of the sample had
transited at 2.10K (foot of the first transition step) and the transition was then complete at 1.83K. These
transport measurements were carried out by Benjamin Delsol at Institut Néel.
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Figure 5.1 Transport measurements on graphene-Re - Left: resistance versus temper-
ature curves showing a superconducting transition at Tc ∼2.0K. Right: critical field versus
temperature curve from which we extract ξS = 18nm.

of impurities in rhenium increases its Tc [31]. It has been explained in terms of band-
structure smearing due to impurity scattering near a singularity in the DOS of rhenium
located just below the Fermi energy [89]: impurity scattering is expected to smear out
this singularity and increase the density of states at the Fermi level, and thus enhance
the transition temperature2. In our case, it seems that the thickness effect dominates the
doping one.
The superconducting coherence length of the 25 nm-thick bare rhenium film was also mea-
sured and estimated at ξS=38.5 nm. This value is twice as large as the one we measured
on our 30 nm-thick graphene-rhenium film whereas it is expected to increase for thicker
films. This behavior is likely related to the reduction of the mean free path due to the
introduction of carbon impurities in the rhenium matrix during the graphene growth that
act as scattering centers.

5.2 Superconducting DOS and temperature evolu-
tion

In order to measure the superconducting DOS of our graphene-rhenium system, we cooled
it down to 50mK and performed tunneling spectroscopy at low bias voltage. We directly
extracted the differential conductance by using a lock-in measurement, with an rms mod-
ulation voltage of 40µV. The normalized conductance G versus the bias voltage Vbias

is plotted in Fig. 5.2. Assuming a flat DOS for the tip, this spectrum can be directly
interpreted as the LDOS of the sample. This is clearly the DOS of a superconducting
material, which is in addition very well fitted with the standard BCS theory. The fitting
parameters are the superconducting gap ∆=330± 10 µeV and the effective temperature
Teff=284mK. This measurement was performed on the sample named ’AK23’ (cf Tab. 4.1)

2According to the BCS formula Tc ∼ ΘD exp[-1/Nd(EF )V] leads to ∆Tc

Tc
∼ ∆N

N
ln(ΘD/Tc).
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Figure 5.2 Normalized differential conductance G measured at 50mK. BCS fit with ∆=330µeV
and Teff=284mK .

Figure 5.3 Temperature evolution of the superconducting gap. BCS fit with ∆/kBTc=1.88.
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and the gap value was found uniform across the sample. Other spectroscopic measure-
ments performed on different samples (’AK43’,’AK49’,’AK50’) gave the same value of the
superconducting gap for comparable Tc. The thermal dependence of the gap, plotted on
Fig. 5.3, also follows very accurately the BCS model. It should be noticed that the BCS
fit was plotted for ∆/kBT=1.88, instead of 1.76 for conventional BCS. This indicates
a slightly larger electron-phonon coupling than for the BCS standard, which is not sur-
prising as this constant is material-dependent. From this second plot we can extract a
superconducting transition temperature of Tc' 2.1K. This value corresponds to the tail
of the resistive transition measured in transport and is therefore slightly higher than Tc

defined by the zero resistance state.

As seen in Chapter 3, this spectroscopic measurement is a very sensitive probe to
the quality of the interface between the normal "metal" (N), here graphene, and the
superconductor (S). Indeed, the size of the gap induced by proximity effect in N depends
on the barrier height between N and S. In absence of this barrier, the superconducting gap
in S and the induced one in N are equal, the latter being reduced for a less transparent
interface (see Sec. 3.3.1.2). To get quantitative information about this interface, one
should compare our spectroscopic data with spectra acquired on a rhenium surface without
graphene. This would be ideally achievable if the surface of our sample was only partially
covered by graphene, a situation referred to as sub-monolayer graphene. In this case, we
would have zones covered by graphene and graphene-free areas next to each other and
would be able to compare the superconducting gaps in both area and extract the interface
transparency between graphene and rhenium. Unfortunately, we could not reach this
regime during our growth attempts.

Nevertheless, we could compare our data with previous spectroscopic measurements
performed on 80 nm-thick bare Rhenium films. As the film thickness has a strong im-
pact on its superconducting properties, we will limit ourselves to a qualitative compar-
ison. The temperature evolution of the DOS and superconducting gap of these bare
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Figure 5.4 Spectroscopic measurements on bare Rhenium - Left: temperature evolu-
tion of the DOS between 45mK and Tc=1.6K (black dots) with BCS fits (red lines). Right:
temperature evolution of the superconducting gap. The red line corresponds to a BCS fit with
∆/kBT=1.87. Adapted from [48].
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films are presented on Fig. 5.4. One can extract ∆Re =255µeV and Tc(Re)' 1.6K, with
∆Re/kBTc=1.87. As expected for thicker rhenium films, the Tc is smaller than in our
films. The superconducting gap has also been consequently modified but with very sim-
ilar ∆/kBTc ratio. Since it is very unlikely that the electron-phonon coupling has been
drastically changed by the dissolved carbon atoms, we expect a comparable ∆/kBTc ratio
in the graphene-rhenium system. However, according to McMillan’s model, the mea-
sured ∆ on graphene could be reduced because of an imperfect interface with rhenium
(see Sec. 3.3.1.2). This is not what we observe since on our graphene-rhenium sample
∆/kBTc=1.88. We can therefore conclude that the interface between graphene and rhe-
nium is highly transparent with an Andreev reflection probability close to one.

The experience that would have enabled to validate this hypothesis indisputably is the
measurement of the superconducting parameters (∆,Tc,∆/kBT) on the same sample after
removal of the graphene layer. We have actually tried to do so by a reactive-ion etching
(RIE) method (an oxygen plasma is generated and chemically reacts with the graphene
layer), as it had been shown to be efficient to remove a graphene layer on SiC substrate.
In our case, the result was difficult to interpret. After the RIE etching, the STM images
showed a granular surface, with a typical grain size of 30 nm, and did not exhibit the
recognizable rhenium mounts or steps. Nevertheless, we can not draw a conclusion as
our sample was "old" when we performed this experiment and already presented a "dirty
surface". This aging effect seems to be visible to the naked eye: after few months, the
dark color of the surface brightens up in the edges, this zone extending progressively to
the center, and small bright spots appear, which origin is still unknown (see Fig. 5.5). To
conclude, the etching process should be repeated on a "fresh" sample, previously charac-
terized by STM to enable comparison.

a) b)

500 µm

1 mm

Figure 5.5 Sample aging - Pictures at various scales showing the presence of impurities and
bright spots of different sizes that seem to diffuse from the edges to the center of the samples.
(a) Two edges covered by packed bright spots, giving this light grey color (red arrow). (b) Zoom
in the middle zone of (a), showing different sizes of bright spots.

The superconducting properties have also been measured on other samples, grown
with various parameters, i.e. with different ethylene doses (roughly estimated by Pethylene
x exposure time) and different temperature ramps for the cooling process (see Sec. 4.2.3).
We have always found a superconducting gap on the order of ∆=330± 10µeV and a
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transition temperature of ∼ 2.1K± 0.1K (deduced from the extrapolation of the BCS fit).
It seems to mean that the actual carbon dose dissolved into the rhenium films does not
vary much from film to film despite the maximum variation of one order of magnitude in
the ethylene dose. This leads to the conclusion that the fraction of the ethylene molecules
that actually dissolve into rhenium should be always sufficient to saturate our rhenium
films with carbon. This was indeed corroborated by a simple calculation using the value of
the carbon solubility in rhenium at 990◦C found in the literature (2.10−3 atomic fraction
[8]). Nevertheless, this does not explain why we observe very different surface morphology
on samples grown with an a priori identical temperature ramp but different ethylene dose.
This contradiction could only be dispelled by a precise study of the growth process and
by achieving the regime of sub-monolayer graphene growth.

5.3 Superconducting DOS spatial homogeneity
We have seen in Sec. 4.5 that the high-energy LDOS presents a spatial variation at the
moiré scale, probably due to the variation of C-Re atoms distances in a moiré supercell,
which result in a locally different coupling of the graphene layer with the rhenium sub-
strate. Regarding the superconducting properties, the Usadel formalism, which extends
the BCS theory to the diffusive limit in the frame of the quasiclassical approximation3,
state on their variations on a scale of the superconducting coherence length ξS. In our
system, we estimate the coherence length in carbon doped rhenium to be on the order
of 18 nm from transport measurement, which means we do not expect strong variations
of the superconducting properties on a smaller scale. The moiré periodicity is ∼ 2 nm,
i.e. about 9 times smaller than ξS. Variations of the superconducting properties should
be very small, probably less than 5%. Nevertheless, if we adopt a framework beyond the
quasiclassical approximation, by considering for example that the surface wavefunctions
differ locally due to different C-Re coupling and therefore can not be averaged on the scale
of λF , modification of the superconducting properties are possible on distances smaller
than ξS. Indeed, modulation of the superconducting gap of 2H-NbSe2 at the atomic-
scale has been revealed by STS and attributed to multiband superconductivity [61] (this
compound has a complex Fermi surface, with different Fermi sheets exhibiting different
superconducting gaps). It is thus legitimate to wonder if we can see a modulation of the
superconducting LDOS on the moiré scale.
To answer this question, we performed CITS measurements at very low temperature and
low energy to extract the superconducting LDOS on moiré topographic maps. Like in
the high-energy study, we divided the moiré zones in slices of different height ranges and
averaged the spectra belonging to the same slice to smooth the noise. For each slice, we
have two distinct averaged spectra as in each point of the spectroscopic grid the differ-
ential conductance was measured by sweeping the bias voltage from positive to negative
voltage (forward spectrum) and back to the polarization bias (backward spectrum). A
variation in the superconducting properties would appear as a modification of the gap
value and/or a modification in the coherence peaks height. These latter are a much more

3The quasiclassical approximation is based on the observation that the transport properties of Cooper
pairs, which are non-local objects, do not vary strongly on the scale of the Fermi wavelength λF . In this
approach, it is thus assumed that all relevant variations occur on a length scale larger than λF .
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sensitive probe when we try to detect possible tiny variations of the superconducting
properties. Our analysis will thus be focused on these ones (indeed, no dispersion of the
gap value could be detected). The relevant plot will represent the coherence peaks height
of the averaged spectra versus the corresponding slice. There are four coherence peaks,
referred to as Lpeakfwd/bwd and Rpeakfwd/bwd for the left and right coherence peaks of the
forward/backward spectrum respectively.

We performed a dozen of CITS measurements centered on a moiré supercell. Never-
theless, some qualitative criteria have been fixed to select the relevant data:

– First, to enable to conclude as for possible spatial variations of the superconducting
properties, one must clearly identify different spatial zones of the moiré, i.e. the
moiré corrugations (hills and valleys) should be clearly visible in the simultaneously
recorded topographic map.

– Second, CITS presenting "exotic" conductance spectra, likely due to tip effects, have
been eliminated straight away (see Fig. 5.6).

– Third, one ensured that no obvious tip changes were detectable in the data. This
would usually lead to disruptions in the topographic image with sudden jumps of
the scanned area, changes in the topographic corrugation amplitude or in the spec-
tra shape. If such changes were detected during a CITS measurement, the data set
would be truncated to select an area free of visible tip changes.

1 nm

G(-0.4mV)Topographya) b)
c)

Vbias

C
on

du
ct

an
ce

Figure 5.6 CITS presenting "exotic" spectra - (a) Topographic image showing a de-
formed moiré pattern. (b) Conductance map at the energy of the left coherence peak (-0.4mV).
(c) Average conductance spectra representative of three different zones indicated by the colored
arrows. Their shape is not understood. After cleaning the tip by field emission, we recovered
usual superconducting spectra.

In addition to these three qualitative "objective" criteria, we added quantitative ones
to avoid counting individual noisy spectra that could disturb the signal:

– Criterion 1 : the first quantitative criterion eliminates noisy or tilted spectra via a
normalization procedure: we normalize the spectra by dividing them by the average
value of the DOS measured for the N first points (negative bias). Usually, N=100-
200 over 1000 registered points for a whole spectrum. Then, we select a spectrum
only if the average value of its N last points (positive bias) is between 0.9 and 1.1,
which corresponds to a tilt tolerance of 10%.
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– Criterion 2 : the second quantitative criterion eliminates spectra that present an
asymmetry in the height of the left and right coherence peaks. For example, we
keep spectra for which the height difference between the right and the left coherence
peaks does not exceed 5%.

These two quantitative criteria are subjective and arbitrary. They are empirical in the
sense they were chosen to get rid of specific observed sources of noise.

Fig. 5.7 presents an analysis carried out on a truncated CITS measurement. On the
simultaneously recorded topographic map shown on the left, we can identify 3 moiré hills
and 2.5 valleys. The (a) panel discloses the discretized topographic map, for which one
color corresponds to one slice (slice 1: bottom valleys→ slice 4: top hills). The black dots
(slice 0) correspond to the spectra eliminated with the first quantitative criterion, i.e. by
the normalization procedure. We thus verify than the number of averaged spectra is still
representative (relatively few black dots). On the right, we plotted the four coherence
peaks heights of the forward and backward average spectrum of each slice. The overall
maximum difference of peak height is of 0.04 for an average peak height of 1.96, which
makes a difference of the order of 2%. Beside being extremely small, this variation is not
linked to a clear trend and we can thus conclude that the height variations are in the
noise level of our experiment.
Looking at individual spectra, we noticed an asymmetry in the coherence peak heights:
the right peak is sometimes higher than the left one. As the graphene is strongly coupled
to the rhenium substrate, it is similar to a metallic system and we do not expect an
asymmetry between electrons and holes. As this asymmetry could not be linked to an
obvious physical interpretation, we chose to apply an additional filter which corresponds
to the second quantitative criterion. The (b) panel shows the data resulting from the
addition of this second quantitative criterion, i.e. eliminating asymmetric spectra with
respect to the height of the right and left coherence peaks with a tolerance of 5%. We
can see on the corresponding discretized topographic map that many more spectra have
been eliminated. Although this criterion is strict, the number of remaining spectra seems
acceptable to define a representative average. On the right plot, we extract a maximum
difference of peak height of 0.1, which makes a difference of the order of 5%. This time we
observe a clear upward trend of the coherence peak amplitude with respect to the height
on the moiré: the higher the position on the moiré, the higher the coherence peak. If we
plot the corresponding spectra for each slice for the backward measurement for example
(see panel (c)), the trend is clear. We are thus inclined to conclude that the coherence
peak amplitude is correlated to the moiré position, these correlations being apparent when
we remove the "bad" spectra from the sampling. To check the validity of this statement,
we proceeded to many other CITS measurements and present here another one verifying
the three first qualitative "objective" criteria.

Fig. 5.8 illustrates this latter measurement. On the topographic map on the right, we
can clearly identify moiré hills and valleys. The (b) panel shows data extracted with the
first quantitative criterion. We discretized the topography in five slices and the number of
averaged spectra for each slice is important (few eliminated spectra ∼ "black dots"). This
time, after the first selection, we surprisingly observe a downward trend of the coherence
peak amplitude with respect to the height on the moiré. The overall difference is on the
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Figure 5.7 Peak height study on the moiré scale - Measurement 1 - (a) Spectra filtered
according to criterion 1 (plateaux ∈[0.9,1.1]). (b) Spectra filtered according to criterion 1 and
2 (plateaux ∈[0.9,1.1] and left/right peak height difference <5%). (c) Average spectra for each
slice corresponding to b). Slice 1: -60<z<-30 pm, slice 2: -30<z<0 pm, slice 3: 0<z<30 pm ,
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Figure 5.8 Peak height study on the moiré scale - Measurement 2 (1/2) - (a)
Average spectra for each slice corresponding to b). (b) Spectra filtered according to criterion
1 (plateaux ∈[0.9,1.1]). Slice 1: -50<z<-30 pm, slice 2: -30<z<-10 pm, slice 3: -10<z<10 pm,
slice 4: 10<z<30 pm , slice 5: 30<z<50 pm. (c) Spectra filtered according to criterion 1 and 2
(plateaux ∈[0.9,1.1] and left/right peak height difference <5%). Slice 1: -40<z<-20 pm, slice 2:
-20<z<0 pm, slice 3: 0<z<20 pm , slice 4: 20<z<40 pm.
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order of 0.06, which makes a difference of ∼ 3%. The backward spectra are presented on
panel (a) and illustrate clearly the downward trend: the higher the position on the moiré,
the lower the coherence peak amplitude.
To evaluate if this evolution is related to the peak height asymmetry, we then applied
another filter corresponding to the second quantitative criterion. The results are given on
panel (c) for a selection of four slices. Again, we see on the discretized topographic map
that many spectra have been eliminated. Looking at the plot of the peak amplitudes, no
clear trend emerges this time. Indeed, while we removed the "bad" spectra with a filter
validated by the results of the first CITS measurement, we do not only loose the negative
correlations obtained after the application of the first filter but we do not even recover
the positive correlations we extracted from the first CITS.
To analyze more deeply the relevance of the statistic average that gives the value of the
peaks amplitude per slice, we plot the histograms representing the peak height distri-
bution for each peak of each slice (see Fig.5.9 a). The standard deviation of the mean
can be estimated by fitting an histogram by a Gaussian. The error will thus be σ/

√
n

where σ is the Gaussian standard deviation and n the total number of averaged points
for the corresponding peak and slice. An example is given for the fifth slice, where we
superimposed the histogram and the corresponding Gaussian fit. This slice presents the
larger dispersion of peak height values, but the σ/

√
n value obtained by the fit never

exceeded 0.015 in the worst case (with σ = 0.17 and n = 130). However, the position of
the center of the Gaussian fit, which is theoretically the average value, presents a much
higher deviation. We estimate the incertitude on the Gaussian center to be ±0.03 for
slices 1,5 and ±0.02 for slices 2,3,4. This incertitude dominates the error characterized
by the Gaussian width. We plot on Fig. 5.9 b the graph of the second CITS measurement
with the estimated error bars. This shows the downward trend is actually in the noise
level of our statistic distribution.

Finally, we can not conclude as for the variations of the coherence peak amplitude with
the position on the moiré. If such correlations do exist, they could not be revealed by
the statistic analysis of our STS measurements. This study shows one should be careful
with the interpretation of "representative" spectra obtained by data averaging. One can
also call into question the arbitrary and "subjective" criteria chosen to filter noise and
select "physical" data. The second criterion, for instance, could be possibly overrun if
one imagines the case of a doped graphene layer. The Dirac point would thus be shifted
from the Fermi level, which would result in a shift of the V-shape DOS that could create
an asymmetry in the DOS of filled and empty states. In our case, we ruled out this
hypothesis based on our high-energy study, where no graphene-like DOS (V-shape) could
be observed due to the strong coupling with the rhenium substrate.
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Figure 5.9 Peak height study on the moiré scale - Measurement 2 (2/2) - (a)
Histograms of the peak amplitude per slice for the right and left coherence peaks of the forward
and backward spectra selected by the first criterion (plateaux ∈[0.9,1.1]). The fifth column,
corresponding to the fifth (highest) slice, presents a Gaussian fit used to estimate the error bars.
(b) Error bars resulting from the Gaussian center imprecision.
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5.4 Magnetic vortices in the superconducting mixed
state

Type II superconductor While bulk rhenium is a type I superconductor, rhenium thin
films exhibit a type II superconductivity, which is characterized by two critical magnetic
fields Hc1 and Hc2 . When H > Hc1 , the magnetic field starts to penetrate into the sample
as an array of normal cores called magnetic vortices, each vortex carrying a quantum of
superconducting flux Φ0 = h/2e. This mixed state lingers on up to Hc2 when the whole
material transits into its normal state.

STM imaging In 1989, H.F. Hess et al. have reported for the first time the use
of STM to observe the Abrikosov vortex-lattice [2] in the mixed state of NbSe2 [67].
The imaging method relies on the peculiar spectral properties of vortices. Indeed, in
first approximation, the vortex core is a non-superconducting metallic zone surrounded
by supercurrents that screen the magnetic field crossing the core. Thus, the DOS of a

Figure 5.10 Illustration of the vortex-lattice imaging by STM - (a) Local SIN junction
with typical BCS DOS when the tip is between vortices. (b) Local NIN junction when the tip
is positioned over a vortex core. The differential conductance is constant, energy-independent.
Reproduced from [54].

vortex core is metallic4, i.e. energy-independent, whereas the DOS measured between
vortices presents superconducting features (see Fig. 5.10). The vortex arrangement can
thus be easily imaged by combining topography and spectroscopy measurements when
a magnetic field is applied perpendicularly to the sample. The sample-tip bias voltage
needs to be set close to the BCS coherence peak value, where the DOS contrast between
a superconducting and a normal zone is maximum. Then, the presence of a vortex is
revealed by a decrease of the dI/dV signal (simultaneously acquired by a lock-in technique
for instance), which gives a dark spot in the differential conductance map (see Fig. 5.11).
This method enables to map rather quickly5 the spatial organization of the vortex-lattice.
Afterwards, one proceeds to a CITS measurement on a specific zone to make a complete
cartography of the DOS and get information on the vortex core electronic states.

4This approximation is valid in superconductors in the dirty limit, when ξ >> le where le is the elastic
mean free path.

5Although it greatly relies on the quality of the lock-in signal and thus on the tunnel junction stability.
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200 nm 200 nm

Topographic map Conductance map

Figure 5.11 STM imaging of vortices in the graphene-rhenium system - Simultaneous
topographic and spectroscopic measurement at the energy of the coherence peak. The vortices are
visible as black spots on the conductance map. The red arrow points out the vortex studied in
more details in Fig. 5.12. The blue arrows point our a split vortex (see text).

Vortices in the graphene-rhenium system We performed this kind of measure-
ments on one of our graphene-rhenium films. We applied a perpendicular magnetic field
of 575Gauss (i.e. 57.5mT) and simultaneously registered a topographic map and a dif-
ferential conductance map (the output of the lock-in) with the bias voltage fixed at the
energy of the coherence peak Vbias = 260µeV. The maps are presented on Fig. 5.11. On
the topographic image (left), we see rhenium grains of about 100 nm, sometimes sepa-
rated by deeper furrows. The white misty features are dust present on the surface and
possibly moved by the tip during the scan. The conductance map (right) exhibits a dis-
torted hexagonal Abrikosov vortex-lattice, corresponding to the black dots. The disorder
is inherent to the film morphology, as vortices are always preferentially pinned in defect
sites. On the upper extremity of the image, one has the feeling that a vortex is cut into
two pieces (blue arrows). It actually corresponds to the displacement of a single vortex by
the STM tip during the scan. This is a well known effect due to the metastability of the
vortex between two pinning centers [46, 68]. To get a detailed cartography of the vortices
core electronic states we need to carry out a CITS measurement on a more limited zone.
We chose to focus on a vortex on the top-left part of the conductance image, indicated
by a red arrow.
The data are presented in Fig. 5.12. A highly resolved topographic image of the studied
zone is given in (d), which shows a full graphene coverage of the surface (moiré pattern
visible everywhere). Only the shell-shaped central grain presents a different morphology
with a possible disordered carbon layer. The CITS simultaneously recorded topographic
map is given in (a), where the concentric circles indicate the vortex position and exten-
sion, that we can clearly visualize on the conductance map at the Fermi energy given in
(b). The inner core of the vortex is located on the lowest rhenium grain visible on the
topographic image, in a hole-like part of the rhenium film, possibly a preferential pin-

- 113 -



Chapter 5. Superconducting properties of graphene grown on rhenium

-1,0 -0,5 0,0 0,5 1,0
0,0

0,2

0,4

0,6

0,8

1,0

1,2

1,4

center

15 nm

22 nm

33 nm

46 nm

60 nm

N
o
rm

a
liz

e
d
 G

V
bias

(mV)

50 nm

50 nm

b)

c)
d)

1,5 nm

1.2

0.9

0.3

0.6

0

50 nm

a)

Figure 5.12 STM study of a vortex core - (a) Topographic image recorded during the
spectroscopic measurement. (b) Conductance map at the Fermi energy centered on a vortex
core. (c) Closing of the superconducting gap in the vortex core region. (d) Topographic image
after the CITS measurement.

ning site. Nevertheless, we notice again on the conductance image that a line of spectra
crossing the vortex core is shifted from the rest of the vortex core, which indicates its dis-
placement between two pinning centers. The spatial evolution of the conductance spectra
as a function of the distance to the vortex center is displayed in (c). Each spectrum is
the result of an average of the spectra included in the different crowns drawn on (b). The
vortex inner core presents in this case a constant, metallic-like DOS. This is a classical
evolution of the DOS in a vortex core for a superconductor in the dirty limit6 [60].
It is difficult to give a quantitative description of this vortex, as this one is not isolated.
Indeed, we can see on the bottom part of image (b) that two other vortex cores are nearby
(these latter can also be identified on Fig. 5.11). As can be seen on the spectra evolution
(c), the spectra averaged on the crown the most remote from the center present a non-zero
DOS at the Fermi energy and reduced coherence peaks. This is due to the influence of
the surrounding vortices, whose screening supercurrents act as pair-breaking scatterers.

6When l� ξ0, where l is the electron mean free path and ξ0 the superconducting coherence length.
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The measurement of an isolated magnetic vortex core radius would also have enabled
to add an argument in favor of the strong coupling between rhenium and the graphene
layer. Indeed, for a standard SN proximity junction, the vortex core radius measured in
N is expected to increase with a decreasing interface transparency [59]. By comparing the
radius measured on graphene and on the bare rhenium film for the same magnetic field,
one could have concluded as for the interface quality. This might be possible by achieving
the graphene sub-monolayer growth regime if the zones with and without graphene are
large enough and well separated.

5.5 Lateral superconducting proximity effect
We have demonstrated, by growing graphene epitaxially on top of superconducting rhe-
nium, that we succeed to make a hybrid system where the graphene layer is very well cou-
pled to the rhenium substrate and acquires its superconducting properties. Nevertheless,
our system presents a major drawback, which results from its most desired characteristic:
graphene is so strongly bond to rhenium that it looses its peculiar intrinsic properties.
Indeed, the crystallized carbon monolayer we grew on top of rhenium does not exhibit
the electronic structure of graphene, with the characteristic V-shape DOS, even in the
less-coupled regions (hills of the moiré). To overcome this problem while keeping our
highly transparent interface between graphene and the superconductor, we need to lo-
cally decouple the graphene layer from the rhenium substrate.

A first way to do it, proposed by Sutter et al. on graphene-Ru(0001) [126], consists in
growing a second graphene layer on top of the first one. Indeed, it has been shown that
whereas the first graphene layer interacts strongly with the metal substrate, the second
layer shows very weak electronic coupling to the metal, and hence retains the electronic
structure inherent to graphene. This was revealed by four-probe transport measurements
in UHV and Raman measurements, where the characteristic G and 2D peaks of graphene
Raman signal was recovered on the bilayer whereas these peaks are absent on the first
layer7 [126]. Further STM measurements on bilayer graphene on ruthenium resolved the
six-fold periodicity of the honeycomb lattice and micro-ARPES8 spectra showed a linear
band dispersion near K, with a Dirac point about 500meV below the Fermi level [124].
These results confirm that the top sheet of the bilayer behaves like free-standing mono-
layer graphene except for a down-shift of the Dirac point, indicating an electron doping
of the top graphene layer.

Inspired by these results on ruthenium, we tried to grow a bilayer graphene on our
rhenium thin films, preferably stopping the growth in a mixed state with monolayer
and bilayer areas. If the CVD growth of multi-layers graphene depends on the metallic
substrate9, it is easier to achieve by the segregation method. In the case of ruthenium,

7Our attempts to make Raman spectroscopy on our samples have always been unsuccessful as no
signal related to graphene could be extracted. The signal was always clearly dominated by the metal
fluorescence.

8ARPES stands for angle-resolved photo-emission spectroscopy.
9On Ir(111) for example, the graphene growth is self-limited: graphene can only grow in the presence

of bare metal [32].
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the second layer growth begins after the completion of the first graphene layer if the
slow temperature ramp is continued [124]. By increasing the ethylene dose and cooling
down our sample with a very slow temperature ramp, we fabricated a sample with a new
morphology (sample ’AK43’). Fig. 5.13 presents STM images showing various topographic
features on AK43. The sample surface exhibits two main different areas: zones covered
with moiré, characteristic of graphene on rhenium (pointed out by blue arrows in image

200 nm

15 nm

30 nm

10 nm

a) b)

c) d)

Figure 5.13 STM topographic images of ’AK43’ - (a) Large scale image showing Re
grains separated by deep hexagonal holes. The blue arrows point out moiré areas with holes in
the Re top layer. The red ones point out unsual topographic features, attributed to an additional
amorphous carbon layer. (Vbias=5mV,It=1nA). (b) Zoom showing several Re steps covered by
graphene, as attested by the presence of the characteristic moiré, and holes in the Re top layer.
(Vbias=200mV,It=300 pA). (c) Zoom on an amorphous carbon layer presenting a ’dendritic’
geometry. (Vbias=1.5mV,It=800 pA). (d) Moiré exhibiting irregularities, looking as premises of
graphene ’bubbles’. (Vbias=5mV,It=1nA).
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(a)), and ones presenting what seems to be an additional amorphous carbon layer (pointed
out by red arrows in image (a)). Images (b) and (c) are zooms on a moiré area and on an
amorphous carbon layer respectively. One can also notice that the upper part of image (c)
does not exhibit the moiré attesting the periodic arrangement of the graphene atoms on the
rhenium ones. It could be a not-yet fully crystallized carbon layer, like it has been reported
on the graphene-ruthenium system [62]. Image (d) shows another peculiarity of the sample
surface. The regular moiré pattern seems to be lifted up from rhenium at some places,
as if several moiré hills were merging together, leading to graphene ’bubbles’ suspended
over the Re substrate. This morphology will be referred to as detached moiré later on.
Although these features are not completely understood, we seized the opportunity to
study the influence of these surface geometries on the superconducting proximity effect.

Superconducting properties of detached moiré
Fig. 5.14 a shows a topographic STM images several areas, with amorphous carbon (right
of the image) and zones with moiré and detached moiré (left). We carrieds out a CITS
measurement on a mixed zone (image b) exhibiting regular moiré (right) and detached
moiré (left). The regular moiré zone also presents several hole-type defects. Image (c)
is a topographic map of the CITS and (d) is a conductance map at the Fermi energy.
We note that G(EF ) is lower in the regular moiré area than in the detached moiré area.
In this latter, we also remark the presence of smaller zones where G(EF ) is significantly
higher, referred to as "bumps". The averaged conductance spectrum for each of the three
zones: regular moiré, detached moiré and bumps, is presented on image (e). The overall
shape of the spectra is the same, with a slight asymmetry in the coherence peaks height
and a non-zero DOS in the superconducting gap. The main difference stands in the value
of the DOS at the Fermi energy, as already seen on the conductance map. This non-zero
DOS(EF ) seems to be the manifestation of a pair-breaking phenomenon, also attested by
the low amplitude of the coherence peaks. Despite small differences between moiré zones
and detached moiré ones, there is no drastic differences in the superconducting properties.

Lateral superconducting proximity effect
We performed a spectroscopic measurement (CITS 1) on a sample area where the three
different types of surface morphology were present (see Fig. 5.15 a). We focused on a
limited rectangular zone presenting these three different aspects (image c): moiré (left),
detached moiré (middle) and amorphous carbon (right). Image (e) presents a conductance
map at the energy of the gap edge (at an energy just below the energy of the coherence
peak). Thus, the higher the conductance value, the smaller the gap. Whereas we observe a
small evolution between the moiré area and the detached moiré one, in agreement with the
previous observation, there is a strong lateral proximity effect when approaching the more
disordered zone: the superconducting gap is closing when we go from the moiré region to
the region of amorphous carbon. The full averaged spectra plotted on image (f) confirm
this trend and exhibit another unexpected feature: while the superconducting gap
decreases, the coherence peaks height increases. This effect, visible on a large scale
(∼60 nm), is the total opposite of what should be observed in a standard superconducting
proximity effect (the coherence peak height amplitude decreases when the gap closes).
This unusual effect can not be attributed to a tip effect as it has been reproduced on
different spots with different STM tips.
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Figure 5.14 Comparison moiré/detached moiré - (a) Topographic image (Vbias=5mV,
It=1nA). (b) Topographic image recorded during the spectroscopic measurement (Vbias=1.8mV,
It=1.25 nA). (c) Topographic map of the CITS. (d) Conductance map at the Fermi energy.
(e) Normalized conductance spectra averaged on various zones of the conductance map (d) and
zooms on the gap edge and the DOS at the Fermi energy.
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Figure 5.15 Lateral proximity effect (CITS 1) - (a) Topographic image
(Vbias=5mV,It=1nA). (b) Zoom exhibiting three distinct topographic zones. (c) Topo-
graphic image recorded during the spectroscopic measurement (Vbias=1.5mV,It=1nA). (d)
Topographic map of the CITS. (e)Conductance map at the energy of the gap edge (-0.2mV).
(f) Normalized conductance spectra averaged on various zones of the conductance map (e) and
zooms on the gap edge and the DOS at the Fermi energy.
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Figure 5.16 Lateral proximity effect (CITS 2) - (a) Topographic image
(Vbias=5mV,It=1nA). (b) Zoom in the measured area (Vbias=20mV,It=500 pA).
(c)Topographic map of the CITS. (d) Conductance map at the energy of the gap edge
(-0.3mV). (e) Normalized conductance spectra averaged on various zones of the topographic
image (a) and zooms on the gap edge and the DOS at the Fermi energy.
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Figure 5.17 Lateral proximity effect (CITS 3) - (a) Topographic image
(Vbias=1.5mV,It=1nA). (b) Topographic image recorded during the spectroscopic mea-
surement (Vbias=1.5mV,It=1nA). (c) Topographic map of the CITS. (d) Conductance map at
the energy of the gap edge (-0.2mV). (e) Normalized conductance spectra averaged on various
zones of the conductance map (d) and zooms on the gap edge and the DOS at the Fermi energy.
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Figure 5.18 Spectroscopic analysis - (a) Superposition of the spectra averaged on the
moiré regions of the three CITS. (b) BCS fit of the moiré spectrum of CITS 2 with ∆ = 330µeV,
Teff=284mK, Γ=0.032 (in ∆-unit). (c) BCS fit of the moiré spectrum of CITS 3 with ∆ =
330µeV, Teff=480mK, Γ=0.032 (red) and ∆ = 330µeV, Teff=284mK, Γ=0.082 (cyan). (d)
Superposition of spectra averaged on CITS 2 on moiré and amorphous C with the BCS fit of (b).
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Fig. 5.16 and Fig. 5.17 show two other CITS measurements that exhibit the same
abnormal superconducting proximity effect. CITS 2 has been carried out on an area
presenting moiré and an amorphous carbon layer (respectively bottom and top part of
Fig. 5.16 b). The moiré is not so clearly visible and one can wonder if it disappears in
the bottom area due to a tip change or due to a real change in the surface morphology.
Actually, Fig. 5.16 a, which is a larger scale image of the same area, helps us conclude that
moiré is indeed present, with some detached moiré zones, until the edge of the amorphous
carbon zone. Its disappearance in Fig. 5.16 b is therefore a tip effect. The white arrow in
the image points out a hole in the amorphous carbon layer, where we can clearly identify a
moiré pattern. The averaged spectra for the different zones, presented in Fig. 5.16 e, show
the same anomalous superconducting proximity effect as previously reported. Note that
the spectrum averaged in the hole region (not shown) is very similar to the one averaged
on the surrounding amorphous carbon zone. Finally, Fig. 5.17 (CITS 3) presents another
measurement of this effect carried out on a mostly amorphous surface with a small moiré
zone on the top left part of the topographic image (b). The anomalous superconducting
effect is thus visible on the three CITS on a similar length scale (∼60 nm).

If we now superimpose the three spectra corresponding to moiré areas of each CITS
(Fig. 5.18 a), we see the spectra present the same superconducting gap but various co-
herence peaks height and DOS(EF ). The moiré spectrum of CITS 2 is well fitted by the
BCS theory with ∆ = 330µeV, Teff=284mK and a Dynes parameter Γ=0.032 in ∆-unit
(Fig. 5.18 b), whereas we could not reach a satisfying fit for the moiré spectrum of CITS 3
(Fig. 5.18 c) due to a too large number of sub-gap states and a V-shape of the DOS at
low energy. The spectrum of CITS 1 presents an equivalent amount of sub-gap states
but significantly lower coherence peaks, which also make it difficult to fit (the better fit
was obtained for a very high Dynes parameter Γ=0.09, not shown). In conclusion, we
find again a superconducting gap of 330µeV in all the moiré areas like for our previous
samples, but we observe a significant amount of sub-gap states that can vary from place
to place.

To quantify the differences observed between the spectra averaged on moiré zones and
amorphous C zones for the three CITS, we chose to look at three peculiar superconducting
features: the DOS at Fermi energy, the ’gap’10 size at G=0.5 and the coherence peaks
amplitude. These three quantities are plotted on Fig. 5.19 with respect to the distance
from the moiré zone (each dot represents an averaged spectrum in the respective CITS).
Although the variations present different amplitudes for the three CITS, a general behavior
can be extracted from this plot. From a moiré area to the most remote amorphous carbon
area, the superconducting DOS systematically presents:

– an increase of the DOS at the Fermi energy
– a decrease of the ’gap’ value at G=0.5
– an increase of the coherence peaks height.

In the following, we will retain and analyze the main effect, which is the gap size decrease
10Note that this convenient definition does not correspond to the effective superconducting gap ∆ that

we estimated at 330µeV by a BCS fit, but to the energy value when the conductance is equal to 0.5 in
the spectra.
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Figure 5.19 (a) DOS at Fermi energy as a function of d, the distance of the average spectra
from the moiré spectra for each CITS (d = 0 corresponds to the moiré zone itself). (b) Energy
value when the conductance is 0.5 as a function of d. (c) Coherence peak height as a function
of d.

going along with an increase in the coherence peaks amplitude when we go from a regular
moiré region to an amorphous C area. We will first focus on the CITS 2 measurement as it
is the best fitted by the well-known BCS theory. We superimpose on Fig. 5.18 d the moiré
spectrum with its BCS fit and the spectrum of the amorphous C region. The amorphous
C spectrum can not be fitted by a BCS spectrum, as it will be demonstrated below.
In BCS theory, the DOS taken between −∞ and +∞ should always be conserved through
the superconducting transition. In other words, the electronic states lost by the opening
of the superconducting gap are pushed into the gap edges and form the so-called coherence
peaks, leading to the conservation of the area under the curve. To check this law with our
data, we calculated the area between the spectroscopic curves and the line G=1 in the
coherence peaks region (Apeaks = half the blue area in Fig. 5.18 d) and in the gap region
(Agap =half the orange area in Fig. 5.18 d). The results are summed up in Tab. 5.1.

BCS fit moiré amorphous C
Apeaks 2.16 1.93 2.33
Agap 2.53 2.52 2.12

(Apeaks-Agap)/Agap -15% -23% +10%

Table 5.1 Areas under the different curves plotted on Fig. 5.18 d in unit [0.1mV]. The last line
shows the relative variations. The amorphous carbon layer presents a clear opposite variation.

For the BCS fit, we see that Agap & Apeaks. This is expected as we did not integrate
from −∞ to +∞ in our case, but only from -1.5meV to +1.5meV and thus do not take
into account the infinitely far electronic states under the tail. The same situation is ob-
served for the moiré spectrum, with a significantly higher difference. This could already
be foreseen looking at the spectra plot. Indeed, the moiré spectrum presents a more
pronounced hollow after the coherence peak (black arrow), indicating a lower number of
states above the gap. This effect is even more pronounced in the amorphous C spectrum,
which also presents abnormally high coherence peaks. For this latter spectrum, this re-
sults in Agap < Apeaks, which means there are more additional electronic states available
above the gap than the ones lost below the gap. In other words, the apparent DOS is not
conserved in this case.
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Before proposing possible interpretations accounting for this effect, we wanted to see
if it was identical for the three presented CITS. To estimate the ’strength’ of this non-
conservation DOS effect, we calculated for each CITS the difference Apeaks-Agap for the
average spectra measured on the moiré area and on the most remote amorphous carbon
area. The results are summarized on Tab. 5.2. As a reference, we also indicate this
difference for the BCS fit presented on Fig. 5.18 b. We see that:

– Apeaks-Agap<0 for all the moiré spectra. Nevertheless, the difference values present
strong discrepancies. In this respect, CITS 1 exhibits the behavior that is the closest
to the BCS standard, although it could not be well-fitted by a BCS spectrum itself.
This means its numerous sub-gap states are compensated by the low amplitude of
its coherence peaks. As for CITS 3, it is far from the BCS standard, already for the
moiré spectrum: its coherence peaks largely overcompensate the states lost in the
gap.

– Apeaks-Agap>0 for all the amorphous carbon spectra, which sets them far from the
BCS standard.

If we look at the discrepancy between amorphous and moiré differences11, we see that the
CITS 2 shows the strongest effect, i.e. the larger area difference between the amorphous
C spectrum and the moiré spectrum.

BCS fit CITS 1 CITS 2 CITS 3
moiré -3.68 -4.95 -5.90 -0.67

amorphous C / 1.21 2.10 5.22
Discrepancy / 6.16 8 5.89

Table 5.2 Apeaks-Agap for the moiré and amorphous C spectra of each CITS, in unit [0.01mV].
The last row shows the effect amplitude.

This proves that this lateral anomalous proximity effect does not depend on the presence
of sub-gap states in the moiré region as it is stronger for CITS 2, which presents almost
no sub-gap states.

As previously said, this proximity effect that affects the superconducting DOS is in
contradiction with the existing models. Searching for its possible origin, we thought about
two ways to interpret our observations:

– The tunneling conductance may not be strictly equal to the local DOS at the sample
surface. This could come from a non-flat DOS of the tip itself, due for example
to a non-metallic impurity attached to its apex. This hypothesis can be ruled
out since this anomalous proximity effect has been observed systematically with
different tips. Another possible explanation could be that the tunneling matrix is
energy dependent. This is the case for example in the dynamical Coulomb blockade
regime. We could imagine that the amorphous zone being more disordered the
tunneling conductance consists there in the convolution of the local DOS and of a
zero-bias anomaly (Aronov-Altshuler anomaly [4]). However, this would lead to an
opposite effect, i.e. a decrease of the coherence peaks height.

11That is to say (Apeaks-Agap)(amorphous C) - (Apeaks-Agap)(moiré).
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– Another possible scenario does consider that the tunneling conductance is still pro-
portional to the local density of states but integrated in a specific region of the
reciprocal space. It is indeed well known that there is a tunneling cone in a STM
experiment, and that the tunneling current is dominated by states with wave-vectors
perpendicular to the surface [108]. Since this is the total DOS integrated over all
the k-directions that is conserved, we can imagine this conservation may not be
respected in the STM tunneling cone.

These various options need to be further explored to propose a relevant explanation
accounting for the observed phenomenon.

Conclusion
We have presented in this chapter our main results on the superconducting properties of
our system made of epitaxial graphene grown on rhenium. Starting from transport mea-
surements, we characterized the macroscopic and mesoscopic superconducting features
such as the film transition temperature Tc ∼2K and the superconducting coherence length
ξs=18nm, which are consistent with values obtained on a bare Re film with similar thick-
ness. The reduction of ξs was attributed to the presence of dissolved carbon atoms in the
rhenium matrix that act as scattering centers. We then presented our local measurement
by STS of the superconducting DOS and its temperature evolution. It shows a very good
agreement with the BCS theory, and we extracted a superconducting gap ∆ '330µeV
and ∆/kBTc=1.88, which confirmed the highly transparent interface between graphene
and rhenium. In line with the spatial study of the DOS at high-energy presented in the
precedent chapter, we looked for possible variations of the superconducting DOS, and in
particular the coherence peaks height, on a moiré scale. We have shown that, despite
the careful filtering of noisy spectra and a quantitative statistic study, our STM measure-
ments do not allow us to conclude as for a possible modulation of the superconducting
features with the position on the moiré. We then presented a spectroscopic study carried
out in the superconducting mixed state, when a perpendicular magnetic field is applied
to our sample. We revealed the presence of a distorted Abrikosov vortex-lattice and a
standard evolution of the vortex core DOS expected for a superconductor in the dirty
limit. The last section was dedicated to the display of an anomalous lateral supercon-
ducting proximity effect we observed on a sample presenting various surface morphologies
(moiré, detached moiré, amorphous carbon layer). It has been shown that this effect was
reproducible and characterized by a decrease in the superconducting gap going along with
an increase in the coherence peaks height. Its amplitude grows stronger while crossing
surface areas from a regular moiré pattern to an amorphous carbon layer. Importantly,
it does not depend on the peculiar shape of the superconducting spectrum in the moiré
region. This effect is in contradiction with the existing models of the superconducting
proximity effect and still needs to be understood.
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We have introduced in chapter three of this manuscript the extraordinary physical prop-
erties of graphene that are responsible for the considerable enthusiasm of the scientific
community. Its excellent electronic properties, high crystallographic quality and the fact
that it is relatively easy to fabricate make it an ideal material for the study of physical
phenomena in the ballistic regime. Its peculiar linear electronic dispersion promises even
more new physical phenomena that could be revealed from its interplay with other states
of matter. In this respect, the manifestation of superconductivity in graphene is a very
exciting field of research.

We have seen that one way to induce superconducting properties in graphene can
be realized by achieving a good contact between graphene and a superconductor, pre-
requisite that is often challenging.

In this manuscript, we have presented a new kind of hybrid system, where epitaxial
graphene is grown directly on top of a superconductor, enabling to induce superconducting
properties in graphene with a very high efficiency. Moreover, this technique ensures a
very clean surface with a good crystalline quality of the graphene layer and presents the
advantage to be easily studied by local probes such as STM.

We have exposed the fabrication process of our system, starting from superconduct-
ing rhenium thin films with high-crystallographic quality elaborated by Bruno Gilles in
SIMAP, then transferred to the UHV setup of Johann Coraux in Institut Néel to proceed
to the growth of a graphene monolayer by a segregation method.

We have shown that the lattice mismatch between graphene and rhenium results in
a superstructure, a so-called moiré pattern, with hexagonal symmetry and about 2 nm
periodicity. This moiré is a succession of ’hills’ and ’valleys’ corresponding to regions
where the carbon atoms lie respectively further and closer to the rhenium film. The moiré
corrugations have been estimated greater than 1Å. High-energy spectroscopy studies
revealed a modulation of the density of states (DOS) features at the moiré scale, with
a systematic enhancement of the DOS around the Fermi energy on the moiré hills as
compared to the valleys. Nevertheless, the overall shape of the measured DOS highlights
a strong coupling between rhenium and the graphene layer, as corroborated by density
functional calculations performed by Laurence Magaud.

In the last chapter, we have reported the superconducting properties of the graphene-
rhenium system. Transport measurements gave access to the superconducting critical
temperature of the system estimated at 2K and to the superconducting coherence length
measured to be 18 nm. A comparison with measurements made on similar bare rhenium
thin films has shown a limited influence of the dissolved carbon atoms (resulting from the
segregation growth process) on the transition temperature but a strong one on the su-
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perconducting coherence length (divided by two). From scanning tunneling spectroscopy
measurements, we extracted the superconducting gap ∆ ' 330µeV. Its evolution with
temperature gave access to the ratio ∆/kBTc=1.88, almost identical to the one measured
on bare rhenium thin films. Referring to McMillan’s model of a NS junction, we concluded
that the interface between rhenium and graphene is highly transparent, in agreement with
our previous conclusions.

Influenced by our high-energy spectroscopic data, we wondered if the superconducting
DOS could also present a spatial modulation at the moiré scale. By doing a statistic
spectroscopic study at low energy, we have shown that our STM measurements did not
allow us to draw a conclusion on this question. In any case, if such a spatial inhomogeneity
exists, it should be very small (<5%) and therefore difficult to detect.

Applying a perpendicular magnetic field to our sample, we have studied the super-
conducting mixed state and revealed the presence of magnetic vortices, organized in a
distorted hexagonal Abrikosov vortex-lattice. A spectroscopic study in the vortex core
has shown the expected DOS evolution for a superconductor in the dirty limit.

All these studies led to the conclusion that we achieved a very good coupling with a
perfect interface between rhenium and graphene. Nevertheless, the annoying consequence
soon became obvious: graphene is so strongly bond to rhenium that it lost its intrinsic
peculiar electronic properties we are precisely interested in. Appeared then the necessity
to locally decouple the graphene layer in some regions, while keeping a strongly bond
graphene layer at others to ensure the good transmission of the superconducting corre-
lations. Inspired by other studies on the graphene-ruthenium system, we have tried to
grow a graphene bilayer on rhenium, as it had been showed that the second graphene
top-layer would behave as free-standing graphene while the first one remains in strong
interaction with the metal substrate. Our attempts to grow such a system led to a sample
with a different morphology, presenting three kinds of surface. Some regions exhibit the
regular moiré pattern previously observed and described but others presented a kind of
’detached’ moiré with merging hills. Finally, the third surface type has been identified as
an amorphous carbon layer. Although the origin and the exact structure of these regions
are not well understood, spectroscopic measurements revealed an abnormal superconduct-
ing proximity effect with a large healing length. Indeed, when going from a regular moiré
region to an amorphous carbon layer, the superconducting gap slightly decreases while
the coherence peaks amplitude significantly increases, which is in total contradiction with
the standard superconducting proximity effect. These results have been reproduced many
times, on different areas, with different STM tips. No satisfying physical interpretation
has been found yet and the analysis and modeling of this system is still in progress.
They would require spectroscopic measurements above the critical temperature of the
superconducting transition.
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Nous avons introduit au chapitre 3 de ce manuscrit les propriétés physiques exceptionnelles
du graphène, qui sont responsables de l’enthousiasme considérable de la communauté sci-
entifique à son égard. Ses excellentes propriétés électroniques, sa haute qualité cristalline
et sa facilité de fabrication en font un matériau idéal pour l’étude de phénomènes physiques
dans le régime balistique. Sa dispersion électronique linéaire promet encore de nombreux
autres phénomènes physiques nouveaux qui peuvent être mis à jour par son couplage avec
d’autres états de la matière. A cet égard, la manifestation de la supraconductivité dans
le graphène est un champ de recherche passionnant.
Nous avons vu qu’un moyen de rendre le graphène supraconducteur passe par la réalisa-
tion d’un bon contact entre le graphène et un supraconducteur, prérequis qui reste difficile.

Dans ce manuscrit, nous avons présenté un nouveau genre de système hybride, où le
graphène est obtenu par épitaxie directement sur un supraconducteur, permettant ainsi
d’induire des propriétés supraconductrices dans le graphène avec une très grande efficac-
ité. De plus, cette technique garantit une surface très propre avec une bonne qualité
cristalline de la couche de graphène et présente l’avantage d’être facilement accessible
pour des sondes locales comme le STM.
Nous avons détaillé le procédé de fabrication de notre système, en commençant par les
films minces de rhénium de haute qualité cristalline élaborés par Bruno Gilles au SIMAP,
puis transférés dans le bâti UHV de Johann Coraux à l’Institut Néel pour procéder à la
croissance d’une monocouche de graphène par ségrégation.
Nous avons montré que la différence de paramètre de maille entre le graphène et le rhénium
induit une superstructure, appelée moiré, avec une symétrie hexagonale et de périodicité
environ 2 nm. Ce moiré est un réseau périodique de ‘collines’ et de ‘vallées’ correspondant
aux régions où les atomes de carbone se situent respectivement plus loin et plus près du
film de rhénium. Les corrugations du moiré ont été estimées supérieures à l’angström.
Des études spectroscopiques à haute énergie ont mis à jour une modulation de la densité
d’états (DOS) à l’échelle du moiré, avec une augmentation systématique de la DOS autour
de l’énergie de Fermi sur les collines du moiré comparativement aux vallées. Cependant,
la forme globale de la DOS mesurée souligne un fort couplage entre le rhénium et la
couche de graphène, corroboré par des calculs de la fonctionnelle de la densité réalisés par
Laurence Magaud à l’Institut Néel.
Dans le dernier chapitre, nous avons présenté les propriétés supraconductrices du système
graphène-rhénium. Des mesures de transport ont permis d’estimer à 2 K la température
de transition supraconductrice du système et la longueur de cohérence supraconductrice
à 18 nm. Une comparaison avec des mesures réalisées sur des films minces de rhénium
similaires a montré une influence limitée des atomes de carbone dissouts dans le film (con-
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séquence du procédé de croissance par ségrégation) sur la température de transition mais
une forte influence sur la longueur de cohérence supraconductrice (divisée par deux). Nous
avons extrait le gap supraconducteur ∆ ' 330µeV des mesures de spectroscopie tunnel.
Son évolution avec la température a donné accès au rapport ∆/kBTc=1.88, quasiment
identique à celui mesuré sur des films minces de rhénium sans graphène. En s’appuyant
sur le modèle de McMillan pour une jonction NS, nous avons conclu que l’interface entre
le rhénium et le graphène est hautement transparente, en accord avec nos conclusions
précédentes.
Influencés par nos données spectroscopiques à haute énergie, nous nous sommes interrogés
sur une possible modulation spatiale de la DOS supraconductrice à l’échelle du moiré. En
réalisant une analyse statistique de nos données spectroscopiques à basse énergie, nous
avons montré que nos mesures STM ne nous permettaient pas de conclure sur cette ques-
tion. Dans tous les cas, si une telle inhomogénéité spatiale existe, elle devrait être très
faible (<5%) et donc difficile à détecter.
Des mesures sous champ magnétique nous ont permis d’étudier l’état mixte supraconduc-
teur et d’observer la présence de vortex magnétiques, organisés en un réseau d’Abrikosov
déformé. Une étude spectroscopique dans le cœur de vortex a montré une évolution clas-
sique de la DOS pour un supraconducteur dans la limite sale.
Toutes ces études ont permis d’aboutir à la conclusion que nous avions atteint un très
bon couplage avec une interface parfaite entre le rhénium et le graphène. Cependant,
la conséquence fâcheuse est rapidement devenue évidente: le graphène est tellement bien
couplé au rhénium qu’il a perdu ses propriétés électroniques intrinsèques si particulières
qui sont précisément celles qui nous intéressent. Il est donc apparu nécessaire de dé-
coupler localement le graphène du substrat dans certaines zones de l’échantillon, tout en
préservant un fort couplage de la couche de graphène dans d’autres afin de garantir la
bonne transmission des corrélations supraconductrices. Nous avons essayé de faire croître
une bicouche de graphène sur du rhénium car il a été montré, dans le cas du ruthénium,
que la seconde couche de graphène supérieure se comporte comme du graphène suspendu
tandis que la première couche reste en forte interaction avec le substrat métallique. Nos
tentatives de croissance ont abouti à un échantillon de morphologie différente, présentant
trois types de surface. Certaines régions présentent le moiré régulier préalablement ob-
servé et décrit mais d’autres montrent un moiré qui apparaît "décollé" avec des collines
qui se rejoignent. Enfin, le troisième type de surface, très désordonné, est appelé couche
de carbone amorphe dans le manuscrit, bien que l’origine et la structure exacte de ces
régions ne soient pas bien comprises. Des mesures spectroscopiques ont révélé un effet
de proximité supraconducteur spatial anormal sur des distances caractéristiques impor-
tantes. En effet, en se déplaçant d’une région de moiré régulier à une couche de carbone
amorphe, le gap supraconducteur se ferme légèrement tandis que l’amplitude des pics
de cohérence augmente de façon significative, ce qui est en apparente contradiction avec
l’effet de proximité supraconducteur standard. Ces résultats ont été reproduits de nom-
breuses fois, sur différentes régions, avec différentes pointes STM. Aucune interprétation
physique satisfaisante n’a encore été trouvée et l’analyse et la modélisation de ce système
sont toujours en cours. Elles nécessiteront des mesures spectroscopiques au-dessus de la
température de transition supraconductrice.
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The graphene-rhenium system saw the light at the end of my first year of PhD. This
project involving different teams in several laboratories, it took some time to define our
objectives and priorities. As for every new system, we first did not know what would
come out of it. When it became clear that it was adapted for the goal we had fixed
in LaTEQS to study the superconducting proximity effect in graphene, a long phase of
characterization, understanding and optimization of the system has begun. Delayed by
several experimental set-up breakdowns, this project is now at the real beginning of the
characterization step.

One of the priorities is to understand and master the growth process. This implies
to understand the precise influence of the growth parameters on the final film morphol-
ogy. Recent improvements of the UHV growth set-up will enable to monitor the graphene
growth by in-situ live RHEED measurements. The achievement of a graphene submono-
layer growth should also shed light on the exact growth process. This will also serve
the low-temperature STM experiments focused on the superconducting properties of the
system as we previously explained in this manuscript.

The goal defined for the spectroscopy study of superconductivity in graphene will be
tackled in a second time, namely the local decoupling of the graphene layer from the
rhenium substrate. Several directions should be explored:

– the growth of a bilayer graphene, where the top graphene layer is expected to
be decoupled from the rhenium substrate and thus exhibit graphene-like electronic
properties. This system could appear to be an interesting playground, coupling
vertical and lateral superconducting proximity effect

– the decoupling of a graphene monolayer by oxygen intercalation (or other in-
sulating materials) between graphene and rhenium. Indeed, it has been shown by
micro-ARPES measurements that O2 intercalation between Ru(0001) and as-grown
monolayer graphene restored the linear π bands crossing the Fermi energy and re-
sults in a hole doping of the graphene layer [125] (see Fig. 5.21).

However, a third option could be considered to locally decouple graphene from rhenium,
namely the patterning of the rhenium substrate either after or before the graphene
growth. We could imagine etching the rhenium films to form pads separated by few dozens
of nanometers and connected by free-standing graphene.

A fourth option is being explored only recently in the laboratory. Graphene can be
grown on SiC substrates partially covered with Re. This would result in pristine graphene
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Figure 5.20 Decoupling of a monolayer graphene on Ru(0001) by intercalation of
molecular oxygen (O2) - (a) Micro-ARPES map of the band structure of as-grown monolayer
graphene on Ru(0001), reflecting the strong coupling to the metal d states. (b) Schematic of the
corresponding moiré structure with alternating strong and weak coupling between graphene and
Ru. (c) Micro-ARPES map after exposure to O2, showing the restoration of linear π bands
crossing the Fermi energy and hole doping with a charge-neutrality point 0.5 eV above EF .
(d) Schematic of the decoupled graphene sheet over an ordered Ru(0001)-(2×1)-O structure.
Reproduced from [125].

on the bare regions of SiC. However, this graphene would be superconducting thanks to
the strong electronic coupling to Re at its edges.

All these experiments share one common goal, besides the study of the superconducting
proximity effect in graphene: the realization of Andreev billiards, in which a ballistic metal
surrounded by a superconductor exhibits DOS resonances at characteristic energies. The
interplay of this phenomenon with the Dirac physics inherent to graphene also promises
to be very exciting.
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Le système graphène-rhénium a vu le jour à la fin de ma première année de thèse. Ce
projet impliquant différentes équipes dans plusieurs laboratoires, la définition de nos ob-
jectifs et priorités a nécessité du temps. Comme pour tout nouveau système, nous ne
savions pas ce qu’il en sortirait. Quand il est devenu clair qu’il était adapté à l’étude de
l’effet de proximité supraconducteur dans le graphène, but que nous nous étions fixé au
LaTEQS, une longue phase de caractérisation, compréhension et optimisation du système
a commencé. Retardé par plusieurs pannes de montages expérimentaux, ce projet est
maintenant au début effectif de l’étape de caractérisation.

Parmi les priorités de ce projet, la compréhension et la maîtrise du procédé de crois-
sance sont capitales. Ceci implique de comprendre l’influence précise des paramètres de
croissance sur la morphologie finale du film. Des améliorations récentes ont été apportées
sur le bâti de croissance UHV et permettront de suivre en direct la croissance du graphene
par des mesures RHEED in-situ. La réalisation de la croissance d’une monocouche par-
tielle de graphène devrait également nous renseigner sur le procédé de croissance exact.
Cela sera également utile pour les expériences STM à très basse température centrées sur
l’étude des propriétés supraconductrices du système comme expliqué préalablement dans
ce manuscrit.

La condition nécessaire à l’étude spectroscopique de la supraconductivité dans le
graphène, à savoir le découplage local de la couche de graphène du substrat de rhénium,
sera abordée dans un second temps. Plusieurs voies peuvent être explorées:

– la croissance d’une bicouche de graphène, système dans lequel on s’attend à ce que
la couche supérieure soit découplée du substrat de rhénium et présente les propriétés
électroniques intrinsèques au graphène. Ce système peut s’avérer être une aire de
jeux intéressante, couplant un effet de proximité supraconducteur vertical et latéral

– le découplage de la monocouche de graphène par l’intercalation d’oxygène (ou autre
matériau isolant) entre le graphène et le rhénium. En effet, il a été montré par des
mesures micro-ARPES que l’intercalation d’O2 entre Ru(0001) et une monocouche
de graphène épitaxié restaurait les bandes linéaires π se croisant à l’énergie de Fermi
et conduit à un dopage en trous de la couche de graphène [125] (cf Fig. 5.21).

Cependant, une troisième option peut être envisagée pour découpler localement le graphène
du rhénium, à savoir la structuration du substrat de rhénium, soit avant, soit après la
croissance de graphène. On pourrait imaginer graver les films de rhénium pour former des
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Figure 5.21 Découplage d’une monocouche de graphène sur Ru(0001) par intercala-
tion de dioxygène (O2) - (a) Carte micro-ARPES de la structure de bande d’une monocouche
de graphène épitaxié sur Ru(0001), montrant le fort couplage aux états d du métal. (b) Schéma
de la structure de moiré correspondante avec un couplage alternativement fort et faible entre le
graphène et le Ru. (c) Carte micro-ARPES après exposition à l’O2 montrant la restauration
des bandes π linéaires se croisant à l’énergie de Fermi et le dopage en trous avec un point de
neutralité de charge à 0.5 eV au-dessus de EF . (d) Schéma d’une couche de graphène découplée
sur une structure Ru(0001)-(2×1)-O ordonnée. Reproduit de [125].

blocs séparés de quelques dizaines de nanomètres et connectés par du graphène suspendu.

Une quatrième option est actuellement explorée depuis peu au laboratoire. Le graphène
peut être fabriqué à partir de substrats de SiC partiellement couverts de rhénium. Cela
aboutirait à du graphène idéal dans les zones découvertes du SiC et rendu supraconduc-
teur grâce au fort couplage électronique au rhénium à ses extrémités.

Toutes ces expériences partagent un même objectif commun, en plus de l’étude de
l’effet de proximité supraconducteur dans le graphène: la réalisation de billards d’Andreev,
dans lesquels un métal balistique entouré d’un supraconducteur présente des résonnances
dans sa DOS à des énergies caractéristiques. L’interaction de ce phénomène avec la
physique de Dirac inhérente au graphène promet également d’être passionnante.
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