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Preface



2 Chapter 1

This research work mainly deals with the investigation of the interaction between pulsed electric
fields (PEFs) and biological cells by means of different biophotonics instrumentations, such as confocal
Raman microspectroscopy, terahertz (THz) microscopy and fluorescence microscopy. Confocal Raman
microspectroscopy and THz microscopy are biophotonics techniques able to provide detailed information
about the molecular composition of cells in a non-invasive and label-free way. The use of these biophoton-
ics technique are relevant because the monitoring of the impact of PEFs on the molecular composition of
cells is a hot topic in the electropermeabilization (EPN) community. As a side project of the investigation
of the underlying mechanisms of cell EPN, we report a clinical study in order to detect in patients the
skin toxicity induced by targeted anticancer therapies thanks to confocal Raman microspectroscopy.

Chapter 2 consists in a large presentation of biophotonics techniques. A special focus has been done
on Raman microspectroscopy which is the dominant instrumentation technique used in this research
work. The third chapter is a state of the art of cell EPN including a description of the plasma membrane,
the underlying mechanisms of cell EPN and the EPN-based biomedical applications. Chapter 4 focuses
on the contribution of biophotonics techniques to improve the understanding of cell EPN. Chapter 5
introduces the research hypothesis and objectives of this doctorate. In the sixth chapter, the results of
this research work are presented via five articles. Four articles concerns the EPN topic, the last one
is about skin toxicity. Two articles have already been published and three are about to be submitted.
Finally, discussion and perspectives of this research work will conclude the manuscript (chapter 7 and 8
respectively in english and french language). In the annexe, a contribution to a book edited by Dr. Julita
Kulbacka is included.
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Biophotonics technique



4 Chapter 2

Biophotonics is defined as an emerging multidisciplinary research area, embracing all light-based
technologies applied to the life sciences and medicine [1]. Biophotonics term is the combination of
the Greek syllables “bio” which means life and “phos” standing for light. Biophotonics consists in all
methodologies and technologies based on light, from ultraviolet (UV) to THz region, and the interaction
with any biological materials. In this research work, Raman microspectroscopy was the main biophotonics
instrumentation used. Thus, first a large presentation of Raman microspectroscopy will be done. Others
biophotonics techniques, such as fluorescence-based microscopy, will be also presented.

2.1 Raman microspectroscopy

In this section, the Raman-based optical technique will be detailed.
Notations
As in many domains in physics, specific conventions to the vibrational-based methods are used for the
notation of the probed physical and optical properties. The wavenumber ω is related to the wavelength
λ and the frequency ν of the light by the equation 2.1. Wavenumber is the reference unit in vibrational
spectroscopy and is commonly expressed in cm-1.

ω = 1
λ

= ν

c
(2.1)

where ω is the wavenumber, λ is the wavelength, ν is the frequency and c is the speed of light in the air.
The magnitude of the Raman signal is called “Raman Intensity” and is related to the photon counts on a photon
detector. Raman Intensity is expressed in “Arbitrary Units”.

2.1.1 Raman effect: Principle and history

In 1928, Sir Chandrasekhara Venkata Raman (Fig. 2.1), an Indian physicist, discovered “a new radiation” [2].
Sir Raman demonstrated that when light interacts with a transparent material, a new scattered light is detected
with a wavelength shift. This light/matter interaction is now called the “Raman effect”. Sir Raman has been
rewarded by the Nobel Prize in Physics for this major discovery in 1930, only 2 years after the publication.

Fig. 2.1 Picture of Sir Chandrasekhara Venkata Raman

The Raman effect is defined as an inelastic scattering of photons when a sample is exposed to light. In
opposition to the elastic scattering also known as the Rayleigh scattering [3], the frequency of the scattered light
is shifted in comparison to the wavelength of the excitation light. This frequency shift is related to the chemical
composition of the sample through its vibrational footprint (Fig. 2.2). Therefore, by measuring the frequency shift
between the excitation wave and the scattered photons, the chemical composition of the sample can be assessed in
a non-invasive and label-free way. The light/matter interaction induces the scattering of photons called “Stokes
photons” and “anti-Stokes photons”. Fig. 2.2-B illustrates the energy transfer inducing the photons scattering at
a frequency related to the vibrational frequency.
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Fig. 2.2 Principle of the Raman effect. A - Scheme of the elastic and the inelastic scattering of photons. B - Jabłoński
diagram associated to the Raman effect. C - Spectral distribution of the photons.

The wavenumber of the Stokes ωStokes or anti-Stokes ωanti−Stokes photon is equal to the wavenumber of the
excited beam ω0 modulated by the vibrational frequency of the sample ΩV ib. These relations are presented in
equations 2.2 and 2.3.

ωStokes = ω0 − ΩV ib (2.2)

ωanti−Stokes = ω0 + ΩV ib (2.3)

where ωStokes is the wavenumber of the Stokes photon, ωanti−Stokes is the wavenumber of the anti-tokes photon,
ω0 is the wavenumber of the lase and ΩV ib is the vibrational footprint frequency.
As mentioned previously, Raman spectroscopy can probe the vibrational modes of a sample. Each vibrational
mode is attributed to a specific chemical bond and to a specific vibrational wavenumber (Fig. 2.3).

Fig. 2.3 Examples of three vibrational modes of water (H2O) (with the courtesy of Michaël Scherman, ON-
ERA/DMPH).

In most cases, the molecular composition of the sample is complex. Hundreds of different chemical bounds
are part of the sample. Thus, the sample can be described by a vibrational footprint which is the envelop of the
individual vibrational modes of the chemical bounds in the sample [4]. Fig. 2.4 shows the vibrational footprint,
also called the Raman signature, of bulk water at room temperature and its Gaussian decomposition in the OH-
stretching vibrational modes [5]. This vibrational footprint is directly related to the biochemical composition
of the sample. Moreover, the magnitude of a Raman peak is related to the concentration of the corresponding
molecules and the peak bandwidth to its local environment including for example the solvent.

2.1.2 The underlying mechanisms of the Raman effect

Since the discovery of Sir Raman, the physical mechanisms underlying this light/matter interaction have been
studied in detail and are now well established [6–8]. The physical origin of the Raman signal comes from the
polarizability of the sample under an electromagnetic radiation, in this case the laser beam. The polarizability is
related to the faculty of the electron cloud of the nucleus to acquire an electric dipole under an electromagnetic
radiation. The relationship between the electric dipole and the polarizability of a sample under an electromagnetic
radiation is described by equation 2.4.

P (t) = α(t) · E0 · cos (ω0 · t + ϕ) (2.4)
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Fig. 2.4 Raman signature of bulk water at room temperature and its Gaussian decomposition in the OH-stretching vi-
brational modes. From [5].

where P (t) is the electric dipole, α(t) is the polarizability, E0 is the magnitude of the electromagnetic radiation,
ω0 is the pulsation of the electromagnetic radiation and ϕ is the phase of the electromagnetic radiation.
Since the electrons are bound to the nucleus, the motion of the nucleus can affect the oscillatory motion of the
electrons. The polarizability is therefore perturbed by the presence of an intrinsic nuclear motion. At a certain
nuclear coordinate, the polarizability can be expanded in a Taylor series (equation 2.5).

α(t) = α0 + Q(t) ·
(

∂α

∂Q

)
0

+ . . . (2.5)

where α(t) is the polarizability of the sample, Q(t) is the nuclear coordinate and α0 is the first derivative of α(t).
If the nuclear motion is considered as a classic harmonic oscillator at a pulsation ων and a magnitude Q0 , the
nuclear coordinate can be expressed by equation 2.6.

Q(t) = Q0 · cos (ων · t) (2.6)

where Q(t) is the nuclear coordinate, Q0 is the magnitude of the nuclear motion and ων is the pulsation of the
nuclear motion.

The electric dipole can then be expressed by equations 2.7 and 2.8.

P (t) = α0 · E0 · cos (ω0 · t + ϕ) + Q0 · E0 ·
(

∂α

∂Q

)
0

· cos (ω0 · t + ϕ) · cos (ων · t) + . . . (2.7)

where P (t) is the electric dipole, α0 is the first derivative of α(t),
(

∂α
∂Q

)
0

is the second derivative of α(t), E0 is
the magnitude of the electromagnetic radiation, Q0 is the magnitude of the nuclear motion, ω0 is the pulsation
of the electromagnetic radiation, ων is the pulsation of the nuclear motion, ϕ is the phase of the electromagnetic
radiation.

(2.8)P (t) = α0 · E0 · cos (ω0 · t + ϕ) + 1
2 · Q0 · E0 ·

(
∂α

∂Q

)
0

· cos ((ω0 − ων) · t + ϕ)

+ 1
2 · Q0 · E0 ·

(
∂α

∂Q

)
0

· cos ((ω0 + ων) · t + ϕ) + . . .
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where P (t) is the electric dipole, α0 is the first derivative of α(t),
(

∂α
∂Q

)
0

is the second derivative of α(t), E0 is
the magnitude of the electromagnetic radiation, Q0 is the magnitude of the nuclear motion, ω0 is the pulsation
of the electromagnetic radiation, ων is the pulsation of the nuclear motion, ϕ is the phase of the electromagnetic
radiation.

The first term of equation 2.8 describes the elastic Rayleigh scattering. The second term is attributed to the
Stokes photons of the inelastic scattering and the third term to the anti-Stokes photons of the inelastic scattering.
Therefore, it appears that the Raman scattering occurs if a molecular vibration can change the polarizability of
a molecule under an electromagnetic radiation. The existence of the Stokes and anti-Stokes photons depends on
the term

(
∂α
∂Q

)
0

which is associated to the selection rules for a Raman-active vibration. The selection rules can
be described by equation 2.9 and based on the group theory and the symmetry properties of the molecule [9].(

∂α

∂Q

)
0

̸= 0 (2.9)

The intensity of the Stokes photons can be calculated by equation 2.10:

I(ωStokes) = N · z · σ(ωStokes) · I0 (2.10)

where I is the intensity of the Stokes photons, (ωStokes) is the wavenumber of the Stokes photons, N is the
molecular density, z is the length of the observed segement of the laser beam, σ is the cross-section which is
proportional to |

(
∂α
∂Q

)
0

|2 and I0 is the intensity of the laser [10].
The cross-section depends on many parameters including the wavelength of the laser beam. The intensity of the
anti-Stokes photons can be calculated from equation 2.10 by replacing ωStokes by ωantiStokes.

Concerning the molecular density, based on the distribution of Maxwell-Boltzmann [11, 12], the ratio between
the average number of particles in the vibrational excited states of energy Nexcited and the average number of
particles in the fundamental states of energy Nfundamental can be estimated thanks to equation 2.11.

Nexcited

Nfundamental
∝ exp −h · c · Ωvib

kB · T
(2.11)

where h is the Planck constant, c is the speed of light in the air, kB is the Boltzmann constant and T is the
temperature in Kelvin.
Therefore, the average number of particles in the vibrational excited states is lower than the average number of
particles in the fundamental states due to the energy gap. This explains why the intensity of the anti-Stokes
signal is lower than the intensity of the Stokes signal. This ratio between the intensity of the Stokes and the
anti-Stokes signal has been used to monitor the temperature of a sample in a non-invasive way [13]. It has to
be mentioned that this spontaneous inelastic process is rare. The Raman signal intensity is typically 1010 times
lower than the fluorescence signal intensity. Hence, highly sensitive instrumentation has been designed in order
to acquire the Raman signature of samples with a good signal-to-noise ratio (SNR).

2.1.3 Raman microspectroscopy instrumentation

Raman instrumentation has now reached a mature state. In most of equipments, the architecture is nearly the
same. Basically, a spectroscope is coupled to a confocal microscope. That is why the term microspectroscope is
also used. The laser beam is focused on the sample through an objective with a high numerical aperture. The
scattered light is also collected with an objective. In the case of a backward detection, the same objective is used
to excite the sample and to collect the scattered light. Some optical filters are necessary to remove the non-specific
light. A pinhole allows to improve the spatial resolution of the system by making it confocal. In order to analyse
the spectral composition of the collected light, the light is diffracted on a cooled charge coupled device (CCD)
camera via a diffraction grating. Each column of the CCD is related to a specific wavelength of the collected light
(Fig. 2.5).
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Fig. 2.5 Schematic representation of an experimental set-up for Raman microspectroscopy measurements of cells. In this
case, the backward scattered light is collected. From [14].

The spatial resolution of the equipment depends on the combination of the characteristics of the objective
and the pinhole size. For example, a 100 X water-immersion objective with a numerical aperture of 1.0 and a
pinhole size fixed to 100 µm provides a lateral resolution (XY) of 1 µm and an in-depth resolution (Z) of 1 µm.
The spectral resolution depends mainly on the diffraction grating, the number of pixel of the CCD camera and
the laser wavelength. The classical spectral resolution is approximately 1 cm-1. The sample can be placed on
an XY piezoelectric stage to perform cartographies. Therefore, it is possible to acquire hyperspectral images in
which each pixel of the image is a spectrum. An hyperspectral image may be represented as a spectra data cube
or hypercube with two spatial dimensions (pixel coordinates x and y) and a third dimension which is the spectral
dimension (Fig. 2.6).

Fig. 2.6 Hyperspectral image represented as a spectral data cube with two spatial dimensions (pixel coordinates x and
y) and one spectral dimension. From [15].

Many suppliers have commercialized high-performance and user-friendly equipment (Fig. 2.7). The equipment
includes several lasers, objectives and diffraction gratings in order to be versatile. The software may also include
data processing tools for an analysis of the results in real time.
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Fig. 2.7 Example of commercially available Raman equipment: Renishaw - inVia Raman Microscope. From http://
sciences.usca.edu/chemistry/chad/instrumentation.htm.

The ultimate goal in instrumentation is to acquire a signal with the optimum SNR. To do so, the selection of
the wavelength of the laser is a critical point. The Raman signal intensity is known to increase with a decrease
in the wavelength. The detector performance is also greatter at shorter wavelengths as illustrated in Fig. 2.8.
But sample damages and autofluorescence increase at shorter wavelengths [16]. Generally, the recommended
laser wavelengths to acquire the Raman signature of biological samples are from 532 to 785 nm. A quantitative
and qualitative study demonstrated that the optimum laser wavelength for breast calcification detections with
transmission Raman spectroscopy is between 790 and 810 nm . Recently, new CCD cameras have been developed
allowing the acquisition of spectra with a Near-InfraRed (NIR) excitation beam [17]. As mentioned in equation
2.10, the Raman intensity is proportional to the laser intensity. Thus, increasing the laser power will increase
the Raman signal. It is therefore necessary to check that the sample is not damaged by the laser. Typical laser
powers for biological samples are around tens of milliwatt.

Fig. 2.8 Typical CCD spectral response. From http://www.looptechnology.com.

A Raman microspectroscope device may also include a system for the polarization of the laser beam. This
might be particularly useful to enhance specific vibrational modes in the case of materials such as carbon nanotubes
[18].

Many technical improvements of the CCD camera, the optical elements and the laser beam have been allowed
to improve the SNR and thus to speed up the Raman acquisition. Nowadays, classical acquisition times for
in vitro studies are about 60 seconds. For in vivo studies, the molecular concentrations are usually higher and
the acquisition time can be below one second. In order to characterize the heterogeneity of a sample, multiple
acquisitions are necessary. One of the limitation of a confocal Raman microspectroscope is the point-by-point
scanning. In order to overcome this limitation and get access to dynamical processes, the line-scanning technology

http://sciences.usca.edu/chemistry/chad/instrumentation.htm
http://sciences.usca.edu/chemistry/chad/instrumentation.htm
http://www.looptechnology.com
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has been developed. The principle is detailed in Fig. 2.9. Instead of performing the acquisition at a single point,
the laser beam is expanded in a line by a cylindrical lens. Therefore, the Raman acquisition is performed line-by-
line, instead of point-by-point. The exposure times have been reduced from 130 minutes to 3 minutes in the case
of the analysis of HeLa cancer cells [19].

Fig. 2.9 Line-scanning configuration Raman spectroscope. A - Expansion of laser beam along one axis by a cylinder
lend. B - Differences between CCD images of Raman-scattered photon obtained by point scanning and line-scanning Ra-
man scattering. C - By scanning an expanded line across the sample, the rapid acquisition of hyperspectral data cubes
containing spectral as well as temporal information on the biochemical state of cell is facilitated. From [16].

Raman systems including optical fiber probes have been designed in order to use Raman spectroscopy for
biomedical applications [20–22]. A typical example of a Raman probe is shown in Fig. 2.10. A multicore fiber
is generally used in order to limit the coupling between the high power laser beam and the low intensity Raman
signal.

Fig. 2.10 Internally filtered six-around-one Raman probe with bevelled collection fibers for beam shaping. Core diame-
ters are 400 µm for the excitation and 300 µm for the collection fibers respectively. From [22].

Before any measurement, Raman systems need to be calibrated in order to correct any distortions due to
the instrumentation response. The distortions can be in wavenumber or/and in intensity. The instrumentation
calibration needs to be performed for each configuration of the equipment. Incorrect calibration of the system may
have an impact on the outcome of the study [23]. Moreover, the instrumentation calibration allows to combine
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Raman measurements from different equipments [24]. The 519 cm-1 band of a silicon sample or a neon lamp are
commonly used to calibrate Raman microspectroscope [25]. Bocklitz et al. suggested a calibration protocol for
Raman spectra recorded with difference excitation wavelengths [26].

In the case of biological samples such as cells, experimental precautions may also contribute improve the SNR
of the measurements. The substrate used must be chosen carefully in order to minimize the background signal.
Kerr et al. showed that calcium fluoride substrates provide low background signal [27]. At a specific excitation
wavelength (532 nm), a thin film of aluminium substrate (1 000 - 1 500 nm thickness) can be also considered as
a good substrate for Raman spectroscopy experiments. In the case of an in vitro study, the buffer solution will
also contribute to the non-specific signal. Physiological serum (NaCl 154 mM)can be considered as a good buffer
due to its low Raman signal and its biocompatibility.

2.1.4 Specific Data process for Raman images

2.1.4.1 Pre-processing methods

The Raman signal is suffering of many sources of interference, such as sample autofluorescence, buffer solution
or cosmic rays. A pre-processing step is necessary to extract the targeted signal from the measured signal 2.11
[28]. By performing a multivariable data analysis on a raw data set and on the same pre-processed data set, it
has been demonstrated that the pre-processing allows to enhance the results [29]. The interference information
of the substrate is clearly identified in the pre-processed images, which is not the case in the raw images. The
uniformity within the same image and the differentiation capability across the different time points are emphasized
by pre-processing the data.

Fig. 2.11 Principal component scores of raw and preprocessed Raman images of mouse liver exposed to acetaminophen
with different exposure time. Dark blue regions in the pre-processed images indicate the presence of glass substrate.
From [29].

The following section will detail some pre-processing methods commonly used in Raman spectroscopy.

CCD detectors are known to be sensitive to electromagnetic radiation originating from high energy particles.
The Raman measurements may contain thus spikes from cosmic rays hitting the CCD detector. The cosmic ray
artefacts are easy to identify by their sharp and intense features superimposed to the Raman signal (Fig.2.12).
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Several techniques are available to remove this unwanted signal. Cosmic ray artefacts are known to be non-
reproducible in time. By performing two consecutive acquisitions and a correlation between the two acquisitions,
the spikes can be identified and removed by a low order polynomial extrapolation at the Raman shift around
the spike. Many filtering methods have been designed ([30]) and now the commercially available Raman systems
include a spike removal procedure in their software. In the specific case of hyperspectral images, the similarity
between neighbouring pixels of the spectrum can be used as a measure for the presence of cosmic spike artefacts
[31].

Fig. 2.12 Example of a cosmic ray correction of a Raman spectra. Red trace - Raman spectrum obtained from the cere-
bellum of Syrian hamster showing a strong cosmic ray feature around 1 795 cm−1. Blue - the corrected Raman spectrum.
From [28].

Smoothing the spectra allows to remove the high frequency noise contribution from the signal. Although
many filters exist [32, 33], the Savitzky-Golay smoothing is the most popular method in vibrational spectroscopy
[34]. The principle is to replace each value of the spectrum with a new value which is obtained from a polynomial
fit of the 2n+1 neighbouring points. Fig.2.13 displays a typical example of a Savitzky-Golay smoothing.

Fig. 2.13 Example of a Savitzky-GOlay smoothing. A - Savitzky-Golay smoothing example with an 8-points window
and a 2nd order polynomial fitting. B - Comparison between a measured spectrum and a smoothed spectrum.

The in-depth resolution of Raman equipments do not allow to acquire only the signal coming from a thin
sample. The sources of contamination are multiple: sample autofluorescence, substrate, buffer solution, paraffin...
The removal of the contaminant signal is a critical point in order to perform quantitative analyses. Many
algorithms have been developed so as to perform intelligent background corrections [35, 36]. Automated methods
are available to subtract a known contaminant spectrum in a measured Raman spectrum [37]. Tfayli et al. [38]
designed a specific algorithm to perform digital dewaxing of paraffin for skin biopsy samples (Fig. 2.14).
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Fig. 2.14 Digital dewaxing of paraffin in skin biopsy sample. A - Raw Raman spectrum of paraffin-embedded skin. B -
The corresponding spectrum after elimination of the computed signal of paraffin. Adapted from [38].

Finally, the last step of the pre-processing is the normalisation. There is a high variability in the amount of
signal in a spectral data set. The origins of this variability are various, for instance: the laser intensity fluctuations,
the reproducibility of the laser focusing, the concentration of molecules at the laser spot . . . In order to be able
to compare quantitatively and qualitatively the spectra, a normalisation step is required. Different methods are
possible with their own advantages and disadvantages. The normalisation methods can be classified in two main
groups. The first group requires only information from the spectrum to perform the normalisation. Generally, the
normalisation methods of this group are performed after the baseline removal. The second group requires extra
information such as reference spectra or the order of the polynomial used to remove the baseline.

In the following, a non-exhaustive list of normalisation methods belonging to these two groups are presented:

Peak normalisation: A very simple method is to normalize each spectrum of the data set to the magnitude of a
specific peak, for instance the phenylalanine ring breathing mode at 1 003 cm-1 [39]. This method is based on the
hypothesis that the chemical compound associated to the selected peak is relatively constant in comparison with
the other chemical compounds. This hypothesis needs to be strictly checked before selecting this normalization
process.

Area under the curve normalisation: This method aims to respect the relative band magnitude of the peaks
in the whole spectrum. The individual spectrum is divided by its area under the curve (AUC). This method is
pretty simple and commonly used [40].

Vector normalisation: The spectra are mean-centered (meaning that each spectrum is offset in order to have
a mean value equal to zero) and then divided by the square root of the sum of the mean-centered intensities
squared. Thus, the sum of all mean-centered intensities values squared equals one.
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Standard normal variate: It is a similar technique to the vector normalisation except that the standard
deviation is equal to one instead of the sum of all mean-centered intensities values squared [41].

The second group is of normalisation methods are model-based pre-processing techniques [42]. Historically,
multiplicative signal correction (MSC) has been developed in the 1980s by Martens et al. [43, 44] for near-infrared
spectroscopic measurements in the food industry. Later, this pre-processing technique has been improved and
extended [45, 46]. Nowadays, extended multiplicative signal correction (EMSC) is one of the most popular pre-
processing technique used in vibrational spectroscopy. Basically, EMSC considers that the measured spectrum
is a linear combination of interference spectra (provided by the operator), a polynomial baseline (associated to
the autofluorescence) and the useful signal. For each spectrum of the data set, EMSC calculates a new linear
combination of the previously listed contributors to the signal in order to fit with a reference spectrum. Hence,
the interference spectra can be removed easily and the useful signal is normalized to a unique reference. EMSC
is known to be non-sensitive to the baseline as shown in Fig. 2.15.

Fig. 2.15 EMSC illustration from Raman spectra of salmon oils. a - Raw Raman spectra. b - EMSC pre-processed
spectra using a reference spectrum with strong slope (the mean Raw spectra was used as the reference spectrum). c -
EMSC pre-processed spectra using a reference spectrum with reduced slope. d - f Corresponding mean-centered data sets.
Adapted from [42].

Afseth et al. compared quantitatively and qualitatively different pre-processing methods on four Raman data
sets [47]. As expected, the authors suggested to remove the baseline before a normalisation step. In a second study,
the same group demonstrated that the EMSC algorithm strongly reduces the replicate variance in comparison
with the other pre-processing methods (Fig. 2.16).
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Fig. 2.16 Quantitative comparison of the replicate variation of different pre-processing methods. Variation is measured
as the mean of the standard deviation of each Raman shift for a replicate set. Adapted from [47].

Finally, the impact on the discriminative power of different pre-processing methods was analysed by Heraud
et al. [48]. In this case, EMSC was the pre-processing method providing the best overall discriminative power.

A Raman data set can contain hundreds of spectra and thus is a rich but complex data set. In the case of bio-
systems such as cells or tissues, the heterogeneity is important and may hide the useful information, for instance
the impact of a drug on the Raman signatures of cells. As presented before, many pre-processing methods allow
to remove the various interference signals. A high performance data analysis technique is necessary to extract
specifically the targeted information.

2.1.4.2 Univariate data analysis technique

A basic data analysis [49]. Difference between two mean spectra of different groups, first and second order
derivative, peak magnitude or peak position, curve fitting are part of these univariate data analysis techniques.
However, none of the spectroscopic measurements depends on a single variable. Therefore, more complex and
powerful data analysis techniques are mandatory.

2.1.4.3 Multivariate data analysis technique

This section aims to present the different multivariate data analysis techniques that have been used for decades
in Raman spectroscopy [28, 29, 50].

A Raman spectrum is generally made of hundreds of wavenumbers (variables) in order to have a good spectral
resolution. A Raman data set may contain over one hundred measured spectra (observations). Thus, the dimen-
sion of a Raman data set is huge and requires a specific statistical data analysis technique to extract meaningful
information. Generally, the spectroscopic measurements may be divided into two parts as shown in equation 2.12.

Observation = RelevantSignal + Noise (2.12)

The relevant signal is considered as the signal related to the scientific question targeted. The noise signal is
considered as an unspecific signal such as autofluorescence signal or interference signals. The multivariate data
analysis technique aims to separate the relevant signal from the noise part by using intrinsic variable correlations
and thus reducing the dimension of the data set. The concept of variance is very important as “directions with
maximum variance” are almost directly related to the structural part of the relevant signal [51].
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These multivariate techniques, also called chemometrics [52, 53], are also commonly used in many other
domains such as mass spectrometry [54], bio-impedance [55, 56] or finance [57].

Multivariate techniques can be divided in two groups:

Unsupervised methods: These methods perform statistical analyses without any supervision or complemen-
tary information. Principal components analysis (PCA), K-means clustering analysis (KMCA) or hierarchical
clustering analysis (HCA) are examples of unsupervised methods.

Supervised methods: These methods take into considering label information to perform the statistical analysis.
Hence the data set is invested based on this contextual information. Partial-Least square regression (PLS), linear
discriminant analysis (LDA) or support vector machine (SVM) are examples of supervised methods.

Principal components analysis
PCA is an unsupervised multivariable technique commonly used in Raman spectroscopy. PCA allows to represent
the original data set in a space with lower dimensions than the original space, but with a limited information
loss [58–60]. This transformation is done by calculating the eigenvectors and eigenvalue of the covariance matrix
from the data set. The eigenvectors of the new coordinate space are termed principal components (PC). The
eigenvector with the highest eigenvalue gives rise to the first PC (PC1) representing the direction of the greatest
variance of the data. PC2 is the eigenvector with the second highest eigenvalues. And so on . . . . PCA is be
illustrated by the Fig. 2.17.

Fig. 2.17 Illustration of PCs determined by PCA. Adapted from http://austingwalters.com/pca-principal-component-
analysis/.

From a mathematical point of view, let’s assume that a Raman data set is composed of m measured spectra
and that each spectrum is composed of n wavenumbers. Thus the data set can be represented as a [m x n] matrix
called X. By determining the eigen decomposition of the X matrix by Singular Value Decomposition (SVD)
method [61], it is possible to express the X matrix as:

X = U · Σ · W T + E (2.13)

where U is a [m x r] matrix with the first r eigenvectors of the matrix XXT , W is a [n x r] matrix with the
first r eigenvectors of XT X, Σ is a small diagonal [r x r] matrix containing the first r singular values of X and
E is the residual [m x n] matrix. In the case of the PCA, U corresponds to the PC score vectors and the matrix
product Σ · W T to the matrix of PC loading vectors. In the case of the discrimination of two groups by Raman
spectroscopy, PCA allows to extract the spectral features associated to the targeted question. Fig. 2.18 shows
how easily secondary and primary cell types can be discriminated thanks to PCA [62].

http://austingwalters.com/pca-principal-component-analysis/
http://austingwalters.com/pca-principal-component-analysis/
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Fig. 2.18 PCA plot of the Raman spectra of 16 secondary tumor cells (SW480 in black) and 16 primary tumor cells
(SW620 in red.) Adapted from [62].

PCA can also be used to extract not only spectral but spatial information from a data set and thus perform
Raman imaging. In the study by [50], Raman signatures of a mixture of acetylsalicylic acid, stearic acid and
starch are acquired. After PCA, the first three PCs have been associated to the three chemical species. PC1 was
associated to acetylsalicylic acid, PC2 to stearic acid and PC3 to cellulose. By plotting the PC score of PC1, PC2
and PC3, PCA allows to extract the spatial distribution of the chemical species (Fig. 2.19).

Fig. 2.19 Illustration of PCA mapping. A - Raman spectra of the tablet containing acetylsalicylic acid, stearic acid and
starch. B - Loadings of the first three PCs. C-D Score of the first three PCs. Adapted from [50].

PCA is also used to remove the noise contribution by selecting only the first PCs. Multivariate analysis is
also commonly used to perform classification, discrimination or clustering of groups in a data set. In this case,
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supervised methods are necessary. Many techniques are existing. Some of them are presented in the following
paragraph.

Clustering Analysis
Another unsupervised method is based on clustering analysis [63, 64]. The goal of these algorithms is to find
clusters in the Raman data set in order to extract the most relevant biochemical information. The clustering
process is based on the calculation of a distance metric, for instance an euclidian distance, in order to quantify the
similarities in the spectral data set. The clusters are defined in order to maximize the distance metric between
two clusters (inter-cluster distance) and minimize the distance metric between the members of one cluster (intra-
cluster distance). Many algorithms exist and have been used in Raman spectroscopy such as KMCA [65, 66] or
HCA [67, 68]. In the case of HCA, the clustering is hierarchically meaning that the spectra are clustered two by
two based on the metric distance. These sub-clusters are then clustered again two by two with the same criterion
and so on until all the data are attributed to a unique cluster. The HCA result is commonly represented by a
dendrogram which is a tree diagram where the spectra and sub-clusters are identified by a node. The distance
between the nodes is related to the difference in the distance metric between the 2 nodes, termed heterogeneity
(Fig. 2.20).

Fig. 2.20 The dendrogram of HCA applied to a Raman data set combining spectra from bacterial bulk samples of A
- Staphylococcus cohnii DSM 6669, B - Staphylococcus cohnii DSM 6718, C - Staphylococcus cohnii DSM 6719, D -
Staphylococcus cohnii DSM 20260, E - Staphylococcus warneri DSM 20036, F - Staphylococcus warneri DSM 20316, G
- Staphylococcus. epidermidis ATCC 35984 and H - Staphylococcus. epidermidis DSM 1798. Adapted from [67].

Fig. 2.21 shows an example of HCA performed on an HeLa cell characterized by Raman spectroscopy. The
average Raman spectrum of the first cluster displays obvious spectral patterns related to the nucleic acids.
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Fig. 2.21 HCA of Raman image from HeLa cell. A - White-light image. B - Corresponding Raman image of four clus-
ters obtain using HCA multivariate technique. Black regions indicate low SNR spectra (mostly buffer and substrate). C -
Average Raman spectra of the four clusters. Adapted from [29].

Partial Least Square regression
PLS calculates a linear regression model of the data set based on predictor variables [69]. PLS is similar to PCA
except that the transformation is done in order to find a linear relation between the data matrix and the predictor
variables. If we assume that Y is a [p x m] matrix, composed of p predictors variables for the m Raman spectra
and that X is a [m x n] data set matrix made of m Raman spectra composed of n wavenumber points, the XT Y

matrix is subjected to SVD to determine Latent Variables (LVs) which are used to predict the response variables
[29]). In comparison SVD is performed on XT X to determine the PCs in the case of PCA. PLS has been used
to predict the concentration of components in samples. For instance, the concentration of glucose, cholesterol,
triglyceride, urea, total protein and albumin in Raman spectra of patient’s serum as shown in Fig. 2.22.

Fig. 2.22 PLS prediction of analyte concentration in serum. A - glucose. B - cholesterol. C - triglyceride. D - urea. E -
total protein. F - albumin. Adapted from [70].

Linear Discriminant Analysis
The aim of LDA, also called Fisher’s linear Discriminant analysis, is to design a model which will be able to
discriminate different classes in the data set with the optimal discriminative power [71]. In our case, a model is
a Raman spectrum which will characterize the variance associated to the different classes in the model. To do
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so, each spectrum needs to be labelled with its specific class. That is why it is a supervised method. LDA is
commonly coupled with PCA [72, 73] or PLS [74, 75] in order to design a model based on selected PCs or LVs.
The linear discriminant (LD) model will be a linear combination of the selected PCs or LVs that maximizes the
ratio of between-class to within class scatter (Fig. 2.23).

Fig. 2.23 Schematic representation of the axes found using PCA and LDA for a two-class data set [29].

LDA can also be used for multiclass discrimination [76]. The power of LDA is that biochemical information
can be easily extracted from the LD which is a Raman spectrum. Spectral features can be identified as related
to a reference Raman spectra. One of the major limitation of LDA is that the discriminant model has to be
linear, meaning that non-linear discrimination is not possible. To overcome this limitation, other classification
algorithms have been developed such as Support Vector Machines.

Support Vector Machine
SVM identifies the optimal hyperplane to discriminate the different classes [77, 78]. To discriminate two groups,
several hyperplanes can be considered with different margins between the hyperplane and the elements. By an
iterative process, SVM aims to find the hyperplane with the maximum margins (Fig. 2.24).

Fig. 2.24 SVM classification. From [79].

Moreover, SVM is able to rearrange the data with kernels methods into a new multidimensional space where
the data are now linearly separable (Fig. 2.25). SVM has been used in Raman spectroscopy to classify tissues
[80, 81]. The SVM method allows a better discriminative power than the LDA method [81–83]. The major
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drawback of SVM is the difficulty to interpret the discriminant model from a biochemical point of view, which
can be easily done with an LDA method.

Fig. 2.25 The function embeds the data into a feature space where the nonlinear pattern now appear linear. The kernel
computes inner products in the feature space directly from the inputs. From [84].

Random Forest
Random Forest (RF) is one of the latest multivariate supervised methods proposed by Breiman [85]. This
algorithm is based on a learning strategy used to identify the most accurate pattern in order to design the
discriminative model. The pattern recognition will provide the spectral bands which are statistically the most
relevant to perform the discrimination between the two groups. The decrease in Gini index will provide the
most relevant wavenumbers to discriminate between the groups (Fig. 2.26). RF can be used for classification or
regression [86]. RF is now more and more used in Rama spectroscopy studies [87, 88].

Fig. 2.26 Gini index plots in the case of the determination of protein fold class. Adapted from [89].

2.1.4.4 Performance metrics

When the goal is to discriminate two groups in a data set, it is important to quantify the discrimination perfor-
mance. Performance metrics are explained in Fig. 2.27. Let’s assume a data set is composed of a positive group
and a negative group. After the multivariate data analysis, a score is attributed to each data point. A data point
is classified as positive by the discriminant model if its score is above a threshold value. Respectively, a data
point is classified as negative by the discriminant model if its score is below a threshold value. Therefore, correct
classification and misclassification can be quantified based on the performance metrics defined below:

True Positive (TP): Number of data which are originally positive and are classified as positive (score above
the threshold value).

True Negative (TN): Number of data which are originally negative and are classified as negative (score below
the threshold value).
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False Positive (FP): Number of data which are originally negative but classified as positive (score above the
threshold value).

False Negative (FN): Number of data which are originally positive but classified as negative (score below the
threshold value).

Fig. 2.27 Illustration of discrimination and performance metrics.

The performances metrics are defined by the following equations:

Sensitivity = T P

T P + F N
(2.14)

Specificity = T N

T N + F P
(2.15)

P ositiveP redictiveV alue = T P

T P + F P
(2.16)

F alseP ositiveRate = F P

T P + F P
(2.17)

NegativeP redictiveV alue = T N

T N + F N
(2.18)

Accuracy = T P + T N

T P + T N + F N + F P
(2.19)

The performance metrics listed above are depending on the threshold value. Receiver operating characteristics
(ROC) curve is used to determine the ability of the discriminative model to discriminate the two groups [90].
In the ROC curve, the specificity and 1-sensitivity values are used as the axis. These performance metrics are
calculated for a threshold from the minimum score value to the maximum score value. Basically it will indicate
how the discrimination performance is sensitive to the threshold value. Fig. 2.28 shows different ROC curve for
different discriminative models. From the ROC curves, the AUC can be calculated. The AUC is mathematically
the area under the curve of the ROC curve [91]. A 100 % AUC is associated to an ideal discriminative model. A
50 % AUC is an inefficient discriminative model. A discrimination by flip-flopping a coin has an AUC of 50 %.
The Youden Index has been introduced to determine an optimal threshold to discriminate the two groups [92].
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Fig. 2.28 Illustration of a ROC curve and three levels of performance. Adapted from[29].

Validation of statistical models
Cross-validation is the typical statistical method used to quantify the accuracy of the model designed on a limited
data set and to evaluate the discriminative power of this model applied to a new and future data set [93, 94]. To
do so, the measured data set is split in two sub-data sets. The first one is called “training data set” and is used
to build the discriminative model. The second is called “ testing data set” and is used to test the discriminative
power of the model. This technique is particularly relevant in the case of disease diagnosis by applying the
discriminative designed model on a new data set. Cross-validation allows to indicate if the discriminative model
is overfitted or not. An overfitted discriminative model will have a strong discriminative power on the training
data used but will have a low discriminative power on the testing data set (Fig. 2.29).

Fig. 2.29 Overfitting example. Blue points belongs to the positive class. Red points belong to the negative class. The
overfitted model is displayed in green. The non-overfitted model is displayed in violet. In the case of the non-overfitted
model, three data are misclassified in the training data set and all the data are correctly classified in the validation data
set. In the case of the overfitted model, all the data are correctly classified and nine data are misclassified..

Different cross-validation techniques have been used in Raman spectroscopy among them k-fold cross validation
[95] consists in splitting the data set into k sub-data set with similar size. The first k-1 sub-data set is used as
the training data set to build the discriminative model. The last sub-data set is used as the testing data set to
evaluate the discriminated model. This operation is repeated k times in order to have each sub-data set to be
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used in both training and testing data set. Leave-one out cross validation (LOOCV) is a particular example of
a k-fold cross validation where k equals the number of data. LOOCV is commonly used in Raman spectroscopy
studies [96, 97]. One of the limitation of this cross-validation technique is that the number of iteration depends
on the size of the data set. To overcome this limitation, the bootstrap technique performs a similar algorithm but
includes a randomization of the data set before performing the splitting step. Thus, much more combination of
training and testing data are available providing more statistical power to the analysis. This technique has been
recently used in Raman spectroscopy [75].

2.1.5 Raman microspectroscopy for biology

Raman microspectroscopy has been used for decades to study materials [98, 99]and liquids [100, 101]. As men-
tioned previously, gas thermometry is also commonly performed in a non-invasive way via Raman microspec-
troscopy [13]. Many reviews are available and detail the opportunities of Raman microspectroscopy in the
biomedical domain [102–106]. In this section, some representative examples of the extensive literature are re-
ported.

2.1.5.1 Investigations on biological cells

In 1990, Puppels et al. reported, in the review Nature, the first Raman signature of living cells without any
damage induced by the laser [107]. Fig. 2.30 shows a typical example of the Raman signature of living cells, the
MLE-12 mouse lung cells in this case.

Fig. 2.30 Typical Raman signature of living MLE-12 mouse lung cells. From [14].

The Raman signature provides detailed information about the molecular composition of the cells. As shown
in Fig. 2.31, the Raman signatures of living cells consists in the combination of the Raman signature of the major
biopolymers that are present into the cells: proteins, lipids, DNA and RNA.
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Fig. 2.31 Typical Raman spectrum of a cell and of the main biopolymers found in cells. From [108].

The determination of the protein secondary structure into the cells was a hot topic in the beginning of
the 2000s [109]. The amide I band around 1650 cm-1 and the amide III band around 1250 cm-1 are the most
appropriate spectral bands to obtain detailed information about the protein secondary structure. The amide I and
amide III band are known to be associated respectively with the C=O and C-N stretching modes of the peptide
bond between two amino acids, respectively. These chemical bonds of the peptide bond are highly sensitive to
the different protein secondary structures: α-helix, β-sheet, . . . As shown in Fig. 2.32, the different types of
secondary structures are characterized by different peak positions and shapes in the amide I band. Many studies
acquired the Raman signature of reference proteins with secondary structures previously determined by X-ray
crystallography [110–112] in order to associate accurately the amide I band and the protein secondary structure.
These studies revealed that the peak position of the α-helix secondary structure is slightly higher than the peak
position associated to the β-sheet secondary structure. This is due to the hydrogen-bonding strengths which are
weaker in β-sheets secondary structure due to their flexibility and tendency to twist [113].

Fig. 2.32 : Principal Amide I frequencies characteristics of protein secondary structures. From [113].

The nucleic acids are also one of the major contributors to the Raman signature of the cells. The main Raman
peaks of nucleic acids are found at 1095 cm-1 (PO2

- stretching), 788 cm-1 (O-P-O backbone in DNA), 813 cm-1

(O-P-O backbone in RNA), 782 cm-1 (thymine, cytosine and uracil) and 1578 cm-1 (guanine and adenine) [14].
These bands provide an accurate quantification of DNA into blood cells with an error below 10 % in comparison
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with a quantification based on the genome size [114]. The lipids are also easy to monitor by confocal Raman
microspectroscopy when acquiring living cells. The main bands are around 1450 cm-1 with the CH bending
vibrational modes and CH2, CH3 stretching mode around 2850 cm-1. The degree of unsaturation of acyl chains is
accessible with the 1660 cm-1 vibration attributed to C=C stretching mode [115]. The band attribution is a critical
point in order to accurately determine the molecular composition of the cells. Nevertheless, the peak positions
may shift about 5 cm-1 from one cell type to another making the interpretation of the spectra more difficult. A
tentative band assignment for the human embryonic stem cells is reported in Fig. 2.33. Over the last years, a
large data base of biological molecules has been built [116] and allows to get accurate biochemical information of
the cells when taking into account the potential peak position shifts. It can be noticed that the Raman signature
of biological samples can be splitted into two spectral bands: fingerPrint (FGP) and high wavenumber (HWN).
The FP spectral band is between 600 and 1900 cm-1; while the HWN band is between 2800 and 3800 cm-1. From
2000 to 2800 cm-1, the Raman signature of biological samples is extremely low and is only attributed to the
sample autofluorescence. This “empty” band can be usefully used to target specific external compounds which
are active in this spectral band.

Fig. 2.33 Tentative band assignment of human embryonic stem cells. From [117].

Nowadays, many reviews are detailing the large possibilities offered by this non-invasive and label-free optical
technique to contribute to a better understanding of the cellular metabolism [16, 108, 118]. In the next paragraph,
we are going to present some examples of in vitro studies.

Monitoring the cell cycle
In 2008, Swain et al. demonstrated that the cell cycle can be monitored by Raman microspectroscopy on human
osteosarcoma living cells [119]. The cells were previously synchronized in G0/G1, S or G2/M cell cycle phases by
serum starvation and chemical-based protocols. As expected, a relative increase in signal from the nucleic acids
and the proteins were noticed from G0/G1 phase to G2/M phase (Fig. 2.34-A). An accuracy of 97 % was obtained
by LDA data analysis in LOOCV when discriminating the G0/G1-phase cells from the G2/M-phase cells. The
classification accuracy was lower for the cells synchronized in S phase with the two others cell cycle phases (Fig.
2.34-B).
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Fig. 2.34 Monitoring the cell cycle via Raman microspectroscopy. A - Mean Raman signature of living cells at different
phase in the cell cycle. B - LD score plot to discriminate the different phase cell populations. Adapted from [119].

Living vs dead cells
In a different cell type (human lung derived cell A549), modifications in DNA vibrational modes (782, 788 and
1095 cm-1) were also noticed when comparing the Raman signature of living cells versus the Raman signature of
dead cells [120]. Fig. 2.35 shows that the peak at 788 cm-1, relative to DNA O-P-O backbone modes, decreases
by 80 % in the spectrum of the dead cells in comparison to the living cells.

Fig. 2.35 Raman analysis of viable and dead A549 cells. A - Raman spectra of viable (spectrum a) and dead (spectrum
b) A549 cells. B - The spectral differences between viable and dead A548 cells. Adapted from[120].

Pharmacology in cells
Raman microspectroscopy has also been used to study drug delivery systems in biological samples [121]. For
instance erlotinib, a tyrosine kinase inhibitor currently used as a targeted therapy to treat non-small-cell lung
cancer [122, 123], is well-suited to be monitored by Raman microspectroscopy because it contains an acetylene
function group. The acetylene stretching vibrates at 2095 - 2140 cm-1, which is the region free of cellular vibrational
modes. The pharmacodynamics of erlotinib into the cells have been studied by monitoring this spectral band
[124]. Spectral differences were noticed between the spectrum of pure erlotinib spectrum and the spectrum of
erlotinib into the cells, suggesting that the cells metabolized the drug.

Stem cells differentiation
Stem cells have the ability to differentiate into other cell types (Fig. 2.36) [125–127]. Being able to control the stem
cell differentiation process is a promising technique for the regenerative medicine [128]. Having a confirmation of
the stem cell differentiation is though necessary. The chemical composition of cells may be used as an accurate
biomarker for monitoring the stem cell differentiation process. The stem cell differentiation takes several days.
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This slow dynamic process is easily accessible by confocal Raman microspectroscopy. Many reviews are available
on this hot topic [117, 129, 130].

Fig. 2.36 The different stages in stem cell development. The pluripotent embryonic stem cells are represented by grey
circles. From [130].

Pascut et al. monitored the cardiac differentiation of human embryonic stem cells [131]. Based on multivariable
data analysis, a spectrum specific of the cardiac differentiation was determined. The molecular interpretation of
this spectrum has shown that the carbohydrates play a key role in the differentiation process. The spectral maps
of this biomarker showed that the dynamics of the differentiation process present a key time point at day 7.

Fig. 2.37 Monitoring of embryonic stem cells cardiac differentiation by Raman microspectroscopy. A - Time-course of
Raman spectral maps of beating embryonic body (positive condition). B - Time-course of Raman spectral maps of non-
beating embryonic body negative condition). C - Loading of “Embryoid body principal component”. Adapted from [131].

Another study demonstrated obvious changes in the Raman signature of human Mesenchymal Stem Cell
(hMSCs) during the osteogenic differentiation process [132]. Raman biomarkers were identified and associated to
the apparition of mineral species that are similar to what is expected in native bone (Fig.2.38).
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Fig. 2.38 hMSC differentiation process. A - Carbonate-to-phosphate ratio (CO32-, 1070 cm-1; PO43-, 960 cm-1) from
hMSCs cultured in osteogenic media for 28 days. B - Mineral-to-matrix ratio (PO4-, 960 cm-1; Hydroxyproline, 850
cm-1) from hMSCs cultured in osteogenic media for 28 days. Adapted from [132].

Many other studies confirmed that Raman microspectroscopy is an adequate non-invasive and label-free optical
technique to monitor stem cell differentiation process in different cell types [117, 133, 134].

Cell type identification
Raman microspectroscopy is able to discriminate and classify two liver cancer cells HepG2 and SK-Hep1 [135].
Fig. 2.39 shows the obvious discrimination results of HCA, an unsupervised multivariable data analysis technique.
In this study, a classification by SVM algorithm in 10-fold cross-validation allows to classify the two cells types
with a prediction accuracy of 93 %. The differences in the Raman signature between the proliferating HepG2
cells and the non-proliferating HepG2 cells were also assessed with an accuracy of 98 %. A similar study has
been performed on human thyroid cell lines with good discriminative results [136]. Another study went further
by demonstrating the possibility of Raman microspectroscopy to identify different cell types from a mixed cancer
cell populations [137].

Fig. 2.39 Dendrogram from HCA of Raman spectra showing the clustering of HepG2 (n=48) and SK-Hep (n=52) cells
with assigned sub-clusters. The batches of the cell are marked in different colours . From [135].

Fixed cells vs living cells
The Raman signal is known to be a weak signal. So, long exposure times (almost one minute) are necessary to
acquire a spectrum. This major drawback limits the access to dynamical processes. Fixing the sample is one of
the solution in order to have the opportunity to perform long-term acquisitions and to get a complete map of the
Raman signature of the sample. But the fixation procedure is not without effects on the Raman signature. Draux
and colleagues demonstrated that three fixation procedures modify notably the Raman signature in comparison
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with the living cells [138]. Mainly, the vibrational modes of DNA, RNA and proteins were affected by the fixation
procedure. The formalin-fixation process was the one recommended to limit the impact on the Raman signature.

2.1.5.2 Investigations on tissue samples

The great potential of Raman microspectroscopy to target biomedical questions has now been proven [105, 139,
140]. Nevertheless, Raman microspectroscopy is not yet part of the routine clinical workflow, many Raman
microspectroscopy clinical studies have been done since 2000 especially in order to improve the diagnosis of
disease such as cancer. The absence of standardized protocols compatible with the clinics might explain the slow
entrance of Raman microspectroscopy into the clinical workflow [141].

Cancer diagnosis
In the clinics, the diagnosis of cancer disease is not performed by Raman microspectroscopy. In most cases,
the diagnosis of cancer disease is performed based on the histopathology. Although histopathology is the gold
standard technique to detect cancer tissue, it has the major drawback to be performed ex vivo, meaning after
a biopsy of the suspected lesion, and to be time consuming due to the preparation of the sample (fixation,
cutting thin slices and staining) and the analysis by the pathologist. Performing optical diagnosis via Raman
microspectroscopy seems to be a good alternative, but a carefully conducted study needs to be performed in order
to quantify accurately the discriminative power of this optical technique [142]. Many studies of cancer diagnosis
in different organs were performed in the last decades [104, 143, 144]. In the following, some examples will be
presented. Caspers et al. demonstrated that confocal Raman microspectroscopy is able to determine with a high
accuracy the molecular concentration of many compounds, such as water and natural moisturing factor (NMF)
[145]. By acquiring the Raman signature in the HWN spectral band of the skin, the water concentration can be
determined by a simple band ratio. This biomarker is accessible with an acquisition time of around 1 second.
Recently, Barroso et al. used this biomarker to discriminate squamous cell carcinoma from healthy tissue in the
case of oral cancer [146]. On 14 patients, this biomarker allowed to classify fresh surgically resected tongue in
the two groups with a discriminative power of 98 %. The threshold of water concentration was fixed to 69 % to
achieve this discriminative power. In a second study, it was observed that the water concentration changes across
the tumour border towards the healthy surrounding tissue on freshly excised samples [147]. The transition from a
high water concentration (76 %) to a low water concentration (54 %) is associated to the transition from tumour
tissue to the healthy surrounding tissue. This transition takes place over a distance between 4 to 6 mm to the
tumour border which fits with the 5 mm of resection margin required by the surgical procedure in this case (Fig.
2.40).
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Fig. 2.40 1-3: Examples of the data obtained by the means of mapping experiments on 3 Raman tissue sections from
3 patients. Column A-Photograph of the measured fresh tissue surface. Column B-Raman water map with indication of
tumour border (red: based on final histopathology shown in column D) and adequate surgical margin (green). Column
C-Averaged Raman water map with indication of tumour border (red: based on final histopathology shown in column D)
and adequate surgical margin (green). Column D-H&R stained section obtained from the measured tissue surface with
the tumour border (red), tumour (T), healthy surrounding tissue (H) indicated by pathologist. Column E-Graphs show-
ing water concentration as function of the distance to the tumor border. Blue line: Average water concetration calculated
per 0.5 mm distance interval. Black line: Standard deviation of the water concentration, per 0.5 mm distance interval.
The red line at 0 mm represents the tumor border and the green line represents a distances of 5 mm from tumor border.
Adapted from [147].

Discrimination of breast cancer by Raman microspectroscopy has also been studied. Haka and colleagues
demonstrated, ex-vivo [148] and then in-vivo [149], that collagen and fat might be used as biomarkers to discrim-
inate malign from benign lesions with an accuracy of 93 % (Fig. 2.41).

Fig. 2.41 Discrimination between cancer and healthy tissue in the case of breast cancer. A - Scatter plot displaying the
fat and collagen content for the ex-vivo Raman spectra [148]. B - Scatter plot displaying the fat and collagen content for
the in-vivo Raman spectra. From [149].

Harris et al. reviewed the cancer diagnosis via Raman microspectroscopy in the case of head and neck cancer
[150]. Two similar studies report that the identification of squamous cell carcinoma on ex vivo larynx tissue section
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performed via Raman microspectroscopy was obtained with a specificity of around 90 % [151, 152]. The spectral
changes associated to the malignancy were related to the proteins conformation and the increase in nucleic acid
bases. Recently, Singh et al. performed oral cancer diagnosis based on Raman microspectroscopy on in-vivo
tissue sample with an accuracy of around 95 % without cross-validation and 85 % with cross-validation [153].
Due to a high concentration in melanin, the acquisition of Raman signature of melanoma suffered from a strong
autofluorescence signal. Santos et al. used a laser in the near-infrared (around 1000 nm) and a low-noise InGaAs
detector to acquire the Raman signature of pigmented lesion with a reasonable SNR [17]. Fig. 2.42 shows that
this experimental set-up was able to discriminate melanoma and benign melanocytic lesions with an accuracy of
77 % in LOOCV [154]. In-vivo measurements were also performed with a fibre probe. The discrimination results
were of 73 % and 85 % in the case of, respectively, basal cell carcinoma and squamous cell carcinoma [155].

Fig. 2.42 ROC curve of discrimination of melanoma using PCA-LDA classification model with lean-one sample-out cross
validation method. From [154].

In the case of brain tumors, Kast and colleagues succeeded to identify normal grey matter and whitte mater
from pathologic glioblastoma and necrosis in ex-vivo tissues [156]. The area under the ROC curve was 96 % for
grey matter and 98 % for white matter. A group in Montreal has designed a handheld contact Raman probe
to investigate the use of Raman microspectroscopy for intraoperative brain cancer detection (Fig. 2.43). The
study reported an accurate detection of grade 2 to 4 gliomas during human brain cancer surgery [157] . The
discrimination performance between cancer cell-invaded brain and normal brain was over 90 % in sensitivity and
specificity. The most significant differences between the spectra of normal and cancer tissues were attributed to
cholesterol, proteins and nucleic acids. The authors demonstrated that the detection limit of the equipment was
17 cancer cells/0.0625 mm2.
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Fig. 2.43 The handheld contact fibre optic probe for Raman microspectroscopy. A - Experimental setup diagram. B -
The probe was used to interrogate brain tissue during surgery. Adapted from [157].

Cancer disease has been diagnosed via confocal Raman microspectroscopy with good discriminative perfor-
mances on other organs such as the bladder [158] or the œsophagus [97]. As for brain cancer, a fibered Raman
system allows an access to deep seated tissue [22, 159]. These promising results confirm the efficiency of Raman
microspectroscopy to perform an optical diagnosis in a non-invasive, label-free and fast way. Nevertheless, the
maturity of the discriminant models still highly differs between the different organs.

2.2 Other Raman-based instrumentations

As mentioned previously, one of the major limitations of Raman microspectroscopy is its very weak signal which
induces a low time resolution due to long exposure times (about 60 seconds to acquire the Raman signature of
a cell). The low Raman signal is mainly due to the fact that it is generated by a spontaneous excitation. Many
other Raman-based microspectroscopy techniques have been designed in order to significantly increase the signal
and thus to improve the time resolution. The exhaustive presentation of these optical techniques is out of the
scope of this manuscript. However, we will briefly introduce the main Raman-based techniques.

2.2.1 Coherent Raman scattering microscopy

Coherent anti-stokes Raman scattering (CARS) and stimulated Raman scattering (SRS), are two coherent Raman
scattering techniques that allow the acquisition of images at a specific vibrational mode of interest [10, 160, 161].
Coherent Raman scattering microscopy is based on the Raman effect. Thus, it is a non-invasive and label-free
optical technique which give access to the molecular composition of the sample [162, 163]. Fig. 2.44 illustrates the
chemical specificity of SRS microscopy on Drosophila cells. Coherent Raman microscopes are generally confocal
microscopes. By selecting the appropriate vibrational mode to be probed, the spatial distribution of amino-acids,
lipids or proteins is easily accessible. The spatial resolution is similar to the one achieved in confocal microscopy,
about hundreds of nanometres. For instance, single nanodiamonds with a radius between 60 to 200 nm have
been detected into HeLa cells [164]. Thanks to a high SNR, video-rate microscopy has been achieved on in vivo
samples, thus allowing the monitoring of dynamic metabolic processes [165, 166].
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Fig. 2.44 a) Raman spectrum of a Drosophila cell. b–f) SRS images of a salivary gland cells from Drosophila
melanogaster, via the stimulated Raman loss detection scheme. b) Lipid-specific image taken at 2845 cm-1, c) Amide I
band at 1655 cm-1, e) nucleic acids at 785 cm-1 and f) 1090 cm-1. d) Multicolor image generated by combining images
(b)–(e). The scale bar is 20 µm. Each image has the size of 512 Ö 512 pixels. From [167].

CARS is a four-wave mixing and non-linear process in which a pump, Stokes and probe photon interact with
the sample in order to generate an anti-Stokes photon at a specific frequency (Fig. 2.45-A). Generally the pump
and probe photons derive from the same laser beam. Hence the anti-Stokes wavenumber is equal to (equation
2.20):

ωanti−Stokes = 2 ∗ ωP ump − ΩStokes (2.20)

where ωanti−Stokes is the wavenumber of the anti-Stokes photons, ωP ump is the wavenumber of the pump photons
and ωStokes is the wavenumber of the Stokes photons

The CARS intensity depends linearly on the Stokes laser intensity and quadratically on the pump laser
intensity. Coherent excitation is the key point to increase the Raman signal by 8 orders of magnitude. To induce
coherent excitation, the difference in wavenumbers between the pump and the Stokes photons has to match with a
vibrational mode present in the sample. This resonant condition has to be fulfilled in order to generate the CARS
signal. Fig. 2.45 illustrates the generation of the CARS signal in a resonant and a non-resonant process. Finally, a
phase-matching condition has to be fulfilled in order to create a CARS signal in the appropriate direction, meaning
the direction of the detection system [160, 161]. The CARS signal is generated by the creation of anti-Stokes
photons and the CARS images are acquired by the detection of anti-Stokes photons at each pixel by a sensitive
photomultiplier. It is possible to acquire hyperspectral CARS images, meaning a CARS spectrum at each pixel of
the image, by simultaneously exciting several vibrational modes using a laser with a multiple frequency content
such as a supercontinuum laser [168].
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Fig. 2.45 Scheme of the CARS process. A - Energy diagram for a resonant (ΩR) and a non-resonant (ΩNR) CARS pro-
cess. B – Wavenumbers representation of the different photons on a Raman spectrum for a resonant and a non-resonant
CARS process.

CARS images may suffer from a non-resonant background due to electronic transitions. The removal of the
contribution of the non-resonant background in CARS images requires a specific data image processing. Many
phase retrieval algorithms have been developed specifically for CARS images [169, 170]. Fig. 2.46 illustrates the
effect of data processing on a CARS spectrum.

Fig. 2.46 a) Typical CARS spectrum in the fingerprint region of a living budding yeast cell; b) Phase retrieval CARS
spectrum by maximum entropy method; c) Phase retrieval CARS spectrum after a singular value decomposition analy-
sis; d) spontaneous Raman spectrum. The exposure times for the measurement of the CARS and spontaneous Raman
spectra were 50 ms and 300 s, respectively. Adapted from [171].

SRS microscopy aims at performing coherent Raman scattering microscopy or microspectroscopy without
the contribution of the non-resonant background. The absence of the non-resonant background is due to the
acquisition of the signal. Unlike CARS microscopy which can be performed via an epi-detection, SRS is a
transmission light imaging technique [172, 173]. SRS is based on the detection of the intensity of the pump or
the Stokes beam after having crossed the sample. When the Stokes and the pump beams are both focused at
the same time and the same location, the pump beam intensity collected after the sample is lower than only the
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pump beam was focused on the sample. This loss in the pump intensity is called stimulated Raman loss (SRL).
Respectively, when the Stokes and the pump beams are both focused at the same time and the same location, the
Stokes beam intensity collected after the sample is higher than when only the Stokes beam was focused on the
sample. This gain in the Stokes beam intensity is called stimulated Raman gain (SRG). SRL or SRG are detected
via a photodiode by the modulation of either the Stokes or the pump beam. The detection of SRL or SRG is
synchronized with the modulation of the pump or the Stokes beam via a lock-in amplifier (Fig. 2.47). SRG and
SRL signals are not suffering from the contribution of non-resonant background. In this case, no phase retrieval
algorithm is necessary.

Fig. 2.47 a) Experimental setup of the stimulated Raman loss (SRL) microscope. For SRG, the pump beam is mod-
ulated instead of the Stokes beam and a photodetector is used instead of a silicon photodetector because of its better
responsivity at 1064 nm. b) Detection scheme of SRL. The Stokes beam is modulated at 10.4 MHz, where the result-
ing amplitude modulation of the pump beam due to the stimulated Raman loss can be detected. c) Detection scheme of
SRG. The pump beam is modulated at 10.4 MHz, where the resulting amplitude modulation of the Stokes beam due to
the stimulated Raman gain can be detected. Adapted from [167].

Many SRS and CARS microscopy studies have been performed on live cells and revealed that the lipid droplets
were mainly made of unsaturated lipids [174, 175]. The dynamics of the uptake of surfactant in mammalian cells
which is known to lead to cell lysis has also been investigated thanks to CARS microscopy [176]. This study
demonstrated that the surfactant is detected inside the cells mainly after 20 minutes of incubation. These
dynamics fit with a major decrease in the cellular metabolic activity observed after 20 minutes of incubation.
SRS microscopy has allowed to follow the cell cycle in a label-free manner by monitoring the DNA of HeLa cells
[167].

Although coherent Raman scattering microscopy is a much less mature technology than Raman microspec-
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troscopy, the first commercially available confocal CARS microscope was proposed by Leica a few years ago (Fig.
2.48).

Fig. 2.48 Leica SP8 CARS microscope (from http://www.leica-microsystems.com/)

2.2.2 Surface-enhanced Raman scattering microscopy

Surface-enhanced Raman scattering (SERS) gives an enhancement of up to 106 in scattering efficiency over
spontaneous Raman scattering. It consists in the generation of an enhanced electric field in the proximity of
a metallic nanostructure thanks to a localized surface plasmon resonance process [177]. The mechanisms of the
plasmon surface resonance process are not described here, but details can be found in two reviews published about
10 years ago [178, 179]. The SERS instrumentation is exactly the same as a Raman microscope. For SERS, the
sample has to be in contact with the metallic nanostructure to enhance the Raman signal. The key point of SERS
is to assure the proximity between the metallic nanostructure and the sample to study. Therefore, functionalized
SERS surfaces have been designed in order to optimize the interactions between the SERS surface and the sample.
SERS flow cytometry has also been designed and allows to discriminate two populations of cells based on their
Raman signatures with a time resolution of around 100 µs per spectrum [180].

2.3 Fluorescence microscopy

Among the large palette of biophotonics techniques, fluorescence microscopy is the most commonly used in life
sciences. Fluorescence microscopy is based on the use of a fluorescent molecule, called fluorochrome or fluorophore,
and the detection of its fluorescence signal by a light microscope. Depending on the properties of the fluorochrome,
fluorescence microscopy enables the study of diverse cellular structures and/or processes [181]. For instance, Fig.
2.49 illustrates a Normal African Green Monkey Kidney Fibroblast cell with three different fluorochromes labelling
the nucleus, the mitochondria and the cytoskeleton.

http://www.leica-microsystems.com/
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Fig. 2.49 Normal African Green Monkey Kidney Fibroblast Cell (CV-1 Line). Multilabelling: MitoTracker Red
CMXRos, DAPI, and Alexia Fluor 488 conjugated to phalloidin, which target respectively mitochondria, DNA in the cell
nuclei, and F-actin. From http://www.olympusmicro.com/primer/techniques/fluorescence/gallery/cells/
agmindex.html.

2.3.1 Physical bases of the fluorescence phenomenon

Fluorescence is based on the interaction of light with specific fluorescent molecules. These molecules have the
ability to generate photons with a specific wavelengths within nanoseconds after the absorption of a photon with
a shorter wavelength. Thus, the fluorescence signal is delimited in duration and in wavelength [182, 183].

The fluorescence phenomenon has been detailed thanks to quantum physics (Figure 3). When fluorescent
compounds in their ground state absorb the energy of the exciting light, an energetic transition towards a virtual
excited state occurs (Fig. 2.50-B, step 2). The spontaneous relaxation to the ground state of the fluorescent
molecules induces the emission of photons (emission light) (Fig. 2.50-B, step 4) [184]. The Jabłoński diagram in
Fig. 2.50-B illustrates the electronic states and the energetic transitions occurring [185]. The difference between
the exciting and the emitted wavelength is known as the Stokes shift and is the critical property of fluorescence
[186].

Fig. 2.50 Fluorescence principle. A - Schematic representation of the fluorescence phenomenon in the classical Bohr
model. B - Jabłoński diagram of fluorescence. Adapted from [187].

The optical properties of fluorescent molecules are generally described by their excitation (also called absorp-
tion) and their emission spectra. The excitation spectrum is related to the ability of the molecule to absorb the
light at a specific wavelength. The emission spectrum describes the ability of the molecule to generate fluorescence

http://www.olympusmicro.com/primer/techniques/fluorescence/gallery/cells/agmindex.html
http://www.olympusmicro.com/primer/techniques/fluorescence/gallery/cells/agmindex.html
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light at a specific wavelength from at specific excitation. In Fig. 2.51, typical absorption/excitation and emission
spectra of two different fluorophores are displayed.

Fig. 2.51 Typical absorption/excitation and emission spectra of two different fluorescent dyes. A – cis-Parinaric acid.
B – BODIPY 650/665-X.The different between the excitation and the emission maxima is called the “Stokes shift”.
Adapted from [183].

2.3.2 Fluorochrome

A myriad of fluorochromes are now available from commercial providers and some chemistry teams are specialized
in the design of customized fluorochromes [188–190]. This variety of possibilities is definitely one of the major
advantages of fluorescence microscopy.

Chemical fluorescent dyes are small molecules, ranging from 300 to 1000 Da, that become highly fluorescent
when they are in an appropriate molecular environment. For instance, nucleus staining dyes are generally DNA
intercalating molecules whose quantic fluorescence efficiency is increased 20 to 30 fold when the dye interacts
with DNA. Fig. 2.52 lists the main chemical fluorescent dyes used for nuclear staining. Many other fluorescent
dyes label the cytoskeleton, the membrane or the intracellular calcium concentration, or give the opportunity to
monitor specific cell metabolism [191, 192].
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Fig. 2.52 Chemical fluorescent dyes for nuclear staining. From [192].

The cloning of the gene encoding for the green fluorescent protein (GFP) of the jellyfish Aequoria Victoria
opened new avenues. Indeed, this protein exhibits a bright green fluorescence when exposed to light from blue
to ultraviolet range [193]. The opportunity to label most of the proteins was made possible by the genetic fusion
of the GFP gene with the coding sequences of the targeted proteins. Since then, fluorescent proteins have been
widely used to investigate protein locations and functions [194, 195].

Another classical technique to perform specific fluorescent stainings is the immunofluorescent staining [196].
This versatile technique is able to detect the biomolecules in the cells that can be targeted by specific antibod-
ies. Antibodies are non-permeant molecules so it is necessary to previously permeabilize the plasma membrane.
Generally, this technique requires to fix the sample prior to the staining, hence it is unsuitable for live-imaging.
Two methods have been designed to perform immunofluorescent staining. The direct method uses fluorochrome-
labelled antibodies. The antibodies targeting the protein is itself fluorescent. The indirect method requires
two antibodies. A primary non-fluorescent antibody targeting the protein and a secondary fluorescent antibody
labelling the primary antibody [192].

It is possible to perform multi-labelling on the same sample if signal interferences between the excitation and
emission spectra of the different fluorescent molecules are avoided. Multilabelling can also be performed through
the combination of the different fluorescent staining methods listed above (Fig. 2.53).
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Fig. 2.53 Parallel application of targeting methods and fluorophores. HeLa cells transfected with GFP–α-tubulin and
tetracysteine–β-actin were stained with ReAsH. After fixation, cells were immunolabeled for the Golgi matrix protein
giantin with quantum dots and for the mitochondrial enzyme cytochrome c with Cy5 as indicated. DNA was stained
with Hoechst 33342. Images were acquired from Z planes that best represent each structure using excitation and emission
wavelengths as indicated in the table. Individual channels are false-colored (middle) and merged (bottom). Scale bars, 20
µm. From [195].

Fluorescence microscopy requires some precautions for relevant image acquisition. Fluorescence microscopy
use labels (the fluorochromes) which may impact the cell metabolism. Above a certain concentration threshold,
fluorochromes may be cytotoxic and trigger undesired cell metabolism [197]. In principle, a fluorophore can
infinitely cycle between ground and excited states. Thus the fluorescence signal should not suffer from any
irreversible decrease in intensity. In practice, permanent bleaching occurs after a certain exposure time. The
bleaching phenomenon starts after a certain time after the first excitation by light. This time is highly depend on
the fluorophore. For stable fluorophores, the number of cycles before permanent bleaching is estimated between
10000 and 40000 cycles [186].

2.3.3 Wide-field fluorescence microscopy

Fluorescence microscopy aims at specifically detecting the emission light signal from the fluorochrome. The
fluorescence microscope architecture is based on three optical filters as illustrated in Fig. 2.54. The exciting
filter allows to deliver the light at an appropriate wavelength compatible with the excitation spectrum of the
fluorescent molecule used. The exciting light is focused on the sample thanks to an objective. In the case of
an epi-illumination fluorescence microscope, the same objective is used to collect the backscattered light which
comprises the light emitted from the fluorescent dye, the reflected excitation light and any other interference
light such as autofluorescence. The dichroic filter allows to split the emitted light and the reflected excited light.
Finally, the emission filter specifically selects the wavelength in agreement with the emission spectrum of the
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fluorophore. Via an appropriate optical pathway, this useful signal is focused to a CCD camera and/or to the
eyepiece of the microscope for direct visualization.

Fig. 2.54 The fluorescence microscope. (a) Epi-illumination fluorescence microscopes use the objective both to illumi-
nate and image the specimen. Shown is an upright microscope with the specimen-supporting slide at the bottom. The
light source, in this case an arc lamp, sends full-spectrum light to the specimen by way of a fluorescence ’cube’ that se-
lectively illuminates the specimen with a wavelength that excites a particular fluorophore (shown, green light to excite
rhodamine). The red fluorescence that is excited sends photons in all directions and a fraction is collected by the objec-
tive and sent through the cube to the eye or camera port above. The cube has two filters, the dichroic mirror and bar-
rier filter, to prevent the exciting wavelengths from reaching the detector. (b) The details of a cube designed by Chroma
Technologies to excite and detect EGFP. The three main components (labelled 2, 3 and 4) have specific spectral features
that are ideal for GFP. Note that the dichroic mirror (3) splits reflection and transmission right between the absorption
and emission peaks of the GFP, which are superimposed in blue and light green, respectively. Adapted from [186].

Wide-field fluorescence microscopy is the basic instrumentation. It has a limited spatial resolution Rxy based
on the Ernst Abbe’s diffraction law, equation 2.21

Rxy ≈ 0.61 ∗ λ

NA
(2.21)

where λ is the wavelength of the excitation light and NA is the numerical aperture of the objective.

For a typical objective of NA=0.8 and an excitation light at 475 nm, the lateral spatial resolution is 362
nm. The in-depth resolution is much weaker because all the emission light from the sample is integrated in the
z dimension. In order to monitor internal organelles of cells, the spatial resolution of wide-field microscopy is a
serious limitation. Thus many technical improvements have been developed in order to significantly improve the
spatial resolution.
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2.3.4 Confocal fluorescence microscopy

2.3.4.1 Laser-scanning confocal microscopy

Laser-scanning confocal microscopy (LSCS) significantly improves the spatial resolution in comparison with wide-
field microscopy. The in-depth resolution is improved by eliminating the out-of-focus light from the images. The
x-y resolution is also improved by the scanning process.

Fig. 2.55 illustrates the general architecture of a LSCM. First, a laser beam is used to focus light on the
sample with the smallest spot possible. The spatial distribution of the beam into the sample is called the point
spread function (PSF). The lateral resolution of the PSF defines the x-y spatial resolution and is given by the
equation 2.22):

Rxy = 1.22 ∗ λ

NA
(2.22)

where λ is the wavelength of the excitation light and NA is the numerical aperture of the objective.

Fig. 2.55 Basic architecture of a laser-scanning confocal microscope. From [182].

Fig. 2.56-B compares the PSFs of wide-field and confocal microscopes. The lateral spatial resolution is
significantly improved by the use of a laser in comparison with the lamps used in wide-field microscopy. The
in-depth resolution is improved by the addition of a confocal pinhole aiming to remove the signal contribution
from the out-of-focus light. The smaller is the pinhole, the better is the z resolution but the lower is the signal
intensity. Fig. 2.56-C and D shows the evolution of the SNR and of the depth of focus for different pinhole
sizes. As the pinhole decreases the general signal intensity that comes from one signal spot, a highly sensitive
photomultiplier is required to collect the light signal and to convert it into digital information. The acquisition
of an image is performed by scanning the whole sample point-by-point.
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Fig. 2.56 A - Light distribution near the location of the confocal scanning spot for a 100 X, 1.4 NA oil-immersion lens
and an excitation wavelength of 530 nm (brightness in log-scale with three decades). Bar, 0.5 µm. B - PSF of the wide-
field and confocal microscopes. C - SNR in the confocal microscope with finite aperture normalized such that with a fully
open–aperture SNR = 1. D - Background rejection in multiple-aperture confocal scanning microscopy. Graph of overall
intensity due to a horizontal thin layer of fluorescence as a function of the distance from focus. For the wide-field micro-
scope the intensity does not change with the distance from the in-focus plane. For the single-aperture confocal micro-
scope it decreases in inverse proportion to the square of the distance from focus. Close to the in-focus plane, the intensity
decreases as in the confocal microscope. At more distant planes, the intensity remains constant as in the wide-field mi-
croscope. The figure shows this behaviour for apertures that are 1.25 µm and 2.5 µm apart (when projected to the speci-
men). The further apart the apertures are, the stronger the background rejection. Adapted from [198].

Fig. 2.57 illustrates the significant improvement of the quality image between wide field and confocal mi-
croscopy.

Fig. 2.57 Confocal (B) versus wide field (A) microscopy of a triple-labelled cell aggregate from a mouse intestine section.
Notice that the out of focus signal in the wide field image causes additional structures to appear (white box). Adapted
from [183].
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2.3.4.2 Fluorescence recovery after photobleaching microscopy

Fluorescence recovery after photobleaching microscopy (FRAP) is a powerful tool to investigate molecule mobility
in cells. In a typical FRAP experiment, the fluorescent molecule is present into the cellular compartment targeted
(Fig. 2.58-A). Then, an irreversible photobleaching of a small ROI is performed by high intensity illumination
(Fig. 2.58-C). The diffusion of the surrounding non-bleached fluorescent molecules into the bleached ROI leads
to a recovery of fluorescence with a particular velocity, which is recorded at classical laser power.

Fig. 2.58 Example of a FRAP experiment performed on a myoblast cell line expressing GFP-myosin III. Adapted from
[183].

The analysis of the signal recovery allows the quantification of the diffusion coefficient of the probed molecules
and the ratio of the mobile to immobile molecules (Fig. 2.59). FRAP is suitable for the investigation of many
biological processes such as: lipids or proteins lateral diffusion in membranes (Poo and Cone 1974), nuclear protein
dynamics [199], cytoskeletal dynamics [200] or cell adhesion [201].

Fig. 2.59 Analysis of a typical FRAP curve. (A) From the initial (pre-bleach) fluorescence intensity (Ii), the signal drops
to a particular low value (I0) as the high intensity laser beam bleaches fluorochromes in the ROI. Over time the signal
recovers from the post-bleach intensity (I0) to a maximal plateau value (I∞). From this plot, the mobile fraction (Mf),
immobile fraction (IMf), the half of the mobile fraction I

2 and corresponding time τ
2 (the time for the exchange of half

the mobile fraction between bleached and unbleached areas) can be calculated (Light blue line: reference natural photo-
bleaching curve to correct for fluorescence loss during data acquisition). The information from the recovery curve (from
I0 to I∞) can be used to determine the diffusion constant and the binding dynamics of fluorescently labeled molecules.
Based on different recovery profiles, the molecule mobility can be classified as (B) highly mobile with virtually no immo-
bile fraction, (C) intermediately mobile with an immobile fraction, or (D) immobile. Adapted from [183].



46 Chapter 2

2.3.4.3 Multipoint-scanning confocal microscopy

Multipoint scanning confocal microscopy, which is based on spinning disk microscopy, is an upgrade of LSCM
aiming to speed up the frame acquisition rate. The speed limitation of LSCM originates from the point-by-point
acquisition. The opportunity to perform multipoint scanning at the same time increases significantly the frame
rate from about 30 frame/s in LSCM to 360 frame/s in spinning disk microscopy [202]. Fig. 2.60 illustrates
the design of a spinning disk microscope. The design of the spinning disk by Yokogawa Corp is the key point
of the performance of spinning disk microscopy. The spinning disk consists in a 20000 pinholes arranged in a
series of nested spirals on a disk allowing to perform multi point illumination of the sample. Due to the pinhole
arrangement, one complete image required 12 rotations of the spinning disk. The pinhole arrangement aims to
limit as much as possible any crosstalk between neighbouring pinholes. [198, 203]. On the contrary to LSCM, the
pinhole size is not adjustable and thus the in depth resolution is fixed.

Fig. 2.60 Operating principles of single and multi-beam scanning confocal microscopes: A schematic drawing of a single
beam scanning confocal microscope; B schematic drawing of a multi-beam scanning confocal microscope (Yokogawa CSU
10); C the constant pitch helical pinhole pattern of the Yokogawa spinning disk in the image field. During rotation of the
disk, the pinholes evenly sweep the whole field of view. From [203].

2.3.5 Total internal reflection fluorescence microscopy

Total internal reflection fluorescence (TIRF) microscopy aims to improve the in depth resolution of the wide field
microscope. TIRF microscopy is based on the generation of the signal on a limited optical section at the interface
between the substrate and the sample [204, 205]. Thus, an evanescent wave is generated by focusing the laser
with a critical angle able to induce evanescent waves (Fig. 2.61).
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Fig. 2.61 The evanescent wave. (A) The incident angle can be described using a coordinate system arranged to display
all three orthogonal directions. The x-y plane represents the interface between the coverglass and the cell cytosol. The
plane of incidence is the x-z plane, which is parallel to the excitation light beam. (B) Penetration depth according to the
incident angle for different objectives and excitation wavelengths. Adapted from [204].

In order to generate an evanescent wave, the incident angle of the laser illumination has to overcome a critical
angle to the normal of the coverglass. This critical angle is determined thanks to the Snell Descartes law and is
given by equation 2.23:

θc = sin(n1

n2
)−1 (2.23)

where n1 is the refractive index of the aqueous buffer and n2 the refractive index of the coverglass.

The evanescent wave is generated at the surface of the coverglass and its intensity exponentially decreases
along the z axis. The penetration depth of the evanescent wave depends on the incident angle of the laser beam
and is equal to equation 2.24:

dp = λ

4 ∗ π ∗
√

n2
1 ∗ sin(θ1)2 − n2

1

(2.24)

where dp is the penetration depth of the evanescent wave, λ is the wavelength of the incident laser beam, θ1 is
the incident angle of the incident laser beam, n1 is the refractive index of the aqueous buffer and n2 the refractive
index of the coverglass.

The penetration depth fixes the z resolution of the TIRF microscope. TIRF microscopy is suitable to inves-
tigate cell processes at the interface with the coverglass. Fig. 2.62 shows a comparison of a HeLa cell image
acquired by standard epifluorescence microscopy and by TIRF microscopy.
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Fig. 2.62 Information revealed by TIRF microscopy (B) compared to standard epifluorescence microscopy (A). HeLa
cells were cultured on 18 mm round 1.78 RI coverslips. Post fixation with 4 % paraformaldehyde, rhodamine-conjugated
phalloidin was used to visualize F-actin. The cell was imaged in HBSS using a 100X 1.65 NA objective and 1.78 RI im-
mersion liquid. Both images were taken at the same plane with the same exposure settings. From [204].

2.4 Terahertz microscopy

Terahertz (THz) waves lie between the microwave (< 10 GHz) and mid-infrared (> 10 THz) in the electromagnetic
spectrum (Fig. 2.63). Its unique position between photonics and RF technologies has long restrained THz
technologies development, each field reaching its limits when approaching this frequency range. As a result, a so
called “Terahertz (technologic) Gap” is still observable today. Current well-established application range from
astronomy to semi-conductors physics. Since the beginning of the century, an important interest in its application
to biochemistry and biology has risen. We will focus on THz instrumentation for biomolecules and biological
samples investigations.

Fig. 2.63 Molecular modes and activity in the terahertz region of the electromagnetic spectrum. From [206].

According to the energy associated to the electromagnetic wave in the THz region (between 0.5 and 50 meV),
THz waves mainly interact with low-frequency biomolecules deformations, and intermolecular bonding such as
Van der Waals and hydrogens bonds. THz waves are therefore sensitive to molecular composition, with spectral
fingerprints for solid form of drugs [207]. In hydrated states, the profusion of intermolecular modes swipe away
spectral fingerprints but gives an overall sensitivity to conformation, hydration state and molecular abundance.
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Because of THz waves high sensitivity to intermolecular mode (especially hydrogen bonding) they are ex-
tremely sensitive to polar molecules such as water for instance. This strong absorption of THz waves by water
(over 200 cm-1 at 1 THz) has a major impact in the perspectives of the study of biological samples which are
mainly composed of water. On one hand, it represents an obstacle to signal penetration and detection. On the
other hand, it leads to an incredible sensitivity to any change of the water state, quantity and/or composition.

This optical technique also has the major advantage to be non-invasive and label free [208]. Due to the
low frequency of THz waves in comparison with visible light waves, THz microscope offers a relative low spatial
resolution, between 50 µm and 500 µm [209–211].

In the last 20 years, the discrimination between cancer and normal tissue has been performed thanks to THz
microscope on ex vivo samples (Fig. 2.64) and even more recently in in vivo conditions [212]. The use of THz
microscope to monitor cancer tissue fits with Raman microspectroscopy study showing that water concentration
can be used as a biomarker of cancer tissue [147]. Another recent approach based on the same contrast mechanism
shows that THz microscopy can be used for assessing in vivo burn wounds seriousness and healing [213].

Fig. 2.64 THz image of sample 1, 40-year-old Caucasian woman diagnosed with poorly differentiated infiltrating ductal
carcinoma (IDC). (a) Low-power pathology image used for correlation. Selected locations of high-power pathology of
borders between regions are denoted by 1 between fatty and IDC and by 2, 3, and 4 between IDC and fibro. (b) THz
time-domain image. (c) THz frequency-domain image at 1.5 THz. (d) THz frequency-domain image at 2.0 THz. THz
images in (b)–(d) are scanned at 200 µm. High-power pathology images at 100× magnification are shown for 1, 2, 3, and
4 borders compared to the frequency-domain images at 1.5 THz using 50 µm scanning step size. From [211].

Thanks to THz waves sensitivity to water and its solutes, THz instrumentation has been used to detect
biomolecules state and concentration (DNA or RNA [214, 215]), proteins [216], sugars [217] and microorganisms
[218] non-invasively and without any labelling protocol. Cells in culture have much less signal than tissues.
In 2014, Shiraga et al. published the first detection of eukaryotic cells in physiological condition [219]. The
contrast mechanism behind this detection was later demonstrated to originate from the asymetric proteins/water
repartition between inside and outside the cells.

Different geometry illumination are currently under investigation to maximize the SNR for biological samples.
Overall, reflexion geometry is increasingly preferred in biomedical applications, to avoid thickness dependency and
signal loss [220]. The attenuated total internal reflection illumination geometry provides the advantage to generate
THz signal only at the interface between the substrate and cells attached above via an evanescent wave with a
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thickness of tens of µm (depending on the wavelength, indexes and reflection angle involved). This illumination
geometry allows to focus on the cells, increase sensitivity and limit water absorption [221].

Although THz microscopy is still under development, this optical technique is promising due to its non-
invasiveness and the absence of label.







3
Electropermeabilization
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EPN is based on the interaction between PEF and biological cells, especially the plasma membrane In order
to understand this bio-electromagnetic interaction, it is necessary to present into details the plasma membrane
structure, physiology and functions.

3.1 Plasma membrane

Plasma membrane is crucial to the cell life (Fig. 3.1). First, it defines the boundaries of the cell and maintains the
essential differences between the cytosol and the extracellular environment [222]. Then, it regulates selectively
the exchanges between the outside and the inside of the cell in order to maintain the activity of cell metabolism
[223]. This thick structure (about 5 nm) is universal to all living cells. Despite its small thickness, it is a complex
and dynamic structure which is involved in many critical cellular processes [224, 225]. In this section, we will first
present a brief historical overview of the research conducted on the plasma membrane. Then, we will focus on its
chemical composition, its structure and finally its role in cell metabolism.

Fig. 3.1 A current representation of the plasma membrane. From [226].

3.1.1 Historical view

An exhaustive history about the progress on the knowledge on plasma membrane has been published by Lombard
[227] and Singer [228]. This section is just a brief historical overview about cell membrane understanding.

In 1665, Hooke was the first one to observe individual cells on a piece of cork thanks to light microscopy [229].
Two centuries later, Schleiden and Schwann developed the “Cell Theory” which identify the cells as the basic unit
of all organisms [230, 231]. At that time, the membrane was just considered as a secondary structure resulting
from the hardening of the cell surface (Fig. 3.2).

Fig. 3.2 XIXth century doubts about the existence of membranes. A - In this vision, the cell is devoid of any membrane
and all the properties of the cell are defined by the activity of the protoplasmic colloid. B - The cell is surrounded by an
external layer (membrane) of which the nature is distinct from the rest of the protoplasm. Yet, in this view, the inside of
the cell remains a colloid. From [227].

During the second half of the XIXth century, many scientists worked on the effect of osmotic pressure on cells
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[232–235]. The studies performed led to the concept of cell membrane that was suggested for the first time by
Overton in 1895 [236]. In the early XXth century, the existence of a cell membrane was commonly admitted by
the scientific community and supported by several experimental proofs [237, 238]. But it was necessary to wait
until 1953 to have a direct visualisation of a cell membrane thanks to the electron microscopy studies of Chapman
et al. [239–241].

In 1925, Gorter and Grandel demonstrated that the molecular structure of membrane was based on a lipid
bilayer [242]. This significant result was obtained by comparing the surface of extracted lipids to the surface
of the cells. The ratio between the surface of extracted lipids and the surface of the cells was equal to 2:1.
Thus, the authors concluded that the cell was surrounded by a bilayer lipid membrane with the hydrophobic
components towards the inside of the membrane and the hydrophilic components at its external parts. The lipid
bilayer structure was in agreement with the thickness studies, as it was estimated to be around 5 nm [243, 244].
On the contrary, it was also established that proteins were also part of the membrane [245]. Therefore, the
“paucimolecular model” suggested that a protein layer was superposed over the lipid layer (Fig. 3.3-A). In the
years following the publication of this model, many experiments challenged it. First, it was demonstrated that
the protein-lipid ratio was between 1:4 and 1:5 [246]. Based on this ratio and the proteins size, the surface
theoretically covered by a protein layer was not sufficient to entirely cover the lipid layer. Several studies revealed
that the secondary structures of the membrane proteins were α-helices rather than β-sheets [247, 248]. The
α-helix conformation of the membrane proteins supported the idea that proteins cross the membrane instead
of surrounding it. Thermodynamic calculations demonstrated that a bilayer containing a mixture of lipids and
proteins was more stable than the superposition of two protein and lipid layers [249]. Based on the criticisms
of the paucimolecular model, Singer and Nicolson proposed the fluid mosaic model which is now considered as
the best model to describe the structure of cell membrane [250]. This model considered the cell membrane as
a lipid bilayer including proteins crossing the membrane (Fig. 3.3-B). The experimental demonstration of the
membrane fluidity by Frye and Edidin was in agreement with the fluid mosaic model [251]. Since then, the fluid
mosaic model has been updated [252] but never replaced by a new model. We will see in a next section that the
membrane structure plays a key role in the membrane functions.

Fig. 3.3 Time evolution of the structure model of cell membrane. A - Paucimolecular model with a lipid bilayer coated
with proteins on both sides, from [253]. B – Fluid mosaic model from [250]. Adapted from [227].

3.1.2 Molecular composition

The molecular composition of the plasma membrane has been extensively studied. It is well known that the
plasma membrane is made of lipids, proteins and carbohydrates [254]. As described by the fluid mosaic model,
the lipids are arranged in a bilayer and the proteins are embedded into the bilayer, except for a proteins at the
surface of the plasma membrane. Despite this universal structure, the molecular composition of the membrane
depends on the organism and the cell type.
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3.1.2.1 Lipids

Lipids are amphipathic molecules with both hydrophilic and hydrophobic properties. Lipids constitute about
40% of the plasma membrane mass. There are about 5.106 lipid molecules for a 1 µm2 area of plasma membrane
[255]. In eukaryotic cells, phospholipids and cholesterol represent respectively about 60 % and 40 % of the
total lipids present into the plasma membrane [254]. The structure of phospholipid molecules consists in two
nonpolar hydrophobic fatty acid “tails” and one polar hydrophilic “head” with a phosphate group. The tail
contains typically between 14 and 24 carbon atoms [222]. Most of the phospholipids in the cell membrane are
phosphoglycerides since they possess a glycerol group which links the fatty acid chain to the hydrophilic head.
The fatty acid chains are linked through ester bonds to adjacent carbon atoms of the glycerol group which is part
of the head group. Among the phosphoglyceride group, phosphatidylcholine (PhC), phosphatidylethanolamine
(PhE), phosphatidylserine (PhS) and sphingomyelin (SM) are the main phospholipids present into the plasma
membrane (Fig. 3.4). PC represents more than 50 % of the phospholipids in typical eukaryotic membranes. A
phospholipid is considered as unsaturated when at least one double bond is present in the tail. The presence of
cis double bond creates an angle in the carbonyl chain which plays a key role in the membrane fluidity [256].
Thanks to their amphiphilic characteristic, phospholipids spontaneously form a lipid bilayer when they are in
water solution which gives a highly stable structure [223]. The bilayer structure is maintained by hydrophobic
interactions between lipids.

Fig. 3.4 Four major phospholipids in mammalian plasma membranes. Adapted from [222].

In addition to phospholipids, the plasma membrane of animal cells contains a large amount of cholesterol (Fig.
3.5). In plant cells and yeast, respectively phytosterol and ergosterol are equivalent to cholesterol. Cholesterol is a
sterol made of a rigid ring structure attached to a single polar hydroxyl group and a short nonpolar hydrocarbon
chain. Cholesterol plays a key role in the physicochemical properties of the membrane, especially its fluidity [257].
In cell membrane, cholesterol interacts with other lipids based on the umbrella model [258]. Indeed, the hydroxyl
group of cholesterol forms the hydrophilic headgroup facing the external medium and the tail points toward the
interior of the bilayer. The hydroxyl group is too small to shield the hydrophobic ring structure of cholesterol
from water molecules. Hence, the large headgroup of the closest phospholipids complete the shielding by covering
the hydroxyl group, like umbrellas. The condensed complex model is another cholesterol-lipid interaction model
with similar characteristics [259].
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Fig. 3.5 The structure of cholesterol. Cholesterol is represented (A) by a formula, (B) by a schematic drawing. C
Scheme of the interaction between cholesterol and two phospholipids. From [222].

Even if other cell membranes (endoplasmic reticulum membrane or mitochondria membrane) are out of the
focus of this section, it has to be mentioned that the lipid composition of the membrane differs between the
internal organelles membranes and the plasma membrane (Fig. 3.6).

Fig. 3.6 Lipid synthesis and steady-state of cell membranes The lipid compositional data (shown in graphs) are ex-
pressed as a percentage of the total phospholipid (PL) in mammals (blue) and yeast (light blue).The molar ratio of
cholesterol (CHOL; in mammals) and ergosterol (ERG; in yeast) to phospholipid is also included. The figure shows
the site of synthesis of the major phospholipids (blue) and lipids that are involved in signalling and organelle recog-
nition pathways (red). PC : phosphatidylcholine, PE: phosphatidylethanolamine, PI: phosphatidylinositol, PS: phos-
phatidylserine, SM: sphingomyelin, PA: phosphatidic acid, Cer: ceramide, GalCer: galactosylceramide, TG: triacylglyc-
erol, GSL: glycosphingolipids, ISL: inositol sphingolipid, DAG: diacylglycerol, CL: cardiolipin, PG: phosphatidylglycerol,
BMP: bis(monoacylglycero)phosphate, PI4P: phosphatidylinositol-4-phosphate, PI(4,5)P2: phosphatidylinositol-(4,5)-
bisphosphate, PI(3,5)P2: phosphatidylinositol-(3,5)-bisphosphate, phosphatidylinositol-(3,4,5)-trisphosphate, R: remain-
ing lipids, S1P: sphingosine-1-phosphate and Sph: sphingosine. Adapted from [260].
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3.1.2.2 Proteins

Proteins represent about 50 % in mass of the plasma membrane. Membrane proteins are much heavier than lipids.
Thus, there are many more lipid molecules than protein molecules in the plasma membrane. Typically, the molar
ratio of protein to lipids is around 1/50 [222].

Membrane proteins can be associated with a lipid bilayer in different manners. Transmembrane proteins (Fig.
3.7 – 1, 2 and 3) are amphiphilic molecules which are thus inserted in the membrane. The hydrophobic regions
of the transmembrane proteins interact with the hydrophobic tails of the lipids in the interior of the membrane.
The hydrophilic regions are in contact with water outside of the membrane. Their secondary structure (α-helix
or β-sheet) contributes also to stabilize the transmembrane proteins into the membrane. These transmembrane
proteins are called integral membrane proteins. Another class of membrane proteins are the lipid-anchored proteins
(Fig. 3.7 – 4, 5 and 6). This proteins are placed inside (cytosol) or outside (external medium) of the membrane
but are associated with the membrane by an amphiphilic α-helix or a covalent bond to the lipid chain. Finally,
peripheral membrane proteins are proteins taht can be attached to the membrane thanks to covalent bonds with
integral proteins. Membrane proteins can be associated to other membrane proteins to form large and complex
structures. For instance, the Photosystem II complex from cyanobacteria, with a 240 kDa molecular weight,
contains 19 proteins subunits and over 60 transmembrane helices [261].

Fig. 3.7 Various way in which membrane proteins associate with the lipid bilayers. 1 – single α helix, 2 – multiple α
helices, 3 – rolled up β sheet. 4 – one side of the membrane, 5 – anchored in the membrane by an α helix, 6 – attached
by covalent bond with the lipid chain, 7 and 8 – attached by noncovalent bonds. From [222].

3.1.2.3 Carbohydrates

Carbohydrates are the third major component of cell membranes by representing about 10 % of the molecules in
the plasma membrane. They are present specifically on the outer surface of the plasma membrane [222]. They
are covalently linked to proteins or lipids to form respectively glycoproteins ir glycolipids [226]. Carbohydrates
are key part of the distinctives cellular markers. These markers are highly involved in cell-cell recognition in the
framework of the immune system response [262].

3.1.3 Structure of the plasma membrane

3.1.3.1 A fluid mosaic model

The fluid mosaic model was presented by Singer and Nicolson in 1972 [250]. It is now well established that the
plasma membrane is a highly dynamic system. Hence, FRAP experiments allowed to measure the coefficient of
diffusion of lipids and proteins into biological membranes [263]. This diffusion coefficient, which was measured at
around 10-12 m2/s, depends on the molecular composition of the plasma membrane and thus can differ between
two cell types [264]. By considering a cell as a sphere with a 20 µm diameter, 2.6 minutes are necessary for a lipid
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to diffuse all around the cell surface. In the case of a pure lipid bilayer, the diffusion coefficient of lipids is about
10 times higher than the one in the plasma membrane. The presence of cholesterol decreases the lateral coefficient
diffusion of lipids [265]. The membrane configuration, meaning planar bilayer or giant liposome, also affects the
diffusion coefficient of lipids [266]. The fluidity of the membrane is also associated with other lipid movements
such as rotation, flexion or rarely flip-flop (Fig. 3.8). Like lipids, membrane proteins can laterally diffuse into the
membrane with a diffusion coefficient between 10-15 and 10-14 m2/s [267]. The diffusion coefficient of proteins is
much lower than the one of lipids mainly because of the large size of proteins and the protein-protein interactions.

Fig. 3.8 Representation of the different movement of lipids possible in the cell membrane. Adapted from http://
csls-text3.c.u-tokyo.ac.jp/active/11_01.html.

The membrane fluidity depends on many parameters such as the chemical composition of the membrane or the
temperature. Fig. 3.9 illustrates the different physical states of a lipid bilayer in aqueous medium. Each physical
state is characterized by a specific molecular order. The gel phase, also called solid-ordered phase, is associated
with a two-dimensional triangular lattice arrangement of lipids [268]. The hydrocarbon tails are elongated at
the maximum. As a consequence, the lipid network is extremely compact and the membrane fluidity is reduced.
The carbonyl tails may be tilted with respect to the membrane normal plane. The fluid phase, also called liquid-
disordered phase, consist in a higher lipid disordered phase. The membrane fluidity, for instance the lateral and
rotational movements of lipids, is favoured in this phase [269].

Fig. 3.9 Scheme illustrating the different physical states adopted by a lipid bilayer in aqueous medium. From [269].

http://csls-text3.c.u-tokyo.ac.jp/active/11_01.html
http://csls-text3.c.u-tokyo.ac.jp/active/11_01.html
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A change in the temperature or the cholesterol concentration can induce a transition between the gel phase
and the fluid phase (Fig. 3.10). The length and the number of insaturation of the carbonyl tails also impact the
phase diagram of the lipid bilayer [226]. Thus, the phase transition depends on the temperature and the chemical
composition of the membrane [257].

Fig. 3.10 Partial phase diagram for a mixture of cholesterol and chain-predeuteriated dipalmitoylphosphatidylcholine in
excess water. From [269].

As underlined by the fluid mosaic model, the cell membrane is not a homogeneous structure. The cell
membrane is composed of many microdomains containing lipid patches with specific lipid compositions and
physical phase (Fig. 3.11). Lipid rafts are one of the principal lipid microdomains present in cell membrane [270].
Lipid rafts contain high concentrations of cholesterol and saturated phospholipids [271]. Lipid rafts play a key role
in the regulation of signal transduction by driving the intracellular trafficking of proteins [225]. These lipid rafts
are about 26 ± 13 nm thick and are highly dynamic with a lifetime of about 1 minute. Steinman and colleagues
showed that about one hour is necessary to entirely recycle the plasma membrane by endocytosis and exocytosis
for macrophage cells [272].

Fig. 3.11 The lipid domains in a cell membrane. A – Cartoon. Different lipid species are shown in different colours. B
- Fluorescence image. The red fluorescence from DiIC18 dye corresponds to the ordered lipids whereas the green fluores-
cence lipid from BODY PI) corresponds to the fluid lipids. From [273].
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3.1.3.2 An asymmetric membrane

Due to its curvature, the cell membrane has to be asymmetric in its chemical composition. For instance, all
anionic lipids face the cytoplasm; whereas most lipids with large glycosylated headgroups are exposed to the
extracellular environment [274]. Cholesterol seems to be more abundant in the outer leaflet than in the inner
leaflet (Fig. 3.12). These differences in the chemical composition have an impact on the physical properties of
the membrane. But membranes are also functionally asymmetric. The inner leaflet of the membrane contains
the proteins involved in the intracellular trafficking; whereas the outer leaflet contains proteins in charge of the
defence mechanisms [275].

Fig. 3.12 Decomposition of the lipids found in the inner and the outer leaflet of the plasma membrane. From [274].

The membrane curvature is not just a passive consequence of the chemical composition of the cell. Dynamical
cellular metabolisms such as membrane trafficking affect dramatically the membrane curvature which play a key
role in growth, division and movement of the cell [276].

3.1.4 Role in the cell metabolism

First, plasma membrane defines the boundaries of the cell. It acts as a selective barrier in order to regulate the
internal chemical composition of the cells. The transport of molecules across the plasma membrane can be done
by either passive or active processes. Due to the lipid bilayer structure of the membrane, the physicochemical
properties of molecules define the ability to cross spontaneously or not this biological barrier (Fig. 3.13). For
instance, small uncharged molecules, such as O2 or CO2, or uncharged polar molecules can diffuse across the
plasma membrane. Hydrophobic molecules can also cross the plasma membrane. On the contrary, the plasma
membrane is impermeable to charged molecules, such as ions, and large uncharged nonpolar molecules [255].
Concerning the ions, it is well known that many critical cellular processes, such as mitochondrial metabolism
[277], mechanical transduction [278] or differentiation [279], are regulated by ion concentrations. The intracellular
and extracellular ion concentrations differ a lot (Table 3.1). In order to maintain the appropriate amount of ions
inside the cell, it is necessary to accurately regulate the ion exchange between the intracellular and the extracellular
compartments. Thus, specific structures, such as ion channels, allow ions to cross the plasma membrane by an
active process [280]. Many other molecular exchanges occur though the membrane. For instance, metabolic factors
or nutrients are regularly internalized in order to provide these essential molecules to the cell metabolism. On the
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other side, toxic substances are excluded from the interior of the cell to preserve cell viability [281]. Membrane
trafficking is the active process necessary to perform the plasma membrane crossing of these molecules [282].
Endocytosis and exocytosis are crucial steps in order to internalize or externalize large molecules [283].

Fig. 3.13 Permeability of phospholipids bilayer for different type of molecules. From [255].

Ion K+ Na+ Mg2+ Ca2+ Cl+ HCO3
-

Cintracellular (mM) 60 7-12 5 10-4 - 10-5 4 - 7 8
Cextracellular (mM) 4 144 1 - 2 2 120 26 - 28

Table 3.1 Intracellular and extracellular concentration of ions in eukaryotic cells. From [284].

The plasma membrane is also involved in signal transduction in order to initiate a precise cellular response to
an external stimulus; for instance, the induction of apoptosis by anticancer drugs [285]. Many membrane proteins
are receptors to external ligand in order to initiate a signal transduction into the cell . The main membrane
receptors are the G proteins-coupled receptors [286], the tyrosine kinase receptors [287], the ion channels and the
lipid rafts [288]. Mechanical properties of the cell depend directly on the plasma membrane. It interacts strongly
with the cytoskeleton to control cell shape, to stabilize attachments to others cells or to the substrate and to
regulate cell movement [289].

3.1.5 Resting transmembrane potential

As mentioned before, there are large gradients for K+ and Na+ across the plasma membrane due to the differences
in intracellular and extracellular concentrations. A cell can maintain this large gradients of ions thanks to the
activity of the Na+-K+-ATPase, a primary active ion pump. This ion pump requires ATP to take 3 Na+ ions out
of the cell and 2 K+ into the cell [290]. Fig. 3.14 illustrates the mechanism of the sodium-potassium pump. First,
the binding of 3 intracellular Na+ ions induces a phosphorylation by ATP of the cytoplasmic face of the pump.
A conformational change in the protein is triggered and induces the transfer across the membrane of the 3 Na+

ions. Then, the binding of 2 K+ ions on the extracellular surface of the pump induces a reverse process, meaning
a dephosphorylation of the pump and a return to its original conformation. This conformation change results
in the release of the 2 K+ ions into the cytoplasm. This process is equivalent to a final transfer of one positive
charge from the cytoplasm to the extracellular medium and allow the cell to maintain its resting transmembrane
potential.
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Fig. 3.14 The sodium-potassium exchange pump mechanism. From [291].

The resting transmembrane potential is between -10 to -70 mV depending on the cell type. This membrane
potential is involved in many cellular processes such as action potentials in neuron cells [292] and differentiation
in stem cells [293].

3.2 Electropermeabilization

Although the plasma membrane is a barrier, several methods are now available to deliver non-permeant molecules
of interest into the cells and overcome this biological barrier. The vectorization of molecules, such as drugs or
DNA, can be performed thanks to physical agents, chemical agents or biological agents (Fig. 3.15). Laser beams
[294, 295], ultrasounds [296, 297], accelerated particles [298, 299] and magnetic fields [300, 301] are commonly
used to vectorize non-permeant molecules into the cells [302].
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Fig. 3.15 Overview of the main strategies for DNA vectorizations. Adapted from [302].

3.2.1 History and principle of electropermeabilization

In 1958, Stampfli et al. was the first one to reveal the reversible breakdown of the cell membrane due to
an external electric field [303]. Then, a series of three papers reported the non-thermal lethal effect of high
electric fields on microorganisms, such as bacteria and yeasts [304–306]. In 1972, Neumann et al. demonstrated
that transient electric fields (20 kV/cm exponential decay pulse with a decay time of 150 µs) induced transient
permeability changes in the membrane of cells [307]. A few years later, this result was confirmed by a similar
study performed by Kinosita and Tsong [308]. The experimental conditions were then optimized in order to
introduce DNAs into cells [309, 310] allowing the perspective of medical applications of cell EPN. Nowadays,
EPN has been extensively studied by many groups all around the world [311–314]. Many biomedical applications,
such as electrochemotherapy (ECT) which combine EPN and chemotherapy, arose from this interaction between
PEFs and biological cells.

3.2.2 Underlying mechanisms of cell electropermeabilization

The delivery of appropriate PEFs to cells induces the destabilization of the plasma membrane which is associated
with a permeabilization of the plasma membrane. In the literature, this interaction between PEFs and cells
is termed electroporation, EPN or electropulsation. The use of these three terms enhances the fact that the
underlying mechanisms remain not yet fully understood. The next section will present the state of the art of the
underlying mechanisms of the interaction between PEFs and live cells.
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3.2.2.1 Transmembrane potential modulated by external pulsed electric fields

When an external electric field is applied to a cell, the associated electrophoretic force creates a movement of
the charges present in the intra and extra cellular media. This charge displacement unbalances the electrical
potential across the membrane naturally generated by the cell metabolism. Thus an additive transmembrane
potential ∆Ψi superimposes to the resting transmembrane potential of the cell ∆Ψ0. This new transmembrane
potential has been mathematically described by Schwan et al. [315]. By solving the Laplace equation, the additive
transmembrane potential on a given position of the plasma membrane of a spherical cell can be modelled by the
equation 3.1 [316].

∆Ψi = f · R · cos(θ) · (1 − e
−t
τm ) (3.1)

where ∆Ψi is the induced transmembrane potential, f is a function depending on physical and geometrical
properties of the cell, R is the radius of the spherical cell, E is the magnitude of the electric field applied, θ is the
angle between the electric field and the normal to the membrane at a given position on the cell membraneand τm

is the time constant of the membrane.

f can be described by the equation 3.2 [317].

f =
3 · σ0 ·

[
3 · d · R2 · σi + (3 · d2 · R − d3) · (σm + σi)

]
2 · R3 · (σm + 2 · σ0) · (σm + 1

2 σi) − 2 · (R − d)3 · (σ0 + σm) · (σi + σm)
(3.2)

where d is the thickness of the cell membrane, R is the radius of the spherical cell, σi is the conductivity of the
cytoplasm, σm is the conductivity of the cell membrane and σ0 is the conductivity of the extracellular medium.

τm can be described by the equation 3.3 [315].

τm = R · Cm

2·σ0·σi
2·σ0+σi

+ R
d

· σm

(3.3)

where τm is the charging time constant of the membrane, d is the thickness of the cell membrane, R is the radius
of the spherical cell, σi is the conductivity of the cytoplasm, σm is the conductivity of the cell membrane, σ0 is
the conductivity of the extracellular medium and Cm is the capacitance of the membrane.

Under the assumptions that the membrane is perfectly insulating (σm = 0) and that the time constant of the
cell membrane (in the range of hundreds of nanosecond) is significantly smaller than the duration of the PEF (in
the range of millisecond to microsecond) (τm << Tpulse), the equation 3.1 can be simplified by 3.4. This equation
is commonly termed "Schwann equation" (equation 3.4).

∆Ψi = 3
2 · R · E cos(θ) (3.4)

where ∆Ψi is the induced transmembrane potential, R is the radius of the spherical cell, σi is the conductivity of
the cytoplasm, σm is the conductivity of the cell membrane, σ0 is the conductivity of the extracellular medium
and Cm is the capacitance of the membrane.

Fig. 3.16 presents a scheme of the additive transmembrane ∆Ψi along the cell surface. Based on the Schwann
equation, the cathode side of the cell, meaning the side close to the cathode of the generator is depolarized by
the fact that the induced transmembrane potential is in the opposite direction of the resting transmembrane
potential. Thus, the total transmembrane potential has a higher value than the resting transmembrane potential.
On the contrary, the anode side of the cell is hyperpolarized. The resting transmembrane potential is generally
between -20 mV and -200 mV depending on the cell type [318]. For a cell of a radius of 10 µm and a magnitude of
the external electric field of 1000 V/cm, the induced transmembrane potential equals to 1.5 V at the pole of the
cell, meaning in the axis of the electric field. This value can be higher than the resting transmembrane potential.
The effect of the induced transmembrane potential is magnified by the fact that the thickness of the lipid bilayer
of the plasma membrane is around 6 nm. Thus, the local electric field is around 2.5*106 V/cm, which is 2500
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times higher than the initial external electric field.

Fig. 3.16 Scheme of the different transmembrane voltages. A – Scheme of a cell under an external electric field and the
induced and resting transmembrane potentials. B – Evolution of the total transmembrane potential along the cell mem-
brane as a function of the angle between the electric field and a point on the cell membrane.

It has to be mentioned that the Schwann equation is valid only on a spherical cell. Kinosita et al. was the first
to experimentally investigate the validity of the Schwann equation, on unfertilized eggs of sea urchins which are
spherical shape cells [319]. Kotnik et al. also experimentally demonstrated the validity of the Schwann equation
on living cells in suspension 3.17.

Fig. 3.17 Steady-state transmembrane potential ∆Ψm and electroporation of a spherical CHO cell. A - Changes in fluo-
rescence of di-8-ANEPPS caused by a nonporating 50 ms, 100 V/cm pulse. B - Transport of PI into the same cell caused
by a porating 1.5 ms, 650 V/cm pulse as visualized 200 ms after exposure. C – Steady-state transmembrane potential
∆Ψm measured along the path shown in A (full line) as predicted by the Schwann equation (dashed line). Adapted from
[320].

In order to trigger the permeabilization of the membrane, it has been demonstrated that the total trans-
membrane potential has to exceed a threshold value [307]. This permeabilization threshold depends on many
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parameters such as the cell type, the resting transmembrane potential or the size of the cells. For instance, Teissie
et al. demonstrated that the transmembrane potential has to reach 250 mV to permeabilize CHO cells [321].
But, in the case of erythrocytes, the permeabilization threshold is associated to a transmembrane potential of 1
V [308]. According to the literature, the permeabilization threshold of the transmembrane potential ranges from
200 to 1000 mV and depends on the biomarker used to detect permeabilization [322–324].

3.2.2.2 Electroporation: from numerical models to experimental proofs

As mentioned before, the underlying mechanisms of the interaction between PEFs and biological membranes are
still under investigation. Purely theoretical models have been designed in order to get access to information
that are not accessible through experiments [314, 325, 326]. According to the results obtained by numerical
simulations, the intense electric field applied on a phospholipid membrane induces forces able to create pores
into the membrane, also called electropores. The term electroporation is directly related to this pore creation
hypothesis. Numerical simulations based on molecular dynamics (MD) contributed to a better understanding of
the electroporation process (Fig. 3.18).

Fig. 3.18 Pore creation. A – Diagram showing electropulse induced pore formation and “lateral” diffusion of PS from
the inner to the outer leaflet of the membrane lipid bilayer. B-D Snapshot of a MD simulation showing pore formation.
In these three panels, water molecules (O, red; H, white), phosphatidylcholine (P, yellow, and N, green); acyl chains
(cyan). Adapted from [327, 328].

The dynamics and the size of the pores have been studied by molecular dynamics simulations [329–332].
Basically, the pore is created in the range of nanoseconds after the beginning of the application of the external
PEFs (Fig. 3.19). The pore closes within the same duration after the end of the PEFs delivery. It means that
the pores would be present only during the presence of the electric pulses. The size of the pore is in the range of
nanometres. The interfacial water, meaning the few layers of water in immediate proximity with the phospholipid
head groups, seems to play a key role in the initiation and the stabilization of the pores [333, 334]
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Fig. 3.19 Snapshots of the time evolution of water-lipid-water under an external electric field of 5 MV/cm. The snap-
shot are 5.8, 6.7 and 7.3 ns from the start of the simulation. Adapted from [333].

The molecular composition of the membrane is also critical to the pore formation. Casciola et al. demonstrated
that an increase in the concentration of cholesterol in the membrane composition, induces an increase in the
electroporation threshold [335]. This is consistent with the present knowledge stating that cholesterol is known
to enhance membrane rigidity of fluid membranes [336, 337] and thus to increase the energy barrier that has to
be overcome to create pores into the membrane.

Although MD simulations provide detailed information at time and space resolutions that no experimental
system is able to reach at the moment, one of its limitations consists in the non-realistic biochemical composition
of the plasma membrane especially with the absence of proteins in the bilayers. Thus, the MD results are difficult
to be extrapolated to biological cells. In order to compare MD and experiments, a simplified model of membrane
is commonly used. Giant unilamellar vesicles (GUVs) are constituted by a single lipid bilayer and they have
a size similar to the cell (diamter ≈ 10 µm). GUVs are commonly used as cell membrane models [338, 339]
and they have been exposed to PEFs [340, 341]. The forces induced by the electric fields can strongly modify
the spherical shape of the GUV (Fig. 3.20). Moreover, phase contrast images indicate potential pores at the
vesicles pole according to the electric field direction. GUVs can also shrink under electroporation. It has been
demonstrated that membrane loss of GUVs can be the underlying mechanism of shrinkage [342]. By comparing
MD simulation and experiments on GUVs under nanosecond electric pulses, Breton et al. demonstrated that the
transport of siRNA through the lipid bilayer during the electric pulses is related to the creation of pores into the
GUV membrane [343].

Fig. 3.20 Poration of a vesicle (phase-contrast microscopy). The DC pulse duration is 200 µs and the field strength if 1.4
kV/cm. From [338].

3.2.2.3 Biochemical effects of pulsed electric fields

The pores creation in the membrane is not sufficient to describe all the effects of pulsed electric fields on the
plasma membrane. Although the MD simulations indicate that the pores collapse as soon as the electric field is
turned off, the cells can remain permeable for tens of minutes after the delivery of the electric shock [344]. The
origins of this long term electropermeabilized state are multiple and might be related to biochemical consequences
of the delivery of external electric field.

In 1994, Gabriel et al. showed that millisecond PEFs create reactive oxygen species (ROS) such as hydrogen
peroxide (H2O2) or hydroxyl radical (•OH) in the surrounding of the electropermeabilized cell [345]. The ROS
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production has been also detected after the delivery of nanosecond PEFs [346]. ROS are known to be associated
with oxidative stress for the cells [347, 348]. This oxidative stress is known to mediate lipid peroxidation through a
chemical chain reaction (Fig. 3.21). This chemical reaction is specific to the unsaturated lipids which are present
in the cell membrane [349]. Lipid peroxidation is known to affect the cellular metabolism and to induce tissue
damages [350–352]

Fig. 3.21 Steps in lipid peroxidation process. From [353].

First of all, the lipid peroxidation hypothesis has been studied thanks to MD simulation. It has been demon-
strated that a polyunsaturated lipid bilayer is susceptible to lipid peroxidation from an energetic point-of-view
[354]. This is supported by the molecules dynamics simulations showing that various ROS, HO and H2O2 for in-
stance, were able to penetrate deep into the lipid headgroups region and thus access to potential peroxidation sites
along the lipid hydrocarbon chains [355]. Numerical models demonstrated that the presence of peroxidized lipids
in the lipid bilayer reduces significantly its impermeability. The peroxidation reaction changes the conformation
of the lipids. The area per lipid increases and thus the lipids spacing also (Fig. 3.22). These conformational
modifications contribute to reduce the energetic barrier, to water for instance [356]. Moreover, a thickness re-
duction of the bilayer is noticed in membranes with peroxidized lipids. This also contributes to decrease the
impermeability of the bilayer [357]. A simulation by quantum mechanics brings detailed information about this
conformational modification of the phospholipids due to peroxidation. It reveals that hydroperoxides are more
subject to conformational modifications than the peroxyl radicals because peroxyl radicals remain located quite
deep inside the bilayer where as hydroperoxides have a tendency to float close to the lipid headgroup [358].
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Fig. 3.22 Oxidized and unoxidized phospholipid conformations change over time. From [359].

A study combining MD simulations and experiments performed on Jurkat cells has demonstrated that an
external oxidative stress enhances the susceptibility of the membrane to the electric field [359]. This study
reports also that the pores formation is facilitated at location containing peroxidized lipids. Based on experiments
performed with GUVs made of different phospholipids, mass spectrometry analysis showed that the level of
oxidation is highly dependent on the degree of unsaturation of the phospholipid [360].

Previously, this oxidative stress has been associated to the long-lasting EPN state of the cells [361]. Recently,
a new impermeability model has been suggested by combining the electroporation concept and the long-term
permeabilization induced by the oxidative stress (Fig. 3.23). In this model, the lipid peroxidation is the direct
consequence of the creation of pores into the lipid bilayer. Thus, the electroporation can be seen as the initi-
ation step of EPN. In the rest of the manuscript, the term “electropermeabilization” will be used rather than
“electroporation” in order to take into account the long-lasting permeabilization.
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Fig. 3.23 Scheme representing the model of the membrane impermeability rupture caused by the interaction of electric
pulses and cell membranes as well as the description of the state of the membrane in terms of permeability and conduc-
tivity. From [362].

3.2.2.4 Biological effects on the cells

As described by the Schwan’s equation, the size of the cell will affect the additive transmembrane voltage and
thus the sensitivity of the cell to the electric pulses. But many others parameters influence the coupling between
the electric pulses and the cells. Depending on the cell type, when a cell is attached to a substrate, it can present
different morphologies which will therefore impact the sensitivity of the cell to the electric pulses. Experiments
and numerical models demonstrated that the sphere is the most sensitive cell shape to the electric field [363, 364].
Nowadays, microdosimetry allows to determine accurately the spatial distribution of the electric field into the
cells and the different internal organelles [365, 366]. The cell density also impacts the efficiency of EPN. When
the cell concentration increases, a shielding effect induces a reduction of the percentage of permeabilized cell (Fig.
3.24). Numerical studies confirmed the impact of cell-cell proximity on the EPN efficiency [367, 368]. The authors
concluded that the EPN threshold is increased from 5 to 10 % when cells are in contact. Cells aligned parallel to
the electric field required higher electric field to be permeabilized than cell aligned perpendicularly to the electric
field. The EPN threshold depends also on the cell cycle. Cells in the G0/G1 cell cycle appear to be more resistant
and to reseal faster than the cells in the S + G2/M phase [369].
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Fig. 3.24 Electropermeabilization percentage as function of CHO cell density for A 8 x 100 µs (700 V/cm) and B 10 x 5
ms (400 V/cm) pulse protocols. Fluorescence as a function of cell density for C: 8 x 100 µs (700 V/cm) and D: 10 x 5 ms
(400 V/cm) pulses. From [370].

Swelling and blebbing are among the well-known consequences of the delivery of PEFs on attached cells 3.25.
The permeabilization of the plasma membrane induced an osmotic imbalance due to a water influx. As water is
a very small molecule (18 Da), cell swelling can be used as a very sensitive biomarker of the preliminary steps of
EPN. The composition of the pulsing buffer is critical in this osmotic imbalance. It can impact the gene transfer
efficiency [371]. Romeo et al. quantified the changes in cell volume (about 15 %) after the delivery of 100 kV/cm
pulses of 5 ns duration on Jurkat T lymphoblasts in growth medium [372] and they showed that cell swelling
remains visible 60 seconds after the delivery of the electric pulses. Not all cell types display swelling after EPN.
For example, adrenal chromaffin cells do no swell after the exposition to nanosecond electric pulses [373].

Fig. 3.25 Osmotic swelling after nanoelectropulse exposure. A - Jurkat cells before pulse exposure. B - Same cells 60 s
after exposure to 30, 5 ns, 100 kV/cm pulses at 1 kHz. C and D - Cells in A and B are outlined for area extraction with
ImageJ. Adapted from [372].

PEFs are also known to strongly alter the cytoskeleton. The disruption of the network of microfilaments
and microtubules of cells exposed to electric pulses has been demonstrated [374–376]. As a consequence, several
studies by atomic force licroscopy (AFM), an optical instrumentation sensitive to the mechanical properties of
the surface of the sample demonstrated a decrease in the elasticity of the cell membrane after the exposition to
PEFs (Fig. 3.26) [377, 378].
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Fig. 3.26 Elasticity of the plasma membrane of fixed CHO cells. A – Young modulus values for control and fixed cells
(mean +/- standard deviation to the mean). B – Frequency distribution of the Young modulus value of one control and
one pulsed cell. Adapted from [379].

The cytoskeleton is known to take part in the cell membrane repair mechanisms [380]. Rols et al. showed that
the cell cytoskeleton was disrupted after the delivery of PEFs on mammalian cells [374]. Although cell membrane
repair has been studied for decades, the exact underlying mechanisms in the specific case of cell EPN are not yet
fully understood [381–384].

Finally, adenosine triphosphate (ATP) release has been detected after the delivery of electric pulses [345]. In
a next section, we will discuss the in vivo consequences of the ATP release induced by EPN.

3.2.2.5 Impact of the external parameters

The permeabilization of plasma membrane induced by electric pulses is not a binary process. Depending on the
electric pulse parameters used, three different EPN states of the plasma membrane can be induced: no EPN,
reversible EPN and irreversible EPN (IRE). Reversible permeabilization means that the cell is able to recover its
membrane impermeability thanks to membrane resealing processes. In the case of irreversible permeabilization,
the membrane resealing processes are not able to restore the membrane impermeability. Thus, the membrane
remains permeabilized which finally leads to cell death. As shown in Fig. 3.27, these three permeabilization states
depend on the electric pulse parameters.
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Fig. 3.27 Schema of the different effects of the delivery of PEF on cell. From [385].

The magnitude of the electric field applied to the cells has been the first electrical parameter studied to
define the different membrane states and the thresholds associated to these three membrane permeabilization
states [307, 309]. These thresholds are cell type dependent. Moreover, the determination of the reversible
permeabilization threshold depends also on the biomarker used to monitor the permeabilization (Fig. 3.28-A). In
the range of the electric field magnitude associated to a reversible permeabilization, a linear relation between the
percentage of permeabilized cells and 1/E has been established with a regression coefficient of over 94 % (Fig.
3.28). Pucihar et al. demonstrated that the kinetics of the transport of PI was strongly affected by the pulse
amplitude . The relationship between the kinetics of the transport of PI and the pulse amplitude was not a linear
relationship and related to different mechanisms [386].

Fig. 3.28 A -Effect of the electric field magnitude on permeabilization efficiency and cell survival. CHO cell were pulsed
10 times at 1 Hz with a pulse duration of 5 ms at various electric field magnitudes in the presence of different molecules:
propidium iodide (△), β-gal (N), trypan blue (◦) and FD-70 (•). The percentage of cell survival is plotted as a function
of electric field magnitude (�). B – The percentage of permeable cells is plotted as a function of 1/E. � is related to FD-
40. Adapted from [387].

Number and duration are two other pulse parameters able to modulate the level of permeabilization [388–
390]. Basically, if the number of pulses increases, the level of permeabilization increases. The same trend occurs
for the pulse duration except for the electric pulses of submicrosecond duration that will be detailed in section
3.2.2.7. Hence, the level of cell permeabilization shows a dose-effect response as a function of the magnitude
of the electric field, the number of electric pulses and the pulse duration. The effects of the frequency rate on
the permeabilization have been studied for the first time in 1999 [391]. These effects are more complex and
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the underlying mechanisms are still under debate in the EPN community. It has been demonstrated that an
increase in the frequency rate above a frequency rate threshold around 100 Hz is associated with a decrease in
the permeabilization efficiency (Fig.3.29). Silve and colleagues associated this behaviour to a desensitization of
the plasma membrane to the electric field [392]. The electro-desensitization phenomenon is associated with the
generation of local defects in the plasma membrane due the electric field. Let’s assume that each electric pulse
creates membrane defects at the pole of the cell, which is the spatial localization of the higher effect based on the
Schwann equation, and that these defect structures can laterally diffuse in the membrane. If the time between two
consecutives pulses (Tbetweenpulses) is lower than the time for lateral diffusion of the defects (Tdefectsdiffusion),
the ability of the second electric pulse to create new defects will be reduced. This concept can be associated to the
chemical damages (lipid peroxidation) created by the electric field at the level of the membrane. On the contrary,
Pakhomova et al. detailed the “electrosensitization” phenomenon [393, 394]. Basically, the authors exposed cells
to a single shot dose (1 train of 8 electric pulses) and to a split dose (2 trains of 4 electric pulses delivered at
100 Hz with a delay time between the two trains of electric pulses of 5 minutes). Their results showed that a
split dose is more efficient in terms of permeabilization level and drug uptake than a single shot dose. Moreover,
the first train of 4 electric pulses caused less damage than the second train of 4 electric pulses, meaning that the
cell membrane is getting more and more sensitive to the electric fields. The accurate comparison of these studies
is complicated because the electric pulse parameters strongly differ. Moreover, it has to be mentioned that the
electro-sensitization phenomenon is buffer dependent [395].

Fig. 3.29 The uptake of Lucifer Yellow as a function of pulse amplitude U at pulse repetition frequencies of 1 Hz (•),
10 Hz (�), 1 kHz (◦) and 2.5 kHz (�) (8 pulses of 100 µs duration). The distance between the electrodes is 2 mm. Each
point on the figure represents the mean of three values +/- standard deviation. Adapted from [396].

As the induced transmembrane potential is highly related to the direction of the electric field, the impact of
the polarity of the electric pulses on the level of permeabilization has been studied. It has been demonstrated
that bipolar pulses with a duration in the range of hundreds of microseconds are around 20 % more efficient in
the uptake of Lucifer yellow than unipolar pulses [397]. The exposition to symmetrical bipolar pulses are known
to reduce the electrolytic contamination due to ions released from aluminium cuvettes (Al3+) and stainless steel
electrodes (Fe2+/Fe3+) [398]. This point is crucial when the instrumentation used to monitor the EPN is sensitive
to the external conductivity of the external medium such as bioimpedance system.

The conductivity of the external medium also contributes to modulate the efficiency of EPN. Many experi-
mental studies demonstrated that an increase in the external medium conductivity is associated to an increase
in the EPN efficiency [399–403]. Two studies have opposite results but the use of a capacitance-discharge pulse
generator to deliver electric pulses induces a strong bias and these generators are known to deliver electric pulses
with a pulse length depending on the external medium conductivity. A numerical model revealed that the induced
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transmembrane potential depends on the cell membrane conductivity which is driven by the medium conductivity
[404]. A recent study demonstrated that cumulative effects, the number of pulse or frequency rate for instance,
can hide the effect of medium conductivity on the permeabilization efficiency [405]. The impact of the external
temperature on the EPN efficiency has been less investigated. Some studies revealed that an increase in temper-
ature induced an increase in EPN efficiency in cells [406, 407] or tissues [408]. These results can be explained
by the relationship between the membrane fluidity and the external temperature [409]. Rols et al. demonstrated
that a post-incubation at 37 °C enhanced the efficiency of electrotransfer [410].

3.2.2.6 From an electrical point of view

From an electrical point of view, the plasma membrane is described as a dielectric. Cole suggested an electrical
model of the cells [411]. In this model, the membrane is represented as a combination of a capacitance and a
resistance in parallel (Fig. 3.30-A). In the literature, it is generally found that the permittivity is about 4.4∗10−11

F/m and the conductivity around 5 S/m [412]. Based on these values, the frequency cut is estimated at around
800 kHz (Fig. 3.30-B and C).

Fig. 3.30 Electrical model of the plasma membrane. A – Electrical representation of the Cole model. B - C Bode plot
(magnitude and phase) of the amplification of an external AC electric field. The dotted line represents the cut off fre-
quency. Adapted from [413, 414].

The electric pulses with a microsecond duration range are known to contain continuous frequency components
up to 10 kHz [392]. Thus, bioimpedance measurements were performed in order to monitor EPN and to investigate
the behaviour of the plasma membrane electrical model under PEFs. Garcia et al. measured major modifications
of the electric properties of the membrane for two cell types. These modifications were associated with two different
time constants related respectively to the short-term and long-term EPN dynamics [414]. In vivo bioimpedance
measurements were also performed and they revealed that conductivity changes in electroporated tumors reflected
the treatment outcome [415].

3.2.2.7 Specificity of nanosecond pulses

As mentioned before, the plasma membrane is considered as a dielectric barrier with a charging time of around
75 ns in the case of a spherical cell with a diameter of 10 µm [416]. Thus, the previous calculation of the induced
transmembrane potential at the level of the plasma membrane cannot be used in the specific case of electric
pulses with a pulse duration of around 100 nanoseconds. Theoretically, for this specific range of pulse durations,
the plasma membrane should become electrically transparent. The opportunity to exert an electric field effect on
cellular internal organelles is one of the major interest of nanosecond pulses. Recently, the design of new generators
compatible with nanosecond pulse duration emphasized the growing interest towards nanosecond pulses [417–420].
In the rest of the manuscript, electric pulses with durations up to 600 ns will be termed nanosecond pulsed electric
fields (nsPEFs).

The first experimental proof of intra-cellular permeabilization by nanopulses was published in 2001 by Schoen-
bach et al. [421]. Since 2001, many studies reported the effect of nanosecond pulses on cells and several reviews
are now available [416, 422–425].
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One of the first intracellular effects due to the cells exposition to nsPEFs that has been studied is the cy-
toplasmic calcium release [426, 427]. Calcium is known to be stored into inner organelles via the endoplasmic
reticulum [428] and the mitochondria [429]. It has been demonstrated that the exposition of cells to nanoseconds
electric pulses can permeabilize the endoplasmic reticulum [430] and the mitochondria [431, 432]. Another source
of calcium influx is the activation of voltage-gated calcium channels present in the membrane induced by the de-
livery of nsPEFs [430, 433]. Membrane repair, based on exocytosis/endocytosis, is known to be calcium dependent
[434–436]. Thompson et al. demonstrated that the resealing of the plasma membrane is affected by nanosecond
electric pulses due to this calcium-dependent process [437]. Finally, some cell types, such as mesenchymal stem
cells, display spontaneous calcium oscillations. De Menorval et al. demonstrated that nsPEFs are able to generate
spontaneous-like calcium oscillations in this cell line [438].

As a consequence of this massive calcium influx into the cytoplasm, the triggering of apoptotic processes is
enhanced after the exposition of cells to nsPEFs [439–441]. The triggering of apoptosis is not only related to
the intracellular calcium. It has been demonstrated that nanosecond electric pulses can also trigger apoptosis
through caspase and mitochondria involvements [442–444]. Moreover, the cytoskeleton is also affected by the
nsPEFs. The disruption of the actin network contributed to reduce the viability of cells [437, 445]. Nanosecond
electric pulses on the plasma membrane induced the translocation of phosphatidylserine [446, 447] and the the
hydrolysis of the phosphatidylinositol-4,5-bisphophate (P IP2) [448]. These two effects are involved in signalling
pathway related to apoptosis. Finally, the effects on nucleus and DNA is another contribution to the induction
of apoptosis [449–451]. Although the nanosecond electric pulses are known to affect the nucleus, contrary to the
micro- or millisecond pulses, the efficiency of the electrotransfer of a plasmid coding for green fluorescent protein
is not enhanced by the use of nanosecond pulses [379].

At the beginning of the 2000s, many studies reported that nanosecond pulses were not affecting the plasma
membrane and its impermeability [421, 426, 452]. More recently, the effect of nanosecond pulses on the plasma
membrane has been largely demonstrated by comparing the influx of intracellular calcium when the buffer contains
calcium or not [453, 454] and by performing patch-clamp recordings [454, 455]. The size of the fluorescence markers
that were used could be one of the explanations of the previous absence of detection of the plasma membrane
permeabilization [456]. Finally, numerical models demonstrated the ability of nanosecond pulses to generate
aqueous pores in the membrane [326, 327, 447, 452]. As mentioned previously, the experimental visualisation of
these pores has not yet been done. As nanosecond pulses are compatible with the MD simulation duration, the
comparisons between in silico MD simulations and in vitro experiments are now possible [343] and contribute to
a better understanding of the underlying mechanisms of EPN.

It has been demonstrated that bipolar nanosecond electric pulses were less efficient in terms of permeabilization
level than unipolar electric pulses [457]. This result is in contradiction with a microsecond electric pulses study
from Kotnik et al. [398]. It can be explained by the fact that the Schwann equation is valid only if the plasma
membrane has enough time to charge which is not the case when the cells are exposed to nanosecond electric
pulses.

3.2.2.8 In vivo consequences

In the perspective of biomedical applications, the study of the interactions between PEFs and tissues is another
hot topic. The delivery of PEFs to tissues involves specific mechanisms. In 1998, it has been reported that
tissue electroporation induces a strong reduction of the blood flow in the area where the electric field is delivered
[458]. This phenomenon, termed “vascular lock” has been noticed on many tissues submitted to pulsed electric
fields [459–461]. The vascular lock is based on two mechanisms. First, the electrical stimulation causes a rapid
vasoconstriction of the blood vessels. Then, the permeabilization of the endothelial cells induces a local increase
in the interstitial pressure and a decrease in the intravascular pressure. Electric pulses can be used to temporary
interrupt the blood flow [462, 463]. The vascular lock phenomenon contributes to a temporary increase of the
concentration of the drugs around and inside the tumour submitted to PEFs [464].

EPN is also known to boost the immune system. It has been demonstrated that the effect on tumor regres-
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sion of electrochemotherapy (ECT) on immunocompetent mice was dramatically increased in comparison with
immonudeficient mice [465], demonstrating the involvement of the immune system after the delivery of PEFs on
tumours. As a confirmation of this result, it has been observed that the oedema observed after the delivery of
PEFs on tumours were more severe in immunocompetent than in immonudeficient mice. Calvet et al. demon-
strated that ECT induces the hallmarks of immunogenic cell death [466]. These hallmarks consist in the liberation
of ATP and high mobility group box 1 protein and the membrane externalization of calreticuline. Finally, some
studies demonstrated the systemic effect of the combination of ECT and immunotherapy on distant non-treated
tumours [467, 468].

3.2.3 Biomedical applications of electropermeabilization

As mentioned previously, the opportunity to overcome the plasma membrane barrier without any thermal effects
has raised an interest for many biomedical applications. Fig. 3.31 presents the different EPN-based treatments
developed up to now. Breton et al. reviewed the use of electric pulses in cancer treatments [343].

Fig. 3.31 Electropermeabilization-based treatments. A – Vectorization of non-permeant drugs into the cells via a single
high and short electric pulse inducing reversible electropermeabilization. B – Vectorization of DNA into the cells via a
high and short electric pulse inducing reversible electropermeabilization followed by a low and long electric pulse induc-
ing driven-electrophoretic forces on DNA. C – Irreversible electropermeabilization of cells via a series of high and short
electric pulses. Adapted from [469].

3.2.3.1 Electrochemotherapy

In 1991, Poddevin et al. demonstrated the opportunity to dramatically increase the cytotoxic effect of bleomycin,
a low-permeant anti-tumor drug, in cells in culture [470]. The same year, the same team has reported a major
tumour reduction in mice by combining bleomycin to a local treatment with electric pulses [471]. These two
studies were the bases of the development of a new anticancer technique called electrochemotherapy (ECT).
ECT consists in the combination of EPN with a non- or low-permeant chemotherapy in order to potentiate the
cytotoxic effect of the drug into the tumour. In 2006, a multicentric clinical study (European Standard Operating
Procedures of ECT: ESOPE) established the standard operating procedures of ECT that have been used in the
clinics since then [472]. Now, ECT is routinely used in over 150 European cancer centers all over the world. By
the end of 2015, about 13000 patients had been treated by ECT, particularly for cutaneous and subcutaneous
tumours since these tumours are easily accessible with electrodes. ECT is reimbursed by the social insurance in
8 European countries including Spain, Denmark, Germany, Italy, and the UK [469].

Fig. 3.32 summarizes the protocol of ECT. The drug is administered systemically or intratumorally. After a
few minutes, the electric pulses are delivered around the targeted tumours. The EPN of the tumour cells induces a
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highly efficient drug vectorization which eventually leads to the death of the tumour cells. The standard electrical
parameters used in the clinics consist in 8 square-pulses of 100 µs and 1 to 1.3 kV/cm delivered at a frequency
rate of 1 Hz or 5 kHz. Bleomycin is the most commonly drug used in ECT. Bleomycin is a non-permeant drug
used in cancer treatments. Its mechanism of action is based on the generation of single and double DNA strand
breaks. 500 hundred molecules of bleomycin entering the cell at the time of the pulses delivery are enough to kill
the cell [473]. Cisplatin is also commonly used in ECT. Cisplatin acts in a different way as it is a more permeant
drug and it interferes with DNA replication. The cytotoxicity of bleomycin and cisplatin is increased respectively
by a factor of 700 and 10, respectively, when combined with electric pulses [474, 475]. This increase in the
efficiency of the drug allows to reduce the administered drug amount and thus the associated secondary effects.
Both bleomycin and cisplatin target selectively the dividing cells which is a well-known specificity of cancer cells
[476]. Thus, the efficiency of ECT is enhanced on cancer cells in comparison with normal cells. The vascular lock
associated with the delivery of PEFs on tissue induces the retention of the drug in the tissue surrounding the
pulsed tumor and can increase the local concentration of the drug and therefore its efficiency. The side effects
of ECT are minimum thanks to almost none damage on the surrounding pulsed tissue and a drug dose injected
below the induced-toxicity threshold.

Fig. 3.32 Principle of electrochemotherapy. Non or poorly permeant antitumor drugs with intracellular target, injected
either systemically or intratumorally, surround the tumor cells. Electric field application induces an increase in membrane
permeability, which allows for the uptake of the antitumoral drug into the tumor cells. After membrane resealing, the
drug exerts its highly cytotoxic action inducing tumor cell death. From [477].

During the ESOPE study, ECT treatment elicited an objective response rate of 85% of the treated tumour
nodules with a complete response rate of 73.7% of the cases [472]. The antitumor effectiveness of ECT has been
confirmed by a meta-analysis of over 44 studies involving 1894 tumours [478]. The ESOPE study restricted the
treated tumours to nodules with a diameter lower than 3 cm. It has been demonstrated that ECT is more effective
on small tumours than large tumours [479].

The current developments of ECT consist in the treatment of internal tumours such as liver [480], brain cancer
[481], pancreatic adenocarcinoma [482](Bimonte et al. 2016), bone metastasis [483], colorectal metastasis [484].
Recently, the ECT efficiency for head and neck tumours has been proved by performing a treatment planning
with navigation system [485]. Finally, the opportunity to combine ECT with immunotherapy is another hot topic
in the biomedical applications of EPN [469, 486, 487].

3.2.3.2 Electrogenetherapy

Gene therapy and DNA vaccination are both based on the delivery of genetic material to the nucleus of cells in order
to generate a therapeutic effect via the internal production of therapeutic proteins [488, 489]. In the treatment of
cancer, the aim may be to silence or correct defective genes, to add genes encoding for therapeutic proteins or to
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initiate a targeted immune response. These promising treatment techniques have the major advantage to induce
a therapeutic effect for a long time, from weeks to months, in comparison with treatments using classical drugs.
Gene therapy and DNA vaccination in their initial protocols were of limited efficiency due to a low number of
therapeutic DNA reaching the nucleus mainly because of the plasma membrane barrier. Thus, the vectorization
of DNA or genes thanks to electric pulses has raised a big interest as it could increase the treatment efficiency
while guaranteeing a safe procedure.

DNA has the specificity to be negatively charged. Hence, electrophoretic forces associated with electric
field contribute to shift the gene towards its target by an electrophoretic movement. Thus, electric pulses for
electrogenetransfer (EGT) are specific and combine electropermeabilizing pulses with electrophoretic pulses. The
electropermeabilizing pulses, called high voltage (HVT), consist in high magnitude (around 1000 V/cm) and short
duration (around 100 µs) electric pulses to induce EPN of the plasma membrane. The electrophoretic pulses,
called low voltage (LVT), consist in low magnitude (around 10 V/cm) and long duration (around 100 ms) electric
pulses in order to enhance the crossing through the previously electropermeabilized membrane. The combination
of HVT and LVT pulses was carefully studied to optimise the efficiency of the EGT in vitro and in vivo [403, 490].
The mechanisms of gene electrotransfer are still not fully understood [491, 492]. However, the dual process,
illustrated in Fig 3.33, is commonly accepted.

Fig. 3.33 Two possible hypothesis for DNA entry into the cytoplasm. (A) DNA is inserted into the permeabilized cell
membrane during the electric pulses and is translocated inside the cell by a slow process after the pulse delivery. (B)
DNA interacts with the permeabilized membrane and is consequently endocytosed. From [493].

Gene electrotransfer is not yet routinely integrated in the clinics. Only one Phase I clinical trial of gene
electrotransfer in patients with metastatic melanoma is reported in the literature [494]. 8 over 19 patients (42%)
showed partial responses and 2 over 19 patients (10%) showed complete regression of all metastases. There is
still a lot of work in the improvement of obvious clinical outcome for gene electrotransfer. 4 other clinical trials
on gene or DNA electrotransfer are currently running or are terminated, with no published study result yet
(https://clinicaltrials.gov). Although the clinical perspectives are interesting, a lot of work is still necessary
before EGT is commonly included in the clinics [495, 496].

3.2.3.3 Irreversible electropermeabilization

As mentioned before, IRE consists in the delivery of intense and short electric pulses that render the plasma
membrane impossible to repair by the membrane resealing mechanisms. This inability to maintain homeostasis
leads to cell death. No external agent (drug or gene) is involved in IRE. IRE has been considered as a tumour
ablation modality [497, 498]. Although IRE is known to induce temperature increase in the pulsed tissue, it has
been demonstrated that IRE is not only related to a thermal therapy mediated by PEFs [499, 500].

IRE has the major advantage to affect specifically the cell membrane, to spare tissue architecture and to
minimize damages to blood vessels, nerves and the renal collecting system [501]. In vivo studies demonstrated
that over 92% of treated subcutaneous tumours in a mice model were in complete regression after IRE protocol
[502].

Some studies demonstrated the safety of IRE in humans [503, 504]. A phase I clinical trial on 6 patients
reported that IRE was safe to treat patients with kidney tumours [505]. Fig. 3.34 shows a colorectal liver
metastasis of a patient before and after IRE treatment. 43 clinical studies are currently running: 27 in Asia,
9 in Europe and 4 in North America. IRE is used in these clinical trials for the treatment of liver, pancreatic,

https://clinicaltrials.gov
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kidney and prostate tumours [506].Finally, 7 clinical studies are completed but the results are not yet published
(https://clinicaltrial.gov).

Fig. 3.34 IRE of a centrally located colorectal liver metastasis (arrow). (a–c) Fluorodeoxyglucose positron emission to-
mography/computed tomography, contrast-enhanced computed tomography, and magnetic resonance imaging diffusion-
weighted imaging b800 images obtained before IRE show a small segment IV avid lesion abutting the middle hepatic vein
and approximate to the common bile duct and portal vein. (d-e) picture and magnetic resonance image of Percutaneous
computed tomography–guided IRE procedure with electrodes in situ. (f) Magnetic resonance imaging diffusion-weighted
imaging b800 image obtained 24 hours after IRE shows a typical hypointense ablation zone surrounded by a hyperintense
rim. (g–i) Images obtained 3 months after IRE show a vaguely demarcated hypodense scar lesion on contrast-enhanced
computed tomography, which becomes isointense on magnetic resonance imaging diffusion-weighted imaging b800, and
nonavid on fluorodeoxyglucose positron emission tomography/computed tomography. From [504].

https://clinicaltrial.gov
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Biophotonics to study electropermeabilization
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In the perspective of potential improvements of EPN-based treatments, the underlying mechanisms of cell
EPN have been extendedly studied for decades by many groups around the word. Photonic microscopy is one
of the first instrumentation techniques used to investigate the interaction between PEFs and cell membranes.
In 1986, the first optical images of a cell exposed to PEFs were published [507]. One year after, Ehrenberg et
al. monitored the membrane potential of HeLa cells exposed to PEFs via fluorescence microscopy with the di-4-
ANEPPS fluorescent dye [508]. Fig. 4.1 shows a typical example of fluorescence images of the transmembrane
potential of cells exposed to PEFs.

Fig. 4.1 Rise of the transmembrane potential of a cell membrane induced by a pulsed electric field. Images of red flu-
orescence (intensity profiles in yellow), from a sea urchin egg stained with the voltage-sensitive dye RH292, obtained at
indicated times after the onset of a square-wave electric pulse (100 V/cm, duration 25 µs). Adapted from [319].

This section will focus on the contribution of biophotonics microscopy to the understanding of cell EPN
mechanisms understanding.

4.1 Epifluorescence microscopy

Epifluorescence microscopy is the most commonly used biophotonics approach to investigate cell EPN. Many
discoveries have been possible thanks to this technique.

4.1.1 Quantitative and qualitative anlysis of cell electropermeabilization

The level of permeabilization of cells exposed to PEFs is commonly assessed by fluorescence microscopy. The
principle is based on the use of a non-permeant fluorescence dye which is in the extracellular medium. This dye
can penetrate into the cell only if the cell plasma membrane is permeabilized. The fluorescence dyes generally used
are molecules able to intercalate in DNA, such as PI or Yo-Pro-1, which have the property that their fluorescence
quantum yield is significantly increased when they are bound to DNA [509]. By quantifying the fluorescence
intensity into the cells, the level of permeabilization can be assessed by comparing the fluorescence intensity of
pulsed cells to the fluorescence intensity of unpulsed cells. By sweeping the electric pulse parameters (i.e. electric
field magnitude, number of pulses or pulse duration), the cell EPN threshold can be determined [387]. It has to
be noticed that the determination of the EPN threshold based on fluorescence microscopy experiments is highly
subjective. The results depend a lot on the experimental conditions, such as the fluorescent dye that is used,
the extracellular concentration of the dye, or the exposure time of the fluorescence images that are acquired,
the temperature, the conductivity of the extracellular medium, . . . . Vernier et al. demonstrated that CHO cells
exposed to 10 electric pulses of 30 ns with a magnitude 25 kV/cm were permeabilized to calcium but not to PI
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[426]. The molecular weight of calcium and PI is respectively 12 and 668.4 Da. Thus, it was assumed that the
smaller is the biomarker, the more sensitive to EPN it is. But two studies demonstrated that Yo-Pro-1 is a more
sensitive biomarker of EPN than PI (Fig. 4.2) [432, 452]. The molecular weights of Yo-Pro-1 and PI (629.3 vs
668.4 Da) are similar showing that the permeabilization threshold is not only related to the size of the biomarker.
By monitoring the intracellular concentration of calcium via a calcium-green fluorescent dye, Vernier et al. showed
a significant increase in the intracellular calcium concentration after the delivery of a single nanosecond electric
pulse while no increase in Yo-Pro-1 intracellular fluorescence intensity was detected under the same exposure
conditions [430].

Fig. 4.2 Small molecule permeabilization by multiple, high-field amplitude, nanosecond pulses. Fluorescence microscopic
images of individual Jurkat cells in growth medium containing Yo-Pro-1 (5.0 µM) or PI (7.5 µM) were captured imme-
diately before and 5 min after the exposure of the cells to 4 ns, 8 MV/m pulses and the fluorescence intensity change for
each cell was measured by photometric integration. Measurable influx of YO-PRO-1 occurs after 30 pulses delivered at
1 ms intervals (1 kHz repetition rate). At higher pulse counts, permeability of the cells to YO-PRO-1 increases and PI
influx can be detected. Adapted from [452].

The fluorescent dyes specific to intracellular calcium are sensitive but not specific biomarkers of EPN. Actu-
ally, EPN of the plasma membrane is not the only mechanism involved in the increase in intracellular calcium
concentration. It has been demonstrated that the voltage-gated Ca2+ channels can be activated by the delivery of
electric pulses leading to the uptake of extracellular calcium by the cells [433]. The EPN of internal calcium stores
such as the reticulum endoplasmic or mitochondria also contributes to an increase in the cytosolic concentration
of calcium. In this framework, fluorescent dyes specific to calcium have been used to investigate the opportunity
to also electropermeabilize the internal organelles. It has been demonstrated that the exposure of cells to nanosec-
ond electric pulses can permeabilize both the endoplasmic reticulum [427, 430] and the mitochondria [431, 432].
De Menorval and colleagues demonstrated that both nanosecond and microsecond electric pulses can generate
spontaneous-like calcium oscillations in mesenchymal stem cells [438].

4.1.2 Impact on the transmembrane potential

Many studies have been performed in order to prove the Schwann equation by measuring the transmembrane
voltage of cells during the exposition to PEFs. Some fluorescence dyes are sensitive to the transmembrane
potential and after a calibration step, they can provide quantitative information. The group of Kinosita was the
first one to investigate this critical question by using the RH929 fluorescence dye (Fig. 4.1). Di-8-ANNEPS was
also used and provided detailed information about the transmembrane potential and confirmed on spherical and
attached cells (Fig. 4.3). More sensitive and stable fluorescence dye should be used, such as Annine-6 [510].
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Fig. 4.3 Graph of the Induced transmembrane potential by pulsed electric fields on spherical CHO cells in suspension
(A) and non-spherical attached CHO cells (B) measured with the probe Di-8-ANEPS. Adapted from [320].

4.1.3 Effect on the membrane phospholipid

Fluorescence dyes demonstrated the effect of PEFs on the lipids of the plasma membrane. Phosphatidylserine
translocation induced by a single nanosecond pulse was shown on Jurkat T-lymphoblast cells [328, 447]. Translo-
cation of phosphatidylserine is known to be a signal of apoptosis. Phospholipid scrambling and membrane disorder
was also assessed by fluorescence microscopy. C6-NBD-PC is a fluorescent dye which can be incorporated into
the outer leaflet of the plasma membrane cells [511]. Fig 4.4 shows that C6-NBD-PC was internalized after the
delivery of millisecond pulses to CHO cells demonstrating that the lipids of the outer leaflet have moved to the
inner leaflet. Finally, the delivery of 600 ns PEFs induced the depletion of phosphatidylinositol-4,5-biphosphate
in the plasma membrane of CHO cells [448].

Fig. 4.4 Effect of msPEFs on the C6-NBD-PC internalization in CHO cells. A. C6-NBD-PC distribution in CHO cells
before electropulsation. The outer leaflet of the plasma membrane was labeled with the C6-NBD-PC probe at 4 °C. The
CHO cells were observed at the single-cell level over time. Fluorescent profile graphs represent fluorescence along the
cell diameter (yellow line) (F.I., fluorescence intensity). (Scale bar, 15 µm). B. C6-NBD-PC distribution in CHO cells
after electropulsation. The outer leaflet of the plasma membrane was labelled with the C6-NBD-PC probe at 4 °C. The
CHO cells were observed at the single-cell level following the application of permeabilizing electric pulses (10 pulses of 5
ms and 0.7 kV/cm at a frequency of 1 Hz). Black arrows on the graphs show the C6-NBD-PC internalization. Graphs
representing the fluorescence profile along the cell diameter (yellow line) are drawn parallel to electric field lines at the
poles facing the electrodes (F.I., fluorescence intensity). (Scale bar, 15 µm). Adapted from [511].

4.1.4 Mechanism of gene electrotransfer

In the framework of gene electrotransfer, the mechanisms of intracellular trafficking of plasmid DNA were inves-
tigated. The contribution of endocytosis and endosomal trafficking of electrotransferred DNA was revealed by
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combining particle tracking of fluorescent plasmid DNA and colocalization with endocytic fluorescent markers
[512]. This study showed that the internalization of aggregated DNA plasmids via endocytosis pathways was
mediated for 50 % by the caveolin pathway, 25 % by the clathrin pathway and 25 % by micropinocytosis. A
study reported that the microtubules were highly involved during the intracellular transport of plasmids to the
nucleus [513]. The discrimination between active and passive transport of intracellular DNA was possible thanks
to particle tracking of fluorescently labelled plasmid DNA (Fig. 4.5). Active transport of plasmid DNA along
actin filaments and microtubules represents around 45 % of the DNA transport. For the active transport, the
mean velocity is 256 nm/s with a mean duration of 6.5 s. For the passive transport, the mean diffusion coefficient
is 6.2 x 10-3 µm2/s.

Fig. 4.5 Single-particle tracking of DNA aggregates in Chinese hamster ovary cells after electrotransfer and character-
ization of the modes of DNA motion. (a) Trajectories of fluorescent Cy5-labelled DNA aggregates inside a cell recorded
20 minutes after the application of the electric field (10 pulses at 0.35 kV/cm, 5 ms, and 1 Hz). Scale bars = 5µm. (b–g)
Zoom of some trajectories of the time series presented in (a). Scale bar = 1µm. Trajectories show short (b–d) or long
(f,g) distance excursions or almost immobile aggregates (e). Trajectories often had bidirectional movements (white ar-
rows). Different modes of motion can be observed within one trajectory. Trajectories were automatically divided into seg-
ments exhibiting either only active transport or only diffusive motion. Totally, 1576 trajectories were analyzed, resulting
in 3106 segments. The modes of motion were determined by mean squared displacement analysis: a quadratic fit corre-
sponds to an active transport (h), a linear fit corresponds to a diffusive motion (i). Distributions for (j) velocities, and
(k) diffusion coefficients for each mode of motion are calculated from the segments. The velocities distribution was fitted
using a log-normal distribution (red line). Plot (k) represents the logarithm of the diffusion coefficients, therefore, it was
fitted using a normal distribution (red line). (m) Graph presenting the track plots of all the DNA aggregates transport in
the treated CHO cells. Adapted from [514].

4.1.5 ROS detection

PEFs are known to induce ROS formation in the cells and in their surroundings [345, 361] but the kinetics are not
yet precisely established. The monitoring of ROS formation thanks to dihydroethidium (DHE), a fluorescence
dye which become highly fluorescent under oxidative stress, has shown that the oxidation of dihydroethidium
continued for minutes after the delivery of nanosecond electric pulses (Fig. 4.6).
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Fig. 4.6 ROS formation in nsPEF-exposed CHO cells as evidenced by the oxidation of dihydroethidium. The graph
and insets show the data of one representative experiment (out of 8). Cells were bathed in physiological solution con-
taining 30 µM of DHE. A group of cells located between the nsPEF-delivering electrodes was imaged every 5 s. Filled
boxes above the abscissa show the time intervals when the solution flow in the bath was turned on. The first interval of
perfusion was accompanied by a sham exposure (control). During the second interval of perfusion, cells were exposed to
nsPEFs (vertical dashed lines). Plots show DHE emission in each individual cell. Inset: DIC and fluorescence images of
the cells at selected time points. Adapted from [346].

4.1.6 Temperature increase detection

Under reasonable electrical pulse parameters, EPN was considered as a non-thermal technique. A recent study
has demonstrated that the temperature can increases up to 2 °C for a few seconds by the delivery of the PEFs
(Fig. 4.7). The authors of this study demonstrated that this transient increase in intracellular temperature did
not impact the cell viability [515].

Fig. 4.7 The influence of pulse amplitude on temperature modifications induced by 100 nanoseconds PEFs of 10 ns at
10 Hz, measured by using Rhodamine B. A - Superposition of Rhodamine B measurements curves. B – Graph of the
increase of temperature as a function of the amplitude of the nsPEFs. Adapted from [515].

4.1.7 In vivo consequences of electropermeabilization

The monitoring of blood vessels by fluorescence macroscopy has been allowed by the implantation of a dorsal
window chamber in mice. The dorsal window chamber is biocompatible and is suitable for optical imaging (Fig.
4.8).
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Fig. 4.8 (a) Dorsal window chamber allowing an easy visualization of the microvasculature in animals. (b) White light
microscopy of an entire window. (c) Maximum intensity projection image of a fluorescence confocal z stack obtained us-
ing fluorescein Dextran (a fluorescent vascular contrast agent). Adapted from [516].

This set-up was used to investigate the vascular lock induced by the delivery of PEFs [517]. The vasoconstric-
tion inducing the vascular lock phenomenon was more pronounced for arterioles than for venules, and occurred
few seconds after the delivery of the electric pulses for both types of blood vessels. Deeper investigations of the
interactions between PEFs and blood vessels revealed that the vasculature surrounding the tumor was disrupted
by the EPN [464]. The dynamics of electropermeabilized subcutaneous blood vessels towards molecules of dif-
ferent sizes were assessed by in vivo fluorescence microscopy (Fig. 4.9). The authors demonstrated a transient
vascular permeability to the fluorescent dyes with a recovery time depending on the molecular weight of the
probed molecule.

Fig. 4.9 Illustration of the EP-induced vascular lock. Eight square wave electric pulses, amplitude 1300 V/cm, pulse
length 100 µs, repetition frequency 1 Hz were applied to mice. 20, 70 and 2000 kDa FITC-dextrans were intravenously
injected 20 s after EP. Doral window chamber were observed by fluorescence macroscopy and images were acquired imme-
diately (0 min), and 2, 4 and 6 min after fluorescent dextran injection. Adapted from [518].
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4.2 Confocal microscopy

4.2.1 Investigation of the effect of pulsed electric fields on the cytoskeleton

The damages on the cytoskeleton induced by the delivery of nanosecond electric pulses was first demonstrated
by epifluorescence microscopy [451]. The spatial resolution of epifluorescence microscopy was, however, not
sufficient to clearly demonstrate the disruption of the actin network of cells exposed to nsPEFs (Fig. 4.10). The
improvement of the spatial resolution thanks to confocal microscopy raised a non-negligible interest as it allows to
monitor accurately the interactions between PEFs and small units of the cytoskeleton such as the actin filaments.

Fig. 4.10 Cytoskeleton damage induced by nsPEF application. (A) shows a representative image of a typical unexposed
HeLa cell with an extensive actin network. (B) One minute post pulse cells still exhibit an extensive actin network but
with evidence of a ruffled outer cell membrane (arrowed). (C) Four minutes post pulse cells have become rounded with
the appearance of intensely stained actin spots (arrowed). Adapted from [451].

nsPEFs affect both the meshwork in the cell cortex close to the plasma membrane and the transvacuolar
bundles of the nuclear envelope. As shown in Fig. 4.11, the meshwork cortex is disrupted and disappears after
the delivery of nsPEFs and the actin bundles in the cell center detach. The detachment of actin bundles originates
from a contraction of these bundles. The kinetics of these two events seems to be similar [519].

Fig. 4.11 Response of actin filaments to an electric field pulse of 33 kV/cm and 10 ns in tobacco BY-2 cells expressing
the actin-binding domain of fimbrin in fusion with GFP. Time series of individual confocal planes in the cortex (upper
row) or the center (lower row) of the cell. Adapted from [519].

The disruption of actin was also noticed in CHO cells exposed to different nsPEFs [437]. Actin disruption
seems to be a damage of nsPEF on cells. Pakhomov et al. also noticed the disruption of the actin network after the
delivery of nsPEFs. The authors related this damage to cell swelling [520]. Recently, it has been demonstrated that
actin disruption induces PIP2 depletion which is related to cell swelling and blebbing [521]. The visualization
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of cytoskeleton damage due to nsPEFs would not have been possible without the confocal microscopy and its
improved spatial and temporal resolution. Finally, membrane repair of live cells is also affected by the delivery
of nsPEFs. Microtubule depolymerization in combination with lysosome migrations are key events implicated in
the membrane repair process [437].

4.2.2 Endocytosis and exocytosis

Confocal microscopy was used to demonstrate the involvement of the endocytic pathways in the electrotransfer
of plasmid DNA into cells [522]. Cytoskeleton is a key contributor in the endocytosis process. Thanks to its high
spatial resolution, confocal microscopy revealed the formation of actin patches at the plasma membrane around
5 minutes after the delivery of electric pulses. The patches of actin were colocalized with the aggregated DNA
plasmids at the plasma membrane. This process fits with the internalization kinetics of DNA plasmids into the
cell (Fig. 4.12).

Fig. 4.12 Visualization of the DNA/membrane interaction and the actin cytoskeleton in CHO cells after application of
an electric field. CHO cells transiently expressing the EGFP-actin protein were pulsed in the presence of POPO-3 la-
belled plasmid DNA with the following parameters: 10 pulses of 5 ms at 0.4 kV/cm and 1 Hz. The observations were
performed using confocal microscopy between 5 and 30 minutes after application of the electric field. (a,d,g,j) POPO-3
labeled DNA, (b,e,h,k) EGFP-actin protein expression, (c,f,i,l) merge of the two channels. The black arrow on the right
side indicates the direction of the electric field. Bar = 5 µm. CHO, Chinese hamster ovary; EGFP, enhanced green fluo-
rescence protein. Adapted from [523].

4.2.3 Electroporation of giant unilamellar vesicles

The critical question of pores creation into the lipid bilayer submitted to electric pulses was indirectly answered
by performing confocal fluorescence microscopy experiments on GUVs (Fig. 4.13). By applying a single nsPEF
to GUVs in the presence of fluorescent small interefering RNA (siRNA) labelled with fluorescein (FITC) in the
external medium, Breton et al. noticed not only the presence of the fluorescent siRNA inside the GUVs made of
1,2-Dioleoyl-sn-glycero-3-phosphocholine (DOPC)but also a dramatic increase in the siRNA-FITC fluorescence at
the level of the lipid bilayer. This dramatic increase has been related to the trapping of the siRNA into the lipid
bilayer which was associated with an increase in the fluorescence yield of the FITC moiety of the siRNA [343].
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Fig. 4.13 Representative confocal microscopy images highlighting the effect of a 10 ns electric pulse on DOPC GUVs la-
beled with 1 % DOPE–rhodamine lipids (red fluorescence; upper row) in the presence of FITC-labeled siRNA (green fluo-
rescence; bottom row). (A) DOPC vesicle in a glucose buffer. (B) DOPC vesicle in a glucose buffer with 500 nM siRNA.
(C–E) DOPC vesicle in a glucose buffer with 500 nM siRNA after a 10 ns pulse with a magnitude of respectively 2, 3.2,
or 5.8 kV/mm. Adapted from [343].

4.3 Multiphoton imaging

4.3.1 In vitro studies

The use of the multiphoton imaging technique for in vitro studies is based on a microscopy technique called
Second Harmonic Generation (SHG) implemented with a fluorescent dye targeting the plasma membrane.

For instance, the SHG signal from SynaptoredTM C2 incorporated into plasma membrane of neuron cells,
was significantly increased after EPN [524]. Fig. 4.14 shows that the SHG signal increase was higher close to the
cathode of the generator than to the anode.

Fig. 4.14 Images of hippocampal neurons labelled with SynaptoredTM C2, (a) backward two photon fluorescence be-
fore electroporation, (b) forward SHG before electroporation showing localization of the depolarized (cathodic) pole; (c)
backward TPF after electroporation of the same cells, (d) forward SHG after electroporation (same cells). (e) TPF sig-
nal after electroporation at the hyperpolarized pole. (f) Averaged SHG normalized to SHG when no pores are present,
at depolarized poles (red), hyperpolarized poles (blue), and border region (green), collected with a NA = 0.5 condenser.
Adapted from [524].
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The group of Beier coupled SHG microscopy with Di-4-ANEPPDHQ, a fluorescent dye specifically reporting
the transmembrane voltage, to monitor the impact of PEFs on Jurkat cells. The authors observed the modifications
in the SHG after the delivery of PEFs but the modifications were different from the ones observed in previous
studies. The SHG signal dropped by 50 % after the delivery of PEFs and the higher drop was noticed at the
anodic pole of the cells [525]. This might be due to the mechanisms of SHG signal generation by the different
fluorescent dyes used in the two studies. By changing the polarization of the beam from a linear polarization to
a circular polarization, Moen et al. significantly improved the homogeneity of the SHG signal on unpulsed cells
[526]. The dose effect relationship between the electric pulse parameters (i.e. electric field magnitude and pulse
duration) and the modifications in the SHG signal were investigated [527]. Finally, the authors compared the
impact on the SHG signal of bipolar or monopolar shape of the pulses (Fig. 4.15). As expected, the bipolar pulse
induced less modifications in the SHG drop than the monopolar pulses. The time-delay between the positive
and the negative pulse had to be around 10 µs in order to mimic SHG signal changes induced by an equivalent
monopolar exposure [527].

Fig. 4.15 Representative images of cell response. (A) – (C) Pseudocolor images illustrating the loss of SHG signal in
live Jurkat cells as result of a pulse exposure. Red pixels denote signal loss. (A) 300 ns monopolar exposure, (B) 300 ns
bipolar with a 10 ns refractory period exposure, and (C) 300 ns bipolar with a 10 µs refractory period exposure. Scale
bar is 3 µm. (D) – (F) The loss in SHG signal around each cell shown at the left. (G) – (I) Corresponding traces for each
nsPEF. From [527].

4.3.2 In vivo studies

The use of multiphoton imaging is rare in the case of in vivo studies on tissue electropermeabilized. One study
reported the use of multiphoton fluorescence imaging to monitor the vascular perfusion in human glioblastoma
xenografted on avian chorioallantoic membrane of quail eggs [528]. This study revealed the collapse of vascular
vessels and thus of the microenvironment of glioblastoma caused by a single 10 ns electric pulse. The diameter of
capillaries and large vessels was also altered by the nsPEF.

4.4 Total internal reflection fluorescence microscopy

TIRF microscopy allows to acquire detailed images with an in-depth resolution of only several nanometers. TIRF
microscopy has been used to investigate the electropores created on droplet interface bilayers [529, 530]. The flux
of potassium and calcium, which are non-permeant in the absence of electropores, were used as biomarkers of
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the presence of electropores in the droplet interface bilayers. Thanks to the geometry of the experimental setup,
the signal acquired by the TIRF microscope originated specifically from the bilayer interface. Fig. 4.16 shows
that the size of the electropores depends on the voltage across the bilayers. Sengel et al. observed fast (25 s-1)
and slow (2 s-1) components in the dynamics of electropore creations [529]. These results would not have been
obtained with classical epifluorescence microscopy because of the contribution of surrounding signals masking the
useful signal.

Fig. 4.16 Imaging multiple electropores. (a) Electropores increase in brightness (blue, and images) when applying the
potential shown in the upper panel (red). Each image is the mean of 150 frames (20 Hz acquisition) from the selected
region showing increasing size and brightness of the pore area as the applied potential becomes more negative. The corre-
sponding intensity profile is depicted in the lower panel (blue). Scale bar 10 µm. (b) Fluorescence-voltage (squares) and
current–voltage (triangles) response from electropores. Data is averaged over 13 measurements. (c) Image series from a
different data set than that in panel (a) showing the appearance of multiple pores as the applied potential is decreased.
Each image is an average of 100 frames (20 Hz acquisition). 30 pores are monitored simultaneously. Bilayers were es-
sentially unstable below 250 mV. Scale bar 5 µm. (d) The fluorescence profile of individual pores while applying step
potential shown in (a) shows pores appear at different times. From [530].

4.5 Super-resolution microscopy

Recently, the super resolution microscopy technique based on three dimensional structure illumination microscopy
, allowed to demonstrate the dynamics of the disruption of microtubules due to the delivery of nsPEFs (Fig. 4.17).
The authors demonstrated that nsPEFs induce the depolymerisation of microtubules which might be related to
cell swelling.
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Fig. 4.17 nsPEF application can cause microtubule buckling and depolymerisation. (a) A U87-tubulin-RFP cell im-
aged with wide-field fluorescence microscopy showing post-pulse buckling of a microtubule bundle, as indicated by the
arrows. Scale bar = 5µm (b) Top panel showing a U87 tubulin-mEmerald cell, imaged using 3D-SIM, demonstrating how
individual microtubules can buckle following the pulse (120s post pulse image) resulting in loss of the microtubule by de-
polymerisation (240s post pulse image), with a time point matched non-nsPEF treated control in the bottom panel. Scale
bars = 5µm. From [376].

4.6 Coherent Raman scattering microscopy

To our knowledge, there is only one publication using CARS microscopy to monitor the effects of electric field
pulses on giant lipid vesicles [531]. By acquiring images at 2845 cm-1, which corresponds to the vibrational
resonance of the aliphatic C-H bounds of phospholipids, the authors demonstrated the loss of lipids from GUVs
under an electric field (Fig. 4.18).

Fig. 4.18 Visualization by CARS microscopy of the EPN of a GUV. Images 1, 10, 20 and 30 of a time series acquired
during electropermeabilization with an interval between each image of 310 ms. Image size: 151.17 x 151 x 17 µm with a
resolution of 295 nm/pixel. White arrows indicate nanotubes shed from GUVs upon electropermeabilization. The black
arrow indicates the electric field direction. From [531].
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This research work was mainly focused on the investigation of the chemical damages induced by PEFs on
live cells thanks to biophotonics techniques: confocal Raman microspectroscopy and THz microscopy. To our
knowledge, these two optical techniques have never been used in the framework of the analysis of cell EPN. Thus,
it was required to go step-by-step and to make all the controls necessary in order to avoid false positive results.

Although cell EPN has been studied for decades, the underlying mechanisms of the interaction between PEFs
and the plasma membrane are not yet fully understood [532]. The creation of pores into the plasma membrane
induced by the delivery of electric pulses is still under debate in the community. Although molecular dynamics
studies have characterized the properties of these pores (size, lifetimes, creation and collapsing time), no direct
experimental visualization has been obtained on live cells. It is commonly admitted that the long-lasting EPN
is due to other mechanisms than only pore formation. A chemical modification of the plasma membrane is
one of the recent hypothesis proposed to explain the long-lasting electropermeabilization. Numerical model
studies demonstrated that the presence of peroxidized lipids into phospholipid bilayers decreases significantly the
impermeability of the membrane [357]. Compared to non-oxidized lipid, Peroxidized lipids present conformational
modifications which increase the area covered by each lipid and thus reduce the barrier capacity of the phospholipid
bilayer, towards water for instance [356]. The combination of PEFs and oxidative stress has a synergistic effect
on the level of permeabilization of Jurkat cells [359]. Using mass spectrometry, our group demonstrated the
peroxidation of lipids caused by the delivery of electric pulses on a GUV model [360]. An unpublished work by
our group suggests a new membrane impermeability rupture model suggesting that electroporation is the initiation
step of the peroxidation of the membrane, which is related to EPN [362].

The chemical damages of PEFs on live cells have not been directly investigated. Mass spectrometry analysis of
a whole cell is difficult due to the chemical complexity of the cell. Performing fluorescence microscopy experiments
by labelling and individually monitoring the chemical compounds of the cells would be time-consuming and limited
to a few chemical compounds. Thus, we sought to use confocal Raman microspectroscopy and THz microscopy
to quantify the chemical composition of live cells exposed to PEFs. Confocal Raman microspectroscopy and THz
microscopy can provide detailed information about the molecular composition of live cells in a non-invasive and
label-free manner [106, 108, 118].

I specifically focuses on 100 µs electric pulses which are the most common type of electric pulses used in the
clinics [472]. Confocal Raman microspectroscopy studies were foreseen to investigate step-by-step the interaction
between PEFs and live cells. As confocal Raman microspectroscopy and THz microscopy are new biophotonics
technique in the framework of cell EPN, it was also foreseen to compare these two biophotonics techniques with
fluorescence microscopy which is considered as the reference optical technique for monitoring cell EPN.

Finally, a side project of the EPN topic has been part of this doctorate. The laboratory UMR 8203 is part
of Gustave Roussy which is the first cancer centre in Europe. Based on the research and clinical work performed
on ECT, the laboratory has a strong collaboration history with the Gustave Roussy clinicians. In this framework
and following the work I have conducted on Raman microscopy, I have actively taken part in a clinical study
on the monitoring of skin toxicity induced in patients by targeted cancer therapies by means of confocal Raman
microspectroscopy.
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6.1 Demonstration of the Protein Involvement in Cell Electro-
permeabilization using Confocal Raman Microspectroscopy
(article #1)

Previous works done by our group have demonstrated thanks to mass spectrometry that PEFs induce chemical
damages on GUVs. In this framework, the potential chemical damages induced by the delivery of PEFs on live
cells were investigated thanks to confocal Raman microspectroscopy. To our knowledge, this study is the first
experimental investigation of the effect of permeabilizing electric pulses on the Raman signatures of live cells.
Thus, the experiments have been designed in order to explore the evolution of the Raman signature without
any background information. The Raman signatures of haMSC cells exposed or not to permeabilizing electric
pulses were recorded at two different cell locations (i.e. cytoplasm and nucleus) and at two different vibrational
frequency regions (FP: 600 – 1800 cm-1 and HWN: 2800 - 3100 cm-1). In this study, 8 electric pulses of 100 µs
duration at 1000 V/cm magnitude and 1 Hz repetition rate have been delivered in order to electropermeabilize
haMSC cells. The electric pulse parameters were chosen in order to be similar to the electric pulse parameters
used in the clinics.Our results revealed the modification of Raman bands related to proteins in living cells exposed
to PEFs.

This work has been done in tight collaboration with the laboratory MEDyC (UMR 7369, CNRS, university
of Reims Champagne-Ardenne) headed by Pr. Olivier Piot. The Raman and fluorescence experiments have been
performed, respectively, at MEDyC and UMR 8203. The results of this work have been published in Scientific
Reports in January 2017.
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Demonstration of the 
Protein Involvement in Cell 
Electropermeabilization using 
Confocal Raman Microspectroscopy
Antoine Azan1, Valérie Untereiner2,3, Cyril Gobinet2, Ganesh D. Sockalingum2, Marie Breton1, 
Olivier Piot2,3 & Lluis M. Mir1

Confocal Raman microspectroscopy was used to study the interaction between pulsed electric fields and 
live cells from a molecular point of view in a non-invasive and label-free manner. Raman signatures of live 
human adipose-derived mesenchymal stem cells exposed or not to pulsed electric fields (8 pulses,  
1 000 V/cm, 100 μs, 1 Hz) were acquired at two cellular locations (nucleus and cytoplasm) and two 
spectral bands (600–1 800 cm−1 and 2 800–3 100 cm−1). Vibrational modes of proteins (phenylalanine and 
amide I) and lipids were found to be modified by the electropermeabilization process with a statistically 
significant difference. The relative magnitude of four phenylalanine peaks decreased in the spectra of 
the pulsed group. On the contrary, the relative magnitude of the amide I band at 1658 cm−1 increased by 
40% when comparing pulsed and control group. No difference was found between the control and the 
pulsed group in the high wavenumber spectral band. Our results reveal the modification of proteins in 
living cells exposed to pulsed electric fields by means of confocal Raman microspectroscopy.

Electropermeabilization1,2 (EPN), also known as electroporation, is the destabilisation of the plasma membrane 
of biological cells caused by intense pulsed electric fields. This destabilisation induces a strong increase in the 
permeability of the cell membrane, allowing an uptake of external non-permeant molecules by the treated cells. 
Electrochemotherapy3 is one of the major medical applications of cell EPN. It consists in the combination of 
tumor cells EPN with a chemotherapy (bleomycin or cisplatin) in order to increase the anticancer drug efficiency 
by a factor ranging from 100 to 1000 depending on the drug. Gene electrotransfer4,5 is another medical applica-
tion of the EPN that allows the efficient delivery of plasmid DNA into the cells in vitro and in vivo.

Because of the complexity of the cell membrane, the underlying mechanisms of EPN are not yet fully under-
stood6. It is well established that the electric field induces a transmembrane potential that adds to the resting 
transmembrane potential of the cell7. The membrane permeabilization is triggered as soon as this total transmem-
brane potential surpasses a certain threshold, which depends on the cell type8. Numerical modelling9 has shown 
that the forces induced by the electric field are able to create aqueous pores in the phospholipid bilayer. Although 
the pores have not been directly visualized in cell membrane10,11, a computational and experimental study12 has 
demonstrated that siRNA can penetrate into a lipid membrane through the pores created by the intense electric 
field. Pulsed electric fields are also known to be able to permeabilize the cells for tens of minutes after the deliv-
ery of the electric shock13 meaning that long term effects are also induced by the EPN process. Atomic Force 
Microscopy (AFM) performed after the delivery of pulsed electric fields revealed that the membrane elasticity 
decreased by 40% in live cells14. We have shown, by mass spectrometry analysis, that pulsed electric fields initiate 
chemical reactions at the level of the phospholipids in simple membrane models15. Moreover, it has been demon-
strated that the presence of modified phospholipids affect the impermeability of the cell membrane16,17. Therefore, 
we investigated the potential chemical modifications of cells exposed to pulsed electric fields by confocal Raman 
microspectroscopy of live cells.
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Raman spectroscopy18,19 is a non-invasive and label-free optical technique that provides detailed information 
on the molecular composition of the sample. Raman spectroscopy is based on the Raman effect20 which consists 
in an inelastic scattering of light. When a laser beam interacts with a sample, the spectral composition of the 
scattered light is related to the molecular composition of the sample. This technique has been widely used on 
biological samples to characterize cells21, stem cells differentiation22,23, drug delivery systems24 or to discriminate 
normal tissues from cancer tissues25.

In this study, we have used confocal Raman microspectroscopy to investigate the effect of pulsed electric fields 
on living cells by comparing the Raman signatures of control and pulsed human adipose-derived Mesenchymal 
Stem Cells (haMSC). These multipotent adult stem cells are widely used as in vitro models26,27. Their large size 
and fibroblast-like aspect allows an easy access to the cytoplasmic area far away from the nucleus. Moreover, our 
laboratory has a strong background on the EPN of haMSC28,29. The acquisition of the Raman signature of living 
haMSC was performed for two different spectral ranges and in two different Regions Of Interest (ROI), namely 
the nucleus and a “cytosolic” nucleus-free area facing the cathode of the generator. The choice of the second ROI 
was based on fluorescence microscopy in vitro studies8,30 that demonstrated that the strongest effect of pulsed 
electric fields on the plasma membrane occurred close to the cathode.

Results
Fluorescence microscopy of electropermeabilized cells. Cells were exposed or not to electric pulses 
(8 pulses, 100 μ s, 1 000 V/cm and 1 Hz) in the presence of Yo-Pro-1 fluorescent dye. Figure 1 shows that the flu-
orescence intensity of the Yo-Pro-1 into inside the cells increased by a factor around 3 between the control group 
and the pulsed group. This result confirms that haMSC cells have been permeabilized under the condition used 
for the Raman experiments.

Micro-Raman analysis of single live cells. Spectra were acquired at about 12 adjacent positions either 
in the nucleus area, termed “Nucleus” ROI, or in the “cathodic” part of the cytoplasm, termed “Cathode” ROI 
(Supplemental Figure S1) for two classical spectral ranges, the FingerPrint (FP) band and the High Wave Number 
(HWN) band. Figure 2 shows the two mean spectra and the difference spectrum between the pulsed and the con-
trol groups for four conditions (“Cathode, FP”, “Nucleus, FP”, “Cathode, HWN” and “Nucleus, HWN”).

As expected31, the mean spectrum acquired in the nucleus ROI presents a strong contribution of the DNA/
RNA vibrational modes. Among them, the peaks around 783–790 cm−1 attributed to the O-P-O backbone 

Figure 1. Bright-field and fluorescence microscopy images of control and pulsed haMSC cells. (A) – Bright-
field images, (B) – Yo-Pro-1 fluorescence images, (C) – Combined images, (D) –Yo-Pro-1 fluorescence intensity 
into cells. Scale bar: 50 μ m. The pulse conditions are 8 pulses, 100 μ s, 1 000 V/cm and 1 Hz. The exposure time 
for fluorescence images was fixed to 200 ms. Images were taken 10 minutes after the delivery of pulsed electric 
fields. Student’s t-test: ****p-value ≤  0.01%.

6.1 Demonstration of the Protein Involvement in Cell Electropermeabilization using Confocal Raman
Microspectroscopy (article #1) 101
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stretching of DNA/RNA were observed. The contribution of adenine bands (A) was noteworthy at 1303 and 
1425 cm−1. The peak at 1425 cm−1 was also attributed to the nucleic acids guanine (G) contribution. Protein bands 
were also present with C-C and C-N stretching modes at 1128 cm−1, the phenylalanine (Phe) ring breathing 
mode at 1003 cm−1, and the amide I band (Am I) at 1658 cm−1. The “Cathode spectra” were mainly composed of 
proteins and lipids signatures. In the amide I band, the maximum intensity at 1658 cm−1 suggests a predominant 
α -helix conformation of the proteins32. Relatively, the contribution of the phenylalanine peak at 1003 cm−1 was 
higher in the Cathode ROI than in the Nucleus ROI. A tentative band assignment for the haMSC cells spectra 
based on litterature31,33–35 is summarized in the Supplementary Information (SI).

Figure 2 shows that the strongest differences between the mean normalized spectrum of the two groups 
(i.e., control and pulsed) were observed for the “Cathode, FP” condition. Based on the differential spectrum of 
the “Cathode, FP” condition, seven discriminant bands were identified: 621, 1003, 1033, 1342, 1448, 1607 and 
1658 cm−1 respectively labelled “Phe α ”, “Phe β ”, “Phe Δ ”, “CH α ”, “CH β ”, “Phe λ ” and “Am I”. As reported in 
the SI, four discriminant peaks belong to the phenylalanine vibrational modes: 621, 1003, 1033, and 1607 cm−1. 
The 1342 and 1448 cm−1 peaks are related to the CH deformation of proteins and lipids, while the 1658 cm−1 is 
assigned to the amide I vibrational mode (C= O stretch). Consistently, the relative magnitude of the four peaks 
attributed to phenylalanine are decreased when comparing the pulsed group to the control group. No wave-
number shift of the discriminant peaks of phenylalanine was noticed. Thus, we can conclude that the relative 
concentration of the phenylalanine molecules in the cell decreased or/and that the environment of the pheny-
lalanine molecules was modified after the application of pulsed electric fields. The axial resolution of confocal 
Raman microspectroscopy did not allow to discriminate the signal contribution from the plasma membrane or 
from other cellular organelles. But because of its hydrophobic properties, phenylalanine is known to be present 
in the plasma membrane and to be part of many transmembrane domains36. Based on our experience concern-
ing the chemical modifications of phospholipids in the plasma membrane after the delivery of pulsed electric 
fields, we cannot exclude that chemical modifications of the phenylalanine may be triggered by the EPN process. 
Our results in the “Cathode, FP” condition show that the relative magnitude of the amide I peak at 1658 cm−1 
is increased of 40% in the pulsed group with respect to the control group. The amide I band is involved in the 
peptide bond between consecutive amino acids in the primary structure of proteins. Maiti et al. demonstrated 

Figure 2. Mean normalized Raman signatures of pulsed and control haMSC cells. The differential spectrum 
(pulsed group minus control group) is also displayed. For more clarity, differential spectra are displayed with 
vertical offset. The black arrows indicate the discriminant peaks in the “Cathode, FP” and “Nucleus, FP” 
conditions. The pulse conditions are 8 pulses, 100 μ s, 1 000 V/cm and 1 Hz.
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that the 1658 cm−1 peak is related to the unfolded state of proteins37. Recent numerical models have shown that 
pulsed electric fields can alter the folding of membrane proteins38. The evolution of the amide I band may be 
directly related to the structural modifications of proteins and especially to their folding state. The magnitude of 
the two vibrational bands attributed to CH deformation (1342 and 1448 cm−1) is decreased in the pulsed group 
compared to the control group. These two vibrational modes are both related to proteins and lipids. This confirms 
previous results indicating an alteration of lipids in membrane models15. Small differences were also noticed 
around 800 cm−1 but remained difficult to attribute to specific bands due to the complex number of vibrational 
frequencies overlapping in this region. Moreover, the relative differences in these bands were close to the standard 
deviation of the data set.

For the “Nucleus, FP” condition, the differences were smaller than for the “Cathode, FP” condition. Six discri-
minant peaks were identified: 1303, 1319, 1342, 1425, 1448 and 1658 cm−1 respectively labelled “A”, “CH Δ ”, “CH 
α ”, “A, G”, “CH β ” and “Am I”. The 1303 and 1425 cm−1 peaks belong to the vibrational modes of DNA/RNA. The 
relative magnitudes of these two vibrational modes attributed to DNA/RNA are decreased in the pulsed cells spec-
tra with respect to the control cells spectra. It is well established that the EPN process induces the generation of 
Reactive-Oxygen Species (ROS)39,40. ROS are known to induce strong DNA damages41. Moreover, Poplineau et al.  
demonstrated that confocal Raman microspectroscopy is able to detect modifications of DNA in living cells42. 
The decrease of the DNA vibrational peaks observed in the pulsed is consistent with the present literature. The 
1319, 1342 and 1448 cm−1 peaks are related to the CH deformation of proteins and lipids. Consistently, the mag-
nitude of the three peaks related to CH vibrational modes are decreased when comparing the pulsed group to the 
control group. The amide I band relative magnitude is increased between the pulsed and control groups. As for 
the “Cathode, FP” condition, this may be associated to the structural modification of proteins induced by pulsed 
electric fields. Among these six discriminant peaks of the “Nucleus, FP” condition, three of them (1342, 1448 
and 1658 cm−1) shared the same evolution in the “Cathode, FP” condition and “Nucleus, FP” condition when 
comparing the control group and the pulsed group. The modification of the magnitude of CH and amide I bands 
confirms the strong impact of EPN on the structure of proteins in different cellular organelles.

Contrary to the data in the FP region, the results of HWN region results did not present any obvious difference 
between the two groups and no clear pattern was observed. Hence, the vibrational modes related to the HWN did 
not seem to be modified between the control and pulsed groups. The HWN region is mainly composed of CH2 
and CH3 stretching vibrational modes of lipids43. The absence of modification in this region would indicate that 
the lipids were not affected by the pulsed electric fields. Unfortunately, the in-depth resolution of confocal Raman 
microspectroscopy does not allow to discriminate the signal contribution of the lipids of the plasma membrane 
from the contribution of the lipids of any cell organelle. Therefore, we cannot exclude that the lipids of the plasma 
membrane were affected by the pulsed electric fields. Performing the same experiments with a membrane model, 
Giant Unilamellar Vesicles (GUV), which is a lipid bilayer with a size similar to that of cells44, would allow to 
focus only on the interaction between pulsed electric fields and a lipid bilayer. Acquiring the Raman signatures of 
GUVs has already been done with a similar confocal Raman microspectroscope45. The acquisition of the Raman 
spectra in the HWN region was also used to monitor the transmembrane potential of cells46,47. These previous 
studies have demonstrated that the intensity ratio of the 2930 cm−1 peak on the 2850 cm−1 peak is related to the 
transmembrane potential. By calculating this ratio for the “Cathode, HWN” data set, no statistically significant 
difference appeared between pulsed and control group (data not shown).

Based on this first results, we have investigated the variability and statistical difference of the discriminant 
peaks identified in the “Cathode, FP” and the “Nucleus, FP” conditions.

As shown in the “Cathode, FP” panel of Fig. 3 corresponding to the Cathode spectra, the relative magnitude 
of the four peaks attributed to the phenylalanine amino-acid (i.e., 621, 1003, 1033 and 1607 cm−1) is decreased 
by 30% in the pulsed group versus the control group. Among these four peaks, three of them (621, 1003 and 
1033 cm−1) showed statistically significant differences between the two groups, supporting the hypothesis of an 
important effect of pulsed electric fields on the phenylalanine. The 1607 cm−1 peak does not show any statistical 
difference between the two groups. This might be explained by the fact that the 1607 cm−1 peak is also attributed 
to the tryptophan amino-acid which might not be affected by the pulsed electric fields as suggested by the other 
vibrational modes specific to the tryptophan (762 cm−1). The relative magnitude of the amide I band at 1658 cm−1 
is increased with a statistically significant difference in the pulsed group with respect to the control group. For the 
CH vibrational modes at 1342 and 1448 cm−1, a decrease of 15% is observed when comparing the pulsed group to 
the control group. This difference is statistically significant for the 1342 cm−1 peak but not for the 1448 cm−1 peak 
because of the larger standard deviation due to the predominance of the CH2 bending mode of lipids.

For the “Nucleus, FP” condition (Fig. 3), the differences between the two groups were smaller but more statis-
tically significant, than for the “Cathode, FP” condition. All the bands related to CH and CH2 bonds (1319, 1342 
and 1448 cm−1) are decreased by about 20% in the pulsed group with respect to the control group, with a p-value 
lower than 0.01%. The peaks attributed to DNA/RNA, labeled “A”, and “A, G”, both decreased in the pulsed group 
compared to the control group. Among the six discriminant peaks identified, the evolution of three of these 
peaks, 1342, 1448 and 1658 cm−1, are similar to that of the “Cathode, FP” analysis but with different p-values. 
These three peaks are all related to proteins, thus demonstrating that pulsed electric fields strongly affect the pro-
teins present in different cellular compartments.

Multivariable analysis. In order to confirm these quantitative results, an unsupervised multivariable anal-
ysis, Principal Component Analysis (PCA)48, was performed for the four different conditions: “Cathode, FP”, 
“Nucleus, FP”, “Cathode, HWN” and “Nucleus, HWN” (Table 1).

Based on the two selective criteria described in the Materials and Methods section (p-value <  5% and at least 
5% of the total variance supported by the selected Principal Components (PCs)), only one PC have been selected 
for the “Cathode, FP” condition and for the “Nucleus, FP” condition. In the HWN region, none of the PCs fulfills 
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the two criteria. This confirms our previous result demonstrating that the HWN region is not a suitable spectral 
band to detect any difference in the Raman signature between control cells and pulsed cells. In the case of the 
“Cathode, FP” condition, the PC1 was selected and accounts for 52.7% of the total variance. PC2 was selected in 
the “Nucleus, FP” analysis and accounts for 15.3% of the total variance (Fig. 4). This underlines that, for the FP 
region, the differences between the two groups are stronger in the Cathode ROI than in the Nucleus ROI.

Considering the “Cathode, FP” condition presented in Fig. 4, the selected PC (PC1) obviously shares similar 
patterns to those of the differential spectrum displayed in Fig. 3. The discriminant peaks identified in the differen-
tial spectrum of Fig. 2 are reported with the same labels in Fig. 4. The phenylalanine peaks at 621, 1003 1033 cm−1 
and around 1200 cm−1 contribute to this PC1. The phenylalanine peak at 1003 cm−1 is again predominant. Others 
peaks such as 1658, 1607 1448, 1200 and 800 cm−1 are both part of PC1 and of the differential spectrum and share 
similar relative magnitudes. For this “Cathode, FP” analysis, the correlation coefficient between PC1 and the 
differential spectrum is equal to 98.6%. When considering the PC1 score (Fig. 4), the difference between the two 
groups is statistically significant with a p-value lower than 0.1% which means that PC1 seems to be an accurate 
biomarker of the differences in the Raman signature between pulsed and control haMSC cells.

For the “Nucleus, FP” analysis (Fig. 5), the selected PC (PC2) displays also a pattern similar to the differential 
spectrum of Fig. 3. The selected PC shows the typical pattern of the shift of the 1003 cm−1 peak. The bands at 1303, 
1319, 1342, 1425, 1448 and 1658 cm−1 are part of both PC2 and the differential spectrum. The relative magnitude 
of these common bands differs between the two spectra. In PC2, the multiple peaks between 1150 and 1200 cm−1 
remains difficult to attribute and do not fit with the band assignments reported in the literature. This might be due 
to the high number of vibrational modes overlapping in this region. The difference between the scores of PC2 of 
the two groups are statistically significant with a p-value lower than 0.01% (Fig. 5). This confirms our previous 
analysis showing that the differences in the “Nucleus, FP” condition between the two groups are smaller than in 
the “Cathode, FP analysis”, but that these differences are statistically more significant.

Discussion
For the first time, the Raman signatures of living cells submitted to intense pulsed electric fields have been inves-
tigated. Our results show that the Raman signature of cells in the FP band is strongly modified by the EPN 
process. This modification depends on the ROI investigated. For the Cathode ROI, the vibrational modes of 

Figure 3. Relative peak magnitude of the discriminant peaks identified of “Cathode, FP” and “Nucleus, 
FP” conditions. The common bands in the two conditions are underlined with specific color. The p-values 
between the two groups are displayed. The pulse conditions are 8 pulses, 100 μ s, 1 000 V/cm and 1 Hz. 
Student’s t-test: ns (non-statically significant): p-value >  5%, p-value ≤  5%, **p-value ≤  1%, ***p-value ≤  0.1%, 
****p-value ≤  0.01%.

PC

Cathode, FP Nucleus, FP Cathode, HWN Nucleus, HWN

Variance 
(%)

p-value 
(%)

Variance 
(%)

p-value 
(%)

Variance 
(%)

p-value 
(%)

Variance 
(%)

p-value 
(%)

1 52.7 <0.1 61.6 6 84.1 40 82.2 22

2 24.5 49 15.3 <0.01 7.9 74 n/a n/a

3 11.7 68 11.2 14 n/a n/a n/a n/a

4 n/a n/a n/a n/a n/a n/a n/a n/a

5 n/a n/a n/a n/a n/a n/a n/a n/a

Table 1.  Comparison of PCA results for the conditions: “Cathode, FP”, “Nucleus, FP”, “Cathode, HWN” 
and “Nucleus, HWN”. The PCs supporting a total variance percentage lower than 5% are indicated as not 
applicable (n/a). The p-value is calculated based on the Student’s t-test. The PCs fulfilling the two selective 
criteria (i.e., total variance > 5% and p-value ≤  5%) are indicated in bold.
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phenylalanine, CH chemical bonds of proteins and lipids, as well as amide I are affected by the pulsed electric 
fields. Peak magnitude analysis demonstrates that the differences between the two groups (control and pulsed) 
are statistically significant. In the Nucleus ROI, vibrational modes of DNA/RNA, amide I and CH/CH2 bonds of 
proteins and lipids are impacted by the delivery of pulsed electric fields. Acquisition of Raman signature of con-
trol and pulsed cells in the HWN spectral band does not show any significant differences. A multivariable analysis 
by PCA confirmed these results.

This study provides new information at a molecular level on the effect of pulsed electric fields on living cells. 
This study has revealed significant modifications of phenylalanine and amide I which are directly involved in the 
protein composition and structure. After the demonstration of the effect of pulsed electric fields on phospholipids 
using a simple membrane model15, our present results show, in a non-invasive and label-free way, that proteins of 
live cells are also affected by the pulsed electric fields. The axial resolution of confocal Raman microspectroscopy 
does not allow to discriminate the contribution to the signal coming from the plasma membrane or from other 
cellular organelles. Acquiring the Raman signature of GUVs and of various ROI of cells, such as the pseudopodia, 
will allow to investigate deeper the origin of the signal.

Methods
Experimental design. Cells were exposed or not to pulsed electric fields (8 pulses, 100 μs, 1 000 V/cm and 1 Hz).  
Control cells underwent sham exposures. The Raman signatures of cells were acquired just after the exposition 
to pulsed electric fields. Each recorded spectrum was labelled as “control” or “pulsed” based on the delivery or 
not of pulsed electric fields. In a first experiment, the Raman signature of cells was acquired at a specific ROI and 

Figure 4. PCA results for the “Cathode, FP” condition. The percentage of variance supported by the selected 
PC is indicated in brackets. The discriminant peaks identified in Fig. 2 are reported with the same labels on the 
loading of the selected PC (left). In the score plot, the p-value between the two groups is lower than 0.1% (right). 
The pulse conditions are 8 pulses, 100 μ s, 1 000 V/cm and 1 Hz.

Figure 5. PCA results for the “Nucleus, FP” condition. The percentage of variance supported by the selected 
PC is indicated in brackets. The discriminant peaks identified in Fig. 2 are reported with the same labels on 
the loading of the selected PC (left). In the score plot, the p-value between the two groups is lower than 0.01% 
(right). The pulse conditions are 8 pulses, 100 μ s, 1 000 V/cm and 1 Hz.
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spectral band. The first ROI investigated was an area of the cell between the nucleus and the edge of the cell facing 
the cathode of the pulse generator (termed here “Cathode”). In another experiment, the Raman signatures at the 
nuclear compartment of the cells were acquired. Since at this ROI, the nucleus occupies most of the volume, the 
corresponding Raman spectra were termed “Nucleus”. The differences in the Raman signature between control 
and pulsed cells were investigated in the FP region (600–1800 cm−1) and the HWN region (2600–3100 cm−1) 
for the two specific ROIs (Cathode and Nucleus). In order to limit as much as possible the membrane resealing 
process following the pulsed electric fields, every experiment was performed at 4 °C, which is known to block 
the endocytic membrane trafficking49,50 and causes a “rigidification” of the membrane51. It has also been demon-
strated that cells can be maintained permeabilized for hours at 4 °C without affecting the cell viability52. In total, 
the Raman signatures of cells were acquired in four different conditions (two ROIs: Cathode and Nucleus and two 
spectral regions: FP and HWN). Figure 6 summarizes the experimental design.

Cell culture. haMSC cells were grown in Dulbecco’s Modified Eagle Medium – DMEM - (Life Technologies, 
Cergy-Pontoise, France) with 10% fetal bovine serum (Life Technologies) and 1% of penicillin-streptomycin (Life 
Technologies). The cells were maintained in a humidified atmosphere at 37 °C and 5% CO2. For the experiment 
conducted under the confocal Raman microspectroscope, the cells were plated at 5 000 cells/cm2 in a 35 mm Petri 
dish (Thermo Fisher Scientific, Illkirch, France) in which a CaF2 window (Crystran, Poole, United Kingdom) 
was placed at the bottom of the Petri dish before adding the cells. CaF2 was chosen because it has been recently 
proven that a CaF2 substrate and a 532 nm laser source is the best combination to acquire Raman signatures of 
living cells with an optimal quality53. After the cells attached to the CaF2 window, they were incubated overnight 
before performing the experiments. No morphological changes were noticed in the cells cultured on this specific 
substrate. It has been demonstrated previously that CaF2 windows are compatible with live cell studies54. For this 
study, haMSC cells were from passage 8 to 11.

Pulse generator and pulses condition. A commercially available generator (Cliniporator, IGEA, Italy) 
was used to treat the cells. The pulse conditions were 8 pulses of 100 μ s at a magnitude of 1 000 V/cm and a 
frequency rate of 1 Hz. To deliver the electric pulses on attached cells, a homemade system of electrodes was 
used. It consisted of two stainless steel plate electrodes and a specific cover that matched with the diameter of 
the Petri dish. The cover has two slots designed to space the two plate electrodes by 4 mm. When the cover was 
placed on the Petri dish, the plate electrodes were dropped on the CaF2 window through the slots which fixed the 
distance between the two parallel plates. The plate electrodes were connected to the Cliniporator with alligator 
clips. Before delivering the pulsed electric fields, the cell culture medium was removed and replaced by a saline 
solution pre-cooled at 4 °C (B. Braun, Boulogne-Billancourt, France) after washing twice with phosphate-buffered 
saline. The saline solution, which is a solution of NaCl at 154 mM, was selected as a cell solution because of its low 
Raman signature and its compatibility with biological cells. No heating effect, pH change or bubble formation 
have been noticed after the delivery of pulsed electric fields.

Fluorescence Microscopy. The achievement of cell EPN under strictly the same experimental condition 
as Raman experiments (5 000 cells/cm2 platted overnight on CaF2 substrate in 35 mm Petri dish, saline solu-
tion maintained at 4 °C, 8 electric pulses of 100 μ s duration at a frequency of 1 Hz, magnitude of the electric 
field of 1 000 V/cm) was checked by fluorescence microscopy55. Yo-Pro-1, with λ excitation =  491 nm and λ emis-
sion =  509 nm, (Life technologies) is a non-permeant intercalating fluorescence dye commonly used to check cell 

Figure 6. Experimental design for the characterization of control and pulsed haMSC cells by confocal 
Raman microspectroscopy. The pulse conditions are 8 pulses, 100 μ s, 1 000 V/cm and 1 Hz. A 532 nm 
continuous wave laser of 20 mW is focused on the haMSC cells through a 100 X water immersion objective. In 
the FP spectral band, the exposure time is fixed to 2 accumulation of 30 seconds. In the HWN spectral band, the 
exposure time tis fixed to 2 accumulation of 10 seconds. This schematic is adapted from Servier Medical Art.
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permeabilization55,56. The level of Yo-Pro-1 fluorescence strongly increases when the dye reaches the nucleus. 
haMSC cells were platted overnight on a CaF2 substrate. Before delivering the pulsed electric field, Yo-Pro-1 was 
added to the saline solution at a final concentration of 1 μ M. Images were acquired with an Observer Z1 inverted 
microscope (Zeiss, Marly-le-Roi, France) with a LED-based illumination system (Mightex, Toronto, Canada). The 
LEDs were supplied by a specific power supply system combining three devices (2651 A, 3706AS and 3721) from 
Keithley (Les Ulis France). Images were acquired with an exposure time fixed to 200 ms for the green channel and 
40 ms for the bright-field channel. The lookup table was the same for all the images shown. For the pulsed group, 
images were acquired 10 minutes after the delivery of pulsed electric fields. In order to quantify the mean level 
of fluorescence, each cell was isolated on the bright field images. The mean fluorescence per cell was determined 
with the Zen Blue 2 Zeiss software. The statistical difference between the two groups (control and pulsed) was 
calculated by Student’s t-test.

Raman Measurements. A confocal Raman microspectrometer LabRam ARAMIS (Horiba Jobin Yvon, 
Villeneuve d’Ascq, France) coupled with an upright Olympus microscope BX 41 (Olympus, Rungis, France) 
was used to acquire the Raman spectra of living cells. A 100 X water immersion objective (LUMPLFL 100X/W, 
Olympus, Rungis, France) was used to focus the laser on the sample and to collect the Raman scattered light. The 
power of the 532 nm continuous wave laser was around 20 mW at the sample. Similar lasers have been used to 
acquire the Raman signature of live cells without inducing any phototoxicity57–59. The illumination system provided 
a lateral resolution of 1 μ m. The axial resolution was about 7 μ m. A 1200 lines/mm diffraction grating was used. 
It provided a spectral resolution of 1.29 cm−1. By rotating the diffraction grating, the FP region (600–1800 cm−1)  
and the HWN region (2600–3100 cm−1) were accessible. The sample was placed on an XY piezoelectric stage to 
investigate various locations.

Prior to any measurement, the confocal Raman microspectroscope was calibrated with a Silicon sample using 
the 519 cm−1 band and the laser power was checked. The acquisition time was fixed to two accumulations of 
30 seconds (60 seconds in total) for the FP region and two accumulations of 10 seconds (20 seconds in total) for 
the HWN region. During each session, the Raman signatures of three to five cells were measured. The measure-
ments were performed consecutively cell by cell with about 10 spots per cell. Due to the laser spot size of 1 μ m, 
the minimum step size was fixed to 2.5 μ m in order to avoid any overlapping. Figure S1 displays representative 
examples of acquisition spots in the living haMSC in the 2 ROIs. No specific cell orientation to the electric field 
was selected. During the Raman measurements, cells were maintained at 4 °C by the T95 temperature controller 
(Linkam Scientific Instrument Ltd, Tadworth, UK). Each measurement session lasted one hour maximum. The 
cells showed no morphological changes during that time period. At the end of the experiment, a Trypan blue test 
was performed and remained negative, showing that the cells were still alive after one hour under the confocal 
Raman microspectroscope. No time effect was noticed in the spectral data set, meaning that the first recorded 
Raman spectrum is similar to the last one, after one hour of Raman signal acquisition.

The confocal Raman microspectroscope was controlled by the LabSpec 5 software (Horiba, Villeneuve d’Ascq, 
France). Each experiment was independently repeated three times. The Raman signature of the saline solution 
was acquired in order to be able to remove this interference signal from the measured spectra. In total, 1 318 spec-
tra were collected, attributed to 134 cells. Table 2 details the number of cells per condition. The exposure time in 
the HWN region is lower than for the FP region. Thus, more cells were investigated in the HWN region than in 
the FP region within the one-hour duration of the experiment.

Raman data pre-processing and processing. First of all, each spectrum with a Signal-to-Noise Ratio 
(SNR) lower than 10 was discarded from the dataset. SNR was calculated on the measured spectra using equation 
(1):

=
∗
∗

SNR S G
N G (1)

where S is the magnitude of the peak at 1003 cm−1, N is the total magnitude of the signal at 1003 cm−1 minus the 
CCD offset and G is the gain of the CCD detector. Less than 5% of the total data set was removed.

Data pre-processing consisted in four steps: Savitsky-Golay smoothing (12 points, 2nd order polynomial)60, 
removing of the saline solution signal, baseline subtraction (8th order polynomial for the FP region, 2nd order 
polynomial for the HWN region) and normalization by Standard Normal Variance (SNV) method61. Each cell 
was represented by the mean of all its normalized spectra.

For the two groups (control and pulsed), the mean normalized spectrum was calculated. The difference spec-
trum between the two groups (pulsed group minus control group) was also determined. Based on the difference 

Number of cells characterized

Control group Pulsed group

FP
Cathode 13 12

Nucleus 12 15

HWN
Cathode 17 22

Nucleus 23 20

Table 2.  Number of cells characterized by confocal Raman microspectroscopy per condition.
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spectrum, discriminant peaks were identified. Student’s t-tests were performed to evaluate the statistical differ-
ences between the two groups in the normalized Raman intensity of these discriminant peaks.

Multivariate analyses were performed to quantify the effect of pulsed electric fields on the Raman spectrum 
of the cells. After mean-centering the data set, PCA was performed on the control and pulsed groups. The PC 
selection was based on two quantitative criteria that had to be fulfilled. The variance supported by the PC had to 
be higher than 5% of the total variance of the data set. Otherwise, the risk to take into account a PC attributed to 
noise variance was non-negligible. Also, the scores of the PC for the two groups had to be statically significant 
(Student’s t-test, p-value <  0.05) in order to consider that this PC was statistically linked to EPN. This data pro-
cessing was applied for the four conditions (i.e., “Cathode, FP”, “Nucleus, FP”, “Cathode, HWN” and “Nucleus, 
HWN”). All data processing and data analysis were performed under MATLAB v2009b (MathWorks, Meudon, 
France).
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Figure S1: Representative example of acquisition spots in living haMSC in A – Cathode ROI, B – Nucleus 

ROI. The green dots represent the spots where the Raman signatures were acquired. 

 

  

110 Chapter 6



Table 1: Tentative Raman band assignment of haMSC cells. Abbreviations: A: Adenine, G: Guanine, T: 

Thymine, C: Cytosine, U: Uracil, Phe: Phenylalanine, Tyr: Tyrosine, Trp: Tryptophan, str: stretching; def: 

deformation, bend: bending, sym: symmetric, asym 
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6.2 Comprehensive Characterization of the Interaction between
Pulsed Electric Fields and Live Cells by Confocal Raman
Microspectroscopy (article #2)

In the first publication, we demonstrated that PEFs induce major biochemical modifications of live cells, especially
on proteins. It is well known that the effects of PEFs are not homogeneously distributed on the cell. Thus, the
Raman signatures of control and pulsed haMSC cells have been acquired at different cellular positions around the
nucleus in order to monitor the spatial distribution of the electro-induced biochemical modifications. Since it was
known that the permeabilization level is highly dependent on the electric pulse parameters, we have investigated
the potential dose effect of the electric pulse parameters on the Raman signatures of live haMSC cells by sweeping
the electric field magnitude, the number of pulses or the repetition rate. The resealing of the membrane was also
assessed by tuning the temperature of the experiments in order to block or not the membrane repair mechanisms.
Finally, the Raman signatures of live control and pulsed LPB cells were performed in order to investigate the
potential cell line-dependency of our previous results.

This work is in the continuity of the published article #1 and has been conducted in collaboration with the
laboratory MEDyC (UMR 7369, CNRS, university of Reims Champagne-Ardenne) headed by Pr. Olivier Piot.
The Raman and fluorescence experiments have been performed, respectively, at MEDyC and UMR 8203. The
results of this work are submitted for publication.
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ABSTRACT (80-250 words): This study reports an extended analysis of the effect of 100 µs electric pulses on the biochem-
ical composition of live cells using confocal Raman microspectroscopy. We investigated different regions of interest around 
the nucleus of the cells, the dose-effect relationship related to different electric pulse parameters and extended the study 
to another cell type. Our results confirmed a previous publication showing that proteins and lipids were highly impacted 
by the delivery of electric pulses. These chemical changes were similar in different locations around the cell nucleus. By 
sweeping the field magnitude, the number of electric pulses or the repetition rate, the Raman signatures of live cells ap-
peared to be related to the electropermeabilization state, meaning electropermeabilized or not electropermeabilized, and 
not to the level of electropermeabilization. Membrane resealing was monitored by pulsing the cells in reversible or irre-
versible permeabilization condition at different temperatures. We also demonstrated that the chemical changes in the Ra-
man signatures were cell-dependent even if common features were noticed between the two cell types. 

Cell membrane electropermeabilization, also termed elec-
troporation, results in the exposure of cells to short and in-
tense pulsed electric fields (PEF)1,2. The possibility to de-
stabilize the plasma membrane by the delivery of electric 
pulses was discovered by Stampfli in 19583. Nowadays, elec-
tropermeabilization is commonly used in medicine4 or in-
dustry5 . For instance, electrochemotherapy consists in the 
combination of chemotherapy with electropermeabiliza-
tion to treat tumor cells6. The interaction between PEF and 
biological cells has been widely studied but the underlying 
mechanisms remain still unclear. Recently, the effects of 
PEF on the biochemical composition of the cells has been 
under investigation as the major mechanism of electroper-
meabilization. Mass spectrometry analysis of simple mem-
brane model, Giant Unilamellar Vesicles (GUV), experi-
mentally demonstrated the phospholipid peroxidation in-
duced by the delivery of electric pulses on lipid bilayer7. 
Other studies showed that oxidized phospholipids contrib-
uted to make the membrane more permeable8,9, especially 
when exposed to electric pulses10. Using confocal Raman 
microspectroscopy (CRM), our groups have recently re-
vealed major modifications of proteins and lipids in cells 
exposed to PEF11. This publication was not only the first one 

showing protein involvement in cell electropermeabiliza-
tion using CRM, but was also a proof of concept that CRM 
can provide useful information of the biochemical compo-
sition of the electropermeabilized cells. 

In this study, we report an extended characterization of 
cell electropermeabilization by monitoring the effect of 
electric pulses on the biochemical composition of live cells 
at different cell locations, for different cell types and elec-
tric pulses exposures. 

EXPERIMENTAL SECTION 

Cell culture 

Primary human-adipose derived Mesenchymal Stem Cell 
(haMSC) and the established murine LPB cell line were 
used as cell models because they have strong differences: 
species origin, morphology, size, immortality, metabolism, 
etc. haMSC and LPB cells were both grown in a humidified 
atmosphere at 37°C and 5% CO2 in Dulbecco’s Modified 
Eagle Medium (DMEM) supplemented with 10 % fetal bo-
vine serum and 1 % of penicillin streptomycin (Life Tech-
nologies, Cergy-Pontoise, France). For the experiments, 
5.103 cells/cm2 were plated in a 35 mm Petri dish (Thermo 
Fisher Scientific, Illkirch, France) in which a CaF2 window 
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(Crystran, Poole, United Kingdom) was placed at the bot-
tom before adding the cells. The cells were incubated over-
night and attached to the CaF2 window before performing 
the experiments. 

Pulse generator and pulses condition  

A commercially available generator (Cliniporator, IGEA, It-
aly) was used to treat the cells. To deliver the electric pulses 
on attached cells, two stainless steel plate electrodes 
spaced by 4 mm were used. The Cliniporator was con-
nected to the plate electrodes with alligator clips. Before 
delivering the electric pulses, the complete culture me-
dium was removed and replaced by physiological water, 
NaCl 0.9%, (B. Braun, Boulogne-Billancourt, France) after 
washing twice with phosphate-buffered saline (PBS). Be-
fore addition to the Petri dish, the physiological water was 
stored at fixed temperatures (4, 20 or 37°C). The electric 
pulses parameters were depending on the experiments per-
formed. 

Raman measurements 

The equipment and its configuration were previously de-
tailed in Azan et al. (2017)11. Briefly, a confocal Raman mi-
croscope LabRam ARAMIS (Horiba Jobin Yvon, Villeneuve 
d’Ascq, France) was used to acquire the Raman spectra of 
live cells. The samples were excited with a 532 nm contin-
uous wave laser through a 100 X water immersion objective 
(LUMPLFL 100X/W, Olympus, Rungis, France). The Ra-
man signatures of the samples were acquired in the finger-
print region (600 – 1800 cm-1) with an exposure time fixed 
to 60 s. The Raman signatures of live cells were acquired at 
4 different Region Of Interests (ROIs) around the nucleus, 
termed: cathode, anode, antipole 1 and antipole 2. The 
cathode ROI was the area of the cell between the nucleus 
and the edge of the cell facing the cathode of the pulse gen-
erator. The anode ROI was the area between the nucleus 
and the edge of the cell facing the anode of the pulse gen-
erator. The antipole 1 and the antipole 2 ROIs were the area 
at 90° anti-clockwise and clockwise rotations, respectively, 
starting from the anode ROI. Representative examples of 
the different ROIs are displayed in figure S1. Each Raman 
experiment lasted one-hour maximum in order to preserve 
cells viability. During all the acquisitions, the samples were 
maintained at a fixed temperature (4, 20 or 37°C) by T95 
system controller (Linkam Scientific Instrument Ltd, Tad-
worth, UK). The acquisition of the Raman signatures of 
cells were started less than 1 minute after the delivery of 
the electric pulses. In total, 1838 Raman signatures from 
209 cells were measured. 

Raman data pre-processing and processing 

The pre-processing method was also detailed in Azan et al. 
(2017)11. Briefly, after removing the spectrum with a signal-
to-noise ratio (SNR) lower than 10, data pre-processing 
consisted in Savitsky-Golay smoothing12, removal of physi-
ological water signal, baseline subtraction and normaliza-
tion by the Standard Normal Variance method13,14. 

Multivariate analyses were performed to quantify the effect 
of PEF on the Raman spectra of the cells for the several ex-
perimental parameters investigated. After mean-centering 

the data set, Principal Component Analysis (PCA)15 or Par-
tial Least-Square regression (PLS)16 were performed. In the 
case of the analysis of the different ROIs probed, a leave-
one-out cross-validation (LOOCV) based on PCA was per-
formed on the combined control and cathode data set, 
which corresponded to our original data set. At each itera-
tion of the LOOCV, PC1 was selected in order to split the 
control and the cathode date sets. The mean of each PC1 
was calculated and called “Model” in the rest of manu-
script. This model was applied to a more extensive data set 
combining the control, cathode, antipole 1, anode and an-
tipole 2 groups. In the case of the electric field magnitude 
dose-effect, PCA was applied to the data set. No external 
observation variable, meaning the electric field magnitude, 
was required to split the Raman signatures of haMSC cells 
from the different experimental conditions. In the case of 
the analysis of the number of electric pulses or the repeti-
tion rate, observable variable was required to investigate 
the dose-effect relationship. Thus, PLS was applied to the 
data set by using the number of electric pulses or the rep-
etition rate respectively as the observation variable. In the 
case of the temperature effect and the use of LPB cells, PCA 
was applied to the data set. A One-way ANalysis Of VAri-
ance (ANOVA) was performed to statistically compare the 
groups two by two. 

All data processing and data analysis were performed un-
der MATLAB v2009b (MathWorks, Meudon, France). 

Fluorescence microscopy 

The percentage of electropermeabilized cells was quanti-
fied by fluorescence microscopy using Yo-Pro-1 uptake 
(Life technologies). Two channels fluorescence images 
(blue for Hoechst 33342 λemission=450 nm, green for Yo-Pro-
1 λemission=510 nm) were acquired. The blue channel image 
was used to define a mask specific to the nucleus of each 
cell present in the field of view. This mask was applied to 
the green channel image in order to assess specifically the 
Yo-Pro-1 fluorescence intensity into the nuclei. The extrac-
tion of the Yo-Pro-1 fluorescence intensity per cell nucleus 
was performed on FIJI software (ImageJ, version 1.50g). A 
cell was considered as permeabilized if its Yo-Pro-1 fluores-
cence intensity was higher than the maximal intensity of 
the Yo-Pro-1 fluorescence intensity of all the cells in the 
control group. Thus, the percentage of cells permeabilized 
to Yo-Pro-1 by the delivery of electric pulses could be pre-
cisely quantified. 

Exactly like in the Raman experiments, 5 103 cells/cm2 were 
platted overnight on CaF2 substrate. Cells were incubated 
with 370 nM of Hoechst 33342 in the culture medium for 
30 minutes before the experiments. The culture medium 
containing the Hoechst 33342 was removed and replaced 
by fresh culture medium after washing two times with PBS. 
Less than one minute before the delivery of the electric 
pulses, the culture medium was removed and replaced by 
a buffer solution of Yo-Pro-1 at a final concentration of 1 
µM in physiological water. 

Images were acquired with an Observer Z1 inverted micro-
scope (Zeiss, Marly-le-Roi, France). The exposure time was 
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fixed to 50 ms (phase contrast images) or 300 ms (fluores-
cence images, either in the blue or green channel). The 
lookup table was the same for all the images shown. For 
each condition, at least 4 independent ROIs were acquired 
in order to get robust data set. Images were acquired 10 
minutes after the delivery of PEF except in the specific case 
of irreversible permeabilization, where images were rec-
orded 50 minutes after the delivery of PEF. In this case, 
cells were put back in culture after delivered the PEF and 
replaced the physiological water by fresh culture medium. 
After 40 minutes in the incubator, culture medium was re-
placed by physiological water with Yo-Pro-1. Then 10 
minutes later (50 minutes in total after the delivery of PEF), 
images were acquired. 

RESULTS AND DISCUSSION 

Experimental design 

In a first series of experiments, the Raman signatures of live 
cells exposed or not to electric pulses were acquired at 4 
different ROIs around the nucleus (figure S1). The electric 
pulses parameters were fixed to 8 pulses, 100 μs duration, 
1000 V/cm field magnitude and 1 Hz repetition rate. 

In a second series of experiments, the dose effect relation-
ship was investigated by sweeping one of the electric pulse 
parameters (i.e. the electric field magnitude, the number 
of pulses or the repetition rate) while the other pulse pa-
rameters were maintained equals to the initial electric 
pulse parameters used in our previous publication: 8 
pulses, 100 μs duration, 1000 V/cm magnitude field and 1 
Hz repetition rate11. 

In a third series of experiments, the effect of the tempera-
ture on the Raman signatures of cells exposed or not to PEF 
was assessed. The experiments were performed at 4°C, 
20°C or 37 °C in order to modulate the cellular metabolism 
such as membrane resealing. The pulsed cells were perme-
abilized in a reversible or irreversible conditions. 

Finally, LPB, another cell type, was used to compare the 
results obtained with haMSC, the initial cell type. 

In parallel, the percentage of permeabilized cells under ex-
actly the same experimental condition used in the Raman 
measurements was quantified by fluorescence microscopy. 

Spatial characterization of the effect of PEF on the 
Raman signatures of haMSC 

In this experiment, the electric pulses parameters were 
fixed to 8 pulses of 100 μs duration with a magnitude of 
1000 V/cm and a repetition rate of 1 Hz. The Raman signa-
tures of live haMSC cells were acquired at different cell lo-
cation around the nucleus. As expected, the Raman signa-
tures of unexposed cells acquired at the 4 different ROIs 
were similar (data not shown) and were combined in the 
control group. PCA coupled with LOOCV was performed 
on the combined control and cathode data set in order to 
determine a model further applied to the other ROI (i.e. 
anode, antipole 1, antipole 2) spectrum data sets. The con-
trol and cathode data set were selected as our reference 
data set from a previous publication11. Figure 1.A shows the 

loading of the model. Two Raman peaks were predomi-
nant: 1658 and 1003 cm-1, respectively attributed to the am-
ide I and to the ring breathing mode of phenylalanine ac-
cording to classical band assignments17,18. Phenylalanine is 
an amino-acids present in the transmembrane domains of 
many proteins19. Amide I Raman band is known to be re-
lated to the secondary structure of proteins20. Thus these 
findings confirmed our previous results that PEF has a 
strong effect on the proteins (structure, composition and 
environment) of the cells11. Figure 1.B shows the score of 
the spectra from the different locations projected on the 
model determined by LOOCV. The model score of the con-
trol and the combined pulsed groups was respectively -4.04 
±3.30 and 5.01 ±4.43. After performing a statistical analysis 
on the model score, strong significant differences (p-value 
< 0.1%) were found between the pulsed groups and the 
control group. On the contrary, there was no statistically 
significant difference within the groups at the different 
ROIs. We can conclude that the electric pulses have an ef-
fect on the biochemical composition of pulsed cells in com-
parison with the unpulsed cells. These biochemical effects 
were similar at the different spatial locations probed 
around the nucleus. A complete Raman mapping of pulsed 
cell versus control cells would reinforce this first result 
showing that the effect of PEF on the Raman signatures of 
cells is global. Unfortunately, the Raman signal is a low sig-
nal and thus long acquisition time is necessary (60 s in our 
case). A full cartography of one 70 μm diameter haMSC cell 
would take 81 hours considering that the haMSC cell ex-
tends over 70 x 70 pixels with a pixel size of 1 μm. Using 
fixed cells is possible21, but it has been demonstrating that 
the chemical fixation protocol has an impact on the Raman 
signature of cells22. As noticed before, the model displayed 
two critical bands at 1003 and 1658 cm-1, both related to 
proteins (composition and structure). By monitoring the 
magnitude of these two Raman peaks, the 4 pulsed groups 
(cathode, anode, antipole 1 and antipole 2) were signifi-
cantly separated from the control group (figure 1.C). No 
difference has been found within pulsed groups based on 
the statistical analysis of the magnitude of the two critical 
peaks identified. This would confirm that the biochemical 
modifications of cells exposed to PEF are uniform around 
the nucleus. This conclusion is in contradiction with fluo-
rescence microscopy study showing that the uptake of 
non-permeant dye starts at the pole positions (i.e. anode 
and cathode) hundreds of milliseconds after the delivery of 
electric pulses24. Raman microspectroscopy has the limita-
tion to have low signal and thus low time-resolution (60 s 
in our case). Fluorescence Recovery After Photobleaching 
measurements have demonstrated that the lateral diffu-
sion coefficient of lipids and proteins into the plasma 
membrane was 1 μm²/s at maximum25. Considering the ap-
proximately 600 s necessary to characterize one cell 
(around 10 spectra / cell with 60 s / spectrum), the defaults 
generated at the poles of the cell by the PEF have time to 
laterally diffuse along 600 μm² which represents most of 
the haMSC cell surface and thus are uniformly distributed 
at the cell surface. Leguèbe et al. have designed a new nu-
merical model which takes into account the lateral diffu-
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sion of the created defaults26. This new model has been val-
idated by experiments and has revealed the effect of lateral 
diffusion on the electropermeabilization level. Thus, the 
time-resolution of Raman microspectroscopy does not al-
low to have access to such dynamic process. In order to in-
vestigate deeper the spatial effect of electric pulses on the 
vibrational footprint of cells, coherent Raman microscopy, 

such as Coherent Anti-stokes Raman Scattering (CARS) or 
Stimulated Raman Scattering (SRS), would be necessary to 
monitor these specific vibrational peaks in cells with a 
video-rate time resolution27,28. 

 

 

Figure 1: Spatial monitoring of the effect of PEF on the Raman signatures of haMSC cells. The Raman signatures of cells were 
acquired at different locations around the nucleus (cathode, anode, antipole 1, antipole 2). A – Model from the LOOCV performed 
on the control and cathode data sets. B – Model score per group. C – Magnitude of the 2 critical peaks identified (1003 and 1658 
cm-1) per group. The symbol and the error bars represent respectively the mean value and the standard deviation of the data set. 
The pulsed electric fields parameters were fixed to 8 pulses of 100 μs with an electric field magnitude of 1000 V/cm and a repetition 
rate of 1 Hz; The control group underwent sham exposure. The Raman signatures of cells not exposed to PEF were similar at the 4 
different ROIs around the nucleus. The arrows indicate the position of phenylalanine (Phe) and amide I Raman peaks. Student’s 
t-test: ns (non-statistically significant): p-value > 5%, ***: p-value ≤ 0.1%, ****: p-value ≤ 0.01%.  

Effect of the electric field magnitude on the Raman 
signatures of haMSC 

The dose-response relationship due to different electric 
field magnitudes on the Raman signatures of live haMSC 
cells was investigated. The electric field magnitude applied 
was 0, 500, 750, 1000, 1250 or 1500 V/cm. The others electric 
pulses parameters remained fixed to 8 pulses of 100 μs du-
ration delivered at a repetition rate of 1 Hz. PCA was per-
formed on the complete data set. Figure 2.A shows the 
loading of the Principal Component 1 (PC1). Based on the 
predominant peaks at 1003 and 1658 cm-1, the effect of PEF 
on the proteins was confirmed again. Like the 1003 cm-1 
peak, Raman bands at 620, 1033 and 1607 cm-1 also dis-
played negative contribution to the PC1. These Raman 
bands are known to be associated to the phenylalanine 
amino acid like the 1003 cm-1 Raman peak17. The large band 
around 1440 cm-1 of PC1 is related to the CH stretching 
modes of lipids18. This results confirm the well-established 
knowledge that PEF affect the lipids29,30. The PC1 score for 
the 0 and the 500 V/cm group were -5.28 ± 7.35 and -4.62 
± 5.3 (Figure 2.B). No significant difference was found be-
tween these two groups (p-value > 5 %). For an electric 
field higher or equal to 750 V/cm (i.e. 750 ,1000, 1250 and 
1500 V/cm), the PC1 score per group shows statistically sig-
nificant differences (p-value < 1%) between the control and 
the pulsed groups. It would indicate that under these ex-
perimental conditions, the biochemical composition of 
cells was significantly modified for an electric field magni-
tude higher than 500 V/cm. The PC1 scores for the 750, 

1000, 1250 and 1500 V/cm did not show any statistical dif-
ference, meaning that the biochemical composition of cells 
was affected in a similar way. 

In order to check the electropermeabilization level of haM-
SCs, fluorescence experiments with Yo-Pro-1 were per-
formed under strictly the same experimental conditions 
(Figure 2.C). For the control condition and an electric field 
magnitude of 500 V/cm, none cell was permeabilized to 
Yo-Pro-1. For an electric field magnitude higher or equal to 
750 V/cm, the percentage of permeabilized cells to Yo-Pro-
1 was 94.89 ± 6.23 %. Thus, cell electropermeabilization 
threshold can be estimated between 500 and 750 V/cm un-
der these experimental conditions. Raman microspectros-
copy results were also providing a threshold value between 
500 and 750 V/cm. We may speculate that the PC1 score is 
a biomarker of the permeabilization state, meaning not 
permeabilized or permeabilized, of the haMSC cells ex-
posed to PEF. The criteria of permeabilization state has 
been established based on the uptake of Yo-Pro-1 which 
has a specific size of 630 Da. The permeabilization thresh-
old is highly depending on the biomarker used. Performing 
similar experiments with a smaller biomarker such as cal-
cium ion thanks to calcium-green31 or fluo-432 fluorescence 
dyes would give rise to different permeabilization thresh-
old. Thus, more experiments are needed to confirm this 
speculative conclusion. 
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Figure 2: Effect of the electric field magnitude (0, 500, 750 1000, 1250 and 1500 V/cm) on the Raman signatures of haMSC cells. A 
– Loading of the PC1 from the PCA. B – PC1 score per group. The percentage of variance supported by the PC1 is indicated in 
brackets. C – Percentage of permeabilized haMSC cells per group based on Yo-Pro-1 uptake. The other pulsed electric fields pa-
rameters were fixed to 8 pulses with a duration of 100 μs at a repetition rate of 1 Hz. The control group underwent sham exposure. 
The Raman signatures of haMSC cells were acquired at the cathode ROI. The arrows indicate the position of phenylalanine (Phe), 
lipids, amide I and amide III Raman peaks. Student’s t-test: ns (non-statistically significant): p-value > 5%, **: p-value ≤ 1%, ****: 
p-value ≤ 0.01%.Abreviation: Phe - phenylalanine

Effect of the number of electric pulses on the Raman 
signatures of haMSC 

The dose effect relationship between the number of elec-
tric pulses applied and the Raman signatures of haMSC 
cells was also investigated. The number of electric pulses 
delivered to the cells was 0, 1, 2, 4 or 8. The others PEF pa-
rameters remained fixed to 100 μs pulse duration with 1000 
V/cm electric field magnitude and 1 Hz repetition rate. PLS 
was performed on the complete data set using the number 
of electric pulses as the observation variable. Figure 3.A 
shows the Latent Variable 1 (LV1) score per group. For the 
groups 0, 1 or 2 electric pulses delivered, the LV1 scores 
were respectively -3.32 ± 2.66, -4.61 ± 2.10, -1.82 ± 2.24. No 
difference was noticed in the Raman signatures of haMSC 
cells between these groups. As a confirmation, the percent-
age of permeabilized cells exposed to the same electric 

pulses was around 0% showing that the plasma membrane 
was not permeabilized to Yo-Pro-1 by the small number of 
PEF (figure 3.B). For a number of electric pulses higher 
than 2, the LV1 scores of cells exposed to PEF were signifi-
cantly different (p-value < 0.01%) of those of the control 
group. No difference in the LV1 score was noticed between 
the groups with 4 or 8 electric pulses. The loading of LV1 
(data not shown) did not display any obvious pattern or 
critical Raman peaks. This might be explained by a data set 
with a lower level of electropermeabilization and thus a 
lower effect on the Raman signatures of cells exposed to 
such electric pulses. The relative variance supported by the 
LV1 was lower than in the electric magnitude field study 
(29% vs 60%) which confirms the low level of permeabili-
zation.  

 

 

Figure 3: Effect of the number of electric pulses (0,1, 2, 4 and 8) on the Raman signatures of haMSC cells. A – LV1 score per group. 
The percentage of variance supported by the LV1 is indicated in brackets. B – Percentage of permeabilized haMSC cells per group 
based on the Yo-Pro-1 uptake. The other pulsed electric fields parameters were fixed to a pulse duration of 100 μs with a magnitude 
of 1000 V/cm and a repetition rate of 1 Hz. The control group underwent sham exposure. The Raman signatures of haMSC cells 
were acquired at the cathode ROI. Student’s t-test: ns (non-statistically significant): p-value > 5%, ****: p-value ≤ 0.01%. 
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Effect of the repetition rate on the Raman signatures 
of haMSC 

It is well known that the repetition rate affects the effec-
tiveness of cell electropermeabilization: for a repetition 
above 1 Hz, the level of permeabilized decreases with the 
repetition rate33,34. This dose-response relationship has 
been explained by an electro-desensitization phenome-
non26,35. Figure 4.A shows the LV1 loading from the PLS 
analysis performed on the Raman signatures of haMSC ex-
posed or not to PEF with different repetition rates. The LV1 
loading was similar to the PC1 loading when monitoring 
the effect of the electric field magnitude on the Raman sig-
nature of haMSC. The decrease of the Raman peak at 623, 
1003 and 1033 cm-1 confirmed the effect of PEF on the phe-
nylalanine molecules. The peaks at 1264 and 1658 cm-1 were 
related respectively to the amide III and amide I band 
which are biomarkers of the secondary structure of pro-
teins. Finally, the Raman peaks at 1303 and 1450 cm-1 were 
related to the lipids. By plotting the LV1 scores per group 
and performing statistical analysis, we demonstrated that 
all the pulsed groups were statistically significantly differ-

ent from the control group (figure 4.B). No statistical dif-
ference was noticed within pulsed groups. The Raman 
peaks at 1003 and 1658 cm-1 were the major contributors of 
LV1. The peak magnitude of the 1003 and 1658 cm-1 Raman 
peak, which were the major contributors of the LV1, were 
monitored for each group (Figure 4.C). As in the case of the 
LV1 score, all the pulsed groups were splitted from the con-
trol group. The data from a pulsed condition could not be 
separated from the data of another pulsed condition. Fig-
ure 4.D shows the percentage of haMSC permeabilized 
cells exposed to electric pulses with different repetition 
rates. All the pulsed groups were different from the control 
group demonstrating that the cells were permeabilized to 
Yo-Pro-1 by the electric pulses delivered. Our result fit with 
the literature with a decrease of the effectiveness of the 
permeabilization of cells exposed to PEF at repetition rates 
above 1 Hz33,34. This decrease of effectiveness of permeabili-
zation was not noticed in the Raman results demonstrating 
that CRM might be related to the permeabilization state 
and not the permeabilization level achieved.  

 

 

Figure 4: Effect of the repetition rate (0.1, 1, 10 and 100 Hz) on the Raman signatures of haMSC cells. A - Loading of the LV1 from 
the PLS analysis. B – LV1 score per group. The percentage of the variance supported by the LV1 is indicated in brackets. C – Peak 
magnitude of the 2 critical bands identified in LV1 per group. The symbol and the error bars represent respectively the mean value 
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and the standard deviation of the data set. D – Percentage of permeabilized haMSC cells per group based on the Yo-Pro-1 uptake. 
The other pulsed electric fields parameters were fixed to 8 pulses with a duration of 100 μs and a field magnitude of 1000 V/cm. 
The control group underwent sham exposure. The Raman signatures of haMSC cells were acquired at the cathode ROI. The arrows 
indicate the position of phenylalanine (Phe), lipids, amide I and amide III Raman peaks. Student’s t-test: ns (non-statistically 
significant): p-value > 5%, ****: p-value ≤ 0.01%.  

Effect of the temperature on the Raman signatures 
of haMSC 

Temperature is known to have a strong effect on the dura-
tion of permeabilization via changes in the cell metabolism 
such as endocytosis, or membrane fluidity36,37. The dynam-
ics of membrane resealing after the delivery of electric 
pulses on cells was temperature dependent. Thus, the re-
covery time of the reversibly permeabilized plasma mem-
brane was also affected by the temperature38. In order to 
investigate the effect of the temperature on the biochemi-
cal composition of cells, the Raman signatures of pulsed 
and control haMSC cells were acquired at different tem-
peratures: 4, 20 and 37°C associated to different kinetics of 
membrane resealing. It has been demonstrating that ex-
posing the cells to 100 µs electric pulses at 4°C maintained 
the permeabilization for several hours without affecting 
cell viability38. Thus, the 4°C condition aimed to mimic a 
“static” cell model without any membrane resealing pro-
cess. At 37°C, the cells are metabolically actives and so is 
the membrane resealing. An intermediate temperature 
value of 20°C was also selected. Cells were pulsed under re-
versible or irreversible permeabilization conditions mean-
ing an electric field magnitude fixed to 1000 or 1500 V/cm, 
respectively. The others electric pulses parameters were 
fixed to 8 pulses of 100 μs at a repetition rate of 1Hz. These 
reversible and irreversible pulse conditions were checked 
by Yo-Pro-1 uptake (figure S2). Figure 5.A displays the dis-
tribution of the PC1 scores of the control and pulsed groups 
in the case of a reversible permeabilization induced at the 

3 temperatures used. At 4°C, the PC1 scores of the control 
and the pulsed groups were respectively -6.15 ± 7.10 and 
11.30 ± 3.26 and were significantly statistically different 
with a p-value lower than 0.01%. At 20°C, the p-value be-
tween the PC1 scores of the control and the pulsed group 
were lower than 5%. At 37°C, the PC1 scores of the control 
and the pulsed group were respectively -3.13 ± 8.36 and -
5.16 ± 7.04 and were not different based on the Student’s t-
test (p-value > 5%). The p-value of the PC1 scores between 
the control and the pulsed group was increasing with the 
temperature, meaning that the difference in the PC1 scores 
was highly statistically significant at 4°C and not-statisti-
cally significant at 37°C. This result could be related to the 
membrane resealing process which is not active at 4°C and 
is active at 37°C allowing the cell to repair its plasma mem-
brane. The acquisition time per cells (10 minutes= acquisi-
tion time / spectrum x number of spectrum / cells = 60 s x 
10) fits with the known kinetics of the membrane resealing 
which is in the range of minutes39,40. It can be noticed that 
the variability of the PC1 scores of the control group is 
higher at 37°C than at 4°C. At 37°C, the cellular metabolism 
is active and thus it induces additional sources of variabil-
ity in the Raman signatures that is not present at 4°C. 
When the cells were pulsed under irreversible permeabili-
zation conditions, the control and the pulsed were always 
statistically significant for the different temperature condi-
tions (p-value < 0.01%) (figure 5.B). Our results fit with the 
literature because irreversible permeabilization corre-
sponds to the impossibility to the cells to reseal the mem-
brane after the delivery of PEF41.

 

Figure 5: PCA results of the effect of temperature (4, 20 and 37°C) on the Raman signatures of live haMSC cells exposed to PEF in 
a reversible (A) and irreversible (B) condition. The reversible and irreversible permeabilization states were identified based on the 
Yo-Pro-1 fluorescence dye uptake after 10 minutes and 50 minutes, respectively, after the delivery of the electric pulses. The PEF 
parameters were fixed to 8 pulses with a duration of 100 μs at a repetition rate of 1 Hz. The electric field magnitudes were 1000 
V/cm and 1500 V/cm in the case of the reversible and the irreversible permeabilization, respectively. The control group underwent 
sham exposure. The Raman signatures of haMSC cells were acquired at the cathode ROI. The sample temperature was fixed during 
all the experiments. Student’s t-test: ns (non-statistically significant): p-value > 5%, *: p-value ≤ 1%, ****: p-value ≤ 0.01%.
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Investigations on another cell type 

In order to investigate the potential cell-dependency of the 
effect of PEF on the Raman signatures of cells, we acquired 
the Raman signatures of live LPB cells exposed or not to 
PEF. Figure 6.A shows the mean Raman signatures of LPB 
exposed or not to electric pulses. The differential spectrum 
(pulsed minus control) demonstrated the effect of PEF on 
the Raman signatures of LPB cells. Vibrational peaks at 
1003, 1033, 1449, 1605 and 1650 cm-1 were modified by the 
delivery of electric pulses. It can be noted that the general 
magnitude of the differential LPB Raman spectrum was 
lower than the general magnitude of the differential 
haMSC Raman spectra. It would indicate that the effects of 
PEF on the biochemical composition were smaller in the 
case of LPB cell line. This might be due to different perme-
abilization level in the case of LPB and haMSC under our 
experimental conditions. Baseline differences between the 
control and the pulsed mean spectra were noticed and at-
tributed to imperfection in the baseline removal data pre-
processing. Even if the differences were smaller in the LPB 
cell line that in haMSC, it can be noticed that 1003, 1033, 

1449 and 1650 cm-1 Raman peaks were modified by the de-
livery of PEF in both cell lines. The evolution of these peaks 
was not similar in haMSC and LPB cells. For instance, the 
magnitude of 1003 cm-1 Raman peak increased when com-
paring the Raman signatures of pulsed LPB versus un-
pulsed LPB; while it decreased when comparing the Raman 
signatures of pulsed haMSC versus unpulsed haMSC. 
These results demonstrate that the differences in the Ra-
man signatures of live cells exposed or not to PEF were cell-
dependent. Figure 6.B and 6.C shows the PCA results. PC2 
was selected instead of PC1, which did not support any var-
iance related to the effect of the PEF on LPB cells. PC2 load-
ing displayed a peak at 1003 and 1660 cm-1. The other pat-
terns were attributed to imperfect baseline removal. By 
plotting PC2 score per group, strong significantly statisti-
cally differences were found between the pulsed and the 
control group. Although the p-value was smaller than 
0.01%, the effect of PEF on the Raman signatures of LPB 
cells seems to be lower than on the Raman signatures of 
haMSC cells. LPB cells are smaller than haMSC cells and 
cell size is known to affect the permeabilization level42. The 
smaller cells are less sensitive to electric fields. Thus, our 
results fit with the literature. 

 

Figure 6: Analysis of the Raman signatures of LPB cells exposed or not to pulsed electric fields. A – Mean normalized Raman 
signatures of pulsed and control LPB cells. The differential spectrum (pulsed minus control) is also displayed. For more clarity, 
differential spectrum is displayed with vertical offset. B – Loading of PC2 from the PCA analysis performed on the control and the 
pulsed data set. C – Score of PC2 for the control and the pulsed groups. The percentage of variance supported by the PC2 is 
indicated in brackets. The pulsed electric fields parameters were fixed to 8 pulses with a duration of 100 μs, an electric field mag-
nitude of 1000 V/cm and a repetition rate of 1 Hz. The control group underwent sham exposure. The Raman signatures of LPB cells 
were acquired at the cathode ROI. The arrows indicate the position of phenylalanine (Phe), lipids and amide I Raman peaks. 
Student’s t-test: ****: p-value ≤ 0.01%.

CONCLUSION 

In this study, we report an extended characterization of the 
effect of PEF on the Raman signatures of live cells. Our re-
sults show that the biochemical composition of cells ex-
posed to PEF was modified uniformly at the different local-
ization around the nucleus probed. Although the impact of 
PEF on proteins and lipids were proved for different elec-
tric pulses parameters, no obvious dose-effect response 
was detected in contrary to fluorescence microscopy re-
sults. We might speculate that Raman microspectroscopy 
is sensitive to the permeabilization state of cells and not 
the permeabilization level. The resealing of the membrane 
was indirectly assessed by tuning the cellular metabolism 
via the temperature. Finally, the effect of PEF on the bio-

chemical of cells appears to be cell-dependent even if com-
mon features were noticed between the two cell types used. 
This study reports an extension of our first proof of concept 
publication11 and provide new critical information at the 
molecular level of the interaction between PEF and live 
cells. 
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Figure S1: Illustration of the different ROIs analyzed by confocal Raman microspectroscopy. The green dots represent the spots 
where the Raman signatures were acquired. This schematic is adapted from Servier Medical Art. 
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Figure S2: Determination of the reversible and irreversible permeabilization conditions via Yo-Pro-1 uptake in fluorescence mi-
croscopy. A - Percentage of cells reversibly permeabilized. B -Percentage of cell irreversibly permeabilized. The control group 
underwent sham exposure. The reversible and irreversible permeabilization states were identified based on the Yo-Pro-1 fluores-
cence dye uptake after 10 minutes and 50 minutes, respectively, after the delivery of the electric pulses. The electric field magnitude 
was fixed to 0, 1000 or 1500 V/cm. The others The other pulsed electric fields parameters were fixed to 8 pulses with a duration of 
100 μs at a repetition rate of 1 Hz. 
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6.3 Discrimination between the Different Electropermeabiliza-
tion States based on the Raman Signatures of Live Cells
(article #3)

Electropermeabilization is not a linear process. Depending on the electric pulse parameters, the plasma membrane
can reach three different states: not detectable permeabilization, reversible permeabilization or irreversible per-
meabilization. It has be noted that the determination of permeabilizing threshold is dependent on the membrane
permeabilization marker properties and concentration. In the case of reversible permeabilization, the membrane
repair cell mechanisms are able to reseal the plasma membrane to its basal state. In the case of irreversible
permeabilization state, the membrane repair mechanisms are not sufficient to reseal the plasma membrane and
the cell will dye. The underlying mechanisms of the transition from the reversible to the irreversible electroper-
meabilization states are poorly studied. In previous works, we have demonstrated that the Raman signatures
of live cells could be used as a biomarker of EPN and we have confirmed that the delivery of PEFs on cells
triggers chemical reactions. This study aims to compare the Raman signatures of live haMSC cells belonging to
the different states listed abobe. A discriminative algorithm based on RF was designed on the Raman signatures
acquired at two different vibrational frequency regions (FP: 600 – 1800 cm-1 and HWN: 2800 - 3100 cm-1) of live
haMSC cells in the three states. The discriminative powers were quantitatively and qualitatively compared.

This work is in the continuity of the articles #1 and #2. It has been conducted in collaboration with the
laboratory MEDyC (UMR 7369, CNRS, university of Reims Champagne-Ardenne) headed by Pr. Olivier Piot.
The Raman and fluorescence experiments have been performed, respectively, at MEDyC and UMR 8203. The
publication related to this work is currently under careful internal reading before being submitted for publication
as soon as possible.
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ABSTRACT: Electropermeabilization consists in the destabilization of the plasma membrane based on the delivery of 
pulsed electric fields. Based on the electric pulse parameters, electropermeabilization can be reversible or irreversible. In 
this study, we sought at investigating the different electropermeabilization based on the Raman signatures of live cells. A 
multivariable analysis succeeded to discriminate the Raman signatures of cells under the different electropermeabilization 
states. The analysis of the discriminant models revealed that lipids were highly involved in the discrimination between the 
reversible and the irreversible electropermeabilization states. For the first time, we report that the pulsed electric fields 
induced different biochemical modifications on live cells based on the electropermeabilization state induced. 

INTRODUCTION 

The permeabilization of the plasma membrane by the delivery of pulsed electric fields (PEFs) is an elegant physical method 
to deliver non-permeant molecules into the cells (Poddevin et al. 1991). Many biomedical applications have developed based 
on the electropermeabilization (EPN) phenomenon. For instance, electrochemotherapy (ECT) consists in the combination 
of EPN of tumor cells and chemotherapy (Marty et al. 2006). ECT allows to significantly increase the efficiency of the drugs. 
Based on the electric pulses parameters, different EPN states can be induced: reversible or irreversible EPN. Reversible EPN 
is associated with a transient permeabilization state, meaning that membrane repair mechanism allows to reseal the plasma 
membrane impermeability. In the case of irreversible EPN, cell metabolisms are not able to overcome the damages induced 
by the delivery of electric pulses (Wagstaff et al. 2016). Irreversible EPN has also been used in clinics to treat tumors cells 
(Ivorra and Rubinsky 2010; Rubinsky 2007). Although reversible EPN has been extensively studied for decades (Chen et al. 
2006), the underlying mechanisms of irreversible EPN has been poorly understood. Long-lasting pores creation has been 
suggested (Weaver et al. 1996) but does not seem to be the main mechanisms involved in irreversible EPN. 

Recently the hypothesis of chemical modifications of the plasma membrane due to the exposure to electric pulses has been 
investigated as the major mechanism of cell EPN. Numerical model demonstrated that the presence of peroxidized lipids 
reduces significantly the impermeability to a lipid bilayer (Van der Paal et al. 2016). This might be related to the 20% 
decrease in the thickness of a lipid bilayer including peroxidized lipids in comparison to a lipid bilayer without peroxidized 
lipids (Wong-Ekkabut et al. 2007). Vernier et al. demonstrated that PEFs and oxidative stress have synergetic effect in the 
level of EPN (Vernier et al. 2009). An experimental study performed on a simple membrane model, Giant Unilamellar 
Vesicles (GUVs), demonstrated a significant increase in the percentage of peroxidized lipids in GUVs exposed to PEFs 
(Breton and Mir 2015). Finally, a previous publication by our groups emphasized the chemical damages induced by the 
delivery of electric pulses on live cells thanks to the modifications of Raman signatures of live cells (Azan et al. 2017). 

This publication reports the opportunity to use the Raman signature of cell as a non-invasive and label-free biomarker of 
EPN. Confocal Raman microspectroscopy is a widely optical methods allowing to have to detailed information about the 
biomolecular of the sample (Downes and Elfick 2010). The Raman signatures of cells were already used to investigate the 
biochemical consequences of external stress, such as drugs , on live cells (Farhane et al. 2016). 

Thus, we sought at investigating the opportunity to use confocal Raman microspectroscopy to discriminate the different 
EPN states. 

MATERIALS AND METHODS 

Cell culture 

Primary human-adipose derived Mesenchymal Stem Cell (haMSC) were grown in a humidified atmosphere at 37°C and 5% 
CO2 in Dulbecco’s Modified Eagle Medium (DMEM) supplemented with 10 % fetal bovine serum and 1 % of penicillin 
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streptomycin (Life Technologies, Cergy-Pontoise, France). For the experiments, 5 000 cells/cm2 were plated in a 35 mm 
Petri dish (Thermo Fisher Scientific, Illkirch, France) in which a CaF2 window (Crystran, Poole, United Kingdom) was placed 
at the bottom. The cells were incubated overnight and attached to the CaF2 window before performing the Raman or 
fluorescence experiments. 

Pulse generator and pulses condition  

A commercially available generator (Cliniporator, IGEA, Italy) was used to treat the cells. To deliver the electric pulses on 
attached cells, two stainless steel plate electrodes spaced by 4 mm were used. The Cliniporator was connected to the plate 
electrodes with alligator clips. Before delivering the electric pulses, the complete culture medium was removed and replaced 
by physiological water, NaCl 0.9%, (B. Braun, Boulogne-Billancourt, France) after washing twice with phosphate-buffered 
saline (PBS). Before addition to the Petri dish, the physiological water was stored at 4 °C. The electric pulses parameters 
were depending on the experiments performed. 

Raman Measurements 

The equipment and its configuration was previously detailed in Azan et al. (2017)1. Briefly, a confocal Raman microscope 
LabRam ARAMIS (Horiba Jobin Yvon, Villeneuve d’Ascq, France) was used to acquire the Raman spectra of live cells. The 
samples were excited with a 532 nm continuous wave laser through a 100 X water immersion objective (LUMPLFL 100X/W, 
Olympus, Rungis, France). The Raman signatures of the samples were acquired in the fingerprint region (FP) (600 – 1800 
cm-1) and high wavenumber region (HWN) (2800 – 3030 cm-1) with an exposure time fixed to 60 and 20 seconds, 
respectively. The Raman signatures of live cells were acquired at a specific Regions Of Interest (ROI), termed: cathode. The 
cathode ROI was the area of the cell between the nucleus and the edge of the cell facing the cathode of the pulse generator. 
Each Raman experiment lasted one-hour maximum in order to preserve cells viability. During all the acquisitions, the 
samples were maintained at a 4°C by T95 system controller (Linkam Scientific Instrument Ltd, Tadworth, UK). The 
acquisition of the Raman signatures of cells were started less than 1 minute after the delivery of the electric pulses.  

Raman data pre-processing and processing 

The pre-processing method is detailed in Azan et al. (2017)1. Briefly, after removing the spectrum with a signal-to-noise ratio 
lower than 10, data pre-processing consisted in Savitsky-Golay smoothing2, removal of physiological water signal, baseline 
subtraction and normalization by the standard normal variance method3,4. 

An univariate analysis was first performed to investigate the spectral differences between the reversible EPN and control 
groups and between the irreversible and reversible EPN states. Thus, the Raman data set were splitted into three groups, 
termed control, reversible and irreversible. The control group consisted in the Raman spectra of haMSC cells underwent 
sham exposure condition. The reversible group was the Raman spectra of haMSC cells exposed to 750 and 1000 V/cm. The 
irreversible group was combining the Raman spectra of haMSC cells exposed to 1500 V/cm. For these three groups, an 
average Raman spectrum was calculated based on the pre-processed spectra. Spectral differences between the reversible 
and control groups and between the irreversible and reversible groups were assessed by creating difference spectra. 
Difference spectra were calculated by subtracting the Raman spectra of one group to the average Raman spectrum of the 
to be compared group. For instance, the reversible Raman spectra were subtracted to the average control Raman spectrum 
in the case of reversible versus control comparison. Same procedure was performed in the framework of the comparison 
between the irreversible and reversible group. The mean differential spectrum was calculated based on the difference 
spectra. This univariate analysis was performed for the two spectral bands: FP and HWN. 

Then, a multivariable discriminative analysis was performed based on Random Forest (RF) in order to discriminate the 
control to the EPN states of cells and the reversible EPN to the irreversible EPN states. For these two discriminations, the 
Raman data set was splitted in four groups. The control, the reversible and the irreversible groups are the same as for the 
univariate analysis. The last group combined the reversible and irreversible groups. RF was used as a classifier to split the 
Raman signatures of cells into groups related to the different EPN states. RF is a well-known machine learning method 
widely used in classification. RF consists in an ensemble of decision trees, each decision tree can be considered as a classifier. 
Like most of supervised machine learning methods, RF needs to be trained on a labelled data set before being used in 
classification on an unlabelled data set. During training, the data were randomly sampled in order to construct a decision 
tree. For each decision tree, the training data was progressively split into smaller subsets, aka node in the structure, with 
higher homogeneity in class label. The variable used at each split was chosen based on certain criteria. One of these criteria 
was the Gini impurity, measuring the impurity of the output subsets after split. A zero Gini impurity implies a perfectly 
pure subset. As decision tree aims at dividing the data into more and more homogeneous subset, the variable with the 
smallest Gini impurity index at each stage was selected for the splitting. The splitting process continued until the subset 
was entirely homogenous, or the maximal number of split was attained. The final nodes at the extremities of a tree were 
called leaves. They were labeled by the major class in the final subsets of splits. For classifying a new data, the data was 
input into the trees with different structures. Then, each structure led the data to one of the leaves in that tree, according 
to comparison results at each splitting node. The label of the leaf the data arrived at is the class output produced by that 
tree. RF aggregated the results of all the decision trees, and took the mode as the final result for classification. In order to 
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examine the discriminate power of RF in our classification problem, we carried out a 100-iteration repeated randomly 
sampling cross-validation, with training test set split ratio at 70:30. 

In addition, it is worth noting that RF can rank the importance of the variables used for classification problem in a natural 
way. Every time a subset was split on a variable (wavenumber), the Gini impurity for the two child subsets was less than 
the parent one. This was because the dataset was gradually being sorted into predicted classes, and becoming more 
homogeneous with respect to the precedent subsets. Thus, the Gini impurity continued to decrease with the split. When a 
parent subset α was split into two child subsets β and γ, the change in Gini (∆g) was calculated by the equation below: 

∆𝒈 = 𝒈(𝜶) − (
𝒏𝜷

𝒏
) 𝒈(𝜷) − (

𝒏𝜸

𝒏
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where the n, nβ and nγ were the numbers of spectra in the subsets α, β and γ, respectively. The value of ∆g was larger when 
a greater change in impurity occurred after the split, thus allowing for the decrease in Gini to be used as a measure of 
importance of a certain wavenumber in classification using one decision tree. Thus, the overall Gini importance (G) of one 
particular spectral variable θ in a Random Forest was estimated by the sum of its Gini impurity decrease across all the splits 
among all the decision trees in the forest. 
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where K was the number of splits using the variable θ in one decision tree, N was the number of trees in the forest. 

Finally, the general discriminant power of one spectral variable was estimated by the mean Gini importance averaged over 
100 iterations of cross-validation, as shown in the figures in the further section. 

All data-processing and data-analysis were performed under MATLAB (MathWorks, Meudon, France). 

Fluorescence Microscopy 

Fluorescence microscopy was used to quantify the level of reversible and irreversible electropermeabilization based on the 
uptake of Yo-Pro-1 (Life technologies) at different times after the delivery of the electric pulses. 

To do so, 2 channels fluorescence images (blue for Hoechst 33342 λemission=450 nm, green for Yo-Pro-1 λemission=510 nm) were 
acquired. The blue channel image was used to define a mask specific to the nucleus of each cell in the field of view. This 
mask was applied to the green channel image in order to assess specifically the Yo-Pro-1 fluorescence intensity into the 
nuclei. The extraction of the Yo-Pro-1 fluorescence intensity per cell nucleus was performed on FIJI software (ImageJ, version 
1.50g). A cell was considered as permeabilized if its Yo-Pro-1 fluorescence intensity was higher than the maximum of the 
Yo-pro-1 fluorescence intensity of all the cells in the control group. Thus, the percentage of cells permeabilized to Yo-Pro-1 
by the delivery of electric pulses have been quantified. 

Cells were incubated with 370nM of Hoechst 33342 in the culture medium for 30 minutes before the experiments. The 
culture medium containing the Hoechst 33342 was removed. The cells were washed two times with PBS before adding fresh 
culture medium. Less than one minute before the delivery of the electric pulses, the culture medium was removed and 
replaced by physiological water with or without 1 µM of Yo-Pro-1 in the case of respectively reversible or irreversible 
electropermeabilization experiments. 

In the case of reversible permeabilization experiments, images were acquired 10 minutes after the delivery of the electric 
pulses. In the case of irreversible permeabilization experiments, the cells were put back in culture after the delivery of the 
PEFs and the replacement of the physiological water by fresh culture medium. After 40 minutes in the incubator, culture 
medium was replaced by physiological water with 1 µM of Yo-Pro-1. Then 10 minutes later, images were acquired. In final, 
images were acquired 50 minutes after the delivery of the electric pulses. 

Images were acquired with an Observer Z1 inverted microscope (Zeiss, Marly-le-Roi, France). The exposure time was fixed 
to 50 ms (phase contrast images) or 300 ms (fluorescence images, either in the blue or green channel). For each condition, 
at least 4 independent ROIs were acquired in order to get robust data set. 

RESULTS AND DISCUSSION 

Determination of the reversible and irreversible permeabilization thresholds 

Figure 1 shows the results of the reversible (A) and irreversible (B) electropermeabilization fluorescence experiments for 
the different electric field magnitudes. The haMSC cell fluorescence intensity of the control and the 500 V/cm groups were 
respectively 165.6 +/- 3.2 and 161.5 +/-5.5. There was no statistically significant difference between the two groups, showing 
that the cells were not permeabilized to Yo-Pro-1 under the 500 V/cm electric field exposure. For an electric field magnitude 
above 750 V/cm, the cell fluorescence intensity was statistically significantly different than the cell fluorescence intensity 
of the control group (p-value < 0.01%). At 750 V/cm, the percentage of permeabilized cells was 91.6 +/- 5.1 %. Hence, the 
reversible electropermeabilization threshold of Yo-Pro-1 can be estimated between 500 V/cm and 750 V/cm under our 
experimental conditions. Above this reversible electropermeabilization threshold, the cell fluorescence intensity increased 
with the electric field magnitude as reported in the literature (Rols and Teissié 1998; Pucihar et al. 2008). For the 
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experimental conditions above the reversible electropermeabilization threshold, the coefficient of linear regression between 
the electric field magnitude and the cell fluorescence intensity was 21.2% emphasizing that the dose-effect relationship 
between the level of electropermeabilization and the electric field magnitude is a complex process. By quantifying the 
uptake of Yo-Pro-1 50 minutes after the delivery of the electric pulses, the irreversible electropermeabilization threshold 
was determined between 1250 V/cm and 1500 V/cm (Figure 1-B). None cell was found irreversibly permeabilized for an 
electric field magnitude below 1000 V/cm. At 1500 V/cm, 15.0 +/- 5.1 % of the cells was irreversibly electropermeabilized 
under our experimental conditions. The 1250 V/cm experimental condition was at the border to the irreversible 
electropermeabilization threshold. The reversible and irreversible electropermeabilization thresholds were indicated 
respectively by grey dashed and dotted lines in the Figure 1. 

 
Figure 1: Determination of the reversible and irreversible permeabilization threshold based on fluorescence microscopy. A – Yo-Pro-1 

fluorescence intensity per group. The grey dashed line indicates the reversible electropermeabilization threshold. B – Percentage of 

electropermeabilized haMSC cells per group based on the Yo-Pro-1 uptake. The grey dotted line indicates the irreversible 

electropermeabilization threshold. The electric field magnitude applied was 0, 500, 750, 1000, 1250 or 1500 V/cm. The other pulsed electric 

fields parameters were fixed to 8 pulses with a duration of 100 μs at a repetition rate of 1 Hz. The control group underwent sham exposure. 

Student’s t-test: ns (non-statistically significant): p-value > 5%, **: p-value ≤ 1%, ****: p-value ≤ 0.01%. 

Univariate analysis of the differences between the Raman signatures of control, reversible permeabilization and 
irreversible permeabilization 

The Raman signatures of live haMSC cells were acquired at the different electric field magnitudes. Based on the reversible 
and irreversible electropermeabilization thresholds determined by fluorescence microscopy, three groups have been 
created: control, reversible and irreversible. The control group consisted in the Raman data set of the sham exposure. The 
reversible group consisted in the combination of the 750 and 1000 V/cm Raman spectra. Finally, the irreversible group was 
the 1500 V/cm Raman data set. The 1250 V/cm Raman data set was not included in any group due to its intermediate status 
between reversible and irreversible EPN state. 

Figure 2 shows the mean Raman spectrum for the three groups and the two mean differential spectra associated. The 
standard deviation of the different data sets was also displayed. The Raman signatures of haMSC cells provided detailed 
information about proteins, lipids and amino-acids (Notingher et al. 2002). Information about the lipids and their 
environment are provided via the large Raman band between 2800 and 3000 cm-1 related to CH stretching vibrational modes 
(Larsson and Rand 1973). In a previous publication, we performed a tentative based assignment specific for the haMSC cells 
(Azan et al. 2017). 

Major spectral differences were noticed between the reversible and the control groups in the FP spectral band (Figure 2-B). 
As a confirmation to our previous publication, Raman peaks related to proteins were significantly modified by the induced-
reversible EPN (Azan et al. 2017). The magnitude of the vibrational peaks of phenylalanine at 623, 1003, 1033, 1205 and 1607 
cm-1 is decreased in the reversible group compared to the control group. For instance, the magnitude of the 1003 cm-1 
vibrational peaks of phenylalanine is about 16% lower in the reversible group than in the control group. Another vibrational 
study interpreted the decrease in the magnitude of the 1003 cm-1 Raman peak to protein leakage (Okuno et al. 2014). An 
increase in the magnitude amide I band around 1660 cm-1  by 33% was noticed when comparing the reversible group to the 
control group. An increase in amide I band is known to be related to a predominant unfolded state of proteins (Maiti et al. 
2004). This experimental result confirms a recent numerical model study demonstrating that PEFs can induce the unfolding 
of membrane proteins (Cournia et al. 2015). A similar increase was also noticed in the amide III band around 1260 cm-1 also 
related to the secondary structure of proteins (Pelton and McLean 2000). Vibrational modes of lipids are also affected by 
the reversible-induced electropermeabilization. The lipids Raman peaks at 1308 cm-1 and around 1450 cm-1 are increased in 
the reversible group compare to the control group.  
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Figure 2-B shows also major spectral differences between the irreversible and the reversible group in the FP spectral band. 
On the one hands, some Raman bands share similar evolution between the two differential spectra, meaning irreversible 
minus reversible and reversible minus control. For instance, the magnitude of the vibrational peaks of phenylalanine at 623, 
1003, 1033, 1205 and 1607 cm-1 is also decreased in the irreversible group compared to the reversible group. The magnitude 
of the amide I band at 1660 cm-1 is increased by 22% when comparing the irreversible group and the reversible group, like 
in the reversible versus control comparison. The evolution of these bands emphasized the major effect of PEFs on proteins 
at the different EPN states. On the other hand, the vibrational bands of lipids have opposite evolutions between the 
irreversible and reversible groups than between the reversible and control groups. The magnitude of the 1308 and 1450 cm-

1 Raman bands is decreased when comparing the irreversible group to the reversible group; whereas the magnitude of these 
bands is increased in the reversible group compared to the control group. Thus, we might speculate that the effect of PEFs 
differs the lipids in the case of reversible-induced EPN and irreversible-induced EPN. 

In order to investigate deeper this hypothesis, we performed similar experiments but in the HWN spectral band which is 
known to be highly related to the lipids (Zumbusch, Langbein, and Borri 2013). Figure 2-C shows the mean spectrum for 
the three groups. According to the literature, the 2850 cm-1 Raman peak is attributed to the symmetric stretching vibration 
of CH2 of lipids, the 2875 cm-1 Raman peak is attributed to the asymmetric stretching vibration of CH2 of lipids, the 2930 
cm-1 Raman peak is attributed to the symmetric stretching vibration of CH3 proteins, the 2970 cm-1 Raman peak is attributed 
to the asymmetric stretching vibration of CH3 of proteins (Orendorff, Ducey, and Pemberton 2002; Wurpel, Schins, and 
Müller 2004; Larsson and Rand 1973; Santos et al. 2016). The differential spectrum between the reversible and the control 
groups does not show any obvious spectral modification between the two groups. The differential spectrum between the 
irreversible and the reversible groups presents obvious spectral modifications. First, the magnitude of the Raman peak at 
2845 cm-1 is increased in the irreversible group compare to the reversible group. As a confirmation, the magnitude of the 
Raman peak at 1875 is also increased between these two groups but with a lower difference. Vibrational band of proteins 
are also modified when comparing the irreversible versus the reversible group. The magnitude of a large Raman band 
between 2945 and 2985 cm-1 is lower in the irreversible group compare to the reversible group. This might be due to the 
decrease of the 2970 cm-1 Raman peak which impact the global magnitude of this large band. 

This univariate analysis demonstrates that specific Raman signatures are related to the three EPN states. The spectral 
modifications depend on the nature of the transition between the three states. Thus, we might conclude that the Raman 
signature of live cells is a biomarker of the EPN states. In order to investigate deeper this hypothesis, multivariable analysis 
was performed to discriminate first the control versus the permeabilization state, which combines the reversible and 
irreversible state and then to discriminate the reversible versus irreversible EPN state. 
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Figure 2: Univariate analysis of the Raman spectrum of the control (blue), reversible (green) and irreversible (red) groups. Mean Raman 

spectrum in the FP (A) and HWN (C) regions for the three groups. Mean differential spectrum in the FP (B) and HWN (D) regions for the 

reversible versus the control groups (blue) and the irreversible versus the reversible groups (green). The standard deviation was plotted in 

shadow around the mean spectrum. The control group consisted in the Raman spectra of cells underwent sham exposure. The reversible 

group combined the Raman spectra of cells exposed to 8 pulses of 100 μs with a repetition rate of 1 Hz and an electric field magnitude of 

750 or 1000 V/cm. The irreversible group was the Raman spectra of cells exposed to 8 pulses of 100 μs with a repetition rate of 1 Hz and an 

electric field magnitude of 1500 V/cm. 

Multivariate discriminative analysis 

Table 1 shows the percentage of correct classification in each group for the two discriminations performed in the two 
spectral bands. The percentage of correct classification is higher in the discrimination reversible versus irreversible than in 
the discrimination no permeabilization versus permeabilization (95.5% versus 82.9%). This would indicate that the 
differences in the Raman signatures of the reversible group versus the Raman signatures of the irreversible group are 
statistically more significant than the differences in the Raman signatures of the no permeabilization group versus the 
Raman signatures of the permeabilization group. In the case of the no permeabilization versus permeabilization 
discrimination, the difference in the percentage of correct classification of the permeabilization group is 19.6% when 
comparing the results of the FP spectral band and the HWN spectral band (91.1 +/- 3.7 % versus 71.4 +/- 3.2%). This confirms 
our previous published results demonstrating that HWN spectral band is not suitable to investigate the effect of 
permeabilizing PEFs on live haMSC cells (Azan et al. 2017). In the reversible versus irreversible discrimination, the HWN 
spectral band allows a higher percentage of correct classification compare to the FP spectral band (98.3% versus 92.8%). As 
the HWN spectral band is highly related to the lipid composition, we might speculate that lipids play a key role in the 
discrimination between the reversible and the irreversible EPN state. Figure 4 displays the RF discriminant models of the 
two discriminations in the two spectral bands. The RF discriminant models confirm the results of the percentage of correct 
classification presented above. In the HWN spectral band, the percentage of correct classification is significantly higher in 
the reversible versus irreversible discrimination than in the no permeabilization versus permeabilization discrimination 
(98.3% versus 77.3%). 
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Table 1: Discrimination results obtained on the testing data set for the different classifications performed on the FP and HWN spectral 

bands. 

The RF discriminant model in the reversible versus irreversible discrimination displays obvious pattern with contribution 
of Raman peaks around 2840, 2920 and 2970 cm-1 (Figure 4-D); whereas the RF discriminant model in the no 
permeabilization versus permeabilization discrimination contains a large number of Raman peaks without any obvious 
contribution of one or several bands. The major Raman peak contributors of the reversible versus irreversible discrimination 
are related to lipid vibrational bands. For the same discrimination performed in the FP spectral band, the major Raman peal 
contributors are related to proteins and lipids. The protein contributions are related to the phenylalanine Raman peak at 
622, 1003 and 1033 cm-1 and the proteins backbone at 938 cm-1. The lipid contributions are based on the CH deformation at 
1640 cm-1. Figure 4-A shows the RF discriminant model of the no permeabilization versus permeabilization discrimination 
in the FP spectral band, which is mainly composed of proteins vibrational modes with the amide I band at 1650 cm-1 and 
phenylalanine band at 620 cm-1. The Raman band around 800 cm-1 seems to be related to RNA contributions. 
 

 
Figure 3: RF discrimination models. The no-permeabilization versus permeabilization RF discrimination models are displayed in black bar 

in the FP (A) and HWN (C) vibrational bands. The reversible permeabilization versus irreversible permeabilization RF discrimination 

models are displayed in blue bar in the FP (B) and HWN (D) vibrational bands. To facilitate the interpretation of the discriminant models, 

a representative normalized Raman spectrum of haMSC cells is displayed (grey line) (A-D). The haMSC cell Raman spectrum is vertically 

offsetted for more clarity. The left y-axis is related to the RF discriminant model and the right y-axis to the Raman spectrum. 

 

CONCLUSION 

For the first, we investigated the differences in the Raman signatures of live cells under different EPN states. Our results 
showed that high discriminative performance can be done between different EPN states. Surprisingly, the differences in the 
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Raman signatures of live cells were found statistically more significant when comparing the reversible and the irreversible 
EPN states than when comparing the no permeabilization and the permeabilization EPN sates. We demonstrated that the 
chemical damages induced by the PEFs were different between the three EPN states and that lipids were highly modified 
when comparing the irreversible and reversible EPN state. We might speculate that the irreversible EPN state is mostly 
related to chemical damages of the lipids that cannot be overcome by the cell metabolisms.  
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6.4 Monitoring the Molecular Composition of Live Cells Ex-
posed to Pulsed Electric Fields via Label-free Optical Meth-
ods (article #4)

Our previous works have demonstrated major chemical modifications of live cells under EPN thanks to confocal
Raman microspectroscopy. In this study, the chemical composition of live cells exposed to electric pulses was
assessed via confocal Raman microspectroscopy and THz microscopy. Confocal Raman microspectroscopy and
THz microscopy are both non-invasive and label free optical techniques that provided detailed information about
the molecular composition of the cells. The Raman signatures of live haMSC cells exposed to different electric field
magnitudes were acquired. MDCK cells were pulsed under THz microscopy. haMSC and MDCK were selected
as cell models based on the background and knowledge of the authors : haMSC for Raman microspectroscopy
and MDCK for THz microscopy. The monitoring of the THz signal of MDCK cells pulsed at different electric
field magnitudes was performed. As the use of confocal Raman microspectroscopy and THz microscopy are
both new concerning the investigation of the electropermeabilization process, we have performed an quantitative
and qualitative comparison between these two biophotonics and fluorescence microscopy which is considered as
the reference optical technique in the framework of electropermeabilization. To do so, fluorescence microscopy
experiment have been performed under strictly identical conditions.

This work has been conducted in collaboration with the laboratory MEDyC – UMR 7369, CNRS, university of
Reims Champagne-Ardenne - headed by Pr. Olivier Piot for the confocal Raman microspectroscopy experiments
and the Laboratory for Optics & Biosciences (LOB) - Ecole Polytechnique - through the team headed by Dr.
Guilhem Gallot for the THz microscopy experiments. The Raman, fluorescence and THz experiments have been
performed, respectively, at MEDyC, UMR 8203 and LOB. Although, this work has provided many critical new
informations about the molecular composition of pulsed cells, it is not yet perfectly finalized, especially concerning
the time-evolution of the fluorescence signal. The last fluorescence experiments are currently running and the last
results will be hopefully included in the PhD defence. The article related to this work is currently under careful
internal reading before the inclusion of the last results and will be submitted for publication as soon as possible.
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ABSTRACT (150 words) 

This study focuses on the impact of pulsed electric fields on the biochemical composition of live cells 

thanks to label-free optical methods: confocal Raman microspectroscopy and Terahertz microscopy. The 

dose effect was investigating by exposing the cells to different electric field magnitudes (0, 500, 750, 1000, 

1250 or 1500 V/cm). The other electric pulses parameters were fixed to 8 pulses, 100 μs pulse duration and 

1 Hz repetition rate. Our results demonstrated a major impact of electric pulses on the proteins of the cells. 

Raman measurements revealed that the secondary structure was highly modified by the pulsed electric field 

and THz measurements showed a leakage of proteins after the delivery of pulsed electric pulses. Raman 

and Terahertz modalities were compared to fluorescence microscopy which is the reference optical 

technique in the case of electropermeabilization of cells. We showed that these two label-free techniques 

were more sensitive than fluorescence microscopy.  
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The main non-thermal consequence of the delivery of pulsed electric fields (PEF) on biological samples is 

the permeabilization of the plasma membrane1. This interaction, recently termed electropulsation to 

reconcile the previous terms electropermeabilization or electroporation that were reflecting different 

concepts. The application of electric pulses to biological samples has led to many applications in medicine 

or industry. For instance, electrochemotherapy, which consists in the combination of 

electropermeabilization of tumor cells with a chemotherapy based on bleomycin or cisplatin2,3 is now 

routinely used to treat many cancer types: skin cancer4, breast cancer5,6, head and neck carcinomas7, 

pancreatic tumors8, … Although electropulsation has been studied for decades, the underlying mechanisms 

are still not fully understood9. It is well established that the electric field induces an additive transmembrane 

potential to the resting transmembrane potential of cells10. Numerical and experimental studies have 

demonstrated the creation of pores into the membrane related to this new transmembrane potential11–13. The 

destabilization of the cell membrane is also associated with long-term effect on the membrane, such as 

membrane disorder and a decrease of membrane elasticity14,15, that last for minutes after the delivery of the 

PEF. Recently, our group has considered biochemical modifications of the membrane as the major 

contributor to the electropermeabilization process. Mass spectrometry analysis of the chemical composition 

of simple membrane model, Giant Unilamellar Vesicles (GUV), exposed to PEF revealed the peroxidation 

of phospholipids induced by the delivery of electric pulses 16 

This chemical damage hypothesis is supported by numerical models17,18 and experiments19,20. Probing the 

molecular composition of live cells seems to be a critical point in order to better understand the interaction 

between PEF and biological cells. In this study, we used confocal Raman microspectroscopy (CRMS) and 

Terahertz (THz) microscopy to monitor biochemical consequences of the interaction between PEF and live 

cells. These two label-free and non-invasive optical techniques have the major advantage to provide 

detailed information about the intrinsic molecular composition of the sample. 

CRMS gives access to biological sample vibrational footprint which is related with its biochemical 

composition. CRMS allows to extract information about lipids, proteins and DNA content and environment 

in biological samples21. CRMS is now commonly used to characterize cells22,23 and tissues24,25. In a first 

published study, our group demonstrated the opportunity to use CRMS to investigate the 

electropermeabilization process26. The THz domain (1 THz = 1x1012 Hz) lies between the infrared and 

microwave domains. THz waves do not suffer from a high absorption in the biological medium, as the 

infrared ones, and they offer better resolution than the hyper-frequency domain (due to their lower 

wavelength). Despite a technology gap that has long kept the study of biological objects down to the single 

purified molecule, simplified and/or pretreated biological structures27,28, the THz region has been shown to 

have potential in biomedical applications 29. In this field, the most important feature of THz is its direct 

sensitivity to liquid water state, amount and content. [..]. Up to date, even if the question is still open for 

mid-long term effects, the THz waves are believed to be totally non-invasive for biological specimens at 

the power levels (sub-milliwatt, centered at the microwatt level) we use30. Recent work have demonstrated 

the possibility to detect and spectroscopically investigate complex system as living cells31,32 and even in 

vivo accessible tissues33,34. In a first publication, our groups have demonstrated the ability to monitor the 

chemical permeabilization of live cells via THz microscopy35. 

Based on two previous publications using CRMS or THz to monitor permeabilization26,35, we investigated 

the biochemical composition of live cells exposed to PEF of different electric field magnitudes. The study 

was conducted on human adipose-derived Mesenchymal Stem Cells (haMSC) and Madin-Darby Canine 

Kidney (MDCK) cells for the Raman and the THz experiments respectively. haMSC are very large cells (~ 

70 μm diameter for attached cells) and allow easy access to cytoplasm area to acquire distinct “nucleus” 
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and “cytoplasmic” Raman signatures. MDCK cells have the major advantage to easily grow at high cell 

densities on the specific substrate requested for the THz signals acquisition.  

Raman and THz microscopies are new and innovative modalities that can provide detailed information of 

the molecular impact of PEF on live cells, while fluorescence microscopy is considered as the reference 

optical method to characterize cell electropermeabilization, for example using non-permeant fluorescent 

dyes such as Yo-Pro or Propidium Iodide (PI) 36,37. Therefore, a quantitative and qualitative comparison 

between the Raman/THz modalities and the fluorescence microscopy was also performed. To this end, the 

experimental conditions used with CRMS or THz microscopy were exactly reproduced for the fluorescence 

microscopy acquisitions. 

RESULTS 

Raman signature of live cells exposed to PEF 

The Raman signatures of live haMSC cells exposed to PEF of different field magnitude were acquired using 

a confocal Raman microscope (fig 1.a). The difference between the mean normalized Raman spectrum of 

each experimental condition and the mean normalized Raman spectrum of the control group (i.e. 0 V/cm) 

is reported in fig 1.b. Confirming a recent study26, several Raman peaks were affected by the delivery of 

the electric pulses. The phenylalanine ring breathing vibrational mode at 1003 cm-1 and the Amide I band 

at 1658 cm-1 were the predominantly affected bands. A dose effect was noticed when monitoring the 

magnitude of these two peaks. The Raman peak at 1033 and 1605 cm-1 decreased when comparing the 

control group to the groups pulsed at increasing field magnitudes, confirming the strong effect of PEF on 

the phenylalanine residues. A multivariable analysis by Partial Least Square regression (PLS)38 confirmed 

the existence of this dose effect. The major Raman peak contributors to the Latent Variable 1 (LV1) were 

also at 1003 and 1658 cm-1 (fig 1.c) which are attributed to proteins. Stretching mode of CH in lipids around 

1448 cm-1 was also part of LV1 which is consistent with the known effect of PEF on the lipid bilayer14. 

Statistical analysis of the LV1 score per group (fig 1.d) revealed three groups with strong statistically 

significant intergroup differences and no statistically significant intragroup difference: {0, 500 V/cm}, 

{750, 1000 and 1250 V/cm} and 1500 V/cm.  

The uptake of the non-permeant fluorescence dye Yo-Pro-1 was used to quantify the permeabilization of 

haMSC cells exposed to the same electric pulses as in the Raman experiments using, moreover, exactly the 

same experimental conditions (CaF2 windows for the cells culture and exposure substrate, electrodes, 

medium, volume of medium, temperature …). Figure 1.e shows representative examples of fluorescence 

images acquired for the different electric field magnitudes delivered to the cells. The quantification of Yo-

Pro-1 fluorescence intensity into the cells as a function of the field magnitudes displayed a dose-effect 

response combined with a threshold behavior (fig.1.f). At 500 V/cm, no cell permeabilized to Yo-Pro-1 

was detected. For the field magnitudes above 500 V/cm, the Yo-Pro-1 cell fluorescence intensity was 

statistically significantly higher than in the control group. For an electric field magnitude from 500 V/cm 

to 1500 V/cm, the cell fluorescence intensity increased with the magnitude of the electric field applied. The 

high standard deviation in the fluorescence intensity might be associated to the cell shape, the cell 

orientation or any shielding effect39,40, noting that we cannot exclude any inhomogeneity of the local electric 

field. 
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Figure 1: Raman (a-d) and fluorescence (e-f) measurements of live haMSC cells exposed to pulsed electric fields. The magnitude of the 

electric fields was 0 V/cm (black), 500 V/cm (dark blue), 750 V/cm (green), 1000 V/cm (light blue), 1250 V/cm (red) or 1500 V/cm (magenta) 

The other pulse parameters are fixed to 8 pulses, 100 μs and 1 Hz. a – Mean normalized Raman signature of cells per group. b – Mean 

normalized Raman signature of cells minus the mean normalized Raman signature of cells under sham exposure (0 V/cm). c – Loading of 

LV1 from PLS analysis. d – LV1 score per group. The percentage of variance supported by the LV1 is indicated in brackets. e – 

Representative examples of Hoechst 3342 (blue) and Yo-Pro-1 (green) fluorescence images of haMSC cells exposed to pulsed electric field of 

0 V/cm (I), 500 V/cm (II), 750 V/cm (III), 1000 V/cm (IV), 1250 V/cm (V) and 1500 V/cm (VI) magnitude. Scale bar = 100 μm. f - 

Quantitative analysis of the Yo-Pro-1 fluorescence intensity of haMSC cells exposed to pulsed electric fields. Student’s t-test: ns (non-

statistically significant): p-value >5%, ****: p-value≤0.01%. 

In order to compare the Raman modality with the fluorescence modality, the normalized relative Raman 

and fluorescence signal, respectively symbolized by ΔRaman and ΔFluo, were calculated for the different 

magnitudes of the delivered electric field (fig.2). At 500 and 750 V/cm, CRMS provides higher difference 

with respect to the control group than the fluorescence. In particular, no difference in the fluorescence signal 

was noticed between the 500 V/cm group and the control group, whereas a significant 68% relative increase 

of the Raman signal was already recorded at 500 V/cm. When the cells were exposed to 1000 V/cm, the 

relative evolution of the signal was basically the same for the two modalities. At 1250 and 1500 V/cm, the 

fluorescence modality displayed a higher difference in the signal magnitude than the Raman modality. 

Raman and fluorescence signal were increased by 200% in comparison to the signal of the respective 

control groups. It is important to remind that the fluorescence results were highly dependent on the 

fluorescent dye used in the experiments, namely the 630 Da Yo-Pro-1. The fluorescent results are dependent 
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on the fluorescent dye, its size, its charge, and its external concentration. On the contrary, CMRS is a label-

free optical technique and thus the results are related to the intrinsic chemical composition of cells. 

 

 

Figure 2: Quantitative comparison of Raman and fluorescence modalities in the case of live haMSC cells exposed to different electric field 

magnitude under exactly the same experimental conditions. ΔRaman and ΔFluo respectively represent the normalized relative Raman (left) and 

fluorescence (right) signal with respect to the corresponding control group. The electric field magnitude varied from 500 to 1500 V/cm. The 

other pulse parameters were fixed to 8 pulses, 100 μs and 1 Hz for all the experiments. The bar and the error bar represent the mean and the 

standard deviation of the distribution, respectively, per experimental condition 

 

THz modality to monitor the proteins leakage of live cells exposed to PEF 

For the first time, a Terahertz time-domain spectroscopy (THz-TDS) experimental setup was used to 

investigate the interaction between PEF and live cells. The THz and fluorescence signals of MDCK cells 

were recorded before and after the delivery of the electric pulses. As illustrated in figure 3.a, the THz signal 

was sensitive to the presence of cells. In the supplementary information, we bring the demonstration that 

the THz signal can be used as a label-free biomarker of the amount of proteins into cells. The relative THz 

signal decreased after the delivery of the electric pulses (figure 3.b). This relative signal decrease was 

associated to proteins leakage due to the electropermeabilization of MDCK cells. Figure 3.c displays the 

evolution of the normalized THz signal after the delivery of the electric pulses and the mathematical model 

used to fit the measurements. In order to compare the THz and the fluorescence modalities, figure 3.d shows 

an example of the time-lapse Yo-Pro-1 images of MDCK cells exposed to the same electric pulses. The 

uptake of Yo-Pro-1 into cells was assessed in order to quantify the dynamics of the electropermeabilization 

process. A representative example of the evolution of the normalized relative fluorescence signal and its 

mathematical model are shown in figure 3.e. The signal-to-noise ratio (SNR) was higher in the case of the 

fluorescence experiments than in the THz acquisitions. This might be associated to the technology maturity. 

Indeed, fluorescence microscopy is a well-established technology; whereas THz-TDS technology is still 

under development. 
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Figure 3: Illustration of the THz (a – c) and fluorescence (d – e) measurements. a – Bright-field (top) and THz-ATR (bottom) images with 

MDCK epithelial cell monolayer (left) compared without cells (right). b – Representative examples of THz relative signal of sample along 

the X axis at three times: before, 5 minutes and 35 minutes after the delivery of the electric pulses. c - Example of the time-evolution of the 

normalized THz relative signal of live MDCK cells exposed to pulsed electric fields. ■ corresponds to the measurements and the black line to 

the fitted mathematical model. d - Representative example of Yo-Pro-1 fluorescence time-lapse images of live MDCK cells exposed to pulsed 

electric fields. The delivery of the electric pulses was at time 00:00. For each image, the relative acquisition time was reported. Scale bar = 

100 μm. e - Example of the time-evolution of the normalized Yo-Pro-1 fluorescence relative signal of live MDCK cells exposed to pulsed 

electric fields. ○ corresponds to the measurements and the grey line to the fitted mathematical model fitted. The delivery of the electric pulses 

was at time 00:00. For all these graphs, the parameters of the pulsed electric fields were 8 pulses, 1250 V/cm, 100 μs and 1 Hz. The 

mathematical models used to fit the measurements were reported in c and e. 

 

In both modalities, the mathematical models used to fit the measurements were based on an exponential 

function. Thus, two quantitative parameters can be extracted from these models, a plateau value and a time 

constant (figure 4). First, the THz plateau value was much lower than the plateau value of the fluorescence 

results under the electric pulses parameters used. At 500 V/cm, the fluorescence plateau value was close to 

0; whereas the THz plateau value was around 9.3 (+/-4) %. This would indicate that the detection threshold 

of THz setup was lower than the detection threshold of fluorescence. When increasing the electric field 

magnitude, a dose effect on the THz and fluorescence plateau values was noticed. The maximum of the 

plateau value was higher in the case of the fluorescence than in THz. Figure 4.c shows that the THz time 

constant decreased with the field magnitude. On the contrary, the fluorescence time constant increased with 

the field magnitude.  
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Figure 4: Evolution of the model fitted to the THz and fluorescence measurements of live MDCK cells exposed to pulsed electric fields with 

different electric field magnitudes. Plateau value for the THz (a) and Yo-Pro-1 fluorescence normalized signals (b) per experimental 

condition. c - Time constant for the THz (black) and Yo-Pro-1 fluorescence (grey) normalized signals per experimental condition. ■ 

corresponds to the mean of plateau value for the THz experiments per experimental condition. ○ corresponds to the mean of plateau value 

for the Yo-Pro-1 fluorescence experiments pear experimental condition. The error bar represents the standard deviation of the data set per 

experimental condition. τ was not determined if the coefficient of determination (R²) between the model and the measurement was below 

90%. The magnitude of electric field applied to the cells was 500, 750, 1000 or 1250 V/cm. The other electric pulse parameters were fixed to 

8 pulses, 100 μs and 1 Hz.  

 

DISCUSSION 

In this study, we report a quantitative and qualitative comparison between fluorescence microscopy and 

label-free optical methods, CRMS and THz microscopy, to investigate the interaction between PEF and 

live cells. Our CRMS results demonstrated the effect of electric pulses on proteins into live cells via the 

modification of phenylalanine and Amide I vibrational modes. Phenylalanine is known to be present in 

many transmembrane domains41. Maiti et al. have demonstrated that the Amide I band at 1658 cm-1 is 

related to the secondary structure of unfolded proteins42. Numerical model confirmed our results by 

demonstrating the effect of electric pulses on the folding state of membrane proteins43. A dose effect was 

noticed in the Raman signature of live cells when increasing the field magnitude. The statistical analysis 

reveals three groups with high intergroup statistical differences and no intragroup statistical differences. 

We may speculate that these three groups are associated with three different states of the plasma membrane, 

meaning no permeabilization, reversible permeabilization and irreversible permeabilization. If so, the 

Raman signature of cells would be a biomarker of the permeabilized state of the plasma membrane. But 

further investigations are necessary. A fluorescence intensity increase relatively to the control group was 

also noticed when increasing the field magnitude above 750 V/cm. As a comparison with the CRMS results, 

a relative increase over 53% in the Raman signal was noticed when comparing the 500 V/cm field 

magnitude experiment condition and the control group. This would indicate that CRMS is a more sensitive 

technique than the fluorescence modality. It has to be noticed that fluorescence microscopy results depend 

on the properties of the fluorescence dye used. The results would be different with another fluorescent 

permeabilization marker such as calcium green or Fluo-444.  

Thanks to THz measurements, the leakage of amino-acids residues of cells exposed to PEF was 

demonstrated. Even though amino acids and proteins leakage was extensively studied more than 50 years 

ago (when the process was termed “membrane dielectric breakdown”)45. This amino acids leakage is not 

usually evoked when the consequences of the cell membrane permeabilization are listed. However, like all 

the other non-permeant molecules, amino acids and proteins crossing of the cell membrane will occur, as 
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the well-known leaks of other internal substances like the ATP 46. As expected for a dose effect behavior, 

an increase in the field magnitude delivered was associated with an increase in the normalized THz relative 

signal. The time constant of the THz signal decreased with an increase of the field magnitude revealing a 

faster leakage across a more permeabilized membrane. On the contrary, the evolution of the fluorescence 

time constant increased with the field magnitude. This dose effect behavior is well known in the literature 

and is related with the membrane resealing which takes longer at high electric field magnitude than at low 

field magnitude47. The THz results is unusual and might be due to the origin of the THz signal. As 

demonstrated in supplementary information, the THz signal originates from the presence of small (~ 100 

Da) to large (~ 200 kDa) molecules, mainly from amino acids to proteins, in large concentrations close to 

the CaF window, that is inside the cells attached to this substrate. Some studies performed with fluorescence 

microscopy have demonstrated that the permeabilization threshold is depending on the fluorescence dye 

size36,48. Thus low electric field allows small non-permeant molecules to cross the plasma membrane. High 

electric field allows small and larger non-permeant molecules to cross the plasma membrane. In the case 

of the THz microscopy, depending on the molecular weight, molecules contribute in a different manner to 

the THz signal (supplementary figure). Thus THz signal is a global response of the leakage of amino-acids 

residues and it is difficult to attribute the THz time evolution to a specific molecule. 

For the first time, label-free optical methods (CRMS and THz microscopy) demonstrates the strong impact 

on the chemical composition, especially the proteins, of live cells exposed to PEF. The Raman and THz 

modalities were quantitative and qualitatively compare to fluorescence microscopy. Table 1 summarizes 

the THz, the Raman and the fluorescence modalities in the framework of the interaction between PEF and 

live cells. 

 

 Raman Fluorescence Terahertz 

Origin of the signal 
Intrinsic chemical 

composition of the cell 

Amount of fluorescence 

dye inside the cell 

Amount of the amino 

acids residue inside the 

cell 

Signal acquired Vibrational spectrum Fluorescence intensity THz peak magnitude 

Origin of the signal 

evolution after the 

delivery of PEF 

Changes in the 

molecular composition 

of the cell 

Internalization of non-

permeant fluorescence 

dye into the cell 

Leakage of amino acids 

residue across the 

membrane 

Detection threshold 

(V/cm) in comparison 

with control group 

≤ 500  > 500 and ≤ 750  ≤ 500  

Dose effect 

Signal maybe related to 

the permeabilization 

state of the plasma 

membrane 

Signal increase with the 

electric field magnitude 

for electric field 

magnitude above the 

detection threshold 

Signal increase with the 

electric field magnitude 

Label No Yes No 

Time resolution Very low  (~ 60 s) Good (~0.3s) Low (~10s) 

Spatial resolution Very good (~1 μm) Very good (~1 μm) Very low (~2500 μm) 
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Quantitative signal 
Normalization of the 

spectrum 

Internal references 

necessary 

Internal reference 

necessary 

Signal stability Excellent ( ~ hours) 
Low (~ 10 seconds) 

(photobleaching) 

Moderate (~ 10 

minutes) 

(laser damage) 

Data process Multivariate analysis Univariate analysis Univariate analysis 

Sample preparation 
Specific substrate and 

solution 
Labeling protocol 

Specific substrate and 

solution 

Technology maturity Research set-up 
Commercialized 

equipment 

Commercialized 

equipment 
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METHODS 

Cell culture 

For this study, two different cell types were used. MDCK cells were used in the case of THz and 

fluorescence time-lapse experiments, whereas haMSC cells were used in the case of Raman and 

fluorescence experiments. The selection of the cell lines was based on our previous published work with 

MDCK cells for the THz experiments35 and haMSC for the Raman experiments26. 

Both cell types were grown in a humidified atmosphere at 37°C and 5 % CO2 in Dulbecco’s Modified Eagle 

Medium (DMEM) supplemented with 10% serum (fetal calf serum for MDCK and fetal bovine serum for 

haMSC) and 1% penicillin-streptomycin (Life Technologies). 

For the THz experiments, the MDCKs were plated at a density of 30000 cells/cm2 on a 3-mm thick 37-mm 

diameter high-resistivity silicon (HR-Si) window, which is the optimal substrate for THz experiments in 

attenuated total internal reflection geometry35,49, and placed in a 60-mm Petri dish. Cells were grown for 

three to five days until confluence. Then part of the cells was removed by scratching from half of the HR-

SI window. This are served as the reference. Before the THz experiments, the culture medium was replaced 

by 2 mL of a buffered minimal medium (HBSS with10 mM HEPES buffer, without Ca2+) at room 

temperature. Due to the opacity of the HR-Si supports which is not compatible with light microscopy, the 

cells were prepared exactly under the same conditions in a 35-mm Petri dish with no HR-Si window for the 

fluorescence experiments to be compared to the THz experiments. No cell morphology or proliferation 

difference was noticed between the culture on the HR-Si windows and the Petri dishes. 

For the Raman experiments, the haMSCs were plated at a density of 5000 cells/cm2 on a CaF2 window 

(Crystran, Poole) placed at the bottom of a 35-mm Petri dish. Cells were grown overnight. Before the 
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Raman experiments, the medium was replaced by 2 mL of a saline solution, NaCl 154 mM (B. Braun) at 4 

°C. This saline solution is commonly used for CRMS acquisitions on living cells50. The cells were prepared 

exactly under the same conditions for the fluorescence experiments to be compared to the Raman 

experiments. 

Pulse generator and pulses condition.  

A commercially available electric pulses generator (CliniporatorTM) was used to treat the cells with 8 pulses 

of 100 µs delivered at a repetition frequency of 1 Hz. The magnitude of the electric field was 0, 500, 750, 

1000, 1250 or 1500 V/cm depending on the experiments. To deliver the electric pulses on attached cells, a 

homemade system of electrodes was used based on two stainless steel parallel plate electrodes separated 

by a fixed distance of 4 mm or 8 mm in the case of the Raman experiments and THz experiments 

respectively. The 8 mm distance between the electrodes was chosen in order to prevent any perturbation of 

the 2.5mm-diamter THz evanescent field. Because the maximum output voltage of the pulse generator was 

1000 V, the distance of 8 mm between the plate electrodes restricted the maximum electric field magnitude 

delivered to 1250 V/cm. Therefore, the electric field magnitude of 1500 V/cm was only used for the Raman 

experiments. The Cliniporator was connected to the plate electrodes with alligator clips. The delivery of 

the electric pulses was performed at 4°C or room temperature for the Raman or THz experiments, 

respectively. As mentioned in our previous work, no heating effect, pH change or bubble formation were 

noticed after the delivery of the PEF26. 

CRMS and spectra processing 

The Raman experiments were performed under similar experimental conditions detailed in Azan et al.26. 

Briefly, a confocal Raman microspectrometer LabRam ARAMIS (Horiba Jobin Yvon) with a 532 nm 

continuous wave laser was used to acquire the Raman spectra of living haMSC cells. The power at the 

sample was around 20 mW which is known to be non-toxic for the cells51–53. Prior to any measurement, the 

confocal Raman microspectroscope was calibrated with a Silicon sample using the 519 cm-1 band and the 

laser power was checked. The Raman signatures were acquired in the FP region (600 – 1800 cm-1). The 

acquisition time was fixed to two accumulations of 30 seconds (60 seconds in total). The sample was placed 

on an XY piezoelectric stage to investigate multiple locations. During the Raman measurements, cells were 

maintained at 4 °C by the T95 temperature controller (Linkam Scientific Instrument Ltd). The Raman 

signature of the saline solution was acquired in order to be able to remove this background signal from the 

measured spectra. In total, 264 Raman spectra were collected. 

The measured Raman spectra were pre-processed as detailed in Azan et al.26. Briefly, a quality check was 

performed on each individual Raman spectrum collected, meaning that the measured spectra with a SNR 

lower that 10 were discarded from the data set.  Then the spectra were smoothed using the Savistky-Golay 

filter (12 points, 2nd order polynomial). Then the baseline and the saline solution background signal were 

removed. Finally, the spectra were normalized using the standard normal variance (SNV) method. The 

mean normalized spectra for each electric pulse condition were calculated. The difference between the 

mean normalized spectra at a specific electric pulses condition and the mean normalized spectra of control 

(sham exposure, 0 V/cm) was also calculated. Multivariate analysis, based on PLS was performed on the 

mean-centered combined data set. The magnitude of the electric field was used as the observable variable 

for PLS analysis.  

Terahertz-attenuated total reflection and specific data processing 

The Terahertz-Attenuated Total Reflection (THz-ATR) device is a completely transparent HR-Si isosceles 

prism (R > 10 Ω.cm, n=3.42) with a base angle of 42°. This incident angle provides total internal reflection 
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conditions. For imaging purpose, the silicon prism was topped with a 3 mm thick HR-Si window on which 

cells and their buffered medium were placed and which could be mechanically moved very precisely. The 

THz signal was generated and detected by a classical Terahertz time-domain spectroscopy (THz-TDS) 

setup 49. Under such conditions, the cell layer was probed by an evanescent wave of a thickness of about 

20 μm generated at the surface of the HR-Si window. Support displacement allowed the acquisition of 

images, pixel by pixel, with a lateral resolution of 2.5 mm. An example of such image is given in figure 

3.a. Three pixels in the cell layer region and two in the reference region were taken along the cross-section 

(dotted black line) in approximately 15 seconds to obtain one THz relative signal value. These images show 

an approximate 6 to 8 % peak amplitude signal difference between cells and their outer medium, further 

called THz relative signal.  

In supplementary information, we demonstrate that THz signal variations originated from changes in the 

intracellular proteins concentration, with an equal sensitivity to protein of all size above 2 kDa. Thus, the 

THz signal variations could be used to quantitatively follow protein leakage during cell permeabilization35. 

The THz relative signal was normalized by its value before the delivery of electric pulses to obtain the 

normalized THz relative signal, ΔTHz. Hence, ΔTHz was ranging from 100 % (no protein leakage) to 0 % 

(total protein leakage, but cells would detach beforehand). A ΔTHz measure reflected the mean internal 

protein mass concentration changes of a roughly estimated forty thousand cells. Without any perturbation, 

the THz signal was stable for hours at room temperature (21°C).  

Fluorescence microscopy (including data pre-processing and processing) 

In all the fluorescence experiments, Hoechst 33342 was used to stain the cell nucleus and to localize all the 

cells, permeabilized or not. Yo-Pro-1 was used as a classical fluorescence biomarker of cell 

electropermeabilization36. Prior to the fluorescence experiments, cells were incubated in the presence of 

370 nM of Hoechst 33342 for 30 minutes at 37 °C and 5 % CO2. After two washes with phosphate-buffered 

saline (PBS), 1 µM of Yo-Pro-1 was added to the cell solution. In the case of the comparison between 

fluorescence experiments and THz experiments or Raman experiments, the cell solution was HBSS with 

10 mM HEPES buffer or saline solution, respectively. Fluorescence and bright-field images were acquired 

with an Observer Z1 inverted microscope (Zeiss). Images were acquired with an exposure time fixed to 300 

ms for the green (Yo-Pro-1) and blue (Hoechst 33342) channel and 40 ms for the bright-field channel. The 

microscope was controlled by the Zen Blue 2 Zeiss software. 

In the case of the comparison between fluorescence and Raman modalities, bright-field and 2 channel 

fluorescence images were acquired 10 minutes after the electric pulses delivery. In order to focus only on 

the Yo-Pro-1 fluorescence, the Yo-Pro-1 fluorescence intensity was extracted from cell nuclear location 

labeled by the Hoechst 33342 dye. Thus, the Yo-Pro-1 fluorescence intensity specific to cells, coined IFluo, 

was accessible. The sample preparation was strictly the same for the Raman and the fluorescence 

experiments. 

In the case of the comparison between fluorescence and THz methods, the 2 channel fluorescence images 

were acquired every 20 seconds for at least 20 minutes. 4 images were acquired before delivering the 

electric pulses. The only difference between the THz experiments and the time-lapse fluorescence 

experiments was the substrate: the HR-Si for THz experiments and the Petri dish for fluorescence 

experiments. All the other experimental parameters or sample preparation processes remained strictly the 

same. At the end of the fluorescence experiments, no cell morphology modification was noticed and cells 

grew normally if they were put in culture, showing absence of phototoxicity. Under these experimental 

conditions used, we also checked the absence of Yo-Pro-1 and Hoechst 33342 photobleaching. In each 

image, 5 regions of interests (ROI) with cells and 1 ROI without cell were selected. The ROI without cells 
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was used to quantify the light power during the acquisition in order to be immune from any light fluctuation 

when analyzing the fluorescence in the ROIs with cells. For each ROIs with cells, the normalized 

fluorescence was calculated by dividing the Yo-Pro-1 mean fluorescence in each ROI with cells by the Yo-

Pro-1 mean fluorescence in the ROI without cells. This normalized fluorescence aims to limit the impact 

of the light power fluctuation in the quantification of the fluorescence intensity. The fluorescence relative 

signal, ΔFluo, was calculated by the relative variation between the normalized fluorescence after the delivery 

of the electric pulses and the normalized fluorescence before the delivery of the electric pulses. 

Data process to compare the different instrumentations 

In order to perform quantitative and qualitative comparison between the different modalities (Raman vs 

fluorescence and THz vs fluorescence), specific parameters were defined. ΔRaman and ΔFluo, respectively 

termed normalized relative Raman signal and normalized fluorescence signal, were used to compare Raman 

to fluorescence modality. ΔTHz(t) and ΔFluo(t), respectively termed time-evolution of the normalized relative 

THz signal and time-evolution of the normalized relative fluorescence signal, were used to compare THz 

to fluorescence modality. These parameters were defined by the following equation: 

𝛥𝑅𝑎𝑚𝑎𝑛 =  
𝐼𝑅𝑎𝑚𝑎𝑛  −< 𝐼𝑅𝑎𝑚𝑎𝑛 𝐶𝑜𝑛𝑡𝑟𝑜𝑙 > 

< 𝐼𝑅𝑎𝑚𝑎𝑛 𝐶𝑜𝑛𝑡𝑟𝑜𝑙 >
 

where IRaman was the LV1 score and <IRaman Control > was the mean LV1 score of the control group (0 V/cm) 

𝛥𝐹𝑙𝑢𝑜 =  
𝐼𝐹𝑙𝑢𝑜  −< 𝐼𝐹𝑙𝑢𝑜 𝐶𝑜𝑛𝑡𝑟𝑜𝑙 > 

< 𝐼𝐹𝑙𝑢𝑜 𝐶𝑜𝑛𝑡𝑟𝑜𝑙 >
 

where IFluo was the Yo-Pro-1 fluorescence intensity per cell and <IFluo Control> was the mean Yo-Pro-1 

fluorescence intensity of the control group (0 V/cm) 

ΔFluo(t) and ΔTHz(t) were fitted with a mathematical model based on exponential functions: 

Δ𝐹𝑙𝑢𝑜 (t) = 𝐶𝐹𝑙𝑢𝑜 ∗ (1 − 𝑒
−𝑡

𝜏𝐹𝑙𝑢𝑜) 

where CFluo and τFluo were respectively related to the fluorescence plateau value and to the fluorescence 

time constant. 

𝛥𝑇𝐻𝑧 (t) = 100 −  𝐶𝑇𝐻𝑧 ∗ (1 − 𝑒
−𝑡

𝜏𝑇𝐻𝑧) 

where CTHz and τTHz were related to the THz plateau value and to the THz time constant, respectively. 

CFluo and τFluo were compare respectively to CTHz and τTHz in order to perform quantitative and qualitative 

comparison between the fluorescence and the THz modalities. 
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SUPPLEMENTARY INFORMATION 

In supplementary information, we demonstrated that THz signal variations originated from changes of the 

intracellular proteins concentration. More precisely, the THz relative signal difference between the cells 

and their outer medium is proportional to the mass concentration of all intracellular proteins. To 

demonstrate this, we measured the THz relative signal obtained between simple solutions of molecules 

compared to pure water. Acquisitions of the THz relative signal was made on amino-acids, peptides and 

proteins up to 250 kDa. As shown in figure S1.a for a few examples, there was a linear relationship between 

a molecule mass concentration (in the biological range) and the THz relative signal generated. These slopes 

values are the THz relative signal sensitivity to mass concentration for each molecule. Values of all THz 

relative signal sensitivity given the size of the molecules tested are given in (Figure S1.b). The observed 

evolution of THz sensitivity with molecular weight can be understood and fitted by a simple volume model, 

as detailed in (X). One can see that for species above 2 kDa, the ratio of THz relative signal per gram per 

liter of protein is a constant (within a 12 % margin). Given the very small amount (in terms of mass) of 

amino-acids and peptides in the cells, compared to proteins, we can safely ignore their participation. 

 

Figure S1: THz relative signal for amino-acid, peptide or protein solutions shows a linear relationship with mass concentration, with a slope 

depending on the tested molecule (a). Each slope illustrates the THz relative signal sensitivity to mass concentration of a given molecule. When 

plotted with respect to the molecular weight (b, black squares), sensitivity shows a global tendency that can be well fitted by a theoretical 
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model (b, red line) such as described in Grognot et al.. Above 2 kDa, sensitivity reach a constant value (within a 12% margin), meaning that 

a THz measure will only probe the protein mass concentration regardless of their molecular weight. 
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6.5 A Novel Spectroscopically Determined Pharmacodynamic
Biomarker for Skin Toxicity in Cancer Patients Treated with
Targeted Agents (article #5)

Targeted therapies have significantly improved the treatment efficiency of various types of cancer such as melanoma,
lung cancer or breast cancer. Based on tyrosine kinase inhibitors (TKIs), targeted anticaner therapies has become
a standard treatment in various types of cancer. Although, the efficiency of TKI-based treatments against cancer
is established, most patients are suffering from severe cutaneous side effects. In this study, we have investigated
the opportunity to use confocal Raman microspectroscopy to detect skin toxicity in a non-invasive and label free
manner. The Raman signatures of the skin of patients have been acquired before and during the first month of
their TKI-based treatments. An algorithm has been designed to determine a new pharmacodynamic biomarker
for skin toxicity in cancer patients treated with targeted agents.

This work has been conducted in collaboration with:

• the dermatology and the pulmonology departments of Gustave Roussy respectively headed by respectively
Pr. Caroline Robert and Dr. Benjamin Besse who recruited the patients

• the Center for Optical Diagnostics & Therapy - Erasmuc MC, Rotterdam, The Netherlands - and RiverD
international BV - Rotterdam, the Netherlands - headed by Dr. Gerwin Puppels who provided the confocal
Raman microscope optimized for skin measurements

• the department of pharmacology and drugs analysis of Gustave Rousy headed by Pr. Angelo Paci who
performed the drug titration into the patients’ bloods

• the department of pathology of Gustave Roussy and Erasmus MC who performed the anatopathological
analyses of the skin biopsies.

The Raman acquisitions of the skin of the patients have been performed at the dermatology department of Gustave
Roussy. The results of this work have been published in Cancer Research in November 2016.
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Abstract

Raman spectroscopy is a noninvasive and label-free optical
technique that provides detailed information about the molec-
ular composition of a sample. In this study, we evaluated the
potential of Raman spectroscopy to predict skin toxicity due to
tyrosine kinase inhibitors treatment. We acquired Raman
spectra of skin of patients undergoing treatment with MEK,
EGFR, or BRAF inhibitors, which are known to induce severe
skin toxicity; for this pilot study, three patients were included
for each inhibitor. Our algorithm, based on partial least
squares-discriminant analysis (PLS-DA) and cross-validation
by bootstrapping, discriminated to variable degrees spectra

from patient suffering and not suffering cutaneous adverse
events. For MEK and EGFR inhibitors, discriminative power
was more than 90% in the viable epidermis skin layer; whereas
for BRAF inhibitors, discriminative power was 71%. There was
a 81.5% correlation between blood drug concentration and
Raman signature of skin in the case of EGFR inhibitors and
viable epidermis skin layer. Our results demonstrate the power
of Raman spectroscopy to detect apparition of skin toxicity in
patients treated with tyrosine kinase inhibitors at levels not
detectable via dermatological inspection and histological eval-
uation. Cancer Res; 77(2); 1–9. �2016 AACR.

Introduction
In recent years, targeted therapy has become a standard

treatment against various types of cancer such as melanoma,
lung cancer, and breast cancer. Many of these therapies target
the intracellular MAPK pathway, also known as the "RAS–

RAF–MEK–ERK pathway," which is abnormally activated in
more than 7% of all human cancers (1). In particular, the
BRAF gene coding for the serine/threonine-protein kinase
BRAF is mutated in 60% to 70% of the melanomas (2). The
MAPK pathway is involved in many cellular processes such as
proliferation, differentiation, migration, and apoptosis (3).
The use of tyrosine kinase inhibitors (TKI), for example, the
inhibitors of the MEK, the EGFR, and the BRAF gene, are
privileged strategies to regulate this pathway. Many TKI (4,
5) have recently received regulatory agency approval for the
treatment of patients. Vemurafenib (GSK2118436), a BRAF
inhibitor commercially available since 2011, has significantly
improved the overall and progression-free survival of
BRAFV600E mutation-positive melanoma patients (6–8). In
the case of EGFR mutation-positive non–small cell lung can-
cer, studies have demonstrated a significant progression-free
survival benefit in patients treated with erlotinib (EGFR inhib-
itor), in comparison with platinum-based chemotherapy
when given as first line treatment to European and Asian
patients (9, 10). Combination of these treatments is possible
and contributes to improve the overall survival in patients
with melanoma (11).

Although the efficiency of TKI against cancer is established,
it is well-known that it induces strong cutaneous side effects.
Lacouture and colleagues have shown that 92% to 95% of
patients treated with vemurafenib showed dermatologic
adverse events (12). Eighty-seven percent of patients treated
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with trametinib (a MEK inhibitor) experienced cutaneous
toxicity (13). The underlying mechanisms of these adverse
effects on the skin have been studied by many groups (14–16)
but remains not completely understood.

Raman spectroscopy is a noninvasive technique that can
provide information about the molecular composition of cells
and tissues (17, 18). This nondestructive vibrational spectros-
copy instrumentation is based on inelastic scattering of light
caused by the interaction of light and molecular vibrations. It
does not require reagents or the use of contrast enhancing
agents. This technique is under investigation for many applica-
tions in biology. One of the main topics is the diagnosis of
cancer through the identification of the biochemical differences
between healthy and cancer tissue (19–22). Thanks to easy
access, the skin is one of the major targeted tissues for in vivo
Raman-based studies (23, 24).

In this study, we have evaluated the ability of Raman spectros-
copy to detect cutaneous toxicity in patients under TKI treatment,
namelywithMEK, EGFR, or BRAF inhibitors, and so to use Raman
signature of the skin as a new pharmacodynamic biomarker. We
also report the specific methodology that we have developed to
perform and analyze this dermatological application of Raman
spectroscopy.

Patients and Methods
Patient population

This study was approved by the French Agency for the Safety
of Health Products under ID RCB number 2010-A01051-37
and reference B101285-30. Patients were recruited from the
dermatology unit and the pulmonology unit of the Depart-
ment of Medical Oncology of Gustave Roussy (Villejuif,
France). From January 2015 to March 2015, all patients, older
than 18 years old, who were going to be treated with trame-
tinib (MEK inhibitors), erlotinib, afatinib (EGFR inhibitors)
dabrafenib, or vemurafenib (BRAF inhibitors) were invited to
volunteer to this study. The volunteers signed an informed
consent (SkinTarget Protocol CSET no. 2010/1664) permit-
ting the research team to acquire in vivo skin Raman spectra, to
perform skin biopsies, to have a dermatologist consultation,
to take blood samples, and to take standardized pictures of
the affected skin. Nine patients were included in this study,
three undergoing treatment with a MEK inhibitor, three

patients treated with an EGFR inhibitor, and three patients
treated with a BRAF inhibitor. Patients were between 49 and
68 years old.

Data collection
For each patient, data acquisition was performed at three time

points, apart from one patient due to a no-show. During each
session, a complete dataset was collected the same day, compris-
ing in vivo Raman measurements of the skin, a dermatologic
report, a skin biopsy, a blood sample, and standardized pictures
of the face, the hands, the nails, and the feet. The Ramanmeasure-
ments and the skin biopsies were done at a skin location that
appeared healthy from a dermatologic point of view. This loca-
tion was chosen in order to avoid potential interference of the
Raman measurement by a local inflammatory reaction. The first
data collection session was performed before the start of the
treatment. The second and the last session were planned about
2 and 4weeks after initiation of the treatment. Thismeasurements
schedule was based on the expected time to occurrence of skin
toxicity observed with these agents and coincided with scheduled
routine visits of the patients to the hospital.

Raman skin measurements
For this study, a commercially available gen2-SCA (Skin

Composition Analyzer) from RiverD International B.V. was
used (Fig. 1). This confocal Raman spectroscopy instrument
has been optimized for in vivo skin measurements. It can
measure the Raman spectrum in the Fingerprint (FP) region
(400–1,800 cm�1) using a 30 mW 785 nm continuous wave
laser and the Raman spectrum in the high wavenumber (HWN)
region (2,600–4,000 cm�1) using a 20 mW 671 nm continuous
wave laser. The laser light intensities comply with international
laser safety standards (25). The laser is focused into the skin by
a custom designed immersion microscope objective (100�, 1.2
numerical aperture). The depth resolution is better than 5 mm.
Raman signal is collected using the same objective. An XY
piezoelectric stage can translate the measurement window
so as to access multiple skin locations. The objective can be
Z-translated to focus the beam at different depths in the skin.
The measurements were performed using the RiverICon soft-
ware (RiverD International B.V.).

Before each Raman measurement session, the equipment
was auto-calibrated and thepower of the laser beamswas checked.

Figure 1.

Gen2SCA Skin Analyzer general
operating scheme: the patient places
his/her upper forearm on the window;
the laser beam is focused into the skin
through the microscope objective.
The objective can be Z-translated to
have access to different skin layers
(SC and VE).
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The measurements were performed on the lower forearm of the
patients, far away fromany skin lesion. Patients put their right arm
on a fused silica measurement window through which the micro-
scope objective focuses laser light in the skin. During each session,
between five and nine different locations were acquired for both
spectral regions (FP and HWN). At each location, Raman mea-
surements with specific in-depth profile were performed to
acquire several spectra from two skin layers: the stratum corneum
(SC) and the viable epidermis (VE; ref. 26). For the FP spectral
band, the Raman acquisitions were performed until 24-mmdepth
with a step size of 4 mm and two additional points at 32- and 40-
mm of depths, which gives a total of nine spectra per in-depth
profile. For the HWN spectral band, the Raman acquisitions were
performed until 48mmwith a step size of 4mm,which gives a total
of 13 spectra per in-depth profile. To ensure spectra with high
signal-to-noise ratio (SNR), the acquisition timewas chosen in the
range from 5 to 30 seconds in FP band and fixed to 1 second in
HWNband. Themaximumduration of the Ramandata collection
was 40 minutes. In total, 4,532 spectra were collected (1,854 in
the FP region and 2,678 in the HWN region).

Raman data preprocessing
First of all, an analysis of the spectra quality on the FPdatasetwas

performed. Todo so, the signal-to-noise ratio (SNR)was calculated,
with the Eq. 1, for each measured spectra in the FP band.

SNR ¼ S�G
ffiffiffiffiffiffiffiffiffiffi

N�Gp ð1Þ

where S is the magnitude of the peak at 1,003 cm�1, N is the total
magnitude of the signal at 1,003 cm�1 minus the charge-coupled
device (CCD) offset, and G is the gain of the CCD detector. All the
spectrawith SNR < 10were removed from the dataset (representing
less than 10%). Moreover, a few outlier spectra were also removed
from the dataset.

Caspers and colleagues (27) demonstrated that the water mass
concentration profile and the natural moisturizing factor (NMF)
profile are good indicators of the SC/VE interface. Water mass in-
depth profile can also be used to determine the SC apparent
thickness (28). The SkinTools software v2.0 (RiverD International
B.V.) was used to extract watermass profile from theHWNRaman
measurements and so to determine the SC/VE interface (29).
Thus, each spectrum acquired in the FP spectral band could be
attributed to the appropriate skin layer, meaning SC or VE. Then,
the FP spectrawere preprocessedby extendedmultiplicative signal
correction (EMSC; ref. 30) tonormalize each spectrum to aunique
reference spectrum while removing the spectral variance due to
fused silica and room light. Based on the dermatologic exam
performed on the same day as the Raman acquisition, each
recorded Raman spectrum was labeled as: "toxicity" meaning
spectrum from patient suffering of skin toxicity or "no toxicity"
meaning spectrum from patient not suffering of skin toxicity. For
the two groups (i.e., "toxicity" and "no toxicity"), the mean
spectrum for each skin layer investigated and each inhibitor was
calculated.

Statistical analysis
Multivariable analysis was performed to classify the Raman

signature of patient in the two groups. Multivariable analysis was
based on partial least-square regression (PLS; ref. 31) coupled
with linear discriminant analysis (LDA; ref. 32) in cross-validation
by bootstrapping (33), coined her "PLS-DA."

Randomly 90% of the complete dataset was selected to estab-
lish a model (training dataset), and the remaining 10% of the
dataset (validation dataset) was used to test the model. To avoid
any bias, the ratio in the number of spectra belonging to the two
groups (i.e., "toxicity" and "no toxicity") was preserved when
splitting the dataset. PLS was performed on the mean-centered
training dataset. The drug concentrations into patients' blood
were used as the observable variable for the PLS analysis. The
titration of the drugs is detailed in a specific paragraph and the
results are reported in Supplementary Table S1. In the case of
blood samples were missing, the corresponding spectra were
removed from the PLS and subsequent LDA analysis. From the
10 first latent variables (LV) determined by PLS, LV selection was
based on quantitative criterion. To be selected, the scores of the LV
for the two groups (i.e., "toxicity" and "no toxicity") had to be
statistically significant (Student t test, Bonferroni adjusted P-value
<0.05; ref. 34). To prevent any overfitting in the model, the
maximum number of LVs selected was equal to 6. The scores on
the selected LVs were used as input for the LDA analysis to
determine the linear discriminant (LD). The LD established on
the training dataset was applied to the mean-centered validation
dataset. So LD score was calculated for each spectrum of the
validation dataset. On the basis of the LD scores of the validation
dataset, the discriminative power between the two groups (i.e.,
"toxicity" and "no toxicity") was analyzed using receiver operat-
ing characteristic (ROC) curves (35). The area under the curve
(AUC) of the ROC curve was calculated. Accuracy, sensitivity, and
specificitywere determinedon the basis of the Youden index (36).
Student t test was also performed to assess the statistical difference
between the LD scores of the two groups in the validation dataset.
At each iteration, ROC curve, AUC, accuracy, sensitivity, specific-
ity, and P value were determined for the validation dataset.
Moreover, LD scores of the validation were recorded. This indi-
vidual cross-validation was repeated 5,000 times with different
training and validation datasets. The number of iterations of
bootstrapping was determined to include each spectrum of the
complete dataset in the two sub-datasets (i.e., training and val-
idation). The mean ROC curve, AUC, accuracy, sensitivity, and
specificity were calculated. For each spectrum of the complete
dataset, the mean LD score was calculated. The correlation
between the Raman signature and the drug concentration was
performed by calculating the coefficient of determination (R2)
between the mean LD scores and the drug concentration.

This data processwas applied to the two skin layers (SC andVE)
and the three groups of patients (MEK, EGFR, and BRAF inhibi-
tors). All data processing and data analysis were performed under
MATLAB v2009b (MathWorks).

Preparation of skin biopsy
Four millimeters diameter punch biopsies were performed on

clinically unaffected skin. The skin biopsies were formalin fixed
andparaffin embedded.Microscopic slideswith 3-mm-thick tissue
sections were stained with hematoxylin, eosin, and Safran (HES)
and periodic acid-Schiff (PAS). The slides were analyzed by three
pathologists from two different hospitals (Erasmus MC and
Gustave Roussy) in an independent way.

Determination of the drugs concentration into the patient
blood

Blood samples were centrifuged (3,000 rpm, 2,200 � g for 10
minutes) and plasma was separated in aliquots and stored at
�20�C prior to analysis.

Diagnosis of Skin Toxicity by Raman Spectroscopy
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Plasma samples of patients treated with dabrafenib (BRAF
inhibitor), trametinib (MEK inhibitor), and erlotinib (EGFR
inhibitor) were analyzed by ultra-performance liquid chroma-
tography combined to tandem mass spectrometry (UPLC-MS/
MS) on Acquity-Xevo TQ system with MassLynx 4.1 software
(Waters). Dabrafenib, trametinib, and erlotinib were analyzed
using respectively [2H9]-dabrafenib, [

13C6]-trametinib, and bosu-
tinib as internal standards (IS). Dabrafenib, trametinib, and
erlotinib and their IS were separated on a Acquity UPLC BEH
C18 chromatography column (2.1 mm � 50 mm I.D., 1.7 mm;
Waters) using gradient elution with mobile phases of acetonitrile
�methanol, ammonium formiate, and ultrapure water at a flow
rate of 0.7 mL/minute.

Vemurafenib (BRAF inhibitor) was analyzed by high-perfor-
mance liquid chromatography combined toUltraViolet detection
(HPLC-UV) on a HPLC-UV 1200-1290 system (Agilent) using
sorafenib as IS. Vemurafenib and the IS were separated on a
Kinetex PFP 4.6� 100mm, 2.6 mm(Phenomenex) using gradient
elution with mobile phases of acetonitrile, KH2PO4 20 mmol/L
and ultrapure water at a flow rate of 1.0 mL/minute.

All analytic methods were validated in terms of specificity,
linearity range, precision, and accuracy according to EMA guide-
lines.Dabrafenib and trametinib concentrationswere determined
between 1 and 2,000 ng/mL with intraday and interday precision
coefficients of variation (CV) below 2.4%. Vemurafenib concen-
tration was determined between 1 and 50 mg/mL with intraday
and interday precision CVs below 6.9%. Erlotinib concentration
was measured between 1 and 1,000 ng/mL with an intraday and
interday precision CVs below 8.3%.

The results are reported in Supplementary Table S1.

Results
General

In this study, none of the nine patients included suffered from
skin toxicity before the beginning of the treatment. After 1 month
of treatment, all of them presented skin adverse events. The
Supplementary Table S2 reports the various cutaneous adverse
events for each patient at the two time points.

As expected (37, 38), patients of MEK and EGFR inhibitors
groups were suffering from similar cutaneous adverse events.
Five of 6 patients displayed folliculitis after 1 month of
treatment. Figure 2 shows example of folliculitis on the face
of patient treated with MEK inhibitors. Prurituses were detected
in half of them. In the BRAF group, no folliculitis or pruritus
was noticed contrary to patients treated by MEK or EGFR
inhibitors. As expected (39, 40), two out of three patients of
BRAF inhibitors groups were suffering from grade I keratosis.
Two of 3 patients of BRAF inhibitors group were suffering from
grade I xerosys. It has to be noticed that 6 of 9 patients of the
cohort were displaying skin toxicity after 2 weeks of treatment.

Spectral analysis
The mean normalized Raman spectra of the two groups (i.e.,

toxicity and no toxicity) were calculated for the three inhibitors
and the two skin layers investigated (Fig. 3). Because of the
thickness of the SC compared with the VE, the number of spectra
acquired in the SC for the FP band was 33% lower than in the
VE (439 vs. 656). As expected, the shape of the Raman spectra in
the SC and the VE was different. The SC spectra showed a peak
at 880 cm�1, which was not present in the VE spectra. This

peak is attributed to the NMF, which is only present in the SC
skin layer (27).

The differential spectra (toxicity minus no toxicity) did not
show clear and consistent differences. In the case of MEK and
EGFR inhibitors in the SC, the differential spectral displayed a
small decrease in the peak at 1,650 cm�1 attributed to keratin.
For the same conditions, the peak at 1,442 cm�1 related to NMF
displayed a small increase. The Raman signature of the drug
itself could not be observed in the Raman spectra of the skin
patients even after 1 month of treatment. This might be due to
the residual amount of drugs in cutaneous tissue, which was
below the detection limit of the equipment and/or to the
metabolization of the drug ending to different chemical pro-
ducts with different Raman signatures. Therefore, for each skin
layer and inhibitor, multivariable analysis was used to inves-
tigate the presence of systematic differences between the two
groups (i.e., toxicity vs. no toxicity).

Multivariable statistical discrimination models
Figure 4 shows the ROC curves to quantify the discriminative

power between the two groups (i.e., toxicity vs. no toxicity) for the
different analysis performed. Table 1 summarizes the discrimi-
nation performances for each ROC curve by indicating the AUC,
the accuracy, the specificity, and the sensitivity.

For patients treated with MEK inhibitors, the AUC of the ROC
curve was 90% when investigating the VE skin layer (Fig. 4A).
Accuracy, sensitivity, and specificity were around 90% (Table 1),
indicating a good discriminative power between the two groups.
In comparison, the AUC of the ROC curve for the SC was much
lower (70% vs. 90%). Although the discriminative power was
lower in the SC than in the VE, the LD scores between the two
groups (i.e., toxicity vs. no toxicity) were significantly statistically
different with a P value lower than 0.01% (Supplementary Fig.
S1A and S1D).

For patients treated with EGFR inhibitors, the AUCs of the ROC
curve in both skin layers were higher than 95%. The AUC of the
ROC curve was slightly lower in the SC than in the VE (96% vs.
97%). Accuracy, sensitivity, and specificity in the two skin layers
weremore than 95%. The differences in the LD scores between the

Figure 2.

Face picture of patient under MEK inhibitors before and after one month of
treatment. This patient is suffering from grade I folliculitis.
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two groups were statistically different with a P value lower than
0.01% (Supplementary Fig. S1B and S1E). It can be noticed that
P value was lower in the VE than in the SC (1.51 � 10�31 vs. 4.3
� 10�17). It confirms that the discriminative power was slightly
better in the VE than in the SC for patients treated with EGFR
inhibitors.

For patients treated with BRAF inhibitors, the AUC of the ROC
curve in the VE was 71%. In comparison, the AUC of the ROC
curve in the SC was lower (65% vs. 71%). Although the discrim-

inative powers remained low, the LD scores between the two
groupswere statistically significantly differentwith aP value lower
than 0.01% (Supplementary Fig. S1C and S1F). PLS data analysis
implies that the variance of the datasetmight be linearly related to
a variable, in our case the drug concentration into patient's blood.
Because of the low discriminative power of the PLS data analysis
in the case of the BRAF inhibitors group (AUC ¼ 65%), it was
reasonable to consider that the previous hypothesis was not
correct and was limiting the discri

Figure 4.

ROC curves for the discrimination based on PLS-DA data analysis technique in the SC skin layer and VE for patient treated with MEK inhibitors (A), EGFR inhibitors
(B), or BRAF inhibitors (C). In the inset, the value of the AUC is indicated for each ROC curve.

Figure 3.

Mean normalized Raman spectra from skin patients of the two groups. The differential spectrum (toxicityminus no toxicity) is also displayed.A,MEK inhibitors in the
SC skin layer (no toxicity, n ¼ 114; toxicity, n ¼ 85). B, EGFR inhibitors in the SC skin layer (no toxicity, n ¼ 43; toxicity, n ¼ 57). C, BRAF inhibitors in the
SC skin layer (no toxicity, n ¼ 44; toxicity, n ¼ 96). D, MEK inhibitors in the VE skin layer (no toxicity, n ¼ 88; toxicity, n ¼ 111). E, EGFR inhibitors in VE skin
layer (no toxicity, n ¼ 67; toxicity, n ¼ 129). F, BRAF inhibitors in the VE skin layer (no toxicity, n ¼ 84; toxicity, n ¼ 177). The spectra are shown with vertical
offset for more clarity.
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minative performance. To try to improve thediscriminative power
of our model, we have performed the same data process but PLS
was replaced by principal component analysis (PCA), which is an
unsupervised multivariable data analysis technique. In this case,
the discriminative result was 12% better in the SC in comparison
with the PLS-DA data process (77% vs. 65%).

We correlated the Raman signature of patients' skin with the
titration of the drug into patients' blood (Fig. 5). As a confirma-
tionof the previous results, the best correlationswere obtained for
the EGFR inhibitors. In this case, the coefficients of determination
were around 80% for the two skin layers investigated. The coef-
ficient of determination was slightly higher in the VE than in the
SC (81.5% vs. 79.6%), confirming the previous discriminative

performance results. For MEK inhibitors in the VE, the coefficient
of determination was 72.7%. In the case of BRAF inhibitors, the
coefficients of determination were below 55% in the two skin
layers investigated (Fig. 5C and F).

Histologic evaluation of skin biopsies
Histopathologic analysis of the microscopic slides of skin

biopsies did not reveal any significant tissue disarray after 1
month of treatment (Fig. 6). In some cases, small variations in
the SC with hyperkeratosis were noticed. In two biopsies, focal
slight epidermal hyperplasia and slight dysplasia were present
without any correlationwith the treatment. No inflammationwas
noticed.

Discussion
The aim of this pilot study was to investigate the ability of

Raman spectroscopy to detect skin toxicity in patients under
treatment by TKI. Multivariable statistical analysis technique
(PLS-DA) was tested to discriminate Raman signatures of skin
frompatient suffering of cutaneous toxicity andRaman signatures
of skin from patient not suffering of cutaneous toxicity. The
discriminative performances, evaluated by PLS-DA and cross-
validation by bootstrapping, were found to be dependent on the
treatment and the skin layers investigated. In general, the algo-
rithm allowed better discriminative results for MEK and EGFR
inhibitors than for patients treated with BRAF inhibitors. This

Figure 5.

Correlation plot between the drug concentration into blood sample and Raman signature of patient skin. The LD score refers to the mean LD score calculated in the
validation dataset for each spectrum. The linear curve fitting the data is plotted in dash line. The coefficient of determination between LD score and drug
concentration is indicated. Each patient is indicated with a specific marker type. In the case of drug concentration missing, the data are not represented.

Table 1. Summary of the discrimination performance by PLS-DA between skin
spectra from patients with or without skin toxicity for the three groups (MEK,
EGFR, and BRAF inhibitors) and for the two skin layers (SC and VE)

Discriminative performance
PLS-DA

AUC (%) Accuracy (%) Sensitivity (%) Specificity (%)

SC
MEK 70 74 66 80
EGFR 96 96 95 96
BRAF 65 75 89 49

VE
MEK 90 88 87 90
EGFR 97 96 96 95
BRAF 71 77 90 51

Azan et al.

Cancer Res; 77(2) January 15, 2017 Cancer ResearchOF6

6.5 A Novel Spectroscopically Determined Pharmacodynamic Biomarker for Skin Toxicity in Cancer
Patients Treated with Targeted Agents (article #5) 165



might be related to the different mechanisms of these drugs on
healthy tissue. It is well established that BRAF inhibitors activate
the MAPK pathway in normal (wild-type BRAF) cells (41). This
activation induces a dimerization of the RAF kinase inducing a
phosphorylation of MEK and ERK kinase (42). In contrary, MEK
and EGFR inhibitors inhibit the MAPK pathway in the wild-type
cells (13, 38). Although, patients underMEK and EGFR inhibitors
exhibit similar spectrum of skin adverse events with papulopust-
ular rash, dry skin, perionyxis, and hair changes. Patients treated
with BRAF inhibitors were suffering from follicular keratosis,
palm and sole hyperkeratosis, eruptive papillomas, squamous
cell carcinomas, or melanomas. We might speculate that Raman
spectroscopy is more sensitive to chemical modifications of the
skin induced by the inhibition of the MAPK pathway than its
activation. It has to be noticed that even with a small number of
patients, the discrimination results reached high level of accuracy,
sensitivity, and specificity. A larger number of patients would
contribute to enhance those differences. Moreover, Raman sig-
natures were acquired at skin locations that were not-affected
from a dermatologic point-of-view. Skin biopsies were also per-
formed on healthy looking tissue and did not showmodifications
of the skin related to the treatment. Thus, Raman spectroscopy has
access to information that is not detectable at the dermatologic
and histologic levels. Similar results have been obtained by Le
Naour and colleagues (43) when targeting liver steatosis by
vibrational spectroscopy on tissue sections from histologically
normal areas from an otherwise steatotic liver. Many studies have
demonstrated the possibility of Raman spectroscopy to accurately
discriminate cutaneous cancer tissue from normal tissue (44, 45).

For EGFR and MEK inhibitors, the best discriminative results
were obtained in VE skin layer. In both groups, the AUC of the
ROC curves for VE skin layer were more than 90%. These results
are supported by dermatologic knowledge indicating that EGFR is
mainly expressed in undifferentiated keratinocytes in the basal
and suprabasal layers of the epidermis (46). Moreover, constitu-
tive activation of upstream kinase MEK1 perturbed the differen-

tiation of human keratinocytes located in the basal and supraba-
sal layers of the epidermis (47). This study points out that VE is the
skin layer primarily impacted biochemically by MEK and EGFR
inhibitors. The best discriminative result was obtained for the
EGFR inhibitors in the VE skin layer with an accuracy of 96%, a
sensitivity of 96% and a specificity of 95%. Even with a small
number of patients, the correlation of the skin Raman signature
and the drugs concentration was over 81%.

Our results show that Raman signature of patients dermato-
logically and histologically normal patients' skin can be used as a
pharmacodynamic biomarker for cutaneous adverse events tox-
icity due to TKI treatment. The opportunity to predict skin toxicity
via Raman spectroscopy, a noninvasive and label-free optical
instrumentation, would be a great contribution to improve the
life quality of patients under TKI treatment. Indeed, it could open
the possibility to modify the treatment before the detection of
visible and quality-of-life impairing skin toxicity. Moreover,
because meta-analysis studies have demonstrated that skin tox-
icity is correlated with the response to the anti-EGFR treatment in
non–small lung cancer (48, 49), investigating the correlation
betweenRaman spectroscopyof the skin and anti-EGFR treatment
efficacy would be interesting in the perspective of monitoring the
treatment efficacy in a noninvasive way. Further investigations are
thus necessary.

Conclusion
This pilot study is the first one to investigate the skin toxicity

induced by new anticancer-targeted therapies by the means of
Raman spectroscopy. Our results show that Raman spectroscopy
is able to discriminate spectra from patients suffering of skin
toxicity and patients not suffering of skin toxicity. By correlating
the skin patients Raman signature and the drugs concentration
into patient's blood, we can conclude that Raman spectroscopy
can be used as a pharmacodynamic biomarker for skin toxicity
induced by TKI treatment.

Figure 6.

HES staining of microscopic tissue
sections from skin biopsies of the
patients before (top row) and after
one month of treatment (bottom row)
with MEK inhibitors, EGFR inhibitors,
and BRAF inhibitors.
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Figure S1: Mean LD score for the validation data set for Stratum Corneum skin layer for MEK inhibitors (A), 

EGFR inhibitors (B) and BRAF inhibitors (C) and for Viable Epidermis skin layer for MEK inhibitors (D), EGFR 

inhibitors (E) and BRAF inhibitors (F). The p-value between the two groups is reported. In the 6 conditions, the p-

value is lower than 0.001%.  

 

Table S1: Summary of the measurements of the drug concentration into patients’ blood. 
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Table S2: Summary of cutaneous adverse events at the different time point for each patient included in this study.  
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The aim of this doctoral research was mainly to investigate the chemical modifications occurring in cells
exposed to PEFs by means of confocal Raman microspectroscopy and THz microscopy, which are non-invasive
and label-free optical techniques. To our knowledge, these two biophotonics techniques have never been used
before to investigate the underlying mechanisms of cell EPN.

In this section, the results obtained will be discussed article by article and the associated perspectives will be
established.
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7.1 Demonstration of the Protein Involvement in Cell Electro-
permeabilization using Confocal Raman Microspectroscopy
(article #1)

In the first study, the Raman signatures of live haMSC cells exposed or not to PEFs were acquired at different
cellular locations (cytoplasm and nucleus) and vibrational frequency ranges (FGP and HWN) . Cells were exposed
or not to 8 pulses of 100 µs duration with 1000 V/cm field magnitude and 1 Hz repetition rate, which are classical
electric pulses parameters used in clinic [472]. By comparing the Raman signatures of the control and the
pulsed groups, major modifications of the biochemical composition were revealed and several critical vibrational
frequencies that characterize cell EPN were identified.

The main result of this study is the demonstration of protein involvement in cell EPN. First, the magnitude of
several Raman peaks attributed to phenylalanine, an amino-acid present in many transmembrane domains [533],
was decreased by 30 to 40 % in the pulsed group versus the control group. Another vibrational spectroscopy study
on cells exposed to surfactant stress has associated the decrease in the magnitude of phenylalanine Raman peaks
to protein leakage [176]. Moreover, the effect of PEFs on proteins was confirmed by the significant modification of
the amide I Raman band. Amide I Raman band is known to be related to the secondary structure of proteins into
the cells [534]. Numerical models have confirmed the unfolding of proteins exposed to intense electric pulses [535].
Further biomolecular investigations are required to emphasize the effect of PEFs on the proteins. For instance, we
plan to incorporate transmembrane proteins into GUVs in order to monitor the potential electro-induced chemical
modifications of these incorporated proteins by means of mass spectrometry. The incorporation of transmembrane
proteins into GUVs has already been performed by other groups [536].

Electric pulses are known to affect also the lipids of the membrane in a different manner, through peroxidation
[360] or phospholipid scrambling [511]. The modification of Raman peaks attributed to the lipids confirmed the
previous results.

The acquisition of the Raman signatures of control and pulsed cells in the HWN region did not show any
difference. This might be due to the in-depth resolution of our experimental system (over 1 µm) which does not
allow to discriminate the signal contribution of the plasma membrane from the contribution of other internal
organelles. Performing similar experiments on GUVs, meaning analysing the Raman signatures of control and
pulsed GUVs, would allow to focus only on the interaction between PEFs and the phospholipid bilayer. The
acquisition of the Raman signature of GUVs has already been done with a similar confocal Raman microscope
[537].

Surprisingly, the modification of DNA Raman peaks was noticed in the Raman signatures acquired at the
nucleus location. According to the literature, 100 µs PEFs are not able to reach the nucleus due to the plasma
membrane acting like an isolator. DNA damages are known to be induced by nsPEFs [449, 538, 539]. Our group
has recently investigated the opportunity to induce EPN of the endoplasmic reticulum via the delivery of a single
100 µs electric pulse. This study demonstrated that a 100 µs electric pulse is able to induce permeabilization of
internal organelles. The modification of DNA Raman peaks observed in our study also emphasized the possibility
of a 100 µs electric pulse to induce damage on internal organelles.

This first investigation of the effect of PEFs on the Raman signatures of live cells has revealed new underlying
mechanisms. Raman microspectroscopy has a low time resolution due to the weak Raman signal. A complete
Raman mapping of control and pulsed cells would allow to investigate any spatial heterogeneity of the effect of
PEFs. In this framework, fixing the cells would be required but it has been noticed that the chemical fixation
affects the Raman signatures of cells [138]. Moreover, chemical fixation protocols lasts about 30 minutes [379],
so it would be necessary to experimentally limit the dynamics of any electro-induced cell metabolism, such as
membrane resealing. Working at low temperature as we did in this study could be an effective experimental
solution.
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7.2 Comprehensive Characterization of the Interaction between
Pulsed Electric Fields and Live Cells by Confocal Raman
Microspectroscopy (article #2)

Our first published study demonstrated that confocal Raman microspectroscopy can provide useful biomolecular
information on the interaction between PEFs and live cells. In a second step, we investigated deeper the interaction
between electric pulses and living cells.

Fluorescence microscopy studies showed that the uptake of a non-permeant fluorescence dye after cell exposure
to PEFs occurs first at the poles of the membrane [320]. After tens of seconds, the uptake of the non-permeant
fluorescent dye is homogeneous in the whole cell membrane. Hence, we investigated the potential EPN spatial
heterogeneity by acquiring Raman signatures of pulsed cells at different locations around the nucleus. Our results
demonstrate that the Raman signatures of pulsed cells were similar at the different locations probed. The Raman
signatures of pulsed cells at the different positions tested were different from the Raman signatures of control cells.
The spatial homogeneity of the biochemical modifications of pulsed cells may be explained by the time resolution
of confocal Raman microscopy which is lower than the time constant of the lateral diffusion of permeable electro-
induced structures into the membrane [264]. Coherent Raman scattering microscopy techniques, such as CARS
or SRS, have a time resolution around tens of milliseconds per frame, which is more compatible to monitor
such dynamic processes. Thus, the close to real-time monitoring of the different critical vibrational frequencies
previously identified would allow to have an access to spatial and temporal information on the chemical damages
induced by PEFS on live cells.

Thanks to the different collaborations of the UMR 8203 laboratory and the equipment available at the UMR
8203 laboratory, this exciting perspective can be achieved. Few years ago, our laboratory designed a homemade
wide-field CARS microscope in order to monitor the biochemical consequences of the delivery of electric pulses
on cells with a time resolution of 3 ns [385]. This CARS microscope has the possibility to be synchronized
with an electric pulse generator. MEDyC laboratory owns a confocal SRS microscope with a spatial resolution
around hundreds of nanometers. Finally, the team headed by Vincent Couderc at XLIM institute CNRS 6172,
has designed a CARS microspectroscope able to acquire CARS hyperspectral images with a time resolution of 3
minutes for a whole cell [176]. By combining these different coherent Raman scattering systems, quantitative and
qualitative analysis of the kinetics and the spatial distribution of the electro-induced chemical damages might be
conducted.

To perform such experiments, it is necessary to pulse the cells under a CARS or SRS microscope. In this
framework, the OPTIC BIOEM project started in october 2015. OPTIC BIOEM is a Marie Sklodowska Curie
Action leaded by Caterina Merla and Lluis M. Mir. The aim of the OPTIC BIOEM project is to design a system
to expose the cells to electric and electromagntetic fields, compatible with the optical specificities related to
coherent Raman scattering microscopy. This project is on-going. The first exposure system prototypes have been
designed and experimentally characterized. They are currently used under the wide-field CARS microscope at
UMR 8203. More information about the OPTIC BIOEM project is available here: https://sites.google.com/

site/opticbioemmsca/.

The dose-effect relation between electric pulse parameters and the Raman signatures of the cells were inves-
tigated by sweeping respectively the electric field magnitude, the number of electric pulses or the frequency rate.
The results obtained with different electric pulse parameters confirm the major modifications of proteins and
lipids in the biochemical composition of pulsed cells reported in article #1. No statistically significant modifica-
tion of specific Raman bands was noticed according to specific electric pulses parameters. The Raman signature
modifications were similar for all the electric pulses parameters applied. Fluorescence microscopy studies has
shown that above the EPN threshold, the level of permeabilization increases with the electric field magnitude or
the number of electric pulses [387, 390]. No such behaviour was noticed in the evolution of the Raman signature
of cells. A statistical analysis demonstrated no differences between the Raman signatures of cells exposed above
the EPN threshold but with different electro-doses, for instance from 750 to 1500 V/cm. Similar results were

https://sites.google.com/site/opticbioemmsca/
https://sites.google.com/site/opticbioemmsca/
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obtained for the Raman signatures of cells exposed under the electropermeabilization threshold but with different
electro-doses, for instance from 0 to 2 electric pulses. Although no intragroup statistical difference was noticed,
strong intergroup significant differences, meaning no EPN detectable by fluorescence microscopy versus EPN,
were revealed. It would indicate that the Raman signature of the cell is a biomarker of the EPN state and not
of the level of permeabilization. It has to be noticed that the EPN threshold was subjectively determined by the
uptake of the fluorescent dye Yo-Pro-1 into pulsed cells. Electroermeabilization state and level are known to be
highly dependent on the fluorescent probe used [452].

The acquisition of Raman signature of control and pulsed cells was also performed on another cell type: the
LPB cell line. LPB cells were selected because they have strong differences: species origin, morphology, size,
immortality, metabolism. . . in comparison with haMSC cells. First, the Raman signatures of pulsed LPB was
significantly different from the Raman signature of control LPB. The nature of the electro-induced chemical
damages in LPB was different from the ones revealed in haMSC cells. Further investigations are necessary to
better understand the reason of this cell dependency of the results.



178 Chapter 7

7.3 Discrimination between the Different Cell Electropermeabi-
lization States based on the Raman Signatures (article #3)

In the previous research work, the Raman signature of cells could be identified as a biomarker of the EPN state
and not of the level of EPN. Until now, the underlying mechanisms of the differences between reversible and
irreversible EPN have been poorly studied. Numerical models and electronic microscopy studies suggest the
creation of long-lasting pores into the membrane as the main consequence of irreversible EPN [325, 540, 541].
This hypothesis of long-lasting electropores is strongly under debate in the EPN community.

In this study, we investigated the opportunity to discriminate the three different EPN states of the plasma
membrane - meaning no detectable EPN (using classical fluorescent markers), reversible EPN and irreversible EPN
- based on the biochemical composition of the cells determined thanks to confocal Raman microspectroscopy. The
electric pulse parameters able to induce the three different EPN states were determined by fluorescence microscopy
and cellular uptake of Yo-Pro-1. The Raman signatures of live haMSC cells associated to the three different
EPN states were acquired at two spectral regions: FGP and HWN. A discriminative algorithm was designed to
discriminate the different EPN states in the two vibrational frequency ranges. The discrimination was performed
in two steps. First, a discriminative model was designed to investigate the differences in the Raman signatures
between the no EPN and the EPN groups. The EPN group combines the Raman data set of the reversible
and irreversible EPN groups. Then, another model was designed to specifically discriminate the reversible and
irreversible EPN groups.

Our results show that the discriminative power of the model was higher in the cs of the comparison between
the reversible and the irreversible groups than for the comparison between the no detectable EPN and the EPN
groups, 95,5 % versus 82,9 %. This would indicate that the biochemical modifications are statistically more
significant between the reversible and the irreversible EPN state than between the no detectable EPN and the
EPN group. The mean percentage of correct classification in the reversible and the irreversible groups was higher
in the discriminative analysis performed based on the HWN Raman data set than on the FGP Raman data
set, 98.3 % versus 92.8 %. The discriminative models designed for the two discriminations did not display the
same pattern. Vibrational frequencies of proteins are the major contributors of the discriminative model for the
discrimination between no detectable EPN and EPN groups; whereas vibrational frequencies of lipids are the
major contributors to the discriminative model for the discrimination between reversible and irreversible EPN
groups.

For the first time, the biochemical consequences of the delivery of electric pulses on live cells between the differ-
ent EPN states were investigated and revealed major differences between the three groups. Further investigations
by mass spectrometry would emphasize this dose effect relationship.

However, hypothesis, by the time being rather speculative, can be formulated under the light of these new data:
irreversibility could be linked to major lipid modifications. The cells can recover their impermeabilitiy (reversible
EPN) only if lipids changes remain moderate. In this later case, because lipids changes do not dominate the
modification in the Raman signatures, changes in proteins remain detectable, either due to the lipid environment
modification or to direct effects on proteins.
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THz microscopy is another non-invasive and label-free biophotonics technique sensitive to the molecular compo-
sition of the cells [206]. In this study, the molecular composition of live cells exposed to different electric field
magnitudes was monitored by confocal Raman microspectroscopy and THz microscopy. Until now, these two
biophotonics techniques have never been used to investigate cell EPN. Thus, we have compared the experimental
results obtained by these two new techniques with the results obtained by fluorescence microscopy which is the
biophotonics reference technique under the same experimental conditions. THz microscopy has a time resolution
of about seconds [221]. Thus the real-time recording of the THz signal of cells exposed to PEFs was performed
in order to have access to the cell EPN dynamics, which is not possible with confocal Raman microspectroscopy.

The evolution of the THz signal of pulsed cells revealed a leakage of proteins. This result emphasized the
results obtained by confocal Raman microspectroscopy in the first article. The kinetics of this proteins leakage
was faster when the cells were exposed to higher electric field magnitude. The kinetics of the evolution of the
fluorescence signal was slower but the complete interpretation of these results is still on-going.
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7.5 A Novel Spectroscopically Determined Pharmacodynamic
Biomarker for Skin Toxicity in Cancer Patients Treated with
Targeted Agents (article #5)

In this clinical study, we investigated the opportunity to monitor the skin toxicity of patients under targeted
therapy treatments by means of confocal Raman microspectroscopy. We followed 9 cancer patients during the
first month of the treatment. Before the beginning of the treatment and each two weeks after the beginning of the
treatment, the Raman signatures of the patients’ skin were acquired at different skin depth in order to access the
two first upper layers of the skin: the SC and the VE. Three different inhibitors, namely MEK, EGFR and BRAF
inhibitors, were selected because tehse targeted therapies are known to induce severe cutaneous side effects. Based
on the dermatology investigation performed the same day as the Raman acquisition, the acquired Raman spectra
were distributed into two groups, corresponding to the Raman spectra from patients suffering, or not, from skin
toxicity. The goal of this study was to determine a model able to discriminate the Raman spectra from these two
groups. A discriminative algorithm using the drug concentration into the patients’ blood as supplementary input
parameter was designed and applied to six different Raman data sets in order to cover the two skin layers and
the three inhibitors.

The discriminative powers obtained depended on the drugs and the skin layers investigated. The discriminative
power was over 90 % in the case of EGFR and MEK inhibitors; whereas the higher discriminative power was
only 71 % for BRAF inhibitors. It is well established that EGFR and MEK inhibitors induce skin toxicity with
similar patterns: papulopustular rash, perionyxis, abnormality in hair growth [542, 543]. The cutaneous adverse
events related to BRAF inhibitors are really different: hyperkeratosis, folliculitis [544, 545]. The biological origin
of these two patterns of skin toxicity was analysed in normal cells in culture. These studies demonstrated that
EGFR and MEK inhibitors induce the inhibition of the MAPK pathway on normal cells [546]; whereas BRAF
inhibitors induce a paradoxical activation of the MAPK pathway [547, 548]. Thus, we might speculate that
Raman microspectroscopy of the skin is more sensitive to the biochemical consequences of the EGFR and MEK
inhibitors than the ones induced by BRAF inhibitors.

In the case of the EGFR inhibitors, the correlation between the Raman signature of patient’s skin and the drug
concentration into the patient’s blood was around 80 %. Thus, Raman spectroscopy has allowed to determine
a non-invasive and label-free pharmacodynamic biomarker to detect skin toxicity induced by targeted therapy.
Meta-analyses have demonstrated that the treatment efficacy is correlated to skin toxicity in the case of EGFR
inhibitors [549, 550]. Further investigations are required to determine if Raman microspectroscopy of the skin
could be used as a biomarker to predict treatment efficacy.
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This research work reports the use of various biophotonics techniques to investigate biomedical questions, from
basic research (interaction between PEFs and cells) to clinical studies (skin toxicity induced in patients treated
with targeted anticancer therapies).

This manuscript reports, for the first time, the use of confocal Raman microspectroscopy and THz microscopy
to investigate the cell EPN process from a molecular point of view. The evolution of the Raman signatures of cells
exposed to PEFs has been comprehensively studied and our results demonstrate the involvement of the proteins
in cell EPN. The modifications of the Raman signatures of pulsed cells versus control cells were homogeneously
distributed around the nucleus of the cells. Moreover, we have shown that the Raman signatures of the cells
could be used as an accurate biomarker of the different states of the cells exposed to PEFs, corresponding to no
detectable EPN, reversible EPN and irreversible EPN. By analysing the vibrational bands modified between the
different states, we reveal that proteins were mainly modified by the reversible EPN process and that lipids were
mainly affected by the irreversible EPN process. This would indicate that the nature of the chemical damages
depends on the EPN-induced states. This conclusion provides new information about the underlying mechanisms
between PEFs and live cells at a molecular level.

For the first time, the effect of PEFs on proteins has also been demonstrated by THz microscopy experiments.
The evolution of the THz signal of pulsed cells revealed a leakage of proteins. The higher the electric field
magnitude was, the faster the kinetics of the protein leakage was.

Finally, this doctorate research demonstrates the opportunity to predict skin toxicity induced by targeted
anticancer therapies by means of confocal Raman microspectroscopy. A pharmacodynamic biomarker was deter-
mined based on the Raman signatures of patients’ skin. The accuracy of the biomarker depended on the cancer
treatment and the skin layer investigated. In the case of the EGFR inhibitors, the correlation between the Raman
signatures of patient’s skin and the drug concentrations into the blood was around 80 %. Skin toxicity induced by
EGFR inhibitors is known to be correlated with the treatment efficiency. Further investigations of the correlation
between the treatment efficiency and the Raman signature of patients’ skin would allow to determine a potential
non-invasive and label-free biomarker of treatment efficiency.
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L’objectif principal de ce doctorat est l’étude des modifications chimiques se produisant dans des cellules
biologiques exposées à des champs électriques impulsionnels, au moyen de la microspectroscopie Raman confocale
et de la microscope THz. À notre connaissance, ces deux techniques biophotoniques n’ont jusqu’à présent jamais
été utilisées pour étudier les mécanismes sous-jacents de l’électroperméabilisation cellulaire.

Dans cette partie, les résultats obtenus seront discutés article par article et les perspectives associées seront
établies.
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Dans cette première étude, les signatures Raman de cellules haMSC vivantes exposées ou non à des champs
électriques impulsionnels ont été mesurées à différents endroits de la cellule (cytoplasme et noyau) et sur deux
plages spectrales (FGP et HWN). Les cellules ont été exposées ou non à 8 impulsions de 100 µs de durée avec une
amplitude de champs électrique de 1000 V/cm et un taux de répétition de 1 Hz. Ces paramètres d’impulsions
électriques sont ceux classiquement utilisés en clinique [472]. En comparant les signatures Raman des cellules
du groupe contrôle et les signatures Raman des cellules du groupe pulsé, des modifications majeures de la com-
position biochimique des cellules ont été révélées. Plusieurs fréquences vibrationnelles critiques caractérisant
spécifiquement l’électroperméabilisation des cellules ont été identifiées.

Le résultat principal de cette étude est la démonstration de l’implication des protéines dans le phénomène
d’électroperméabilisation des cellules. Tout d’abord, l’amplitude de plusieurs bandes Raman attribuées à la
phénylalanine, un acide aminé présent dans de nombreuses protéines transmembranaires [533], a été diminué de
30 à 40 % dans le groupe pulsé par rapport au groupe contrôle. Une autre étude de spectroscopie vibrationnelle sur
des cellules exposées à des tensioactifs a associé la diminution de l’amplitude des bandes Raman de la phénylalanine
à la fuite des protéines [176]. En outre, l’effet des champs électriques impulsionnels sur les protéines a été confirmé
par la modification significative de la bande Raman amide I. La bande Raman amide I est connue pour être liée à
la structure secondaire des protéines dans les cellules [534]). Les modèles numériques ont confirmé le déploiement
de protéines exposées à des impulsions électriques intenses [535]. Des études complémentaires sont nécessaires
pour mettre en valeur l’effet des champs électriques impulsionnels sur les protéines cellulaires. Par exemple,
nous prévoyons d’incorporer des protéines transmembranaires dans des GUVs afin de surveiller les potentielles
modifications chimiques de ces protéines par des analyses en spectrométrie de masse. L’incorporation de protéines
transmembranaires dans les GUVs a déjà été réalisée par d’autres groupes [536].

Les impulsions électriques sont connues pour affecter également les lipides membranaires via une peroxydation
[360] ou un trouble de l’organisation lipidique [511] par exemple. La modification de bandes Raman attribuées
aux lipides a confirmé ces précédents résultats.

L’acquisition des signatures Raman des cellules non pulsées et pulsées dans la région spectrale HWN n’a
montré aucune différence entre les deux groupes. Cela peut s’expliquer par la faible résolution spatiale axiale
de notre système expérimental (plus de 1 µm) qui ne permet pas de discriminer la contribution du signal de la
membrane plasmique de la contribution du signal d’autres organites internes. L’analyse des signatures Raman
de GUV pulsés ou non permettrait de se concentrer uniquement sur l’intéraction entre les champs électriques
impulsionnels et la bicouche de phospholipides. La mesure de signature Raman des GUVs a déjà été réalisée avec
un microscope Raman confocal similaire à celui utilisé dans notre étude [537].

De manière surprenante, des modifications des bandes Raman de l’ADN ont été détectées dans les signatures
Raman acquises au niveau du noyau cellulaire. Selon la littérature, les impulsions électriques de 100 µs ne sont
pas en mesure d’affecter le noyau en raison de la membrane plasmique agissant comme un isolant. D’après la
littérature, les modifications de l’ADN et/ou des organites internes ne seraient possibles uniquement que par des
impulsions électriques nanosecondes [449, 538, 539]. Notre groupe a pourtant récemment démontré la possibilité
d’induire l’électroperméabilisation du réticulum endoplasmique via l’exposition des cellules à une seule impulsion
électrique de 100 µs (étude soumise à publication). La modification des bandes Raman de l’ADN confirme la
possibilité qu’une impulsion électrique de 100 µs puisse induire des effets sur les organites internes également.

Cette première étude sur l’effet des champs électrique impulsionnels sur les signatures Raman des cellules
vivantes a révélé de nouveaux mécanismes sous-jacents. La microspectroscopie Raman confocale a une faible ré-
solution temporelle (60 secondes) en raison du faible signal Raman. Une cartographie Raman complète des cellules
contrôles et pulsées permettrait d’étudier la distribution spatiale de l’effet des champs électriques impulsionnels
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sur la composition chimique de la cellule. Dans ce contexte, fixer les cellules est nécessaire car l’acquisition Raman
d’une cellule complète prendrait quelques heures. Cependant, il a été remarqué que le protocole de fixation chim-
ique modifie les signatures Raman des cellules [138]. De plus, les protocoles de fixation chimique durent environ
30 minutes [379], il apparaît donc nécessaire de limiter expérimentalement la dynamique de tout métabolisme
cellulaire électro-induit, comme la réparation de la membrane plasmique. Travailler à basse température comme
nous l’avons fait, est une solution opérationnelle.
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Notre première étude publiée a démontré que la microspectroscopie Raman confocale peut fournir des informations
précieuses concernant les effets des champs électriques impulsionnels sur les cellules vivantes au niveau moléculaire.
Dans une deuxième étape, nous avons étudié plus précisément l’interaction entre les impulsions électriques et les
cellules vivantes en modifiant les conditions expérimentales initiales.

Les études de microscopie de fluorescence ont montré que l’internalisation d’un fluorochrome non-perméant
grâce à l’électroperméabilisation se produit d’abord aux pôles de la membrane [320]. Après quelques dizaines
de secondes, l’internalisation de ce fluorochrome s’homogénéise à l’ensemble de la membrane cellulaire. Par con-
séquent, nous avons étudié l’éventuelle hétérogénéité spatiale du phénomène d’électroperméabilisation en faisant
la mesure des signatures Raman de cellules pulsées à différents endroits autour du noyau. Nos résultats ont
démontré que les signatures Raman des cellules pulsées étaient similaires aux différents endroits sondés. En
revanche, ces signatures Raman des cellules pulsées aux différentes positions étaient toutes différentes des sig-
natures Raman des cellules témoins. L’homogénéité spatiale des modifications biochimiques des cellules pulsées
peut s’expliquer par la grande résolution temporelle de la microspectroscopie Raman confocale (60 secondes) qui
est supérieure à la constante de temps de la diffusion latérale des structures perméables électro-induites dans la
membrane (quelques secondes) [264]. Les techniques de microscopie Raman cohérente, telles que la microscopie
diffusion Raman anti-Stokes cohérente (CARS en anglais) ou diffusion Raman stimulée (SRS en anglais), ont une
résolution temporelles de l’ordre de la centaine de millisecondes par image, ce qui est compatible la cinétique de
ces processus dynamiques. Ainsi, le suivi des différentes fréquences vibrationnelles critiques précédemment identi-
fiées permettrait d’avoir accès à des informations spatiales et temporelles concernant les modifications chimiques
induites par les champs électriques impulsionnels sur les cellules vivantes.

Grâce aux différentes collaborations du laboratoire UMR 8203 et aux équipements disponibles au sein de ce
laboratoire, cette excitante perspective est possible. Il y a quelques années, notre laboratoire a conçu un micro-
scope CARS champs large pour suivre les modifications biochimiques de l’application des impulsions électriques
sur les cellules avec une résolution temporelle de 3 ns [385]. Le microscope CARS peut se synchroniser avec un
générateur d’impulsions électriques afin de faire l’acquisition d’image CARS à différent instant pendant l’impulsion
électrique. Le laboratoire MEDyC possède un microscope confocal SRS avec une résolution spatiale de l’ordre de
la centaine de nanomètres. Enfin, l’équipe dirigée par Vincent Couderc à l’institut XLIM CNRS 6172 a conçu un
microspectroscope CARS capable d’acquérir des images hyperspectrales CARS avec une résolution temporelle de
3 minutes pour une cellule entière [176]. En combinant ces différents systèmes Raman cohérents, l’analyse quan-
titative et qualitative de la cinétique et la répartition spatiale des dommages chimiques électro-induits pourraient
être menées.

Pour effectuer de telles expériences, il faut pouvoir exposé les cellules directement sous le microscope CARS
ou SRS. Dans ce contexte, le projet OPTIC BIOEM a débuté en octobre 2015 au laboratoire CNRS UMR
8203. OPTIC BIOEM est une action Marie Sklodowska Curie dirigée par Caterina Merla et Lluis M. Mir.
L’objectif de ce projet est de concevoir un système d’exposition compatible avec les spécificités optiques liées
à la microscopie Raman. Ce projet est actuellement en cours. Les premiers prototypes ont été réalisés et
caractérisés expérimentalement. Ils sont actuellement utilisés dans le microscope CARS champs large de l’UMR
8203. Plus d’informations sur le projet OPTIC BIOEM sont disponibles ici: https://sites.google.com/site/

opticbioemmsca/.

Dans cette étude, la relation dose-effet entre les différents paramètres des impulsions électriques et les sig-
natures Raman des cellules a également été investiguée en faisant varier respectivement l’amplitude du champ
électrique, le nombre d’impulsions électriques ou la fréquence de répétition. Les résultats obtenus avec différents
paramètres d’impulsions électriques confirment les modifications majeures des protéines des cellules pulsées par
rapport aux cellules contrôles. Les études en microscopie de fluorescence ont montré que, au-dessus du seuil

https://sites.google.com/site/opticbioemmsca/
https://sites.google.com/site/opticbioemmsca/


188 Chapter 8

d’électroperméabilisation, le niveau de perméabilisation des cellules augmente avec l’amplitude du champ élec-
trique ou avec le nombre d’impulsions électriques [387, 390]. Un tel comportement n’a pas été observé dans
l’évolution de la signature Raman des cellules en fonction de l’amplitude du champs électrique ou le nombre
d’impulsions électriques. Une analyse statistique n’a démontré aucune différence entre les signatures Raman
des cellules exposées au-dessus du seuil d’électroperméabilisation mais à différentes expositions électriques, par
exemple de 750 à 1500 V/cm. Des résultats similaires ont été obtenus pour les signatures Raman des cellules
exposées sous le seuil d’électroperméabilisation mais à différents expositions électriques, par exemple de 0 à 2
impulsions électriques. Bien qu’aucune différence statistique intragroupe n’ait été observée, de différences signi-
ficatives intergroupes ont été révélées, électroperméabilisation non-détectable versus électroperméabilisation. Cela
indiquerait que la signature Raman de la cellule est un biomarqueur de l’état d’électroperméabilisation et non du
niveau d’électroperméabilisation. Il faut noter que le seuil de perméabilisation a été déterminé subjectivement par
l’internalisation du fluorochrome Yo-Pro-1 dans des cellules pulsées. L’état et le niveau d’électroperméabilisation
sont très fortement dépendants de la sonde fluorescente utilisée [452].
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Dans le travail de recherche précédent, la signature Raman des cellules a été identifiée comme un biomarqueur de
l’état d’électroperméabilisation et non du niveau d’électroperméabilisation. Les mécanismes sous-jacents des dif-
férences entre l’électroperméabilisation réversible et l’électroperméabilisation irréversible ont été très peu étudiés.
Les modèles numériques et les études en microscopie électronique suggèrent la création de pores durables dans
la membrane comme conséquence principale de l’électroperméabilisation irréversible [325, 540, 541]. Cependant,
cette hypothèse d’électropores durables est fortement débattue dans la communauté de l’électroperméabilisation.

Dans cette étude, nous avons étudié l’opportunité de discriminer trois états différents cellulaires - c’est-à-
dire pas d’électroperméabilisation, électroperméabilisation réversible et électroperméabilisation irréversible - en
se basant sur la signature Raman des cellules et donc leur composition biochimique. Les paramètres des impulsions
électriques permettant d’induire les différents états cellulaire ont été déterminés par microscopie de fluorescence
et par l’internalisation de Yo-Pro-1 dans les cellules. Les signatures Raman des cellules haMSC vivantes dans
chacun des trois états ont été acquises dans deux régions spectrales: FGP et HWN. Un algorithme a été conçu
pour discriminer les différents états cellulaires sur les deux plages de fréquence vibrationnelles. La discrimination
a été effectuée en deux étapes. Tout d’abord, un modèle discriminatoire a été conçu pour étudier les différences
dans les signatures Raman du groupe électropermeabilisation versus pas d’électroperméabilisation. Le groupe
électroperméabilisation combine l’ensemble de données Raman des groupes électroperméabilisation réversible et
électroperméabilisation irréversible. Ensuite, un autre modèle a été conçu pour discriminer spécifiquement les
groupes électroperméabilisation réversible et électroperméabilisation irréversible.

Nos résultats ont montré que le pouvoir de discrimination du modèle était plus élevé lors de la discrimina-
tion des groupes réversible versus irréversible que lors de la discrimination des groupes de non perméabilisation
versus perméabilisation (95,5 % contre 82,9 %). Cela indiquerait que les modifications biochimiques sont statis-
tiquement plus significatives entre l’état d’électroperméabilisation réversible et irréversible que entre l’état sans
électropermeabilisation et le groupe avec électroperméabilisation. Le pourcentage moyen de classification correcte
dans les groupes réversible et irréversible sont plus élevés sur la plage spectrale HWN que sur la plage spectrale
FGP, 98,3 % contre 92,8 %. Les modèles discriminants conçus pour les deux discriminations présentent des
différences spectrales. Les fréquences vibrationelles des protéines sont les principales contributrices du modèle
discriminant pour la discrimination entre les groupes sans électroperméabilisation et avec électroperméabilisation;
Tandis que les fréquences vibrationelles des lipides sont les principales contributrices du modèle discriminant pour
la discrimination entre les groupes électroperméabilisation réversibles et électroperméabilisation irréversible.

Pour la première fois, les conséquences biochimiques de l’exposition des impulsions électriques sur les cellules
vivantes entre les différents états cellulaires ont été étudiées et ont révélé des différences majeures. D’autres
recherches effectuées en spectrométrie de masse pourraient mettre l’accent cette relation dose-effet.
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8.4 Suivi de la composition moléculaire de cellules vivantes ex-
posés à des champs électriques impulsionnels par des méth-
odes optiques sans marquage (article #4)

La microscopie THz est une autre technique biophotonique non-invasive et sans marquage sensible à la compo-
sition chimique des cellules [206]. Dans cette étude, la composition chimique des cellules vivantes exposées à
différentes amplitudes de champ électrique a été mesurée par microspectroscopie Raman confocale et microscopie
THz. En dehors de ce doctorat, ces deux techniques biophotoniques n’ont jamais été utilisées dans le cadre de
l’électroperméabilisation cellulaire. Ainsi, nous avons comparé les résultats expérimentaux obtenus par ces deux
nouvelles techniques avec les résultats obtenus par microscopie à fluorescence, qui est la technique de référence
biophotonique. La microscopie THz a une résolution de temps d’environ quelques secondes [221]. Ainsi, le suivi
du signal THz de cellules exposées aux champs électriques impulsionnels a été effectué afin d’avoir accès à la
dynamique d’électroperméabilisation des cellules, ce qui n’est pas possible avec la microspectroscopie Raman
confocale.

L’évolution du signal de THz des cellules pulsées a révélé une fuite de protéines. Ce résultat confirme les
résultats obtenus par la microspectroscopie Ramana confocale (cf article #1). La cinétique de cette fuite de
protéines est plus rapide lorsque les cellules sont exposées à une grande amplitude de champ électrique. La
cinétique de l’évolution du signal de fluorescence est plus lente, mais l’interprétation complète de ces résultats est
encore en cours.
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Dans cette étude clinique, nous avons étudié l’opportunité de détecter la toxicité cutanée de patients sous traite-
ment à base de thérapies ciblées au moyen de la microspectroscopie Raman confocale. Nous avons suivi 9 patients
atteints de cancer pendant le premier mois du traitement. Avant le début du traitement puis toutes les deux
semaines après le début du traitement, les signatures Raman de la peau des patients ont été acquises à différentes
profondeurs de la peau afin d’accéder aux deux premières couches supérieures de la peau: le Stratuem Corneum
(SC) et l’épiderme viable (VE). Trois inhibiteurs différents, appelés inhibiteurs de MEK, EGFR et BRAF, ont été
sélectionnés comme thérapies ciblées parce qu’ils sont connus pour induire de sévères effets secondaires cutanés.
En se basant sur l’examen dermatologique réalisé le même jour que l’acquisition de Raman, les spectres Raman
ont été classés selon deux groupes, spectre Raman de patient souffrant ou non de toxicité cutanée. L’objectif
de cette étude était de déterminer un modèle capable de discriminer les spectres Raman de ces deux groupes.
Un algorithme discriminant utilisant la concentration de médicament dans le sang des patients comme variables
d’entrée a été conçu et appliqué à chacun des six jeux de données Raman: trois inhibitors et deux couches de la
peau.

Les pouvoirs discriminatoires obtenus dépendaient des médicaments et des couches cutanées étudiées. Le
pouvoir discriminatoire était supérieur à 90 % dans le cas des inhibiteurs EGFR et MEK; Alors que la pouvoir
discriminatoire n’était au maximum que de 71 % pour les inhibiteurs BRAF. Il est bien établi que les inhibiteurs
de EGFR et MEK induisent une toxicité cutanée de même nature: éruption cutanée papulopustulaire, perionyxis,
peau sèche, anomalie de la croissance des cheveux [542, 543]. Les effets indésirables cutanés liés aux inhibiteurs
BRAF sont extrèmements différents: hyperkératose, folliculite [544, 545]. L’origine biologique de ces deux types
de toxicité de la peau a été analysée dans des cellules normales en culture. Ces études ont démontré que les
inhibiteurs de EGFR et MEK induisent l’inhibition de la voie MAPK sur les cellules normales [546]; tandis que
les inhibiteurs BRAF induisent une activation paradoxale de cette voie de signalisation [547, 548]. Ainsi, nous
pouvons spéculer que la microspectroscopie Raman est plus sensible aux conséquences biochimiques des inhibiteurs
EGFR et MEK sur la peau que ceux induits par les inhibiteurs de BRAF.



192 Chapter 8

8.6 Conclusion finale

Ce travail de recherche rapporte l’utilisation de diverses techniques biophotoniques pour investiguer des questions
biomédicales, de la recherche fondamentale (interaction entre les champs électriques impulsionnels et les cellules)
aux études cliniques (toxicité cutanée induite chez les patients traités par des thérapies anticancéreuses ciblées).

Ce manuscrit rapporte, pour la première fois, l’utilisation de la microspectroscopie Raman confocale et de
la microscope THz pour étudier le processus d’électroperméabilisation cellulaire d’un point de vue moléculaire.
L’évolution des signatures Raman des cellules exposées aux champs électriques impulsionnels a été largement
étudiée et nos résultats démontrent l’implication des protéines dans l’électroperméabilisation cellulaire. Les mod-
ifications des signatures Raman des cellules pulsées par rapport aux cellules témoins ont été réparties de manière
homogène autour du noyau des cellules. De plus, nous avons montré que les signatures Raman des cellules pour-
raient être utilisées comme un biomarqueur précis des différents états des cellules exposées aux champs électriques
impulsionnels, correspondant à pas d’électroperméabilisation détectable, électroperméabilisation réversible et élec-
troperméabilisation irréversible. En analysant les bandes vibrationnelles modifiées entre les différents états, nous
révélons que les protéines ont été principalement modifiées par le processus électroperméabilisation réversible et
que les lipides ont été principalement affectés par le processus irréversible d’électroperméabilisation. Cela in-
diquerait que la nature des dommages chimiques dépend des états induits par d’électroperméabilisation. Cette
conclusion fournit de nouvelles informations sur les mécanismes sous-jacents entre les champs électriques impul-
sionnels et les cellules vivantes au niveau moléculaire.

Pour la première fois, l’effet des champs électriques impulsionnels sur les protéines a également été démontré
par des expériences de microscopie THz. L’évolution du signal de THz des cellules pulsées a révélé une fuite
de protéines. Plus l’amplitude du champs électrique était élevée, plus la cinétique de la fuite de protéines était
rapide.

Enfin, ce doctorat a démontré l’opportunité de prédire la toxicité cutanée induite par des thérapies anti-
cancéreuses ciblées au moyen de la microspectroscopie Raman confocale. Un biomarqueur pharmacodynamique
a été déterminé en fonction des signatures Raman de la peau des patients. La précision du biomarqueur dépend
du traitement et de la couche de peau étudiée. Dans le cas des inhibiteurs EGFR, la corrélation entre les signa-
tures Raman de la peau des patients et les concentrations de médicament dans le sang était d’environ 80 %. La
toxicité cutanée induite par les inhibiteurs EGFR est connue pour être corrélée avec l’efficacité du traitement.
Des recherches plus poussées sur la corrélation entre l’efficacité du traitement et la signature Raman de la peau
des patients permettraient de déterminer un potentiel biomarqueur non-invasif et sans d’étiquette de l’efficacité
du traitement.
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9.1 Cell membrane electropulsation: chemical analysis of cell
membrane modifications and associated transport mecha-
nisms

Here is reported a book chapter in the framework of the 2017 special issue in "Advances in Anatomy, Embryology
and Cell Biology" published by Springers . This special issue is edited by Dr. Julita Kulbacka from the Wroclaw
Medical University in Poland. This book chapter focused on cell membrane electropulsation based on chemical
analysis of cell membrane modifications and associated transport mechanisms.



Chapter 4  

 

Cell membrane electropulsation: chemical analysis of cell 

membrane modifications and associated transport mechanisms 

 

Antoine Azan, Florian Gailliègue, Lluis M. Mir1 and Marie Breton 

Abstract 

The transport of substances across the cell membrane is complex because the main physiological role 

of the membrane is the control of the substances that would enter or exit the cells. Life would not be 

possible without this control. Cell electropulsation corresponds to the delivery of electric pulses to the 

cells and comprises cell electroporation and cell electropermeabilization. Cell electropulsation allows 

for the transport of non-permeant molecules across the membrane, bypassing the physiological 

limitations. In this chapter we discuss the changes occurring in the cell membrane during electroporation 

or electropermeabilization as they allow to understand which molecules can be transported as well as 

when and how their transport can occur. Electrophoretic or diffusive transports across the cell membrane 

can be distinguished. This understanding has a clear impact on the choice of the electrical parameters to 

be applied to the cells as well as on other aspects of the experimental protocols that have to be set to 

load the cells with non-permeant molecules. 

4.1. Introduction 

The cell membrane, also termed plasma membrane, highly regulates all the exchanges between the 

outside and the inside of the cell. In particular, the cell membrane is a barrier that prevents the 

unregulated penetration/leakage of molecules of vital importance for the cell physiology, such as all the 

substrates/products of the cell metabolism, ions, sugars or amino acids. None of these molecules can 

cross the cell membrane by free diffusion. Other large hydrophilic molecules are also unable to cross 

the membrane by diffusion. These molecules and  the small hydrophilic molecules that are not 

transported through channels or pumps, are termed “non-permeant” molecules (Silve et al., 2012a); they 

can only reach certain cell compartments (but neither the cytosol nor the nucleosol) by 

endocytosis/exocytosis. 

To allow the uptake of non-permeant molecules, cell membrane perturbations must be initiated that 

will transiently rupture the membrane impermeability. One of the most popular and practical way to 

reversibly permeabilize the cell membrane consists in the application of adequate electric pulses. The 

term electroporation was first introduced by (Neumann and Katchalsky, 1972) in 1972. The 

modelization of the phenomenon began almost as early and started with 1D approximations of the 

membrane (Litster, 1975). The initial basis of analytical models was the Schwan Equation: 
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∆𝛹 = 3/2. 𝐸. 𝑅. 𝑐𝑜𝑠(𝜃) 

(the transmembrane potential ∆𝛹 at a given point on the membrane is equal to the electric field 

amplitude 𝐸 times the radius of the cell 𝑅 times the cosine of the angular coordinate 𝜃).  

This equation implies that polarization in the cells occurs at the poles according to the electric field 

orientation and thus will in priority induce an electrical breakdown of the membrane in these regions. 

There are two main mathematical approaches to model the pore formation: either static or dynamic. 

Older models focused on the static approach as in (Pastushenko and Chizmadzhev, 1982). The other 

approach, the dynamic one, considers the temporal evolution of the pore density (Krassowska and Filev, 

2007). This model links the number of pores to the voltage applied, and then evaluates the evolution of 

the pore radii. The flaw of this model is that it is highly dependent on the mesh size. Using a fine mesh 

gives different results from a coarser one. Indeed, with the Krassowka model, small changes in initial 

non-measurable parameters can result in very different outcomes (Poignard et al., 2016). This can be a 

consequence of the fact that many initial variables are only approximations, because measuring them, 

for example the conductivity and permittivity of the membrane or the cytosol, is possible (Wang et al., 

2017) but difficult. Indeed, the cytosol is not just a solution of proteins and other biological compounds 

since the cytoskeleton and the vesicles occupy a large fraction of the cytoplasmic volume. To address 

this problem, a new model (the Leguèbe model) has been developed which relies on a lower number of 

variables. Moreover it considers two steps in the pulsing process: the generation of defects (possibly 

pores) at the poles of the cell membrane, followed by the diffusion of these defects in the cell membrane 

after the pulses delivery (Leguèbe et al., 2014). The Leguèbe model suggests a two-step approach of 

electropulsation. The membrane conductance fluctuates between the conductance at rest, the 

conductance during the pulse for a fully permeabilized membrane and the conductance after the pulse 

which reflects the long term effect of electroporation, also termed electropermeabilization.  

Molecular dynamics (MD) have proven to be helpful to understand the interaction of cells with 

electric pulses. As far as the electroporation is concerned, MD allow for the study of the membrane 

structure at a nanoscale level. This computational method enables the simulation of the evolution of the 

atoms composing the membrane and its surroundings during up to tens of nanoseconds. If the force 

corresponding to the simulated electric field is high enough, pore generation can occur during the 

computational time. The process of pore generation is stochastic and simulations often require a high 

field amplitude. Since each individual molecule is considered in the calculations of the simulation, the 

region of interest is limited by the number of elements that the computer is able to handle 

simultaneously. Therefore there are constraints in both the size of the sample considered and the duration 

of the simulation in order to avoid that running MD simulations are too computationally heavy. In 

particular, the nanosecond time range of this modelling is limited compared to the time during which 

the cell remains permeabilized. Nevertheless, in the case of nanosecond pulses, the predictions of the 

MD have been experimentally validated (Breton et al., 2012). More details of the results provided by 

these numerical approaches are reported in chapter 1 of this volume.  

Another relevant issue concerns the fact that the cell membrane is not the only membrane in the 

cell that may undergo modifications when the cell is submitted to an electric pulse. If nanosecond pulses 

are used, the membrane of internal organelles can also be porated (Schoenbach et al., 2001;  de Menorval 

et al., 2016). Such an electroporation of the internal organelles of the cell may allow exchanges of 

molecules between different internal compartments of the cell, namely between the cytosol and the 

endoplasmic reticulum or between the cytosol and the mitochondria. Therefore, after exposure to electric 

pulses, the complexity of the possible transports of molecules must be taken into account. 
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A further issue is that there is no consensus up to now about the term “electroporation”. 

Electroporation refers to the generation of pores via Pulsed Electric Fields (PEFs), while the term 

“electropermeabilization” refers to the generation of defects by PEFs. It is sometimes considered a more 

suitable term because even after the pores resealing, the cell can remain in a permeabilized state for 

periods of time that are orders of magnitude longer than the pulses duration. Recently the term 

“electropulsation” has been proposed to describe the action of submitting cells to electric fields.  

In this chapter, we present recent findings that have improved the understanding of the interaction 

of electric pulses with cell membranes and we address the mechanisms that may underlie the transport 

of molecules either during or after the pulse delivery. 

 

4.2.  Recent experimental data on chemical modifications of membranes submitted to 

electric pulses 

It has been known for a long time that the application of electric pulses to cells induced the 

appearance of reactive oxygen species (ROS) in the cell medium (Bonnafous et al., 1999). It has also 

been reported that the addition of antioxidants could reduce the death rate of cells provoked by pulses 

(Gabriel and Teissié, 1994). Finally, some groups used indirect measurements of phospholipid oxidation 

by absorbance studies to show that pulses could peroxidize membrane phospholipids (Benov et al., 

1994). More recently, mass spectrometry has been used to directly investigate the chemical processes 

taking place during or after electropulsation at the level of membranes. The study was conducted on a 

well-known membrane model, the giant unilamellar vesicles (GUVs). These vesicles were constituted 

of either saturated or unsaturated phospholipids since these lipids are both present in all cell membranes. 

The mass spectra obtained clearly showed that electric pulses can induce the oxidation of the unsaturated 

membrane phospholipids. Whatever the duration of the pulses (millisecond, microsecond or nanosecond 

pulses), unsaturated lipids were oxidized while saturated lipids remained intact. The mass spectra clearly 

presented a classical oxidation pattern showing peaks corresponding to the addition of oxygen atoms as 

well as peaks of low masses corresponding to lipids that underwent chain breaks after oxidation. 

Mechanistic studies conducted on the same GUV model showed that the presence of light or dioxygen 

could be cofactors in the oxidation (M. Breton et al, submitted). More importantly, the concentration of 

ROS in the solution increased after pulsing only if unsaturated vesicles were present in the solution. 

Therefore, the electric pulses should not directly cause ROS generation and lipid peroxidation. It seems 

more likely that the main effect of the electric pulses is that they facilitate the peroxidation induced by 

the ROS already present in the solution before pulsing. Finally, the effects of the pulse parameters on 

the level of lipid oxidation follows the same trend as the effects of the pulse parameters on the level of 

cell permeability. Indeed, if the duration, the number or the voltage of the pulses are increased, the level 

of oxidation is increased. This is the case for all kinds of pulses (millipulses, micropulses, nanopulses). 

 

4.3.  Cell electropulsation model 

Our group proposed a new model which describes both the immediate effects of the pulses during 

their application to the cells as well as the chemical and physical consequences of the pulses on the cell 

membranes. One of the basis of this model is that, when a very high electric field is applied on a 

membrane, non-permeant molecules such as water or ROS can enter the membrane first as water fingers 

and later as water pores (Tarek, 2005). This model contains two steps: electroporation followed by 

electropermeabilization. Electroporation happens during and shortly after the application of the pulses. 
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During this step, pores form and therefore water and ROS can enter the lipophilic area of the membrane 

where the oxidable lipid chains are. The oxidation of the membrane phospholipids can take place. The 

membrane is then highly conductive and completely permeable. When the pulse is finished, the pores 

rapidly close in tens of nanoseconds. The electropermeabilization step initiates. The conductivity of the 

membrane sharply decreases while the decrease of the membrane permeability is more progressive. 

However, since some oxidized lipids remain in the membrane until they are removed by membrane 

repair mechanisms, the conductivity and permeability of the membrane remain slightly higher than their 

basal level. During the electropermeabilization step, the membrane permeability will depend on the 

density of the oxidized lipids in the membrane. Right after the end of the pulse, the oxidized lipids are 

concentrated in the porated area. The density of oxidized lipids is high and the membrane is very 

permeable. Gradually, the oxidized lipids will diffuse laterally in the membrane. The density of oxidized 

lipids will decrease and therefore the permeability of the membrane will decrease. A low level of 

membrane conductivity and permeability will remain until the complete removal of oxidized lipids from 

the membrane. Cells can renew their membrane lipids by the process of endocytosis/exocytosis which 

can last for several hours (Ullery et al., 2015). The membrane will hence remain slightly permeable and 

conductive for a few hours. This model is valid for all kind of pulses ranging from nanosecond to 

millisecond duration. It presents different kinetics which are consistent with all the previous 

experimental studies that did not fit with the theories of electroporation or electropermeabilization. 

According to this model, it seems important to take into account both the physical and the chemical 

consequences of cell pulsation when studying the transport of molecules inside the cells by 

electrotransfer.  

 

4.4.  Study of the interfacial water around biological samples submitted to electric pulses. 

Many groups have studied the water/lipid interface based on vibrational spectroscopy techniques 

(Bonn et al., 2010; Gruenbaum and Skinner, 2011; Nagata and Mukamel, 2010; Nihonyanagi et al., 

2013). It has been reported that the interfacial water molecules are highly organized due to strong 

hydrogen-bonds close to lipid head groups (Lopez et al., 2004) and to preferential water orientation 

pointing towards the lipids tails (Chen et al., 2010). CARS microscopy has been used to investigate the 

orientation of water in the lipid/water interfaces of multilamellar vesicles (Cheng et al., 2003). Teissie 

and colleagues suggested that this interfacial water could be considered as the first barrier to overcome 

in order to allow molecules to cross the plasma membrane (Teissie, 2007). Molecular dynamics 

simulations have revealed that the application of an intense electric field on a lipid membrane 

disorganizes the interfacial water by creating aqueous pores into the membrane (Tarek, 2005). Water 

molecules play a key role in the initiation and the stabilization of these aqueous pores (Tieleman, 2004; 

Ziegler and Vernier, 2008). Due to the dipole moment of water, the water molecules are mainly oriented 

along the electric field, which contributes to stabilization of these aqueous pores (Tokman et al., 2013). 

The life-time of these aqueous pores is still under debate in the community (Dehez et al., 2014; Pavlin 

and Miklavčič, 2008; Ziegler and Vernier, 2008). Nevertheless, it is commonly admitted that the 

aqueous pores are initiated and collapse within nanoseconds or tens of nanoseconds, respectively, after 

the beginning and the end of the pulsed electric fields (Delemotte and Tarek, 2012). Due to the 

nanosecond time-scale and the nanometer size-scale of the electropores, obvious experimental proofs of 

the presence of the electropores created by the pulsed electric fields are still missing. In an experimental 

study, we focused on an indirect consequence of the delivery of pulsed electric fields on biological 

membranes by monitoring the interfacial water thanks to a unique Coherent anti-Stokes Raman 

Scattering (CARS) microscope (Silve et al., 2012b). The illumination geometry specifically enhances 

the CARS signal at the interfaces. Thus, CARS spectra of water close to biological samples (DC-3F 
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cells and GUVs) exposed or not to PEFs have been acquired. Two families of water, coined “interfacial 

water” and “interstitial water”, are associated to two different vibrational wavenumber spectra bands. 

The 3000 – 3230 cm-1 and 3300 – 3450 cm-1 bands are known to be associated, respectively, to the 

interfacial water and the interstitial water (Gruenbaum and Skinner, 2011). Our results show that the 

CARS intensity ratio between these two families is highly affected by the pulsed electric field delivery. 

The interstitial water becomes predominant in the water vibrational spectrum after the PEFs treatment. 

The differences in the spectra of GUVs before and after the pulsed electric field treatments are larger 

than those of the spectra of DC-3F cells. We associate this result with the absence of proteins in the 

membrane of GUVs. Indeed, the presence of proteins contributes to the reduction of the interfacial 

water/lipid signal. This study reports the first experimental proof of the effect of pulsed electric fields 

on the water and especially the water/lipid interface of biological samples. More experiments still have 

to be performed in order to improve the understanding of the underlying mechanisms of the 

electropermeabilization process such as the determination of a dose effect relationship or the application 

of different types of electric pulses.  

 

4.5.  Biochemical characterization of live cells exposed to pulsed electric fields. 

As reported in the previous section, mass spectrometry studies have demonstrated the chemical 

modification of phospholipids induced by the delivery of PEFs on GUVs. In order to assess the effect 

of pulsed electric fields on the biochemical composition of cells, confocal Raman microspectroscopy 

was used to acquire the Raman signature of live cells exposed or not to classical electric pulses 

parameters: 8 pulses, 100 µs duration, 1000 V/cm field magnitude and 1 Hz repetition rate. Confocal 

Raman microspectroscopy is a label-free and non-invasive optical technique which provides detailed 

information about the molecular composition of the samples, especially about the proteins, lipids and 

DNA contents of the cells. This instrumentation technique has reached a mature state since the discovery 

in 1928 of the physical underlying mechanism by Sir Raman (Raman, 1928). It has been commonly 

used to characterize cells (Downes et al., 2011), drug delivery systems (Smith et al., 2015) or to perform 

biomedical diagnoses (Kong et al., 2015). Major modifications in the Raman signatures of live cells 

were noticed when comparing the pulsed group to the control group when performing the acquisition in 

a cytoplasmic area (Figure 4.1). Especially, the vibrational modes of phenylalanine (621, 1003, 1033 

and 1607 cm-1), Amide I (1658 cm-1) and lipids (1448 cm-1) were highly impacted by the delivery of 

pulsed electric fields (figures 4.1.A and 4.1.B) (Azan et al, 2017). Phenylalanine is a nonpolar and 

hydrophobic amino-acid present in many transmembrane domains (Unterreitmeier et al., 2007). It has 

been demonstrated that the 1658 cm-1 Raman band is a biomarker of the secondary structure of proteins 

(Maiti et al., 2004). Our results experimentally confirm for the first time the effects of electric pulses on 

proteins  (Azan et al., 2017) that were predicted by a numerical model showing the unfolding of proteins 

under an intense electric field (Cournia et al., 2015). When the Raman signatures of pulsed and non-

pulsed cells were acquired at the nucleus location, vibrational models associated to DNA were also 

impacted by the pulsed electric fields (Figures 4.1.C and 4.1.D). This result is in agreement with 

previous studies reporting that DNA is sensitive to the ROS generated in the culture medium by the 

delivery of electric pulses (Gabriel and Teissié, 1994; Pakhomova et al., 2012; Wiseman and Halliwell, 

1996). 
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Fig. 4.1. Effect of the delivery of electric pulses on the Raman signatures of live cells at the cytoplasm 

(A-B) and the nucleus (C-D) locations. A – Mean Raman signatures of control and pulsed cells acquired 

at the cytoplasm. The differential spectrum (pulsed minus control) is displayed with a vertical offset for 

more clarity. B – Statistical analysis of the magnitude of 7 critical bands. C – Mean Raman signatures 

of control and pulsed cells acquired at the nucleus. The differential spectrum (pulsed minus control) is 

displayed with a vertical offset for more clarity. D – Statistical analysis of the magnitude of 6 critical 

bands. The electric pulses parameters were fixed to 8 pulses, 100 µs duration, 1000 V/cm field 

magnitude and 1 Hz repetition rate. Statistics were conducted with a Student’s t-test (ns: non-statistically 

significant, *: p-value < 5%, **: p-value < 1%, ***: p-value < 0.1%, ****: p-value < 0.01%). Adapted 

from Azan et al., 2017. 

 

4.6.  Transport phenomena 

Under the context of the theories and facts developed in the previous sections of this chapter, it is 

essential to distinguish the various transport possibilities that may occur across the membrane at the 

various steps of the electropulsation process. Here we will consider transports mechanisms under 

electropulsation conditions that preserve cells viability. Indeed, in the case of irreversible 
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electroporation, when the membrane cannot fully recover its initial impermeability (one of the 

definitions of the “irreversible electroporation”), all molecules, sooner or later, will be able to freely 

cross the cell membrane.  

Under normal conditions, in the absence of any physical or chemical perturbation, the membrane 

is impermeable to the non-permeant molecules, that is to all the molecules that are not actively 

transported across the membrane and that cannot diffuse through the membrane (mainly through the 

lipid bilayer) because of their size and physico-chemical characteristics. All the metabolically important 

small molecules (like sugars, amino acids, dipeptides, iron, osmotically important ions such as sodium 

or potassium, second messengers like calcium ions) do not freely cross the membrane: their transport is 

highly regulated. No large molecule can cross the plasma membrane, except the molecules that can 

generate pores in the membrane or affect the membrane structure (like the chains of the vegetal toxins 

responsible for the internalization of the catalytic chains of the same toxins, or like the cell penetrating 

peptides such as those derived from TAT or melittin) (Salomone et al., 2014). 

When an electric pulse is delivered to cells, and as soon as the cell enters the first step of the 

membrane destabilization caused by the electric pulse, that is the “electroporation” step, non-permeant 

molecules can start crossing the membrane (Figure 4.2). They can cross either by diffusion through the 

aqueous pores created in the membrane, or by electrophoresis. Indeed, because of the presence of the 

electric field, charged molecules will be efficiently pulled through the membrane. For highly charged 

molecules, or, better to say, for molecules possessing a high ratio of charges per mass, this transport can 

be very efficient even for ultrashort pulses as demonstrated by  (Breton et al., 2012). In 10 ns, one pulse 

of 10 ns and 5.8 kV/cm was sufficient to permeabilize the membrane of GUVs and to introduce siRNAs 

inside the GUVs. Limited diffusive transport also occurs, but at a low level, for several reasons. The 

first one is that the duration of the pulses, and therefore the half-life of the electropores, is always very 

short to preserve the cells viability. The second one is that this diffusion will only occur through the 

electropores, that is, through a small area of the cell surface, which will restrict the flux of molecules 

across the membrane. The third one is that, unless there is a huge concentration gradient between the 

outside and the inside of the cell, the number of molecules transported through a small area during an 

extremely short time (Fick’s law) will be very small, and thus not easily detectable. Nevertheless, this 

transport exists and could be shown using GUVs prepared with a non-oxidable lipid, for example the 

DSPC that is a fully saturated phospholipid. Because GUVs are just a phantom of a cell, they can be 

pulsed many times without the restrictions imposed by viability preservation. Because the lipids of these 

DSPC GUVs cannot be oxidized, even if pores form during the pulse delivery, the membrane recovers 

its full integrity when the pores close. DSPC GUVs prepared in 240 mM sucrose (sucrose inside the 

GUVs) and diluted in 260 mM glucose (glucose outside the GUVs) show a strong optical contrast. Two 

minutes after one single pulse, or a very limited number of pulses, no change in this contrast is observed 

(while GUVs prepared with an unsaturated oxidable lipid will already lose this contrast, see next 

paragraph). However, after the delivery of a high number of long pulses (for example of 5 ms duration), 

a loss in contrast is detected: it reflects the exchange of glucose and sucrose across the electropores 

generated during the pulse delivery. The cumulated duration of the pulse and the large concentration 

gradients of the two sugars allow for a sufficient mass transport of the sugar molecules across the 

membrane, and therefore the contrast loss, even if sugars are neutral, non-charged molecules. Thus, not 

only the electrophoretic transport can occur through the pores during the pulses delivery, but also the 

diffusive transport. 
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Fig. 4.2. Scheme presenting the transport of molecules during the electroporation step. The electric field 

is present. The duration of this step is directly related to the duration of the electric pulse and so it ranges 

from a few nanoseconds to milliseconds. Charged molecules are mostly pulled through the membrane 

by electrophoresis. Limited diffusive transport also occurs for both charged and non-charged molecules.  

 

After the pulse, and after the rapid closure of the electropores, the cells remain permeabilized 

for some time, in the seconds to minutes range (Figure 4.3). No electrophoretic transport driven by an 

external electric field can occur since the electric pulses have ended. The contribution of a 

transmembrane potential difference across the electropermeabilized membrane has been evoked by Dr 

T. Vernier and his colleagues, and is under study: the electric field across the membrane could indeed 

favor or not favor the passage of charged species, as a function of the sign of the charge(s) of these 

molecules. However, with respect to the “electroporation” step, the “electropermeabilized” state is 

characterized by the massive transport of charged or non-charged non-permeant molecules across the 

membrane. One of the main reasons is the duration of the “electropermeabilized” state: seconds or 

minutes, as already mentioned. These durations are several orders of magnitude longer that the pulse 

duration, even in the case of the longest pulses, the msPEF. The duration of the permeabilized state is 

the consequence of the lipids oxidation, since it is well-known that a membrane containing oxidized 

lipids (Wong-Ekkabut et al., 2007, Vernier et al., 2009), Rems et al., 2016) is a “leaky” membrane. The 

coefficient of diffusion through an oxidized membrane can be orders of magnitude larger than the 

coefficient of diffusion through a native, non-oxidized membrane (Rems et al., 2016). This explains 

why the optical contrast of a GUV prepared using an unsaturated lipid is lost two minutes after the 

delivery of a single pulse or very small number of pulses: sugars could cross the membrane during the 

two minutes, a time extremely long with respect to the pulse duration. This diffusive transport is, of 

course, not constant during the duration of the electropermeabilized state. There are probably two 

reasons why very large molecules have to be present in the pulsing medium at the time of the pulse 

delivery: 1) in the case of highly charged molecules, such as long nucleic acid that are too large to move 
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through diffusive processes, to benefit from the electrophoretic transport and to at least initiate the 

contact with the membrane; 2) in the case of large non-charged molecules such as large proteins, to find 

regions with a very large density of oxidized lipids, therefore to find regions with very large diffusive 

capacities. It is important to recall that DNA fragments of up to 150 kbp or proteins of 150 kDa, which 

were complete antibodies (Bobinnec et al., 1998) have been transported inside the cells by 

electropulsation. According to our model, and in particular according to the lateral diffusion of the lipids 

that will “dilute” the oxidized lipids generated in the areas where electropores were formed, the density 

of the modified lipids and hence the diffusion capabilities will progressively decrease, which will 

progressively restrict the diffusion of the molecules as a function of their size. The kinetics of such a 

progressive restriction in the molecule transport have been analyzed in the case of the anticancer drug 

bleomycin (Silve et al., 2012a). In another respect, the total number of molecules transported 

(independently of the external concentration, and thus of the gradient of the concentration across the 

membrane) is directly related to the size of the molecules transported, under identical pulsation 

conditions and using the same cells to evaluate these transports (Mir, 2008).  

 

Fig. 4.3. Scheme presenting the transport of molecules during the electropermeabilization step. There is 

no electric field. This step has a long duration ranging from seconds to hours. The membrane is leaky 

because it contains oxidized phospholipids. Charged and non-charged molecules can be massively 

transported by diffusion if a concentration gradient is present. 

 

In conclusion, the properties of the molecules transport across the electropulsed membranes are 

in agreement with the membrane impermeability rupture model. During the electroporation phase the 

electrophoretic transport of non-permeant molecules across the electropulsed membrane is more 

effective than the diffusive transport, while in the electropermeabilization phase, the diffusive transport 

will be the most efficient one. 
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électriques impulsionnels grâce à des méthodes 
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terahertz ont montré une fuite des protéines des 
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avons étudié l'opportunité de prédire l’apparition 

de la toxicité cutanée au moyen de la 
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induce the permeabilization of the plasma 
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terahertz microscopy. 

Our results demonstrate that the Raman 
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electropermeabilization states of cells with 

significantly modifications of lipids and 
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