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Introduction

The discovery of the Higgs boson and its characterization embody a confirmation of the
Standard Model (SM). A crucial point for the future of Particle Physics is the study of
the neutrino masses and mixing representing the first established evidence of physics be-
yond the SM. Since 2011, the large value of the θ13 mixing angle opened the way to the
investigation of CP violation in the neutrino sector. A next generation long baseline neu-
trino experiment (DUNE) has unprecedented potential to precisely measure the neutrino
oscillation parameters, determine the neutrino mass hierarchy and has a very good chance
to discover evidence for CP violation in the leptonic sector. The large underground neu-
trino detectors needed for this task will also address the search for proton decay and the
observation of supernovae neutrinos.

Giant Liquid Argon Time Projection Chambers (LAr TPCs) will be employed as neu-
trino targets and detectors. They provide bubble-chamber quality imaging coupled to
excellent energy resolution and particles identification capabilities. Neutrino interactions
produce secondary particles, which ionize the liquid argon. The ionization electrons drift
for long distances along a uniform electric field present inside the TPC until they reach
finely segmented and instrumented anodes, producing electrical signals that are used for
3D imaging and analysis of the primary interactions. The dual-phase readout technique
foresees the amplification of the ionization signal in avalanches occurring in the gas phase
above the liquid argon level. This technique further enhances the performance of the LAr
TPC by increasing its signal to noise ratio and allowing for a finer segmentation and lower
threshold.

The subject of this thesis is the ionization charge reconstruction and analysis in the
dual-phase LAr TPC: the ionization charges measurement is a crucial information provided
by the detector. It provides information about the kinetic energy of secondary charged
particles produced in neutrino interactions. In this way, it is possible to reconstruct the
incoming neutrino energy. Ionization measurements make also possible identifying and
rejecting electromagnetic shower generated by photons from π0 decay and performing par-
ticles identification from the measurement of the specific ionization losses.

All these measurements imply a detailed knowledge of the detector response and of the
charge reconstruction algorithm. In order to achieve this knowledge a detailed analysis of
the simulated energy losses has been performed by studying the differences between the
theoretical knowledge and the simulation. Then the simulation of the detector response
has been studied by looking at the effects occurring during the drift of the charges and

1



2

at the effects related to the response of the electronic readout. These systematic effects
affecting the accuracy of the reconstruction algorithm are then characterized with respect
to the Monte Carlo generation.

By sampling the trajectory of a charged particle and by measuring its energy losses, it
is possible to identify its nature. A giant Lar TPC is also an ideal environment to search for
proton decay, in particular by looking at some exclusive decay channels such as p → K+ν
decay. In this thesis it is studied as well how particles identification based on energy losses
measurement allows identifying charged kaons.

Successively it is shown how it is possible to perform π0 rejection by studying energy
losses. The production of π0 in neutral current neutrino interactions and the conversion
of photons from π0 decays in proximity of the neutrino interaction vertex represent an
important background source to the detection of charged current interactions of electron
neutrinos. By measuring the ionization profile at the beginning of an electromagnetic
shower it is possible to understand if the shower has been produced by an electron or by a
photon. A photon conversion in an electron-positron pair will result in the double of the
ionization deposited by a genuine electron track originating the shower. The measurement
of the ionization profile allows rejecting the photons background in the electron neutrino
appearance channel, fundamental for the search for CP violation.

Chapter 1 introduces the neutrino oscillation, starting from the description of the two
main experiments which proved the existence of neutrino oscillations and describing sub-
sequently the neutrino oscillations phenomenology and δCP measurements.

Chapter 2 presents the Liquid Argon Time Projection Chamber (LAr TPC), with a
description of all the effects involved in the charge generation, transport and detection.
A description of the dual-phase readout and of the Large Electron Multiplier (LEM) is
presented, showing the differences between single-phase and dual-phase TPC.

Chapter 3 describes a study on the Paschen law. The operation of the LEM in the
dual-phase Liquid Argon TPC requires a good knowledge about the maximal voltage that
can be applied to the LEM before starting an electric arc. In this Chapter is presented an
experimental study aimed at verifying the Paschen law in pure gaseous argon at cryogenic
temperatures.

Chapter 4 presents a detailed analysis of the charge readout, with a description of the
energy depositions simulation, the detector response simulation and charge digitization.
Finally a comparison between the Monte Carlo generation and reconstructed energy is
presented.

Chapter 5 discusses the study of the energy losses profile in proximity of the stopping
point for pions and kaons, the extraction of a parametrization of these energy losses and
the definition of a particle identification algorithm for the identification of kaons in the
proton decay search.

Chapter 6 reports the study performed in order to obtain a parametrization of the
ionization charge profile produced in an electromagnetic shower for electrons and photons
as a function of the distance from the starting point of the cascade, and a definition of the
analysis procedure allowing to distinguish the originating particle of the shower.



Chapter 1

Neutrino oscillations physics

In 2015 the Nobel Prize in Physics was awarded jointly to Takaaki Kajita and Arthur B. Mc-
Donald “for the discovery of neutrino oscillations, which shows that neutrinos have mass”.
First ideas of neutrino masses, mixing and oscillations were developed by Bruno Pontecorvo
at the end of the 1950s. In 1968 the first detection of solar neutrinos was performed by R.
Davis. After it, several experiments studied neutrino oscillations. Two experiments proved
definitively the existence of neutrino oscillations: in 1998 Super-Kamiokande observing
neutrinos created by cosmic ray interactions in the atmosphere and the Sudbury Neutrino
Observatory (SNO) in 2001, measuring the neutrino flux from the Sun.

In the last years several experiments contributed to increase the comprehension of
neutrino oscillations. Thanks to them actually a good knowledge of this physical process
has been achieved. Nevertheless some parameters which govern the neutrino mixing are
still unknown. The current challenge in neutrino physics is to provide measurements for
these parameters, in order to complete our knowledge on neutrinos and to exploit a window
opened on physics beyond the SM. Thanks to the recent measurements of θ13, it is now
possible to perform experiments to study neutrino and anti-neutrino oscillations in order to
determine if the charge-parity (CP) symmetry is violated in the leptonic sector. The best
way to perform these measurements is based on long-baseline experiments, with a distance
between neutrino source and the detector of � 1000 km. The Deep Underground Neutrino
Experiment (DUNE) is currently the most advanced initiative towards the measurement
of the CP violation phase δCP .

This Chapter describes the two experiments which proved the existence of neutrino
oscillations and the results they obtained. Then, a short formal introduction to neutrino
oscillations is given, describing the oscillation matrix and its parameters. The results ob-
tained so far and the experimental challenges for the continuation of this research line
are presented. Subsequently, the measurement of δCP is discussed, including the effects of
the interaction between neutrinos and Earth crust matter related to the neutrino masses
hierarchy. It is shown how a long baseline experiment is capable to solve the mass hier-
archy problem and to measure the CP violation phase at the same time. Finally a short
description of the scientific goals of the future long base-line experiment DUNE is given.
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4 CHAPTER 1. NEUTRINO OSCILLATIONS PHYSICS

1.1 Observation of neutrino oscillations

1.1.1 Sudbury Neutrino Observatory

The Sudbury Neutrino Observatory (SNO) was a solar-neutrino experiment which col-
lected data in the period going from 1999 to 2006. This experiment used 1000 t of heavy
water (D2O) contained in a spherical acrylic vessel. The heavy water was surrounded by
9438 photomultipliers in order to detect the Čerenkov light produced with the neutrino
interaction after its propagation in the D2O. Other 91 outward-looking photomultipliers
were constituting a veto system in order to detect photons produced by cosmic-ray muons
crossing the detector. The entire cavity outside of the acrylic sphere was filled with 7000 t
of water.

The SNO experiment was built in order to solve the Solar Neutrino Problem [1] by
performing a flavor independent measurement of the solar neutrino flux. It was studying
mainly neutrinos coming from the β-decay of 8B in the Sun:

8B →8 Be + e+ + νe (1.1)

achieving a effective electron kinetic energy threshold Teff = 3.5 MeV [2].
Previous solar neutrino experiments were either exclusively (chlorine, gallium) or pre-

dominantly (H2O) sensitive to the electron-type neutrinos produced in the Sun. The SNO
experiment was able to measure separately three reactions:

νe + d → p+ p+ e− (1.2)

νx + d → n+ p+ νx (1.3)

νx + e− → νx + e− (1.4)

The reaction (1.2) is a charged current (CC) reaction which is sensitive only to electron
neutrinos. The reaction (1.3) is a neutral current (NC) reaction and it is sensitive to all
active neutrino flavors. The reaction (1.4) is the elastic scattering (ES) which is mainly
sensitive to electron neutrinos but has also some sensitivity to other flavors via its NC
component.

The NC reaction provides a measurement of the total flux of 8B solar neutrinos in-
dependent from possible neutrino flavor changes related to oscillations [3]: this is a very
important handle to solve the Solar Neutrino Problem. A significant deficit in 8B neutri-
nos flux measured by the CC reaction with respect to the total flux measured by the NC
interactions directly demonstrates that the Sun’s electron neutrinos have been changing to
one of the other active flavors.

The CC and ES reactions were detected by observing the cone of Čerenkov light pro-
duced by the electron in the final state. The electron produced by CC reaction can be
distinguished from the one scattered in the ES process by exploiting the different cosϑ�
distribution. ϑ� is the angle of the electron in the final state with respect to the incoming
neutrino direction from the Sun. While the ES process has a strong forward peak, CC
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events have an angular distribution going as ∼ 1− 1/3 cosϑ�. The signal of NC reactions
is provided by neutron capture in deuterium, producing a 6.25 MeV photon. In order
to improve the capture efficiency and to increase the total γ-ray energy, 2 t of NaCl were
added to the heavy water in the second phase of the experiment. The measured 8B neutrino
fluxes from the first phase of measurement are (in units of 106 cm−2s−1)[3]:

φCC = 1.76+0.06
−0.05(stat.)+0.09

−0.09(syst.) (1.5)

φES = 2.39+0.24
−0.23(stat.)+0.12

−0.12(syst.) (1.6)

φNC = 5.09+0.44
−0.43(stat.)+0.46

−0.43(syst.) (1.7)

The measurement by NC reactions of a total active neutrino flux in agreement with the
Standard Solar Model and the inequality of the fluxes determined from the CC, ES and
NC reactions provides a strong evidence for a non-νe component in the 8B solar neutrinos.
Figure 1.1 summarizes SNO’s CC, NC and ES measurements. To make this fit, a change
of variable was performed:

φCC = φ(νe) (1.8)

φES = φ(νe) + 0.1559φ(νμτ ) (1.9)

φNC = φ(νe) + φ(νμτ ) (1.10)

where φ(νμτ ) = φ(νμ) + φ(ντ ). The factor of 0.1559 is the ratio of the ES cross section for
νe and νμτ for an effective kinetic energy Teff > 5 MeV.

1.1.2 Super-Kamiokande

Super-Kamiokande (SK) is a solar and atmospheric neutrinos experiment started in 1996.
SK is a water Čerenkov cylindrical detector containing 50 kt of ultra pure water. The
detector is subdivided by an optical barrier into a cylindrical primary detector region (the
Inner Detector, or ID) and a surrounding shell of water (the Outer Detector, or OD),
serving as a cosmic-ray veto [4]. Both the Inner and Outer detector are equipped with
photomultipliers capable to measure the Čerenkov light generated by the charged particles
produced in neutrino CC interactions with the water nuclei (in the case of ID) or by
cosmic-rays (mainly in the OD). The water Čerenkov technique had been pioneered by
the smaller Kamiokande [5] and IMB [6] detectors which had been built for the proton
decay search but highlighted the anomaly in the atmospheric neutrino fluxes which could
be interpreted in terms of neutrino oscillations. Kamiokande also allowed for the first
observation of neutrinos from the supernova 1987a and confirmed, at higher energy, the
solar neutrino deficit observed by the Homestake chlorine experiment since 1968. These
results were awarded by the 2002 Nobel Prize in Physics.

Events in SK are classified as fully contained events (FC), with no significant activity in
the OD, and partially contained events (PC): events which have the vertex in the ID, but at
least a primary particle exits the detector without releasing all its energy. Fully contained
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Figure 1.1: Flux of 8B solar neutrinos which are μ or τ flavor vs flux of electron neutrinos
deduced from the three neutrino reactions in SNO [3].

events can be further subdivided in two subsets, the so-called sub-GeV and multi-GeV
events, with energies below and above 1.33 GeV respectively. Finally, upward going muons
are produced by neutrino interactions in the rock below SK. Particle identification in SK
is performed by using a likelihood function to parametrize the sharpness of the Čerenkov
rings. These rings have well defined contours for muons while they are fuzzy for electrons.

SK observes a significant deficit in muon-like atmospheric neutrino events: this deficit
is strongly zenith-angle dependent, as shown in Figure 1.2, with a large effect for upward-
going muon neutrinos (negative cosϑ) and little or no deficit for downward going neutrinos
of either flavor. Downward-going neutrinos have travelled a distance ∼ 20 km or less,
while upward-going neutrinos have travelled up to 13000 km through the earth. It has
to be noticed that the sub-GeV muon sample is depleted over the entire spectrum; on
the other hand, for the multi-GeV muons the spectrum of neutrino coming from above
(cosϑ > 0) is very little changed with respect to the prevision without oscillation. This
is consistent with νμ oscillations occurring for low energy neutrinos (sub-GeV), while for
high energy neutrinos the effect of oscillations becomes sizable only for a large baseline.

The distributions of electron neutrinos agree with the expected fluxes, while the distri-
butions of muon neutrinos show a deficit which is dependent on the zenith angle and which
is stronger for neutrinos which have been travelling over longer distances. Down-going
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oscillation parameters.
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neutrinos which have been produced in the atmosphere just above the detector agree with
the expected fluxes. The zenith angle measurement is a self-normalizing measurement and
clearly shows a disappearance effect on muonic neutrinos which is dependent on the trav-
elled path. This effect can be interpreted in terms of neutrino oscillations among muonic
and tau neutrinos. The disappearance effect of muonic neutrinos in Super-Kamiokande
was also reproduced with an artificial neutrino beam with the K2K experiment [7], which
has been the first long-baseline experiment.

1.2 Oscillations

It is known that there are three active flavors of neutrino: νe, νμ and ντ . It is possible to
define the neutrino of a given flavor in terms of the charged current interaction mediated
by a W -boson exchange. This interaction produces a charged lepton, which may be an e,
μ or τ . It is defined the νe as the neutrino interacting when the charged lepton in the final
state is an e, the νμ as the neutrino producing a μ and the ντ as the one coupled with a
τ . Several experiments (the most important are described above) have provided evidence
for neutrino oscillations between the different flavors νe, νμ and ντ , caused by nonzero
neutrino masses and neutrino mixing. It is possible to write the three flavor eigenstates να
(α = e, μ τ) as a linear combination of the three mass eigenstates νi (i = 1, 2, 3), using
the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) [8, 9] matrix U as:

|να〉 =
3∑

i=1

Uαi|νi〉 (1.11)

U is a 3× 3 unitary matrix generally parametrized by the three mixing angles θ12, θ23 and
θ13 and by the phase δCP :

U =

⎛
⎝ Ue1 Ue2 Ue3

Uμ1 Uμ2 Uμ3

Uτ1 Uτ2 Uτ3

⎞
⎠

=

⎛
⎝ 1 0 0

0 c23 s23
0 −s23 c23

⎞
⎠

⎛
⎝ c13 0 s13 e

ıδ

0 1 0
−s13 e

ıδ 0 c13

⎞
⎠

⎛
⎝ c12 s12 0

−s12 c12 0
0 0 1

⎞
⎠ (1.12)

where cij and sij represent cos θij and sin θij, respectively. The parameter δCP is the phase
that controls the CP asymmetry.

The probability that a neutrino generated in the flavor eigenstate να can be observed
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in the flavor eigenstate νβ after a travelled distance L is given by:

P(να → νβ) = δαβ − 4
∑
j>k

�{
UαjU

∗
βjU

∗
αjUβk

}
sin2

(
1.267

Δm2
jk[eV

2]L[km]

Eν [GeV]

)
+

+ 2
∑
j>k

�{
UαjU

∗
βjU

∗
αjUβk

}
sin

(
1.267

Δm2
jk[eV

2]L[km]

Eν [GeV]

)
(1.13)

where Δm2
jk = m2

j −m2
k, with mj,k and Eν is the neutrino energy.

In conclusion, neutrino oscillations are regulated by 7 parameters: 3 mixing angles (θ12,
θ23 and θ13), one phase δCP and 3 masses squared differences (Δm2

12, Δm2
23 and Δm2

31). The
sum of the 3 masses squared differences is zero so only 2 out of them are really independent
parameters.

The “solar sector” is driven by θ12 and Δm2
21: it has been measured by solar and reactor

neutrino experiments (Chlorine, Gallex, SAGE, Super-Kamiokande, SNO, Borexino, Kam-
LAND, CHOOZ, Palo-Verde, Double-Chooz, Daya-Bay, Reno). On the other hand, the
“atmospheric sector”, driven by θ23 and |Δm2

23| has been probed by atmospheric (Super-
Kamiokande) and accelerator (MINOS, T2K, NOνA) neutrino experiments. Experimental
data indicate that Δm2

21 � |Δm2
31| � |Δm2

32|: the sign of Δm2
32 is not yet known: if ν3,

the mass eigenstate which has the largest ντ component, is the heaviest mass eigenvalue
(normal hierarchy, NH, Δm2

32 > 0) or if ν3 is the lightest one (inverted hierarchy, IH,
Δm2

32 < 0) remains to be experimentally determined in the future: this is called the mass
hierarchy problem. A schematic representation of two mass hierarchy cases is shown in
Figure 1.3.

Figure 1.3: Normal hierarchy (NH) with Δm2
32 > 0 (left) and inverted hierarchy (IH) with

Δm2
32 < 0 (right).
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Recently, the reactor experiments Daya Bay [10], RENO [11] and Double-CHOOZ [12],
have provided a precise measurement of θ13 by studying the disappearance effect of electron
anti-neutrinos given by the sub-leading νμ → νe oscillation in the atmospheric neutrinos
domain.

The data sets collected by solar neutrino experiment (Chlorine [13], Gallex [14], SAGE
[15], Super-Kamiokande [16, 17, 18, 19, 20], SNO [21] and Borexino [22, 23, 24]), long
baseline accelerator experiments (MINOS [25, 26], T2K [27, 28], NOνA [29]), reactor ex-
periments (KamLAND [30], CHOOZ [31], Palo Verde [32], Double Chooz [33], Daya-Bay
[34], RENO [35]) have been analysed by NuFIT 3.0 [36]: the results of this analysis are
shown in Figure 1.4 and all the values for the NH and IH are listed in Table 1.1.

Normal Hierarchy Inverted hierarchy

sin2 θ12 0.306+0.012
−0.012 0.306+0.012

−0.012

sin2 θ23 0.441+0.027
−0.021 0.587+0.020

−0.024

sin2 θ13 0.02166+0.00075
−0.00075 0.02179+0.00076

−0.00076

δCP (◦) 261+51
−59 277+40

−46

Δm2
21

10−5 eV2 7.50+0.19
−0.17 7.50+0.19

−0.19

Δm2
3�

10−3 eV2 +2.524+0.039
−0.040 −2.514+0.038

−0.041

Table 1.1: Best fit values of NUFIT [36] from the fit to global data at 1σ. In the last raw
Δm2

3� ≡ Δm2
31 for NH and Δm2

3� ≡ Δm2
32 for IH.

Despite the precision results obtained recently on neutrino oscillations parameters, sev-
eral questions are still open, as why neutrino masses are so small, or why neutrino mixing
angles are so large with respect to the quark mixing angles. Providing answers to these
questions could give a key to explore new physics beyond the Standard Model.

The next experimental challenges in neutrino physics are to provide an absolute mea-
surement of the lightest neutrino mass state, to determine the neutrino nature (i.e. if it is
a Majorana or Dirac particle), to assess the mass hierarchy and to search for CP violation
in the neutrino sector. This last subject could be needed to explain the matter-antimatter
asymmetry in the Universe.
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Figure 1.4: Global 3ν analysis. The red (blue) curves correspond to Normal (Inverted)
Hierarchy [36].



12 CHAPTER 1. NEUTRINO OSCILLATIONS PHYSICS

1.3 CP violation
Thanks to the recent results about θ13, corresponding to a high value just close to the upper
limit which had been set by the CHOOZ experiment, it will be possible to perform studies
on CP violation by using neutrino oscillations with conventional neutrino beams running
at very high power. These beams are produced by shooting proton beams with a power of
the order of a MW on a light target, producing many secondary charged pions. The pions
exiting the target are then focused in a parallel beam and left decaying and producing
mainly muonic neutrinos in a long pipe pointing in the direction of the far detector.

Assuming CPT conservation, direct evidence for CP-violation must be searched, as well
as the determination of the mass hierarchy, by studying with high accuracy in appearance
mode the sub-leading oscillations channel of atmospheric neutrino oscillations νμ → νe
(and νμ → νe) mainly governed by the parameter θ13. The detection of a νe requires the
detection of an electron out-coming from the interaction of the νe with the medium in
the detector. It means that it is crucial to use a detector capable of providing very good
performance in electron identification, energy resolution and background rejection.

Including higher order terms and the effects of neutrino oscillation in matter, νe → νe
oscillations probability can be written in the following way [37]:

P(νμ → νe) = 4 sin2 Δm2
31L

4E
c213s

2
13s

2
23

{
1 +

a

Δm2
31

· 2(1− 2s213)

}

2
Δm2

31L

2E
sin

Δm2
31L

2E
c213s13s23

{
− a

Δm2
31

s13s23(1− 2s213)+

+
Δm2

21

Δm2
31

s12(−s13s23s12 + cδc23c12)

}

4
Δm2

21L

2E
sin2 Δm2

31L

4E
sδc

2
13s13c23s23c12s12 (1.14)

where cij = cos θij, sij = sin θij, cδ = cos δ, sδ = sin δ and a = 2
√
2GFneE, with GF

the Fermi constant, ne the electron density of the traversed medium and E the neutrino
energy. The corresponding probability for νμ → νe is obtained by replacing δCP → −δCP

and a → −a.
It is useful to define the asymmetry ACP between the probability of oscillation of neu-

trino and antineutrino [37]:

ACP ≡ (P(ν)− P(ν))

= 16
a

Δm2
31

sin2 Δm2
31L

4E
c213s

2
13s

2
23(1− 2s213)

− 4
aL

2E
sin

Δm2
31L

2E
c213s

2
13s

2
23(1− 2s213)

− 8
Δm2

21L

2E
sin2 Δm2

31L

4E
sδc

2
13s13c23s23c12s12 (1.15)
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Calling ΔP1 the first term in Equation (1.15), ΔP2 the second one and ΔP3 the third
one, it is possible to make a distinction: ΔP1 and ΔP2, depending on a, are due to effect
of the matter along the path travelled by neutrino. ΔP3, which is proportional to sin δ, is
due to the pure CP violation.

The matter asymmetry (i.e. ΔP1 + ΔP2) can disentangle the normal and inverted
hierarchies by measuring neutrino and antineutrino events. Figure 1.5 shows the oscillations
probability of νμ → νe (blue line) and νμ → νe (red-dashed line) for L = 2300 km. The plots
show qualitatively that the spectral information provides an unambiguous determination
of the mass hierarchy. Once the sign of Δm2

31 has been determined, matter effects which
can interfere with the search for CP violation can be accurately subtracted and the same
data sets of neutrinos and anti-neutrinos interactions can be used for the measurement of
CP violation.
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Figure 1.5: Oscillations probability of νμ → νe (blue) and νμ → νe (red-dashed) for
different values of δCP for normal hierarchy (NH) Δm2

31 > 0 (left) and inverted hierarchy
(IH) Δm2

31 > 0 (right) with sin2 2θ13 = 0.09 and L = 2300 km [38].

Considering the energy dependence of a, it is possible to affirm that ΔP1/L, ΔP2/L
and ΔP3 depend on the variable L/E alone: each term has a characteristic envelope, as
shown in Figure 1.6. ΔP1/L decrease monotonously with the distance L, ΔP2/L is limited
and ΔP3 increases linearly. For large L/E the asymmetry ACP is dominated by the term
ΔP3. The measurement of ACP at large L/E is more sensitive to pure CP violating effects.

1.4 Deep Underground Neutrino Experiment

The Deep Underground Neutrino Experiment (DUNE) is a joint European-USA neutrino
physics program which has as goals the measurement of the still unknown parameters of
the neutrino mixing matrix and the search for new phenomena.
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Figure 1.6: Matter effect term ΔP1/L (left), ΔP2/L (center) and ΔP3 (right) as a function
of the ratio L/E.

The DUNE far detector will be a 40 kt modular Liquid Argon Time Projection Chamber
neutrino target located at the Sanford Underground Research Facility in South Dakota,
at a distance of 1300 km from Fermilab. The PIP-II proton accelerator at Fermilab will
produce a new neutrino beam-line at Fermilab with a beam power of 1.2 MW, with a
planned upgrade of the accelerator complex designed to provide up to 2.4 MW of beam
power by 2030 [39].

The primary goals of this experiment are:

• precision measurement of the parameters that govern νμ → νe and νμ → νe with the
aim of measuring the CP violation phase δCP , determining the neutrino mass hierar-
chy and performing precision tests of the three flavor neutrino oscillation paradigm;

• search for proton decay in several important decays modes, for example p → K+ ν:
the observation of proton decay would represent a direct evidence of new physics
expected at the Grand Unification scale;

• detection and precise measurements of the neutrinos from a core-collapse supernova
within our galaxy.

In Figure 1.7 are shown the electron neutrino (left) and antineutrino (right) appearance
probabilities as a function of neutrino energy for several values of δCP at a baseline of
1300 km. It is interesting to observe how different values of δCP change the shape of the
observed oscillatory pattern. The difference in probability amplitude for different values of
δCP is more important, at larger L/E around the second oscillation maximum, for energies
lower than 1.5 GeV. It means that the DUNE far detector should be capable to observe
oscillations down to energies of at least 500 MeV.

As mentioned above, the neutrino oscillation channels studied to search CP violation
effects are νμ → νe and νμ → νe: the detector used for this experiment has to be capable
to detect electron neutrinos. To do this the interaction exploited is the νe CC interaction.
Figure 1.8 shows possible Feynman diagrams for this interaction. On the left is shown
a quasi-elastic scattering: this is the most probable interaction for low neutrino energies
below 1 GeV: the neutrino interacts with a neutron of the argon nucleus and the final state
includes a proton and an electron.

Other possible νe CC interactions at low energy go via the production of resonances. As
example it is shown the resonant production of Δ+ (Figure 1.8 center), which consequently
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Figure 1.7: The appearance probability at a baseline of 1300 km, as a function of neutrino
energy, for δCP = −π/2 (blue), 0 (red), and π/2 (green), for neutrinos (left) and anti-
neutrinos (right), for normal hierarchy. The black line indicates the oscillation probability
if θ13 were equal to zero [39].

decays in π0 and proton. The final state includes an electron, a π0 and a proton. Finally at
higher energies electron neutrinos mainly interact with argon nuclei via CC deep inelastic
scattering interactions (Figure 1.8 right), producing in the final state an electron and
several particles coming from the hadronization process of the struck quark and spectator
quarks system.

In all these processes the electron detection proves the presence of an incoming electron
neutrino while an accurate measurement of the electron energy and of the energy of the
other particles in the final state are essential for the measurement of the impinging neutrino
energy.

The background to the study of νμ → νe oscillations is represented by all the processes
which may produce electrons or other particles possibly misidentified as electrons in a final
state characteristic of νe charged current interactions.

An important background source is represented by the small fraction of electron neu-
trinos already present in the neutrino beam at its production. These electron neutrinos
(and anti-neutrinos) are produced by muon (or anti-muon) decays following the decays of
the pions or by 3 body decays of charged kaons produced at the same time as the pions
in the target. The intrinsic beam contamination in terms of electron neutrinos represents
a background to the electron neutrinos component coming from the oscillation of muonic
neutrinos. It must be accurately measured with a near detector, extrapolated to the far
detector and subtracted from the analysis sample.
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Figure 1.8: Feynman diagrams for three ν CC scattering: quasi elastic (left), resonance
with Δ+ production (center) and deep inelastic scattering (right).

Muonic neutrinos can have NC interactions with the argon nucleus, giving in the final
state a muon neutrino (non detectable) and other hadronic particles which could generate
electromagnetic showers, as the π0 which decays in a pair of photons: the shower initiated
by the conversion of one of the two photons could be misidentified as a shower originated
by a primary electron at the neutrino interaction vertex. Also CC interactions of muonic
neutrinos with muon mis-identification can contribute to this background.

Finally a small contribution to the background is given by the CC interactions of ντ (or
ντ ), coming from the leading oscillation mechanism in the atmospheric neutrinos sector,
which produce τ that decay into an electron and two neutrinos.

In Figure 1.9 are shown the expected rates for νe appearance, including expected flux,
cross section and oscillation probabilities as a function of neutrino energy at a baseline of
1300 km. The spectra are shown for a 150 ktMW year exposure each for neutrino and
anti-neutrino beam mode, for a total 150 ktMW year exposure. The signal is composed
by νe and νe CC events. The background is represented by νe and νe CC events from the
beam, NC events, νμ + νμ ντ + ντ CC events
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Figure 1.9: Reconstructed energy distribution of selected νe CC-like events assuming a
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Chapter 2

Liquid Argon Time Projection Chamber
(LAr TPC)

The original idea of a Liquid Argon Time Projection Chamber (LAr TPC) was proposed
by C. Rubbia in 1977 [40].

The Time Projection Chamber is a detector which provides a large amount of detailed
information on the topology of the events, like a bubble chamber. In addition, when filled
with liquid argon, it allows reaching large massive target volumes. Liquid argon can be con-
sidered an ideal target material as medium in a TPC because it is dense (ρ = 1.39 g/cm3)
and having vanishing electronegativity it does not reabsorb the electrons created by ioniz-
ing radiation. In addition it has a high electron mobility and it allows drifting ionization
electrons with a high drift speed (2 mm/μs at 1 kV/cm) and small diffusion (< 1 mm
for 1 m) over large distances up to several meters without significant degradation of the
imaging quality. Liquid argon is also easy to obtain from the distillation of air where it is
present at 1% level, it is therefore relatively cheap and available in large quantities.

In a gas TPC with charge readout based on Multi-Wire Proportional Chambers (MWPC)
the ionization signal is amplified at the end of the drift volume in avalanches occurring
in proximity of the readout wires of the MWPC. Instead a LAr TPC with wires readout
works as a ionization chamber, since no charge multiplication is possible around the wires
at the electric field values normally achievable in LAr due to the short mean free path of
the electrons. The ionization collected by the wires must be then amplified by the readout
electronics in order to produce practically exploitable signals. Despite the use of low noise
amplifiers with an Equivalent Noise Charge (ENC) around 1000 electrons the typical signal
to noise ratio of a readout channel, for a particle at the ionization minimum, corresponds
to S/N ∼ 10. A new technique called dual-phase Liquid Argon Time Projection Cham-
ber (DP LAr TPC) introduces multiplication in the vapor phase present above the liquid
phase: in this way it is possible to increase the signal collected by the readout charge
system located at the top of the detector: this allows obtaining typical S/N ∼ 100.

This Chapter provides a general description of the LAr TPC and describes the physical
processes involved in a dual-phase LAr TPC, whose knowledge is fundamental for the
charge readout analysis. First a conceptual description of a LAr TPC is given. Then

19
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the ionization process is presented, describing also recombination effects and the light
production processes. Subsequently the dual-phase concept is presented: the electrons
extraction process from the liquid to the gas phase and the charge readout are described.
Finally a comparison between the dual-phase and the single-phase designs is shown, and
the future dual-phase detectors are described.

2.1 Basic concept of a Liquid Argon Time Projection
Chamber

The Time Projection Chamber was invented by Nygren in the 1970s [41]. A uniform
electric field E , drifts the clouds of electrons produced along the tracks of charged particles
traversing a detection medium, either gas or liquid, towards the side surface of the active
volume segmented into 2D readout electrodes. The field uniformity is in practise defined by
a cathode and an anode planes separated by a field cage with external rings at degrading
voltages corresponding to the equipotential surfaces. The knowledge of the constant drift
velocity (related to the electric field) and the measurement of the drift time provide the
coordinate perpendicular to the 2D readout plane making possible a full 3D measurement
of the particle trajectory. This makes the TPC the only tracking detector where for each
point of a particle track the three spatial coordinates can be measured simultaneously with
high spatial resolution. In Figure 2.1 is shown a schematic representation of a TPC.

z

x

y

E

anode

cathode

Ionizing
track

e−

Figure 2.1: Schematic representation of a Time Projection Chamber. An electric potential
difference is applied between the anode and the cathode, in order to create a uniform
electric field E . The electric field drifts ionization electrons to the anode plane.
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In Figure 2.2 it is shown an example of νμ CC interaction in the ICARUS LAr TPC.
The detector is capable to provide a very detailed view of the charged particles coming out
from the primary vertex (on the right of the Figure) and the subsequent particle generation.
It also allows to identify each type of particles in the event and to characterize them.

Figure 2.2: Top: an example of νμ CC interaction in ICARUS TPC. It is possible to
recognize a muon (1), an electromagnetic shower originating by a photon from π0 decay
(2), a π (3) having a secondary hadronic interaction and generating multiple tracks (4-8)
among which a a kaon (6) decaying in μ (5) then decaying in an electron. [42]. Bottom:
a close-up view of the primary vertex for the Collection (left) and Induction-2 (right)
projections allow solving completely the event topology.

The LAr TPC is also a very good calorimeter for completely contained events where all
particles in the final state dissipate their energy inside the active volume by ranging out
or by producing hadronic showers (in the case of hadrons) or electromagnetic showers (in
the case of electrons or photons).

Furthermore the collected charge in the segmented readout system allows measuring
the specific energy losses (dE/ dx) of the ionizing particle (see Section 2.2). It is then
possible to perform also particle identification.

Figure 2.3 shows particle identification by measuring the energy losses in a gas TPC,
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in a LAr TPC it is possible to perform similar measurements for particle identification, as
it will be shown later.

Figure 2.3: The PEP4/9-TPC energy deposit measurements (185 samples, 8.5 atm Ar-CH4

80 : 20) [43].

2.2 Ionization process

When a moderately relativistic charged heavy particle travels through the detector medium,
it looses its energy via collisions with the electrons of the medium atoms. The mean rate
of energy loss is well-described by the Bethe equation [44] (for details see Chapter 4).
The energy deposited by travelling particles generates electron-ion pairs. Except for of
very strong ionization, the total amount of electrons produced by the ionization depends
linearly on the energy deposited by the travelling particle. The relation between the total
charge Q produced by an energy deposition E is given by the relation:

Q = R E

Wion

(2.1)

where R is the recombination factor (a detailed explanation is given later) and Wion is
the average ionization energy (in the case of liquid argon Wion = 23.6 eV). An incoming
particle at m.i.p. has an average energy loss 〈dE/ dx〉m.i.p. = 2.096 MeV/cm; the number
of electrons produced in 3 mm before the recombination is 26644.
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2.2.1 Recombination

Several models have been developed on the local recombination of the electrons and the
ions occurring immediately after ionization but none of those describes all the experimental
data in liquid argon. However these models provide the basis for its understanding and for
all phenomenological approaches.

R represents the fraction of the produced ionization charge which do not recombines;
it depends on the applied electric field E and on the density of the initial ionization. This
dependence is usually expressed as a function of the mean energy losses dE/ dx for the
ionizing particle.

The Onsager theory [45] is based on the concept of “initial recombination” of the
electron-ion pairs. The limit of this model is that it does not take into account the depen-
dence on the ionization density: it explicitly assumes a single electron-ion pair. A better
description of the measured data is given by Jaffé [46]: the assumption of this model is that
the initial ionization charge is distributed in a column around the trajectory of the ionizing
particle. Other models [47] are based on the columnar theory, with different assumptions.
All these models assume a direct proportionality between the electron drift velocity and
the applied electric field: this approximation is not true in liquid argon electric fields higher
than 100 V/cm.

Usually, Jaffé formulation is approximated by the so called Birks law [48]:

R =
A

1 +
k

E
dE

dx

(2.2)

with A = 0.800±0.003 and k = 0.0486±0.0006 (kV/cm)(g/cm2)/MeV, as measured by the
ICARUS collaboration [49]. This parametrization is valid in the range 0.1 < E < 1.0 kV/cm
and 1.5 < dE/ dx < 30 MeV/(g/cm2) and it will be used for all the calculations performed
in this thesis work. Figure 2.4 shows the inverse of the recombination factor as a function
of dE/ dx with the data taken with the 3 ton ICARUS TPC. It is possible to note that a
greater electric field E gives larger R values, i.e. a greater number of electrons available
to drift.

For a minimum ionising particle in LAr, in a drift electric field E = 1 kV/cm, about
25% of the produced ionisation electron-ion pair undergo recombination (Rmip = 0.75).
This means that if a particle at the ionization minimum produces 26644 electrons in 3 mm
(as stated above) the total number of electrons which survive to recombination is 19983:
this is the amount of electrons which are then drifted towards the anode by the electric
field.

2.2.2 Scintillation

The ratio of ion-electrons pairs which recombine (1 − R) contributes to the scintillation
process. The basis of the scintillation process in LAr is the formation of excited dimers
(excimers) Ar∗2. There are two ways to produce the excited dimers [50]:
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Figure 2.4: Birks fit of the inverse of the recombination factor as a function of stopping
power. Data are from the 3 ton prototype of ICARUS at different electric fields [49].

• by excitation: it leads through collisions with neighbouring atoms to neutral excimers
Ar∗2 which decay radiatively into two argon atoms:

Ar∗ + Ar → Ar∗2
Ar∗2 → 2Ar + hν (2.3)

• by ionization: it leads to the formation of charged excimers which are neutralized by
electrons generated during the ionization process and that have not recombine:

Ar+ + Ar → Ar∗2
Ar∗2 + e → Ar∗∗ + Ar

Ar∗∗ → Ar∗ + heat.
Ar∗ + Ar → Ar∗2

Ar∗2 → 2Ar + hν (2.4)

where hν is an ultraviolet photon and the process Ar∗∗ → Ar∗ + heat. corresponds to a
non-radiative transition.

The argon excimers are created in three nearly degenerate spin states, two singlets (1Σ−
u

and 1Σ+
u ) and a triplet (3Σ+

u ). The 1Σ−
u can not decay radiatively by parity conservation,

and 3Σ+
u is expected to have a much longer lifetime than the 1Σ+

u since it has to decay
into two spin-0 argon atoms [51]. The photons produced have then two characteristic time
constants (fast and slow component) of τf ≈ ns and τs ≈ 1.6 μs.
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The wavelength of these photons is the same, and it is peaked in a ≈ 10 nm band at
128 nm. These photons are not absorbed by atomic argon and can be detected and used
as a prompt trigger for an interaction occurring in the active volume.

To detect the scintillation light cryogenic photomultiplier tubes (PMTs) are installed
in the bottom part of the chamber, under the cathode. The 128 nm wavelength is not
detectable by standard PMTs: it is necessary to shift the wavelength to the visible range.
This is possible by using a wavelength shifter, as described in [52]: coating the PMT
window with the wavelength shifter Tetraphenyl-Butadiene (TPB), it is possible to shift
the wavelength from 128 nm to ≈ 400 nm.

Since the fast scintillation time constant is several orders of magnitude smaller than
the typical electrons drift time which is sampled in units of 400 ns, the scintillation light
provides the absolute time of an event (t0), making the LAr TPC a self-triggering device.

2.3 Drift and diffusion processes
The accuracy of the drift coordinate depends on the measurement of the drift time td,
i.e. the time between t0 (described above) and the time when the drift electrons reach
the readout plane, and on the accuracy on the knowledge of the drift velocity vd. The
drift velocity depends primarily on the electric field E ; the temperature of liquid argon
can influence at a lower level the drift velocity. In addition, the presence of molecules in
the liquid, such as carbon hydroxides, can increase vd. On the other side, electronegative
impurities like oxygen do not change the drift velocity. Walkowiak [53] performed a very
accurate measurement of drift velocity in liquid argon for an electric field in the range
0.5 kV/cm ≤ |E| ≤ 12.6 kV/cm and temperatures in the range 87 K ≤ T ≤ 94 K. The
empirical polynomial function which fitted the data points is:

vd(T, |E|) = (P1(T − T0) + 1)

(
P3|E| ln

(
1 +

P4

|E|
)
+ P5|E|P 6

)
+ P2(T − T0) (2.5)

where T0 is the reference temperature and the parameters P1, P2, P3, P4, P5, P6 are
obtained from the fit. All the parameters values are reported in Table 2.1.

As said above, the presence of electronegative impurities, like oxygen molecules, does
not influence vd, but reduces the number of drifting electron. A fundamental requirement
for the performance of a LAr TPC is to collect a maximum number of ionisation electrons
since the output signal depends on the quantity of charge deposited on the readout planes.
The number of electrons for a particle at the ionization minimum is already small at the
production level after recombination. When compared to the readout electronics noise it
is about a factor 10 larger. Thus, the purity of the medium is crucial in order to limit
additional losses and possible contamination has to be kept at an extremely low level.

It is possible to describe the number of surviving charge Q(td) after the drift time td
by the following differential equation:

dQ(t)

dt
= −ksNsQ (2.6)
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Parameter Value

P1 −0.01481± 0.00095 K−1

P2 −0.0075± 0.0028 K−1

P3 0.141± 0.023 (kV/cm)−1

P4 12.4± 2.7 (kV/cm)

P5 1.627± 0.078 (kV/cm)P6

P6 0.317± 0.021 K−1

T0 90.371± 0.00095 K

Table 2.1: Result of the fit of parametrization using equation (2.5).

where ks is the impurity attachment rate constant and Ns is the impurity concentration.
Assuming that Ns remains constant, the solution of Equation (2.6) is

Q(td) = Q0 e
− td

τe (2.7)

where Q0 is the initial charge produced by ionization and τe is the electron lifetime and it
is related to the rate constant and the impurities by

τe =
1

ksNs

(2.8)

Assuming that all the impurity is oxygen, for electric field up to ≈ 1 kV/cm, Equation
(2.8) can be written as [54]:

τe[μs] ≈ 300

ρO2 [ppb]
(2.9)

where ρO2 is is the amount of impurities of oxygen with respect to the amount of argon.
This implies that a level of impurity of 0.1 [ppb] give an electron lifetime τe ≈ 1 ms. Figure
2.5 shows the charge attenuation for different electron lifetimes and two drift field values
0.5 kV/cm and 1.0 kV/cm. In the case of WA105, for a 3 ms lifetime or 100 ppt O2 equiv-
alent contamination the maximal charge attenuation is ≈ 0.3 at the nominal 0.5 kV/cm
drift field strength [55]. The figure of 3 ms lifetime is conservative, larger lifetimes values
(up to 12 ms) have been obtained by ICARUS [56] and Microboone [57].

A point-like charge deposition will spread during the drift due to diffusion effects The
magnitude of the charge spread depends on the drift time td. The size of the electron
cloud arriving at the anode in the longitudinal (along the drift direction) and transverse
direction follows a bi-dimensional Gaussian distribution:

Q(r, z) = Qf e
−z2/(4DLtd) e−r2/(4DT td) (2.10)
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Figure 2.5: Electron survival probability as a function of drift distance for different electric
field strengths and purity conditions [55].

where Qf is the final charge after the drift (given by Equation (2.7)), r =
√

x2 + y2 and
DL, DT are respectively the coefficient for longitudinal and transverse diffusion.

As shown in Figure 2.6 the diffusion coefficients depend on the electric field. It is
interesting to note that for low electric fields the diffusion in the transverse direction is
almost one order of magnitude bigger than the one in longitudinal direction.

Figure 2.6: The normalized longitudinal and transverse diffusion coefficient ND for gaseous
argon [58]. The Figure is normalized to a reduced electric field E/N with Townsend unit
(Td = [E/N ] = 10−17 Vcm2, where E is the electric field and N the molecular density).

For electrons in liquid argon, the ratio between the diffusion coefficient D and the
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mobility μ is given by the Einstein’s relation:

eD

μ
= kT =

2

3
〈ε〉 (2.11)

where e is the electron charge, k is Boltzmann’s constant, and T is the electron temperature.
Figure 2.7 shows the ratio eD/μ as a function of the electric field [59]. These data are
fitted with a simple power law, eD/μ = 0.064 · E0.77, where E is the electric field in kV/cm.

Figure 2.7: Field dependence of the ratio eD/μ in liquid argon [59].

In Figure 2.8 are reported the longitudinal (left) and the transverse (right) size of the
electron cloud as a function of the drift distance. The calculation is based on the following
values of the diffusion coefficients: DL = 4 cm2/s and DT = 13 cm2/s and E = 0.5 kV/cm.
There are large experimental uncertainties on these coefficients, direct measurements are
planned with the WA105 detector.

The longitudinal diffusion is shown in time units (μs) to reflect the fact that the charge
will be spread between nearby time bins in a given channel. The transverse diffusion is
shown in mm unit as the original charge is shared among adjacent channels. In the case
of WA105, for a 6 m drift, σT is comparable to the readout pitch of 3 mm.

2.4 Dual-phase readout
Since for a LAr TPC it is crucial to have a large amount of ionization electrons reaching
the readout plane, in order to build detectors with long drift regions it has been developed
a novel readout technique called dual-phase (liquid-vapor) Liquid Argon Time Projection
Chamber (DP LAr TPC). The basic idea is to drift the ionization electrons from the liquid
into the vapor phase, where they can be further multiplied. The original idea of a dual-
phase detector was developed in 1970s by Dolgoshein and others [60]. A detailed study
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Figure 2.8: Size of the diffusion σ =
√
2Dtd along (left) and transverse (right) to the

drift direction as a function of the drift distance for DL = 4 cm2/s, DT = 13 cm2/s and
E = 0.5 kV/cm [55]. The longitudinal diffusion σL is shown in time units.

about the emission of “hot” electrons was performed by Gushchin and others [61]: the
extraction happens by applying across the interface liquid-vapor an electric field produced
by two electrodes of which one has to be a submersed grid. They observed that an electric
field Eext � 2.5 kV/cm gives an extraction efficiency close to 100%.

2.4.1 Large Electron Multiplier (LEM)

After the extraction of the electrons from the liquid, once in the vapor phase, the multipli-
cation of the electrons can occur in avalanches occurring in a micropattern structure, the
Large Electron Multipliers (LEM) as shown in Figure 2.9.

The use of the LEM for the charge amplification is motivated by several facts [62]: a
wide range of gains is achievable, from ∼ 10 to ∼ 103; the gain is easily adjustable to a
large spectrum of physics requirements, the avalanches occur in confined spaces (holes in a
printed circuit board) which provide a mechanical quenching of the UV photons (in pure
argon it is not possible to introduce quenching molecules like in gas mixtures normally
used in gas detectors). It is a detector capable of cryogenic operation and large surfaces
can be covered as a collection of individual ∼ 1 × 1 m2 elements.

The LEM consist of copper cladded epoxy plates with a thickness of a millimeter
and with mechanically drilled holes. It can be produced by the industry with the same
technology used for printed circuit boards. The holes have diameters of 500 μm and a
pitch of 800 μm. There are ∼ 200 holes per cm2. The copper around the drilled hole is
removed in a etched rim of 80 μm in order to avoid edge effects and sharp points which
would favor discharges [63] (see Figure 2.10).

The gain G in the LEM can be described by G = eαd where d is the gap thickness and α
is the Townsend coefficient (for a detailed description of Townsend avalanche see Chapter
3). In order to compute the amplification inside the holes, it is necessary to replace the
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Figure 2.9: Schematic representation of the dual-phase charge readout technique based
on the extraction of the electrons from the liquid phase, their amplification in avalanches
occurring in the gas phase within the LEM detectors and the final charge collection on a
segmented anode.

gap thickness d by the effective amplification path length within the holes, called x, which
can be related to the length of the field plateau along the hole. The effective gain is then
expressed as:

Geff = T exp
[
Aρx e(−Bρ/(κE0)

]
(2.12)

where A and B are parameters depending on the gas, ρ is the gas density, E0 = V/d is
the nominal electric field and d the LEM thickness, κE0 the effective field, and T is the
transparency (some electrons, in part due to the large diffusion in pure argon, may be
collected on the grids or on the electrodes of the LEM). Electrostatic calculations of the
LEM-hole geometry give a maximum field in the hole which is lower than the naive V/d,
consistent with a value of κ = 0.95 [64].

2.4.2 Anode charge collection

The amplified charge is then collected by two independent charge readout views combined
in a single plane providing x and y coordinates with a 3 mm readout pitch [65]. In Figure
2.11 it is shown the geometry of the strips which are defined by a complicated pattern
of gold plated copper tracks on 0.1 mm width and 1.56 mm pitch. In order to solve the
topological problem of having two crossing views electrically insulated on the same plane,
some continuity connections among tracks belonging to the same view are performed on
the other side of the printed circuit board by using vias. The pattern of the copper tracks
defines overall strips of 3.125 mm pitch. This particular pattern has been chosen after
several studies in order to ensure an even sharing of the collected charge among the two
views without biases related to particular track angles with respect to the strips orientation.
Once corrected for the angular dependence of the track path seen by each view the charge
sharing per unit of length is perfectly symmetric [65]. The measured capacitance per unit
of length of the strips amounts to 150 pF/m.
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Figure 2.10: Picture of a prototype LEM (left). A microscope view of some LEM samples
(right) with an the hexagonal hole arrangement (a) and a square arrangement (b). On the
bottom zooms (c) and (d) on two samples with different hole sizes are shown [63].

Figure 2.11: Picture of the anode showing the copper track pattern that allows a 2 views
readout on the same circuit board (left) and schematic representation of the interconnection
between both views (right): View 0 is filled in red and view 1 in white. The continuity
connections performed on the other side of the printed circuit board are in solid black.
[65].
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2.5 Differences between single-phase TPC and dual-phase
TPC

The dual-phase TPC provides several advantages with respect to a single-phase LAr TPC.
They can be summarized in this way:

• the LEM allows a tunable gain typically in a range between 20 and 100. As shown
above (see Equation (2.12) the gain Geff is a function of the electric field. Varying
the potential difference across the two faces of the LEM around 3 kV it is possible to
tune the gain as function of the purity conditions or to provide an additional safety
margin with respect to the noise;

• the charge amplification process passing from the liquid phase to the vapour and the
consequent gain obtained in the LEM permits to reach a high signal-to-noise ratio
typically greater than 100 and in a low detection threshold (smaller than 100 keV) at
3 sigmas above the noise RMS. In Figure 2.12 it is shown a comparison between the
event display of ICARUS T600 (left) and a 3 liter dual-phase chamber (right). For a
single-phase TPC the typical ratio S/N is ∼ 5 for the inductions planes and ∼ 10 for
the conduction plane. For a dual-phase TPC the ratio is S/N ∼ 100 in both cases;

Figure 2.12: Event display for ICARUS (left): on the left is shown the reconstructed image
for the induction planes (top and center) and for the conduction plane (bottom). Event
display in a 3 liter dual-phase chamber (right): on the top is shown the raw waveform
showing the amplitude of the signal on both views. On the bottom the drift time versus
channel number of the reconstructed hits.

• the dual-phase TPC readout is based on two collection views: each plane collects the
same quantity of charge, and so it is possible to have a good reconstructed image
in each view. On the contrary, single-phase TPC has two induction planes and a
collection plane: on the induction planes the S/N is worse than the one the collection
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plane and the signals are bipolar, resulting in a signal cancellation in case of long
signals along the drift coordinate as in the case of dense electromagnetic showers.
In addition, the use of two collection views limits ambiguities in the bi-dimensional
localisation compared to more complex schemes based on induction views like the one
designed for DUNE single-phase version where one of the induction views consists of
wires making a zig-zag pattern around the x and y wires by wrapping on the borders
of the wire chamber.

• a high signal-to-noise ratio allows to have a fully active long drift projective geometry
with no dead materials embedded. It makes then possible to reduce the number of
readout channels needed to cover the active volume.

• the number of readout channels is still smaller than an equivalent single phase TPC
even with a finer strip pitch: for a very large detector design as in DUNE a dual-
phase TPC can use a 3 mm pitch, compared to the 5 mm size in the single-phase
case still having a number of channels smaller by a factor two. This choice has a
strong impact on the resolution of the detector;

• in a dual-phase TPC the electronic readout is placed at the top part of the detec-
tor: this allows even the cryogenic electronics to be accessible and easily replaceable
without contaminating the pure liquid argon volume. The digital electronics can be
completely at warm temperature and based on high bandwidth and cheap technolo-
gies without the requirements of a digital electronics immersed in the liquid argon as
for a SP equivalent detector.

2.6 Future experiments

2.6.1 DUNE

The Deep Underground Neutrino Experiment (DUNE) will consist of two neutrino detec-
tors: a near detector at the Fermi National Accelerator Laboratory in Batavia, Illinois,
and a second detector, much larger, will be installed more than one kilometer under-
ground at the Sanford Underground Research Laboratory in Lead, South Dakota, 1300 km
downstream of the source. The neutrino beamline will be provided by the Long-Baseline
Neutrino Facility at Fermilab (see Figure 2.13). As far detector, DUNE is developing two
different options, a single-phase TPC and a dual-phase TPC (see Figure 2.14). The two
options will exploit the same cryostat design with an inner volume of 14 m high, 14.1 m
wide and 62 m long [66]. The crucial difference between the two choices is the orientation
of the electric field (and consequently the drift direction and the readout plane position):

• in the case of the dual-phase TPC the drift length is 12 m: the anode is the top part
of the detector and the cathode close to the cryostat floor (the electric field is along
the vertical direction). The total number of channels in the readout system will be
153600, with a pitch size of 3 mm;
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Figure 2.13: Schematic representation of DUNE experiment.

• in the case of the single-phase TPC the drift length is 3.6 m: the active volume is
segmented in 4 drift regions constructed by placing alternating high-voltage cathode
planes and anode readout planes inside the active volume (see Figure 2.14 top left).
In this configuration the total number of channels is 384000, with a pitch size of
5 mm.

2.6.2 WA105/ProtoDUNE dual-phase

The WA105/ProtoDUNE [65] dual-phase experiment aims at demonstrating the operation
of the novel large liquid argon dual-phase time projection chamber: it is a full scale demon-
strator for DUNE 10 kt dual-phase. The active volume of this prototype is 6 × 6 × 6 m3

and the total number of readout channel is 7680.
The LEM and anode printed circuit boards employed for the dual-phase readout have

dimensions of 50 × 50 cm2. They are integrated in 4 Charge Readout Planes (CRP)
of 3 × 3 m2, covering side by side a total detection surface at the top of the detector of
6×6 m2. The position of the 4 CRP units with respect to the liquid level can be individually
adjusted in order to match the configuration shown in Figure 2.9, having the liquid level at
the middle of the gap in between the submersed extraction grid and the bottom face of the
LEM. For this purpose each CRP is suspended by 3 cables and equipped with capacitive
level meters which allow measuring the LAr level with sub-millimetric accuracy. Figure
2.15 shows a schematic view of the 4 CRP units in WA105.

The CRP units have the same design as those foreseen to equip the 10 kt DUNE dual-
phase modules which will have a drift of 12 m and an anode active area of 60 × 12 m2

covered by 80 CRP units. WA105 will operate in typical condition corresponding to a
LEM gain of 20 and a S/N ratio greater than 100.

A 3D model of the WA105 detector is shown in Figure 2.16. It is possible to see
the cryostat iron exoskeleton (green), the insulation layers (yellow) terminating on the
inner side with the GTT Co. corrugated stainless steel membrane (gray) and the field
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Figure 2.14: Top: 3D models of two DUNE 10 kt far detectors using the single-phase
design (left) and schematic view of the detector elements (cathode and anode planes) of
the single-phase TPC design inside the detector. Bottom: 3D model of a 10 kt DUNE far
detector module based on the dual-phase design. Each 10 kton dual-phase module has an
active LAr volume of 60× 12× 12 m3 delimited by the field cage.

cage containing the liquid argon active volume. The total LAr volume inside the tank
is 7.9 × 8.5 × 8.5 m3. An array of cryogenic photomultipliers for the detection of the
scintillation light is located below the transparent cathode located at the bottom of the
field cage. The CRP planes are located at the top of the detector and they are not visible
in the picture. The digital readout electronics is installed in μTCA crates on the roof of
the detector. A beam pipe is used to bring charged particles coming from a dedicated
test-beam line inside the field cage, crossing the insulation layers and the non-active liquid
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Figure 2.15: Exploded view of the anode plane of WA105 including 4 dual-phase CRP
units, individually suspended by 3 cables and placed side by side with a dead space of 1 cm
in order to cover a detection surface of 36 m2.

argon volume around the field cage.
WA105 has several goals, both from the technical and the physics points of view.
The technical issues to be addressed include:

• test the cryostat design derived from the LNG tanks industry (GTT corrugated
membrane and insulation design);

• obtain a very high liquid argon purity, (< 100 ppm for O2 for instance correspond
for an electron lifetime of about 10 ms), the minimal target is to achieve 3 ms;

• instrument a large surface (36 m2) dual-phase readout plane with the same units
foreseen for the DUNE detector;

• build and test a large field cage and cathode structures;

• build and operate a very high voltage system (300− 600 kV);

• test the accessible cold front-end charge readout electronics and the associated very
high bandwidth warm digital electronics;

• test the long-term behaviour of the wavelength shifter coating of photomultipliers;

• test the integrated light readout electronics.

The main goal of WA105 from the physics point of view is to exploit the exposure of
the detector to a dedicated test-beam line which will be providing charged hadrons and
electrons beams in a range between 1 GeV/c and 12 GeV/c. WA105, which is actually in
construction, will collect of the order of 100 millions on beam triggers during its operation in
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Figure 2.16: 3D model of the WA105/ProtoDUNE dual-phase demonstrator at CERN.

2018. This will allow calibrating the detector for what concerns the response to electrons
and to the hadronic system of neutrino interactions (which is always the most difficult
part to reconstruct in order to measure the energy of the impinging neutrino). Interactions
of charged hadrons of known energy will allow cross-checking the reconstruction of the
hadronic system as well as the PID performance. More generally WA105 will perform
studies of hadronic calorimetry with unprecedented resolution and statistics of general
interest for high energy physics. The analysis of its data sample will allow as well studying
several systematics for the DUNE long-baseline experiment such as the study of hadronic
cross-sections to be employed in nuclear re-scattering models; the energy scale calibration;
the electron identification efficiency; the background from neutral pions decay to electron
identification by using a sample of neutral pions produced in hadronic interactions. In
general terms this large data sample will allow testing and improving all the neutrino
event reconstruction algorithms.

The studies on the charge readout analysis developed in this thesis have been performed
in preparation of the WA015 operation in order to develop algorithms which will be then
tested on beam data sample such as the calibration of the energy losses measurements,
particle identification and electron/photon separation.
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Chapter 3

Verification of the Paschen law in
ultrapure argon gas at cryogenic
temperatures

The operation of the LEM in the Dual Phase liquid argon TPC requires a good knowledge
of the maximal voltage that can be applied to the LEM before starting an electric arc. A
systematic study of breakdown behaviour in pure gas argon at cryogenic temperatures is
crucial for the understanding of the operational limits of micro pattern gas detectors used
to get amplification in the charge readout.

In 1889, F. Paschen [67] states that breakdown tension of a gap is a non linear function
of the product of the gas pressure and the gap size, usually written as V = f(dp), where
d is the gap distance and p is the pressure. Extensive additional experiments for different
pressure ranges and gases and a variety of electrode shapes have expanded the data set
involved. In the literature it is possible to find several works on the empirical verification
of the Paschen law in gaseous argon: Ledernez [68] suggests a modification to the classical
form of the law and proposes to add a separate parameter which depends on the distance
between the electrodes.

In this Chapter is presented an experimental study aimed at verifying the Paschen
law in pure gaseous argon at cryogenic temperatures. This study was performed by using
the LAr TPC prototype setup at IPNL Lyon. A structure which contained two parallel
plates at adjustable distance was installed in the top part of the cryostat, in a totally
controlled environment. The analysis was performed on data collected during four days,
at different temperature and pressure conditions. The four different data-sets were then
used to provide a new formulation for the Paschen law, including a linear dependence on
the distance between the plates. Following an idea proposed by Sili [69], a non linear
dependency has been proved of the breakdown tension on density condition.

In this Chapter first a derivation of the Paschen law is discussed. Then the experimental
apparatus in Lyon used to take the data is described. Subsequently the data analysis is
presented: the validation of the model which includes a linear dependence on the distance
between the plates is shown and then the choice of a non linear correction related to the

39
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density of the gas is discussed. Finally a global fit of the four data-sets is presented.

3.1 The Paschen law derivation
The purpose of this Chapter is to analyse the generic breakdown behaviour between two
parallel metallic plates at a distance d. The number dn of the electron per unit of length in
the avalanche between the cathode and the anode can be expressed in the following way:

dn = αn dx (3.1)

where α is the probability to ionize a neutral gas by collision per unit of length. This
probability is known as the first Townsend ionization coefficient :

α =
1

λe

e−
Ei
Ee (3.2)

with λe the electron mean free path, Ei the ionisation energy of the gas and Ee the electron
energy colliding with the gas neutral. If before the avalanche there are n0 free electrons
(produced by thermal emission), after the avalanche the number n of the electrons is:

n = n0 eαd (3.3)

The ions created in the avalanche bombard the cathode and create new ions-electrons pairs
with a probability γ (called second Townsend ionization coefficient). The number n′

0 of
the electrons created by bombardment is:

n′
0 = γ (n− n′′

0) (3.4)

where n′′
0 is the total number of electrons emitted by the cathode, i.e. n′′

0 = n0+n′
0. Using

the Equation (3.3) it is possible to compute the total number of electrons reaching the
anode:

n = n′′
0 eαd

= (n0 + n′
0) e

αd

=

(
n0 +

γ(n− n0)

1 + γ

)
eαd (3.5)

Using the Equation (3.5) is now possible to write:

n =
n0 eαd

1− γ(eαd −1)
(3.6)

The spark happens when 1− γ(eαd −1) → 0. Since normally eαd � 1, the Equation (3.6)
can be rewritten in the following way:

n =
n0 eαd

1− γ eαd
(3.7)
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Thus the breakdown condition becomes:

eαd ∼ 1

γ
(3.8)

It implies

α =
1

d
ln

(
1

γ

)
(3.9)

Since the mean free path λe = kBT/(σeip) (where kB is the Boltzmann constant, σei is
the electron impact ionization cross section, T and p respectively gas temperature and
pressure) and Ee = eλeE , it is possible to combine Equation (3.2) with Equation (3.9),
obtaining:

1

d
ln

(
1

γ

)
= Ap e

−Bdp
Vb (3.10)

with the assumption that the electric field is uniform before the gas breakdown (E = Vb/d).
It is now possible to write a relation between the breakdown tension Vb and the product
dp:

Vb =
B dp

C + ln(dp)
(3.11)

with:

A =
σeip

kBT
B =

Eiσei

ekBT
C = ln

(
A

1/γ

)
(3.12)

3.2 Experimental apparatus

The measurements for the Paschen law were performed in the cryostat available in Lyon
(shown in Figure 3.1) in a controlled environment from the point of view of pressure
temperature and purity. This cryostat consists in an hermetic vessel in electro-polished
steel of 250 L filled with pure liquid argon; this inner vessel is contained in a larger thermal
vessel bath containing non-purified boiling liquid argon at atmospheric pressure. The
thermal bath contains also the pure argon recirculation circuit including a pump actioned
by gaseous nitrogen and the purification cartridge. The thermal bath vessel is vacuum
insulated with respect to the external environment in order to minimize the heat input.
The pure liquid argon is kept at constant temperature by the evaporation of the non-
purified liquid argon in the external bath, which is automatically refilled, and by the pure
gas re-condensation operated by a helium cryo-cooler. The pure argon gas pressure is
adjusted by the operation of the cryo-cooler and by the height of the thermal bath liquid
argon level. A cryogenic photomultiplier Hamamatsu R5912-02-mod coated with TPB
placed at the bottom of pure liquid argon vessel below the cathode of the TPC allowed for
the detection of the UV scintillation light and the monitoring of the liquid argon purity
conditions.
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Figure 3.1: Cryostat installed in Lyon (left) and its project design (right).

As preliminary operation the pure argon vessel inside the cryostat was evacuated at the
pressure of 10−6 mbar; then it was filled with liquid argon. The argon purity, at 0.1 ppb
oxygen equivalent impurities level, was guaranteed by purification performed during the
filling with an external purification cartridge and by the purification continuously operated
by the recirculation system.

The purification of the argon has been monitored by scintillation light measurements
since the slow component of the scintillation light is sensitive to the level of electronegative
impurities: no considerable variations of the slow component have been noted with time
during the Paschen measurements. Figure 3.2 shows a waveform recorded by the photo-
multiplier during the measurements. An exponential fit of the second part of the slope
allows to compute the slow time constant (in this example τs = 1.56 μs).

Figure 3.3 represents the structure containing the parallel plates used to measure the
breakdown voltage. The plates are made of electro-polished stainless steal and are inserted
in a plastic structure. The plates have smoothed corners in order to guarantee the maximal
electric field is achieved in the inner flat region and not affected by sharp edges.

The movement of the plates is provided by an external precision rotating feed-through:
the mechanical setup transforms a rotatory movement in a linear translation allowing to
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Figure 3.2: Example of waveform recorded during the Paschen measurements.

change the gap between the plates by rotating the feed-through. During the installation
of the structure, a calibration was performed in order to verify the relation between the
rotation angle and the plates distance. The contact point between the plates is defined as
the point which makes a short circuit measured with an ohmmeter: this was set as ϑ = 0
point. Starting from ϑ = 0 the angle was increased progressively to the maximum gap by
measuring the distance between the plates. After this measurement, in order to check that
there were no hysteresis effects in the rotation, the distance between the plates was put to
the maximum, the angle ϑ was decreased progressively to 0 and the measurement of the
gap was taken.

In order to have enough precision in the gap measurement, the region 0− 50 mm was
sampled, assuming a linear relation between the angle ϑ and the distance d between the
plates:

d = a ϑ+ b (3.13)

The uncertainty on the angle measurement is given by the angular scale accuracy of the
rotary feed-through (1 division, i.e. 5◦). The uncertainty on the gap value is given by the
accuracy of the calliper (0.05 mm) employed for this measurement. This is a conservative
choice, given the fact that the calliper used for these measurements is an electronic model,
providing measurement down to 0.01 mm.

In Figure 3.4 are reported the results of the calibration measurements: on the left,
data and interpolation for the measurements made increasing the distance between the
plates and on the right the results of the measurements performed decreasing the gap. As
expected the two measurements (increasing and decreasing the gap between the plates) are
very similar. Some discrepancies appear between the data and the fit for big values of ϑ:
they are not going to affect the rest of the analysis because these large gap values are not
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Figure 3.3: Plastic structure that contains the plates (left) and the project design (right).

used for the Paschen measurements.
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Figure 3.4: Linear fit by increasing the angle from 0 to 50 mm (left) and by decreasing the
angle from 50 mm to 0 (right).

The values used for this analysis are the results of the fit performed by decreasing the
distance between the plates (see Table 3.1). This choice is due to the procedure used during
the data taking: after checking ϑ = 0 by short circuit, the distance between the plates was
brought to the maximum and reduced to 0.
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a 2.775 · 10−3 mm/deg

b 5.259 mm

Table 3.1: Parameters to convert angle measurement in distance using Equation (3.13).

During the data taking which lasted four days, the gas pressure and temperature con-
ditions were continuously monitored by using an DPG4000 pressure gauge and PT1000
sensors. The measurements were recorded using a LabView slow control system as shown
in Figure 3.5. The achieved accuracy was of 0.01 mbar for the pressure and 0.1 K for the
temperature.

Figure 3.5: Example of LabView output for pressure (left) and temperature (right) mea-
surement during the data taking.

The voltage difference applied to the parallel plates was generated with a CAEN N470
high voltage power supply operating with negative polarity. Tension was increased very
slowly in steps of 5 V per second in the initial range starting from 0 V and in steps of
1 V per second in the last 100 V before reaching the breakdown voltage. The breakdown
was detected simultaneously by three events: the trip on the HV power supply, which was
set at the lowest trip sensitivity; the spark noise which was clearly audible outside the
cryostat and by an electrical signal detected by a pickup system placed inside the cryostat
and connected to a digital oscilloscope operating in single trigger mode. The breakdown
voltage recorded in the measurement corresponds to the last value reached by the HV
power supply before the trip and it has 1 V uncertainty.

3.3 Paschen measurements analysis
Looking at the typical behaviour of the breakdown voltage Vb as a function of the product
dp (Figure 3.6), the region explored during the measurements in Lyon corresponds to the
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rising right branch after Paschen minimum.

Figure 3.6: Typical Paschen curves at room temperature for different gases.

Looking at the raw data values in Figure 3.7 plotted before any analysis treatment it is
possible to notice that the points follow a regular path with very small fluctuations. This
regularity as a function of the distance among the plates shows that the measurements
were not driven by occasional short circuits.

For each measurement temperature and pressure of the gas were monitored. The tem-
perature was measured by a probe placed nearby the parallel plates of the Paschen setup.
In Figure 3.8 are shown the temperature values for each measurement during the four
days. Even if the mean value of temperature was quite different from one day to the other,
the fluctuations within each day were negligible. These temperature variations from one
day to the other were induced by changing the liquid argon level inside the cryostat and
consequently the temperature gradient inside the gas. In Figure 3.9 are instead shown the
pressure values which were fluctuating due to the periodical refilling of the external cooling
bath of the cryostat.

In the case of the measurements performed for this work the temperature variations
were more important than pressure variations (maximal temperature variation ≈ 40%,
maximal pressure variation ≈ 0.6%, as it can be seen in Figures 3.8 and 3.9.

In a first approximation in this analysis argon is considered as an ideal gas. To verify
the validity of this assumption it is necessary to compare this modelization to the one for
a real gas. For an ideal gas the relation between the pressure p, the volume V and the
temperature T is given by the equation pV = nRT , where n is the amount of substance of
the gas and R is the gas constant. The relation between the temperature and ρ = n/V is:

T =
p

Rρ
(3.14)
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Figure 3.7: Breakdown tension Vb as a function of the distance d between the plates.
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Figure 3.8: Temperature values during the four days of the Paschen measurements: first
day (left), second day (center left), third day (center right) and fourth day (right).

On the other hand, the behaviour of a real gas can be described by the van der Waals
equation: (

p+ a
n2

V 2

)
(V − nb) = nRT (3.15)

where a and b parameters depend on the gas (for argon a = 1.355 barL2 mol−2 and b =
0.0320 Lmol−1 [70]). It results that:

T =
p

Rρ

(
1− bρ+

a

p
ρ2 − ab

p
ρ3
)

(3.16)

As shown in Figure 3.10 left, the two models are very similar, with some discrepancies
for high values of ρ. The pressure value used to compute Equations (3.14) and (3.16) is
p = 1.26 atm, the mean pressure of the first day of measurements: this choice does not
affect the argument, since Δp/p = ΔT/T for both model.
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Figure 3.9: Pressure measurements during the four days of the Paschen measurements:
first day (left), second day (center left), third day (center right) and fourth day (right).
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Figure 3.10: Temperature behaviour as a function of ρ = n/V for an ideal gas (red line)
and a real gas (blue line) (left) and difference between the two parametrizations (right).

The gas temperature during the measurements varies from ≈ 120 K to ≈ 170 K (see
Figure 3.8), it means that ρ varies between ≈ 0.13 mol/dm3 and ≈ 0.09 mol/dm3. In this
interval of ρ the difference between the real gas model and ideal gas model is between 2 and
2.5 K (Figure 3.10 right). Approximating the gas as an ideal gas implies an error ≈ 2%,
smaller than the temperature variation during the measurements.

Hence, under the assumption of ideal gas, one can write the gas density ρ as function
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of temperature T and pressure p as:

ρ =
m

V

=
nM

V

=
M p

RT
(3.17)

where m and n are respectively the mass and the number of the moles of the gas, V the
volume occupied by the gas, M its molar mass and R is the ideal gas constant.

Temperature and pressure variations throughout the four days correspond to density
variations. Gas density variations imply a different breakdown voltage points for the same
distance among the plates. In Figure 3.11 are shown the breakdown tension values as a
function of the product of distance and pressure dp for the four different days: it is obvious
that a higher temperature (i.e. lower density) corresponds to lower breakdown tension.
For this reason in this study a density correction will be discussed.
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Figure 3.11: Breakdown tension as a function of dp for the four days. An higher value of
temperature implies a lower breakdown tension.

Before applying a density correction factor a study of the best parametrization to
describe the breakdown tension as a function of dp has been undertaken. First of all a fit
using the standard formula (see Equation (3.11)) reported in literature has been performed.
The results of this fit are reported in Figure 3.12. It is evident that a simple parametrization
V = f(dp) cannot provide a good description of breakdown behaviour in the data set.

A way to improve this model, as proposed by [68], is to modify Equation (3.11) intro-
ducing a linear dependence on the distance between the plates. The new function used to
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Figure 3.12: Fit of the breakdown tension as a function of dp using the classical expression
of the Paschen law (see Equation (3.11)). Top: first day (left) and second day (right).
Bottom: third day (left) and fourth day (right).

fit the data corresponding to this model is then:

f(dp, d) =
B dp

C + ln(dp)
+ αd (3.18)

In Figure 3.13 are shown the fits realized using the new parametrization and in Table 3.2
are listed the results of the fits.

Once a suitable parametrization has been established, the goal is to find a unified
interpretation of the data sets as a function of the gas density. In order to compensate for
the temperature and pressure effects described before (see Figure 3.6), a correction factor
δ representative of the gas density has been defined:

δ =
p0
p

T

T0

(3.19)

where the reference values T0 and p0 have been chosen corresponding to the mean values
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Figure 3.13: Fit of the breakdown tension as a function of dp using the modified expression
of the Paschen law including a linear dependence term on the distance (see Equation (3.18)).
Top: first day (left) and second day (right). Bottom: third day (left) and fourth day (right).

for the first set of measurements:

T0 = 120.4 K p0 = 1.26 atm (3.20)

In the analysis it has been checked the effect of the δ correction in two different ways:
by applying it either to the dp value or to the breakdown tension V . In the literature other
works have studied both correction methods and shown that the corrections applied to V
generally work better. For instance, a new empirical expression of the breakdown voltage
for combined variations of temperature and pressure is given by [69].

If the correction is applied to the dp values, the corresponding transformation is dp →
dp/δ. The effects of this correction are shown in Figure 3.14 left: there is no reduction of
spread between points at different temperatures. This correction produces a shift in the
right direction, but it is overestimating the physical effects.

If the correction is instead applied to the breakdown tension: (Vb → Vb · δ, Figure 3.14
right). In this case the data sets at higher temperature assume higher breakdown tension
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Day 1 Day 2 Day 3 Day 4

B (×107 V/m atm) 1.639 1.300 1.464 1.040

C 11.989 11.550 11.944 11.249

α (×106 V/m) -2.108 -1.639 -1.834 -1.232

Table 3.2: Fit parameters for the four different data sets. The parameters are referred to
the function described in Equation (3.18).

values. In addition it results in a larger dispersion of the curves. This correction produces
a shift in the top direction as expected, but, as previously, it overestimates the physical
effects.

dp [m*atm]
0 0.0005 0.001 0.0015 0.002 0.0025

B
re

ak
do

w
n 

vo
lta

ge
 [V

]

0

500

1000

1500

2000

2500

3000 meas. 1
meas. 2
meas. 3
meas. 4

corr.

corr.

corr.

corr.

no corr.

no corr.

no corr.

no corr.

dp [m*atm]
0 0.0005 0.001 0.0015 0.002 0.0025

B
re

ak
do

w
n 

vo
lta

ge
 [V

]

0

500

1000

1500

2000

2500

3000 meas. 1
meas. 2
meas. 3
meas. 4

corr.

corr.

corr.

corr.

no corr.

no corr.

no corr.

no corr.

Figure 3.14: Comparison of Paschen curves before (empty dots) and after (full dots) the
linear correction δapplied to dp values (left) and to the breakdown tension Vb (right). It is
evident that a linear correction overestimates the physical effects in both cases.

As proposed by [69], it is interesting to evaluate the effect of a non linear correction
factor following the law:

Vb = a
( p

T

)b

(3.21)

where a and b are parameters to be determined.
In Equation (3.21) only the ratio between pressure and temperature has been taken

into account in order to explicit the dependence on the gas density. To find the parameters
of Equation (3.21), the relation between the breakdown tension and the ratio p/T for
the same gap distance has been studied. In Figure 3.15 left are reported the breakdown
tension values as a function of the ratio p/T . Each color corresponds to a different gap
measurement.
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To estimate the exponent b in the Equation (3.21) the distribution of the b value from
the fit in Figure 3.15 left has been plotted and interpolated with a constant function. The
result of this fit is shown in Figure 3.15 right.
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Figure 3.15: Breaking tension Vb as a function of the ratio p/T (left): each color corresponds
to a different gap measurement. The data are fitted with a power law function. Distribution
of the b values for different gaps with fit errors (right). The result of the fit is the value
used in the analysis.

The non linear density correction can be then expressed in the following way:

δ′ =
[(

p0
p

)(
T

T0

)]0.285
(3.22)

As in the linear case hypothesis, the correction factor has been applied either to the abscissa
values or to the breakdown tensions. In Figure 3.16 are shown the results of this new
correction (full dots) with respect to the data without correction (empty dots). On the
left it is shown the result of transformation dp → dp/δ′. The data shift goes in the right
direction and the spread is reduced with respect to the linear correction, but differences
persist for high values of dp. The origin of this problem could depend on the fact that
there is a double counting of pressure effects: p is accounted in dp and δ′.

Figure 3.16 right shows the result of correction applied to the breakdown tension
V → V · δ′: in this case the spread is very much mitigated and the curves at different
temperatures are very close.

After having obtained a good correction method for pressure and temperature varia-
tions, it is now possible to perform a single fit of all the experimental points taken during
the four days of measurements. In Figure 3.17 are shown all the points after the correction
V → V · δ′ fitted with the function parametrized in Equation (3.18). Table 3.3 shows the
fit results.
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Figure 3.16: Comparison of Paschen curves before (empty dots) and after (full dots) the
power law correction δ′ applied to dp values (left) and to the breakdown tension Vb (right).
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Figure 3.17: Final fit over the four data sets after the correction V → V · δ′.

B (×107 V/m atm) 1.368

C 11.581

α (×106 V/m) -1.714

Table 3.3: Fit parameters for the four different data sets after density correction. The
parameters are referred to the function described in Equation (3.18).
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3.4 Application of the results
The parametrization obtained in Section 3.3 refers to specific gas conditions, i.e. to the
temperature T0 = 120.4 K and to the pressure p0 = 1.26 atm, since the breakdown tension
values have been normalized by the factor δ′.

Furthermore, an additional complication has to be taken into account, since the parame-
trization contains a linear term which depends on the real distance d which was measured
for the data set used to extract the parametrization. This information cannot not be di-
rectly extracted from the x axis of the plot in Figure 3.17 which refers to the product d×p
and it has been computed for data sets normalized to 1.26 atm. In the plot a value of
dp = 0.001 m atm read on the x axis, by assuming p = 1.26 atm corresponds to a gap of
0.001/1.26 m. For these values, through Equation (3.18) and with the parameters from
Table 3.3, one obtains a breakdown voltage of 1564.4 V (corresponding to the following
conditions: a gap of 0.79 mm, 120.4 K and 1.26 atm).

If for instance one wants to extract from the parametrization the information corre-
sponding to a gap of 1 mm at 1 atm and 88 K, some addition corrections to the value
extracted from the plot will be needed. For the wanted gap of 1 mm, still at 120.4 K
and 1.26 atm the breakdown tension increases to 1800.6 V. At this point one will have
to correct for the different temperature and pressure conditions (1 atm and 88 K), this
correction is obtained by dividing the breakdown tension given by the parametrization by
δ′. For these numerical values δ′ = 0.977 and therefore:

Vb(88 K, 1 atm) =
Vb(T0, p0)

δ′
= 1843.4 V (3.23)

This value of 1843 V is the breakdown voltage predicted by the parametrization for a
parallel gap of 1 mm with gas conditions corresponding to 1 atm and 88 K. The LEM
can be operated under the same gas temperature and pressure conditions up to an applied
voltage of 3.5 kV before seeing breakdown discharges. This breakdown value is higher than
the parallel plates configuration with an equivalent gap of 1 mm.

In the case of the LEM the situation is quite different. The study presented in this
Chapter has been performed, consistently with the definition of the Paschen law, by using
an uniform electric field between the plates. In the LEM the electric field inside the holes
is always weaker than the equivalent electric field E0 computed from the voltage difference
applied to the two faces and from the LEM thickness. Furthermore it is not uniform and
it reaches its maximal value only at the center of the holes. A calculation of the field along
the LEM hole axis shown in Figure 3.18 indicates that the field is larger at the center of
the hole [63].

Since Paschen law provides a local modeling for uniform electric fields, the way to apply
this elementary model from experimental data is to integrate the parametrization obtained
along the local field conditions, for instance by using GARFIELD, inside the LEM holes
in order to compute a discharge model of the LEM.
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Figure 3.18: Computation of the electric field lines inside a LEM hole for three different
thickness of the insulator indicated on the figure (all the LEMs have a rim 80 μm and a
hole diameter of 500 μm). The field lines followed by the drifting charges are shown in
blue. The two graphs, a) and b), show the ratio of the intensity of the electric field at the
center of the hole (x = 0, resp. y = 0) to the field applied across the electrodes (E0) as
a function of the y (resp. x) coordinates. The shaded green area delimits the hole edges
[63].



Chapter 4

Charge readout analysis and study of
energy losses in Liquid Argon

The charge readout is crucial for a neutrino experiment seeking for rare events using a
liquid argon TPC. The ionization charge deposition depends on the energy losses by the
charged particles passing through the active medium. This allows reconstructing the en-
ergy of charged current neutrino interactions with argon nuclei. For instance in a charged
current interaction of an electronic neutrino the final state will include an electron plus
other charged and neutral particles. Neutral particles can interact with the liquid argon
or decay by producing secondary charged particles for which it is possible to measure the
energy losses. For example photons produced in the decays of neutral pion will produce
electromagnetic showers in which all the energy of the initial photon is converted in ioniza-
tion. For each charged particle ranging out in the active liquid argon volume the integral
of the energy losses along its track length will be equivalent to the initial kinetic energy of
the particle. By measuring the kinetic energy of all charged particles in the final state after
ranging out in liquid argon, it is possible to reconstruct the incoming neutrino energy. In
a liquid argon TPC it is possible to measure a particle’s energy in three different ways: by
measuring the energy deposited in electromagnetic showers by electrons or photons (with
a typical resolution ΔE/E = 0.33/

√
E[MeV] + 0.01 [71]), by measuring the energy de-

position in hadronic showers (typical resolution of σ(E)/E = 0.30/
√
E[GeV] [42]) or by

integrating the energy losses of non showering particles along their tracks (for instance for
muons or hadrons not originating hadronic showers the resolution varies from 3.3% up to
1% [72]).

In addition, the measurement of energy losses is very important for the π0 rejection in
the selection of a sample of charged current interactions of electron neutrinos. It allows
understanding if an electromagnetic shower is generated by the conversion of a photon
resulting from π0 decay or by a prompt electron. Photon conversions represent the most
dangerous background to νe CC identification and the measurement of energy losses is an
important handle to reject them.

Finally the dE/ dx measurement can be used for particles identification, essential for
identification of exclusive final states and search for proton decay. This can be done

57
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for passing through particles by sampling their trajectory or for stopping particles by
measuring the ionization losses in proximity of their stopping point.

In this Chapter it is presented a study of the charge readout analysis: the knowledge
of the detector response is critical for this analysis and it requires a deep understanding
of several basic aspects, like for instance how the Monte Carlo software simulates energy
losses, the charge transport mechanism to the anode plane and the electronic response of
the readout apparatus.

First a comparison between a theoretical parametrization of energy loss and the GEANT
simulation employed for the detector simulation is presented. Then the simulation of de-
tector response is discussed, describing the charge digitization, the effects of the drift and
the diffusion, the response of the electronics, the hits reconstruction and the reconstructed
energy calculation. Finally a comparison between Monte Carlo production and recon-
structed energy is presented: the final analysis is performed for four different levels of the
simulation at progressively increased complication in order to appreciate the interplay of
different effects.

4.1 The Qscan software

Qscan is a software package based on the Root framework and C++, created with the
purpose of simulating, reconstructing and visualizing particle trajectories in liquid argon
TPC detectors. It was at the base of the ICARUS experiment simulation and reconstruction
software and in the last 13 years it has followed a parallel development for dual-phase
prototypes applications [72, 73, 74].

Qscan uses GEANT to provide Monte Carlo particle simulation: this toolkit simulates
particles generation and interaction with matter. GEANT provides a large set of physics
processes. Depending on the level of detail and physics models, it is possible to enable
or disable different electromagnetic or hadronic processes and particle decays via physics
list. Concerning interactions with matter a detailed description of the algorithm used to
calculate energy losses is discussed in Section 4.2.

Using Root geometry package, Qscan can define the geometry of the experimental setup.
It can be easily adapted to simulate and reconstruct events in various detector geometries
going from DUNE to WA105 and other prototypes. Figure 4.1 shows for example a muon
event in the TPC prototype at IPNL, an environment often used for this study for the
understanding of basic aspects of charge readout.

After particle and interaction generation via GEANT, Qscan deals with the simulation
of all physical processes taking place in the detector (for a liquid argon TPC they are
described in Chapter 2), including the charge readout effects related to the electronics.
The final step of this simulation process is the generation of electrical waveforms and their
digitization. All this part of simulation is discussed in detail in Section 4.3.

Finally, data are processed by several reconstruction algorithms, in order to identify
physical objects like hits, tracks, showers and events vertexes. Despite the fact each detec-
tor can be different from each other, the reconstruction process follows always the following
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Figure 4.1: Event display of Qscan, showing the 3D (right) and xy (left) views of the
prototype at IPNL and a muon passing through the detector.

steps:

1. Reduction of noise and subtraction of baseline processing the raw waveforms.

In order to suppress noise without modifying too much the signal, two different
algorithms may be used: the Fast Fourier Transform (FFT) filter and the coherent
noise subtraction algorithm.

The FFT filter exploits the fact that induced noise is often dominated by specific
frequencies. By applying the Fourier transform to the waveform V (t) it is possible
to analyse its transformed waveform V̂ (ω) in order to reduce the noise components.
The final waveform, purged from the noise, Vfilt(t) is obtained applying an inverse
Fourier transform to the spectrum of frequencies V̂filt(ω) after the noise subtraction
[75].
The coherent noise filter is implemented to remove identical noise patterns that are
seen on larger sets of readout channels: ideally, this filter subtracts only the noise
while keeping the signal unchanged.

2. Hit reconstruction and identification.

The hit is the smallest sub-unit of the reconstructed event: it corresponds to a track
segment sampled by a strip. It is built from a group of drift samples having an high
level in terms of ADC counts which distinguishes them from the background. A
detailed description of the hit reconstruction algorithm is given in Section 4.3.4.

3. Definition of clusters.

Once hits have been defined, Qscan searches for clusters, regions of densely populated
hits that are good candidates for particle trajectories. The hit clustering is the first
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step towards a more global reconstruction of the event.

The cluster algorithm is based on the search of directly adjacent hits: starting from a
single hit, the nearest neighbor (NN) algorithm iterative expands the cluster adding
close hit.

4. 2D Track finding.

After clusters identification, tracks may be built from these. A track is a chain of
hits organized in a linear fashion that represents a particle trajectory in a view.

The basic idea for tracks reconstruction is to convert the problem of finding aligned
hits into the trivial problem of finding the highest peak in an histogram representing
the fit parameters space. The Hough Transform [76] associates each hit in a 2D plane
with a curve in a space defined by the parameters ρ and ϑ. For a hit with a given
(x, y) it is possible to express a family of lines passing through this point by a set of
(ρ, ϑ), as shown in Figure 4.2.

x

y

ϑ
ρ

x

y

ϑ
ρ

Figure 4.2: (ρ, ϑ) pairs describes two possible lines that pass through a given hit (red box).

A given line can be parametrized by the angle ϑ and the minimal distance to the
origin ρ in the following way:

ρ = x cosϑ+ y sinϑ (4.1)

From this, it is possible to conclude that a given point in the image space (x, y)
describes a curve in the transformed (ρ, ϑ) space. Furthermore, a point in the trans-
formed space fully defines a line in the image space. Thus, if many hits are brought
into the transformed space, the (ρmax, ϑmax) bin where many of the curves intersect
are the (ρ, ϑ) values describing lines on which many hits lie.

5. Three dimensional track reconstruction. Finally, an algorithm provides a three di-
mensional reconstruction of the track by comparing the drift time of the first hits of
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track and looping over all two dimensional track candidates until a unique pair of
tracks from both views is found.

Figure 4.3 shows an example of Qscan display of an event recorded on a dual-phase
prototype 40× 80 cm2 at CERN [77].

Figure 4.3: Qscan display of an event recorded on a 40×80 cm2 dual-phase prototype [77].

The studies discussed in this thesis have been performed without using the FFT filter
neither the coherent noise filter which were developed in Qscan in order to deal with real
data taken in non optimized noise conditions.

At the level of reconstructed events, the only information used in the studies of this
thesis is the one provided at the level of hits reconstruction, neglecting the information
available from clusters and tracks. The reason of this approach is that the goal of this
study is the understanding at the basic level of the source of uncertainties during the
energy losses measurements: using the basic information of the reconstruction is possible
to understand better the uncertainties related to the charge readout system without being
affected by further reconstruction biases at the level of the tracking.

4.2 Energy losses simulation
Simulation and reconstruction of energy losses of a particle passing through liquid argon
are fundamental for the particle identification using the mean energy losses 〈dE/ dx〉. In
this paragraphs we will focus on the understanding of the simulation effects which is at
the base of the next analysis steps on the charge readout.

As said in Chapter 2 liquid argon is an ideal target material as medium in a TPC
because it is dense and that is suitable for rare events searches; in Table 4.1 a summary of
the most relevant parameters of LAr as detector medium is presented.

For this study on the energy losses in liquid argon, the reference particles that have been
used are obviously muons: in the few GeV energy range of interest for neutrino experiments
they loose energy essentially via the continuous ionization losses without radiative losses
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Atomic number Z, standard atomic weight 18, 39.948 g/mol

Liquid density 1.40 g/cm3

Mean excitation energy I 188.0 eV

Average ionization energy Wion (1 MeV e−) 23.6 eV

Average energy loss for m.i.p.s (〈dE/ dx〉mip) 1.508 MeV cm2/g

Radiation length X0 19.55 g/cm2

Table 4.1: Principal physical properties of liquid argon, from [78].

or interactions. Their large lifetime (cτ = 658.64 m) ensures that the particle does not
decay in the volume where the measurement is performed (a muon with a momentum
p = 100 MeV/c travels a distance ≈ 627 m before decaying).

Precise measurements of muon energy losses in various materials including liquid argon
are easily available as well as their parametrization [79]. The mean stopping power for
high energy muons in a material can be described by

−
〈
dE

dx

〉
= a(E) + b(E)E (4.2)

where E is the total energy of the muon. a(E) is the electron stopping power, and b(E)
is the term due to radiative processes, including bremsstrahlung, pair production, and
photonuclear interactions.

In this study only the electron stopping power term has been taken into account:
the radiative contribution start to be important only at high energies (for an incoming
muon with p = 80 GeV/c, the losses due to bremsstrahlung are 5% of the losses due
to ionization). The mean stopping power for muons can be parametrized by using the
Bethe-Bloch equation [79]:

−
〈
dE
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〉
= K

Z

A
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β2

[
1

2
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2mec
2β2γ2Tmax
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− β2 − δ

2
+

1

8

T 2
max

(γMc2)2

]
+Δ

∣∣∣∣dEdx
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where K = 0.307 MeVcm/g, Z and A are respectively the atomic number and the atomic
mass of the medium, I is the mean excitation energy. Tmax is the maximum energy that
can be transferred from the traversing particle with mass M to a single electron with mass
me:

Tmax =
2mec

2β2γ2

1 + 2γme/M + (me/M)2
(4.4)

The term δ in Equation 4.3 is a density effect correction: when the particle energy increases
its electric field flattens and extends, so distant collisions become more important. For low
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energies the density effect is not relevant; the density effect correction is usually described
by Sternheimer’s parametrization

δ(βγ) =

⎧⎪⎪⎨
⎪⎪⎩

2(ln 10)x− C if x ≥ x1

2(ln 10)x− C + a(x1 − x)k if x0 ≤ x < x1

0 if x < x0

(4.5)

where, in the case of liquid argon x = log10 βγ, x0 = 0.201, x1 = 0.196, k = 3 and
C = 5.217.

The term (1/8)(Tmax/(γMc2)
2
) takes into account spin effects. Its contribution to the

stopping power asymptotically approaches 0.038(Z/A) MeV cm/g.
For high energy muons, the radiative losses contribution is taken into account: this

contribution is given by the last term in Equation (4.3):
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ln2 2Tmax

mec2
(4.6)

This term is important at high energies, amounting to 2% of the electronic loss at 100 GeV/c.
In Figure 4.4 is possible to see the effects of this term on the energy losses. This correction
has the effect of increasing total energy losses for incoming particles beyond 10 GeV/c.

As mentioned in Section 4.1 the simulation of particles generation and interactions is
implemented by GEANT software: in this work two different versions of GEANT had been
compared for the muon energy losses in liquid argon: GEANT3 and GEANT4.

To simulate energy depositions, GEANT divides the path traveled by the particle in equal
steps and for each step it evaluates the amount of energy deposited. The size of the steps
is tunable by the user: for this study, the step size used is 0.05 cm, the default value used
by Qscan.

The energy losses calculation has some small differences between GEANT3 and GEANT4.
GEANT3 simulates the energy losses by using the following formula:

−
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−4.9931̇0−6 GeV
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(4.7)

The ionization energy I is defined as I = 16(Z)0.9 eV = 215.7 eV: the little difference
of this value with respect to the one reported in the literature is not relevant. Tupp =
min{Tcut, Tmax}, where Tcut is a tunable parameter and represents the cut-off energy for the
simulation of δ-rays production. CE/Z is a shell correction term which takes into account
the fact that at low energies for light elements the probability of particle-electron collision
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at deep electronic layers is negligible. Barkas [80] provided a semi-empirical formula which
is applicable to all materials:

Ce/Z =
(
0.42237(βγ)−2 + 0.0304(βγ)−4 − 0.00038(βγ)−6

) · 10−6I2

+
(
3.858(βγ)−2 − 0.1668(βγ)−4 + 0.00158(βγ)−6

) · 10−9I3 (4.8)

It is important to remark that Equation (4.7) is the formula implemented in the GEANT3
code, and it presents some small differences form the equation for energy losses presented
in the GEANT3 manual [81].

In Figure 4.4 are shown the two different energy losses parametrizations as a function of
muon momentum: the two equations give the same values in the range for low momentum
values until ≈ 4 GeV/c. One can note that GEANT3 parametrization (black curve) does
not take into account any radiative term: it is very close to the parametrization given by
[79] without the corrective term (4.6) (dashed red line). The standard parametrization
including the radiative term produces as result higher energy losses for high momentum
values (continuos red line).
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Figure 4.4: Comparison between standard parametrization of energy losses given by [79]
including ionization and radiative term (continue red line), only ionization term (dashed
red line) and energy losses calculated by GEANT3.

The energy losses computed in GEANT4 are quite different from those calculated by
GEANT3 : in fact, in GEANT4 they are computed by a C++ class which constructs and fills
in a table with the values for different particles and materials [82].

Both GEANT3 and GEANT4 allow selecting the type of energy loss to be used in the
simulation: for this study it had been chosen to take into account only the losses due to
ionization processes, deactivating all the radiative processes (bremsstrahlung, pair produc-
tion and photo-nuclear interaction).
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GEANT allows also simulating and managing energy loss fluctuations: three options are
implemented:

• No fluctuations: this is the basic case: there are no fluctuations in the energy depo-
sition;

• Fluctuations : the energy losses are affected by fluctuations. The energy loss proba-
bility distribution is adequately described by the Landau-Vavilov distribution [81];

• δ-rays production: muons in liquid argon produce δ-rays above the energy Tcut men-
tioned above.

For this study three sets of Monte Carlo samples had been produced, increasing pro-
gressively the complexity of the energy loss process: the first sample had been produced
without fluctuations, in order to verify the correspondence between the GEANT production
and the parametrization proposed by Groom. Then, in order to make the simulation re-
alistic, fluctuations had been added and finally the cutoff value for the δ-rays production
Tcut had been set to the minimum, corresponding to 10 keV.

The mean energy loss has been calculated as the energy deposited in the active volume
divided by the distance travelled. The muons have been produced with the same initial
position, parallel to the cathode and anode planes (i.e. parallel to the readout charge
apparatus), at the beginning of the active volume, with a planar angle of 45◦ with respect
to the strip orientation, in order to be symmetric for the two views. With these initial
settings particles cross all the diameter of the active volume, equivalent to a distance of
27.15 cm. Muon samples have been produced at various initial momenta and for each
momentum value the sample is composed by 1000 events.

In Figure 4.5 are shown the mean energy losses 〈dE/ dx〉 as a function of muon momen-
tum for the Monte Carlo simulation performed using GEANT3 (left) and GEANT4 (right). In
the case of GEANT3 the production without fluctuations (red dots) agrees with the imple-
mented Equation (4.7). The production with fluctuations (blue dots) follows the prevision
until pμ ≈ 30 GeV: at high energies fluctuations underestimate the mean value of energy
loss.

When the δ-rays production (green dots) is activated the mean energy loss values is
dramatically lower than in the other cases: this is due to the fact that to activate the
δ-rays production, it is necessary to change the value of Tcut: for this production the value
used is Tcut = 10 keV and this changes also the trend of the function described by equation
(4.7). The Monte Carlo simulation performed using GEANT4 shows that the generation of
the energy losses without fluctuation has some small differences with respect to GEANT3:
this is due to the different way of generating the energy losses. The fluctuations sample
presents no anomalies for high momentum values. Finally the δ-ray production is very
similar to the one obtained with GEANT3.

It is interesting to note that the energy losses for pμ = 200 MeV/c do not follow the
theoretical predictions: this is due to the fact that during its path in the liquid argon, the
muon decreases its momentum and on this branch of the Bethe-Block curve this implies a
considerable increase of the energy losses.
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Figure 4.5: GEANT3 (left) and GEANT4 (right) Monte Carlo simulation in the case of no
fluctuations (red dots), fluctuations (blue dots) and δ-rays production (green dots).

In what follows, all the results shown had been obtained using GEANT4: in fact, as
Figure 4.5 shows, GEANT4 manages better the fluctuation processes.

4.3 Simulation of detector response

After energy losses simulation, Qscan simulates all the physical processes which occur in
the liquid argon TPC (described in Chapter 2). In addition it simulates also the charge
detection by the readout and its digitization. In the following all the steps of the simulation
of detector response are shown.

The goal of this work is to study just the charge reconstruction: for this reason the light
production derived from scintillation in liquid argon is not taken into account. However it
is assumed that its measurement can be used in order to know the time corresponding to
the start of the drift t0 in order to compute the drift distance in each event. This time can
be known also from the beam trigger information in both WA105 and DUNE.

4.3.1 Charge digitization

The energy deposited in each step by a charged particle via ionization losses is converted by
the simulation in a large number of electron-ion pairs by considering an effective ionization
potential Wion. Part of this charge undergoes an immediate recombination by producing
the UV light which is then used for triggering. The remaining charges are then available
for the drift and collection by the anode and cathode. The fraction of electron-ion pairs
surviving recombination is a function of the electric field present in the drift region. This
fraction has been measured by the ICARUS [49] experiment.
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As described in Chapter 2 the ionization charge produced by a passing through particle
is then practically proportional to the energy deposited: Qscan evaluates for each step the
ionization charge Qstep produced:

Qstep = Rstep
Estep

Wion

(4.9)

where Estep are the energy losses in each single step and Rstep is the recombination factor
calculated for each step, evaluated using the Birks law [48]:

Rstep =
A

1 +
k

E
Estep

step

(4.10)

with the parametrization calculated by the ICARUS collaboration [49] and by replacing
〈dE/ dx〉 with the rate of the energy deposited in each step with respect to the step size.
The value of the electric field used for this study is E = 1 kV/cm. Figure 4.6 shows the
recombination factor R as a function of the mean energy loss 〈dE/ dx〉 for two different
values of electric field.
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Figure 4.6: R as a function of energy losses 〈dE/ dx〉 for an electric filed E = 1 kV/cm
(red line) and for E = 0.5 kV/cm (blue line).

4.3.2 Drift and diffusion

This section discusses the transport of the electrons from the ionization point to the anode.
The charge corresponding to the electrons which do not recombine at the production point
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is attenuated, depending on the liquid argon purity and the drift distance to anode, since
part of it is absorbed by the electronegative impurities found along the drift path. This
charge is then diffused longitudinally and transversely and finally collected by the 2D anode
readout plane.

As described in Chapter 2, the charge Q(td) which survives after a drift time td is given
by the equation:

Q(td) = Q0 e
− td

τe (4.11)

where Q0 is the charge and τe is the mean electron lifetime. As shown by the equation
(2.8) τe depends on the amount of impurities in liquid argon.

Figure 4.7 shows the charge distribution per strip in case on an infinite lifetime (blue
histogram) and for a lifetime of 3 ms with the respective Landau fits to evaluate the most
probable value of the distributions.

Figure 4.7: Charge distribution per strip in case of an infinite electrons lifetime (blue
histogram) and for a lifetime of 3 ms (green histogram).

The distance travelled by the drifted electron influences then the quantity of charge
reaching the readout plane. In Figure 4.8 are shown charge distributions corresponding to
different drift distances of passing through muon.

The liquid argon purity can be precisely measured by dividing the length of cosmic
ray tracks (with measured t0) in samples at difference drift distances and then by fitting
the attenuation profile with an exponential function describing the electrons lifetime. This
procedure, with enough statistics, allows correcting completely for attenuation effects. It is
important to stress that this procedure for the purity measurement is relevant for very high
purity conditions (typically greater that the 3 ms assumed as the basic purity requirement
for the operation of the WA105 and DUNE detectors). For lower purity conditions, which
generate larger attenuation of the charges, the LAr purity is measured by dedicated purity
monitors submersed at various heights in the liquid argon volume outside the field cage
which provide information independently on the charge readout analysis. For very good
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Figure 4.8: Reconstructed charge per strip for various drift distances. For this distribution
τe = 3 ms.

purity conditions the purity monitors measurements saturate and for this reason it is
needed to use the information from the charge attenuation measurement along tracks which
saturate at higher purity values.

Another important effect affecting the charge during the drift is the diffusion, which
spreads the size of the electron cloud moving to the anode. As discussed in Chapter 2 the
size of diffusion is calculated at the anode for a given drift time td as:

σ2
T,L = 2DT,Ltd (4.12)

and the size of the electron cloud arriving at the anode in the longitudinal (along the drift
direction) and transverse direction is given by:

Q(r, z) = Qf e
−z2/(4DLtd) e−r2/(4DT td) (4.13)

In order to compute the charge collected by each strip, Qscan samples the drift in several
slices and calculates a set of weights for each time slice:

w(ti) =
1

σL/vd
√
2π

∫ ti+T

ti

exp

(
−(t0 − t)2

2σ2
T/v

2
d

)
dt (4.14)

where t0 is the nominal time expected for the drift, T = 1/fADC is the sampling period
and vd is the nominal drift velocity. For each time slice the software calculates weights for
spatial distribution in two steps. To calculate the weight for y i-th coordinate, for instance,
first the weight on the y coordinate is calculated:

wy(ti) =
1

σT

√
2π

∫
strip

exp

(
−(y0 − y)2

2σ2
T

)
dy (4.15)
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where y0 is the nominal y coordinate expected and the integral is calculated over all the
strip length. The weight for the x i-th coordinate is:

wx,j(ti) = w(ti)× wy(ti)× 1

σT

√
2π

∫
pitch

exp

(
−(x0 − x2

2σ2
T

)
dx (4.16)

where the integral is calculated over the strip width (i.e. the pitch size). The reason
for choosing this integral region is that the strip which provides the x (or y) coordinate
is sensitive to all the charge deposited in the strip. This is why the diffusion on the
perpendicular coordinate needs to be taken into account. The charge collected on the j-th
strip in the j-th time slice is:

Qx
j,i = Qf ·wx,j(ti) (4.17)

Figure 4.9 shows the reconstructed track for a cosmic muon without (left) and with (right)
diffusion effects.

Figure 4.9: Cosmic muon track crossing the detector without (left) and with (right) diffu-
sion effects.

Another factor which modifies the transported ionization charge during the travel to
the anode is given by the presence of the LEM: it multiplies the drifting electrons through
a probabilistic process, providing a tunable gain, depending on electric field in the LEM.

GARFIELD simulations with the LEM geometry allow reproducing the experimental
results on the LEM gain as a function of the voltage difference applied on the two sides. In
Figure 4.10 are represented the distributions of the number of secondary electrons exiting
the LEM for a single electron in input for two different voltages applied 3 kV and 3.5 kV.
Conventionally for voltage difference of 3 kV applied on a LEM printed circuit board
of 1 mm thickness one speaks about an electric field of 30 kV/cm. However the field
really present inside the LEM holes is not uniform and lower than this value which would
correspond to a parallel plates capacitor geometry.

The number of secondary electrons produced in the simulation can be fitted with an
exponential function. By defining the gain as the number of electrons transferred to the
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collection region per input electron, it is possible to parametrize the gain shape for a fixed
electric field with an exponential function with a constant corresponding to the average
gain which is 12 for 3 kV and 106 for 3.5 kV. For a single electron in input the number
of electrons produced by the avalanche has large variations, as shown by the exponential
distribution. However in the real case the number of input electrons per hole is of the
order of 1000 for a particle at the ionization minimum. So the fluctuations in the avalanche
process are largely averaged over the electrons input statistics and the gain is quite well
precisely defined and not affected by relevant statistical fluctuations. The LEM thickness
affects the intensity of the electric field inside the holes, a thickness variation of 5% may
induce a gain variation of 50%. Despite very stringent requirements on the LEM thickness
(1 mm with 40 μm tolerance), the gain may have some small local variations depending
on the LEM printed board thickness. These gain variation can be measured by using the
same sample of tracks used for the purity measurement once the purity has been measured
and corrected for.

Figure 4.10: GARFIELD simulations of the LEM gain in avalanches with a single electron
in input. The two distributions of the number of secondary electrons produced by the
avalanches are computed for different values of the potential difference applied to the two
faces of the LEM: 3 kV (left) and 3.5 kV (right).

In summary there is a well established procedure which has been set-up in WA105 in
order to measure the attenuation losses during the drift and eventually after the LEM gain
by using samples of cosmic ray tracks. This procedure can bring enough statistics to a
measurement of the lifetime of the electrons in liquid argon and of the LEM gain and to
the definition of related corrections which can be applied to the experimental data, so that
these effects do not have significant impact at the level of systematic biases or resolution
for the energy losses measurements. So these effects related to the transport of the charges
from the production point to the anode can be neglected at the level of the evaluation of the
other effects affecting the energy reconstruction. In order to perform a direct evaluation of
the readout effects during the reconstruction, in this work the effects related to impurity



72 CHAPTER 4. CHARGE READOUT ANALYSIS

losses, diffusion and gain have been switched off assuming their complete correction by the
dedicated experimental measurements.

4.3.3 ADC conversion

The charge readout is quantized in time: the simulated electronics divides the charge in
time samples along the drift coordinate (of the size of 400 μs). The software evaluates the
amplitude generated by the charge contained in each drift sample. The relation between
the amplitude and charge is given by a response function which simulates the electronics
used to amplify the collected charge. The response function used in this study is the one
originally implemented in Qscan and given by the following equation:

f(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

q ·Cal

δt(τD − τI)
2 e

− t
τI {[t (τD − τI) + (2τD − τI) τI ] +

− e
− δt

τI [t (τD − τI) + 2τDτI + δt (τI − τD)] if t− δt > 0

q ·Cal

δt(τD − τI)
2 e

− t
τI [t (τD − τI) + (2τD − τI) τI ] +

− e
− t

τD

[
e

t
τD (τD − τI)

2 − 2τ 2D e
− δt

τD

]
if t− δt < 0

(4.18)

where q represents the charge (in fC), τD and τI are the differentiation and integration times
of the CR-RC shaper, δt is a parameter which defines the waveform and Cal is the calibra-
tion term which converts the charge into ADC counts, namely Cal = 65.0296 ADCμs/fC.

This function implemented in Qscan simulates a typical front-end electronics response,
like the one used for instance in the 3L ETHZ TPC prototype at CERN. New front-end
electronics has been developed for WA105 but the response function is very similar to the
one originally implemented in Qscan and therefore used for this study. The response func-
tion provides the amplitude in ADC counts, approximating the transfer function of the
charge integrator with the RC feedback, the RC-CR shaper and the additional amplifier
before the signal digitization [74]. Figure 4.11 shows the response of the simulated elec-
tronics using Equation (4.11) for a charge of 1 fC for different values of δt (the value used
for this study is δt = 0.5 μs).

After the time digitization of the charge based on the response function, Qscan in-
troduces the white noise generated by the electronics. This noise is parametrized as a
Gaussian distribution with a tunable RMS. In this work two cases have been studied: the
simplest one without noise generation, and the case with a variance equal to 3 ADC counts,
which corresponds for unitary gain to a single-phase readout. After the noise addition, the
signal is quantized in ADC counts by taking the integer part of the computed amplitude.

4.3.4 Hit reconstruction

Once the digitization process ends, Qscan provides the reconstruction of the event. The
algorithm allows to build the hits by analysing the signal and by performing a loop over
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Figure 4.11: Response function (4.18) for different values of δt.

the drift samples for each strip:

• the first drift sample on the hit is the one whose ADC counts exceed a lower threshold
th1, which is set by the user. It is possible to set an absolute value for th1, or a value
relative to the RMS used to generate the noise;

• if the ADC counts for a drift sample fall below a second threshold th2 (defined in the
same way a th1), the hit’s final drift sample is set at the previous sample, and the
width is checked. If the width is larger than a minimum number of drift samples,
then the hit is confirmed;

• if before the end of the loop the ADC counts grow up again and exceed th2 a new
hit is generated;

• when the ADC counts fall again below th2 the second hit ends. As in the case of the
first hit, if the width is larger than a minimum number of drift samples, then the hit
is confirmed.

For this study the values of the thresholds have been set to 1 ADC counts if the noise
production was deactivated, and 2 RMS ADC counts if the noise production was activated
(see Section 4.4 for the different samples used in this study). In Figure 4.12 is shown a
schematic representation of the hit reconstruction process.

Figure 4.13 shows a comparison between the total charge collected per strip for a muon
event in WA105 (left) and the reconstructed charge in the same event by summing all
hits belonging to the same strip (right). A LEM gain of 20 is assumed in the simulation,
corresponding to an effective gain per view of 10 after charge sharing on the two collection
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Figure 4.12: Schematic representation of a waveform for a strip. The first hit starts when
the signal exceeds th1 (red line) and end when it falls below th2 (blue line). The second
hit on the strip starts when the signal exceeds th2 and ends when the ADC counts falls
below th2.

views. The muon is crossing the detector parallel to the anode plane and it has an angle of
45 degrees with respect to the two collection views. There is a good agreement between the
collected and reconstructed charge distributions, which shows that the hits reconstruction
provides an accurate measurement of the collected charge.

Figure 4.13: Examples of distributions of collected (left) and reconstructed charge (fC)
(right) per strip for a muon crossing the detector parallel to the anode plane and at 45
degrees with respect to each view
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4.3.5 Energy reconstruction

At this point of the reconstruction, the collected charge from the initial ionization gener-
ated by the passing through particle has been reconstructed in several hits, which provide
information about the original position of the particle: the strips in the two views where
the hits have been reconstructed provide the xy position of the 3D hits while the time of
the hits samples with respect to the event t0 gives its z coordinate.

The reconstructed charge of each hit is computed by integrating the signal waveform
samples between the first and the last drift time samples belonging to the hit, namely:

Qreco =
Hit integral

Cal
(4.19)

where Cal is the calibration term defined in Section 4.3.3 which accounts for the conversion
factor of the charge into ADC counts corresponding to the integral over all the samples of
the hit. In the real detector implementation this constant can be individually calibrated
for each channel at the 1% level by using charge injection in the front-end amplifiers.

It is important to remark that Qreco represents a measurement of the residual part of
the charge produced by the ionization after this one has been undergoing the quenching
recombination. The corresponding reconstructed energy is given by the following relation:

Ereco = WionQreco

= Wion
Hit integral

Cal
(4.20)

This quantity, affected by recombination effects, cannot be directly compared to the real
deposited energy in GEANT (presented for instance in Figure 4.5 during the discussion on
the energy losses).

This is due to the fact that the recombination factor applied by the simulation R
is computed by GEANT individually for each step depending on the amount of deposited
charge in the step. This information is unknown at the reconstruction level where many
steps contribute to the same hit and only an average quenching correction treatment will
be practically applicable.

For this reason, in a first instance in this study Ereco will be directly compared to the
energy losses simulated by GEANT4 inclusive of the effect of the quenching losses. This
procedure will allow evaluating the energy measurement systematics related to the hits
reconstruction and the inversion of the response function alone, independently on the
problematic related to treatment of the quenching corrections.

In a second phase, an evaluation of the quenching factor from the reconstructed energy
will be performed and applied. The energy reconstruction systematics including quenching
unfolding will be correspondingly re-evaluated.
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4.4 Reconstruction effects on energy losses measurement
The comparison between the reconstructed energy Ereco and the Monte Carlo energy de-
posited calculated after the recombination Eq

MC is studied in four cases of increasing com-
plication of the simulation, progressively adding various effects:

1. Basic case: the energy loss simulation and reconstruction are not perturbed by any
effects (δ-rays production and fluctuations are deactivated in the generation process
and the noise due to the electronics is set to 0);

2. noise case: electronics noise generation is added to the simulation;

3. fluctuations case: energy fluctuations are activated and simulated using a Landau-
Vavilov distribution;

4. δ-rays case: δ-rays production is activated. This last case is the one corresponding
to the closest simulation to the real detector.

In all these simulations, in order to keep the energy losses analysis as simple as possible
and just focused on the unfolding of the reconstruction effects, radiative processes and
multiple scattering are deactivated.

The Monte Carlo average 〈dE/ dx〉 is calculated as the sum of all quenched Monte
Carlo energy depositions in the active volume divided by the distance travelled in the
same volume. The absence of multiple scattering ensures in that respect a straight path,
while the absence of radiative processes ensures that all the energy is contained.

The reconstructed average 〈dE/ dx〉 is calculated by summing the hits over all the strips
and dividing this sum by the distance covered by the strips.

Considering the setting used in the MC generation, particles cross the readout plane
along the diagonal: in this way, the region covered by the strips is exactly the diameter of
the active volume.

In Figure 4.14 are shown the Monte Carlo and reconstructed 〈dE/ dx〉 for the four dif-
ferent cases: in all cases the reconstruction process gives a lower value of the reconstructed
energy with respect to the Monte Carlo values. Table 4.2 shows the deviation, defined as
(Eq

MC−Ereco)/E
q
MC , for the 4 different cases. The deviations are all positive: it means that

there is a systematic effect that brings to underestimate the reconstructed energy. This
effect can be related to the quantization of the charge during the ADC conversion and the
hits reconstruction which defines a certain number of samples associated to the hit.

It is interesting to note how the systematic deviation in the basic simulation case is
larger than in the other cases. The noise and the fluctuations tend to smear the signal,
equilibrating the effect of the systematic underestimation. In the case of δ-rays production
the bias is due to the production of electrons that could radiate secondary photons.

Now it is possible to discuss the complete comparison among the ionization energy
losses of the muons and the equivalent reconstructed quantity. This comparison implies
the unfolding of the quenching effects. In order to compare the reconstructed energy to
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Case deviation (%)

Basic case 0.309

Noise case 0.030

Fluctuations case 0.031

δ-rays case 0.255

Table 4.2: Reconstructed energy deviation with respect to the simulated energy for the 4
progressive levels of complication of the simulation.
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Figure 4.14: Monte Carlo 〈dE/ dx〉 (empty dots) and reconstructed 〈dE/ dx〉 (full dots)
for the 4 different scenarios: basic case (top left), noise case (top right), fluctuations
case (bottom left) and δ-rays production case (bottom right). All these measurement are
affected by quenching recombination.
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the original Monte Carlo energy losses, i.e. the energy deposited by the passing through
muons, it is necessary to compute an average recombination factor from the reconstructed
energy and correct the reconstructed energy for it.

The relation between the reconstructed energy corrected for the recombination effect
Ecorr

reco and the reconstructed energy Ereco value which is at the output of Qscan is given by:

Ecorr
reco ·Rreco = Ereco (4.21)

where Rreco is an empirical approximation of the real R which affected the recombina-
tion processes for the charges contributing to a given hit:

Rreco =
A

1 +
k

Eρ
Ecorr

reco

d

(4.22)

where A and k are defined in Chapter 2, E is the electric field in the TPC, ρ is the liquid
argon density and d is the distance travelled by the particle over the strip corresponding
to the hit.

By inverting the formula (4.21), it is possible to determine Ecorr
reco for each reconstructed

hit:

Ecorr
reco =

Ereco

A− Erecok

Eρ d
(4.23)

In this study the distance d is known by construction from the Monte Carlo generation
settings (d = 0.3 cm

√
2 = 0.424 cm). In a generic case of events from real data, where the

particle direction is unknown, d should be evaluated using additional information from the
track reconstruction.

In Figure 4.15 are shown the Monte Carlo and reconstructed 〈dE/ dx〉 once corrected
for the quenching effect as explained above.

Looking at the deviations in Table 4.3, it is possible to note that the reconstruction,
after the empirical correction for the quenching effect, produces results worse than in
previous cases when quenching effects were disentangled at the generation level.

This is due to the fact that the quenching factor Rreco is evaluated over a strip of
0.3 cm, whereas the quenching factor Rreco calculated during the Monte Carlo Simulation
is applied at microscopic level over a step size of 0.05 cm. Quenching effects are very
sensitive to large charge depositions confined in very small volumes. The microscopic cor-
rections tends to dump cases of very high concentrations of charge. This explains also
the very large bias obtained in the fluctuations case of the simulation: in this case the
fluctuations at Monte Carlo level are essentially concentrated along the track direction and
generated over single steps, producing very high quenching factors in the simulation. The
reconstructed energy is instead the result of the sum of all these contributions integrated
along the strip. From the average reconstructed energy on a strip it is impossible to re-
produce the very high quenching factors computed during the simulation. The case with
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δ-rays simulation is the one closer to the experimental reality. Also δ-rays can produce
localized ionization depositions corresponding to high quenching factors. However this pro-
cess is more dispersed that the simulation without delta-rays simulation where fluctuations
were essentially treated along the track direction generating steps with very high specific
ionization. The comparison among these two cases is illustrative of the treatment of the
recombination effects and shows that for real events the correction of quenching effects is
a real systematic issue to be taken into account in the reconstruction of the real energy
deposited by ionizing particles in liquid argon.

Case deviation (%)

Basic case 0.313

Noise case 0.209

Fluctuations case 18.223

δ-rays case 3.345

Table 4.3: Deviations of the reconstructed energy with respect to the simulated deposited
energy including quenching unfolding for the 4 different simulation configurations.

4.5 Summary

The study of the charge readout and of the energy losses in liquid argon points out a
few systematic aspects which have to be taken into account in the simulation and in the
reconstruction in order to achieve an accurate reconstruction of the energy losses.

First of all it has been verified in details the accuracy of the simulation of the en-
ergy losses with respect to the best experimental knowledge provided by the reference
parametrizations. The best results are obtained with the GEANT4 based Qscan simulation,
which has been then frozen for the continuation of all the other studies. While GEANT3 un-
derestimates energy losses with fluctuations for high momenta on incoming muons, GEANT4
gives goods results for all the simulations over all the momentum range.

Since the goal of this Chapter is to study the basic performance of the charge readout
and the energy losses reconstruction, some simulation effects related to the detector re-
sponse during the transport of charges from the generation point to the anode (attenuation
during the drift due to electronegative impurities, diffusion, gain due to the multiplication
in the LEM) have been deactivated, relying on their correction based on experimental
measurements on samples of cosmic ray tracks, which is a well established technique.

The aspects taken into account for this analysis are directly related to the simulation
of the response of the readout system, through the response function of the electronics and
the digitization of the signal, and the hit reconstruction algorithm. The inversion of the
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Figure 4.15: Monte Carlo 〈dE/ dx〉 (empty dots) reconstructed dE/ dx (full dots) for the 4
different scenarios: simplest case (top left), noise case (top right), fluctuations case (bottom
left) and δ-rays case (bottom right). All these measurements are corrected to eliminate the
recombination effect.

readout response allows to reconstruct the deposited energy after the recombination effects
related to quenching.

The reconstructed energy directly compared to the deposited energy after quenching
differs from the Monte Carlo truth by values between 0.03% and 0.3%. Reconstructed ener-
gies are always smaller than those simulated. The reconstruction algorithm and unfolding
of the readout response introduce a small systematic effect related to the way charge is
quantized and samples assigned to the hits.

A calculation of reconstructed energy by taking into account an empirical correction for
the quenching effects has been performed as well. The difference between the Monte Carlo
deposited energy and the reconstructed energy by also including the quenching unfolding
is significantly worse (a systematic bias of 3.5% for the most realistic case) than the one
obtained only considering reconstruction effects. The reason is due to the fact that the
empirical unfolding of the quenching factor Rreco: at the level of the reconstructed hits
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can be estimated only from the total charge seen by a strip after quenching and cannot
account for microscopic effects corresponding to more localized charge depositions within
the strip which at the generation level produce stronger recombination effects.

This study sets an upper limit to the accuracy of the energy reconstruction performance
and shows the necessity to take into account some related systematic effects.
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Chapter 5

Kaons and pions separation using
energy losses

A giant Liquid Argon TPC (LAr TCP) is an ideal environment to search for proton decay,
in particular in some exclusive decay channels such as the p+ → K+ν decay, given the
large active mass and the particle identification and energy reconstruction capabilities of
the detector. The signature of the final state is difficult to be missed or to be confused with
other event topologies. It starts with an isolated positive kaon, produced somewhere within
the detector fiducial volume, then stopping and generating its decay chain, including first
a positive muon and then a positron. For this application it is extremely important to
study the particle identification and energy reconstruction capabilities of the detector and
to develop an algorithm for kaon identification.

The background to this signature can come from neutral current interactions of atmo-
spheric neutrinos producing single charged particles in the final state or from interactions
of cosmic ray muons in the rock surrounding the underground LAr TPC detector then pro-
jecting neutral kaons inside the detector which may produce secondary charged kaons [83].
This cosmogenic background source can be limited by defining a fiducial volume of the li-
quid argon with a large enough external buffer to absorb the neutral kaons. Neutral current
interactions of atmospheric neutrinos are a kind of irreducible background, independent
on the fiducial volume definition. The background discrimination down to negligible levels
relies on isolation and energy cuts on the final state from the neutrino interaction selected
by requiring the presence of a single kaon track candidate. This performance relies on
assuming about 99% kaon identification efficiency with 1% level pions mis-identification
[84, 85]. It is very important to study in details this performance for particle identification
with detectors like WA105 by developing particle identification algorithms which can be
then directly tested with test-beam particles. The goal of this Chapter is indeed to prepare
a detailed study of such a particle identification algorithm which could be validated with
the experimental data of WA105.

Since the LAr TPC can provide a detailed measurement of the ionization losses, it is
possible to exploit this measurement for particle identification by focusing on what happens
in proximity of the stopping point of the particle to be identified, where the separation

83
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power is maximal. Kaons can be then distinguished from other particles, in particular
pions which are the closest ones in mass and the most difficult ones to be disentangled,
having also a similar decay topology. For this particle identification analysis it is then
needed to compare the energy losses measured nearby the stopping point of the candidate
track to end-of-range parametrizations of the energy losses, computed for different particle
hypothesis.

An example is show in Figure 5.1, where it is possible to see the dE/ dx as a function
of the distance from the stopping point (which corresponds to the origin of the horizontal
axis). The blue line represents a parametric function for kaons average energy losses in
proximity of the stopping point, the red line is the equivalent function for pions. The dots
are the measured energy losses sampled at the level of reconstructed hits for two single
candidate tracks (blue: a kaon, red: a pion). By comparing the measurements to the
parametrizations for each hit of the candidate track a χ2 with respect to the kaon (or pion)
hypothesis can be computed. Using this information it is then possible to identify the track
as produced by a kaon or by a pion.
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Figure 5.1: Examples of dE/ dx measurements in one view as a function of the distance
from the stopping point for a kaon (blue dots) and for a pion (red dots); the red and blue
continuous curves represent the average losses computed for the two particle hypotheses.
The particles are simulated with an angle of 45◦ with respect to the view orientation.

This Chapter describes the analysis performed in order to obtain a parametrization of
the dE/ dx profile in proximity of the stopping point for pions and kaons and the definition
of a particle identification algorithm based on of the comparison of this parametrization
with the measured energy losses.

First a short introduction about proton decay modes is given. Then a description of the
definition and generation of the Monte Carlo samples used in order to obtain the average
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dE/ dx parametrization is provided. The reconstruction technique in order to compare the
measured samples to the parametrization is then described. Finally the analysis procedure
for particle identification is shown and applied to kaon and pion samples in order to quantify
the rejection power. Particle identification techniques, applied to the different particles in
the proton decay chain and combined with the measurement of their energies allow for the
definition of a very clear decay signature.

5.1 Proton decay

Grand Unified Theories (GUTs) unify the three gauge interactions of particle physics into
one single force and, as a consequence, make predictions about baryon number violation
and proton lifetime. In the literature proton decay has been studied by several authors
[86, 87, 88]. Experimentally The limit on proton lifetime is set by results from Super-
Kamiokande [89].

A proton decay mode which can be detected better by DUNE with respect to water
Cerenkov detectors is p+ → K+ν since a LAr TPC can provide the complete signature
via the identification of the kaon in the final state and of the products of its decay chain.
Since stopping kaons have a higher ionization density than lower-mass particles, a liquid
argon TPC could identify the K+ track with high efficiency.

The signature for this decay is the presence of an isolated charged kaon (which would
be monochromatic, with p = 340 MeV/c, neglecting the decaying proton Fermi motion in
the argon nucleus). The kaon emerges intact from the nuclear environment containing the
decaying proton because its momentum is below threshold for inelastic reactions.

In the LAr TPC the kaon can be tracked and identified via the detailed analysis of
its energy loss profile. Since the most probable kaon decay mode is K+ → μ+νμ, all the
charged daughter particles in the decay chain can be reconstructed and identified in liquid
argon.

Figure 5.2 shows a sample event in the ICARUS T600 detector in which a kaon, pro-
duced in a neutrino interaction, is observed as a progressively heavy ionizing track that
crosses the active volume, stops and decays to μ+νμ, producing a muon track that also
stops and decays in e+νeνμ.

5.2 Definition and generation of the Monte Carlo sam-
ples

The kaons generated for this work in the GEANT simulation have an initial momentum of
pK+ = 340 MeV/c, since this is the momentum given by the proton decay process in the
proton rest frame. For a kaon, this momentum value corresponds to βγ � 0.69. The
smearing due to Fermi momentum is neglected in a first instance.

Using the Particle Data Group information on ranges normalized to the medium density
and particles masses [44] and assuming (in first approximation) that the energy losses in
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Figure 5.2: Event display for a decaying kaon candidate K → μνμ μ → eνeνμ in the
ICARUS T600 detector. On the left it is shown the collection plane and on the right the
induction plane [90].

liquid argon are similar to the ones in carbon (see Figure 5.3 left), it is possible to evaluate
the range R travelled by the kaons in the liquid argon before stopping. This distance will
represent the average exploitable lever arm for the energy losses measurements.

R/M � 40 g cm−2 GeV (5.1)

namely:
RK+ � 14 cm (5.2)

For what concerns the pions generation, a constraint on a range similar to the one travelled
by the kaons is imposed in order to perform the analysis on an equivalent track length from
the stopping point. By looking at Figure 5.3 right, it appears then necessary to generate
these particles with a βγ = 1. This corresponds to a momentum pπ+ = 140 MeV/c.

Since for kaon cτ = 3.712 m and for pion cτ = 7.804 m, the average distance travelled by
these particles with the momenta stated above is 4.504 m in the case of kaons and 11.053 m
for the pions. This shows that most of these particles do not decay over the 14 cm before
the stopping point. Similarly the number of hadrons having strong interactions with the
production of secondaries over this distance has been evaluated with the GEANT simulation.
As it will be shown later the requirement for the analysis is to sample the energy losses
along the track for a distance of 10.6 cm in space (7.5 cm in one of the two views). In the
GEANT simulation the number of kaons stopping at shorter distances than 10.6 cm is about
5%. These tracks will not be exploitable for the dE/ dx analysis and the decay search
signature.

In order to study the simplest configuration 1000 K+ events and 1000 π+ events are
generated with the particles momenta parallel to the anode plane, with a planar angle of
45◦ with respect to the strip orientation, in order to be symmetric with respect to the
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Figure 5.3: Range of charged particles: the βγ value for a K+ with pK = 340 MeV/c (left)
and for a π+ with pK = 140 MeV/c and the R/M corresponding value (red lines).

two readout views. This corresponds to the worst case when both views have the minimal
sampling and are equivalent. For angles different than 45◦ one of the two views will have a
better sampling than the one used in the analysis developed in this Chapter. The readout
strips have a pitch of 3 mm. Finally the generation point is chosen to ensure that the entire
distance travelled by the particles is inside the simulated active volume (active volume
dactive vol = 27.15 cm): due to the incoming angle, considering the ranges calculated above,
the track length expected on each view is � 10 cm. This allows having a full knowledge
about the particle energy losses at the reconstruction level. The generation is performed
under different signal/noise conditions peculiar of single-phase and dual-phase setups, in
order to understand the impact of the non-negligible noise present in a single-phase LAr
TPC. For practical reasons all the plots presented in this Chapter have for horizontal axis
the distance measured along one view. The corresponding track distance in space is larger
by a factor

√
2.

A single-phase TPC, in addition to a worse S/N ratio, would have also a coarser sam-
pling pitch. For instance the single-phase TPC design considered in DUNE has a readout
pitch of 5 mm. This introduces a larger uncertainty on the stopping point and a less precise
measurement of the energy losses.

In a first approximation, in order to study at the basic level the energy losses in the
liquid argon for the calculation of their parametrization to be exploited in the particle
identification analysis, the δ-rays production has been deactivated in the simulation. En-
ergy fluctuations have been then generated using the Landau-Vavilov-Gauss distribution
implemented in GEANT4.

The δ-rays production implies the generation of additional track segments of knocked
electrons and the deposition of additional ionization. This could make more difficult the
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reconstruction process, introducing errors related to the hits or to the track reconstruction
algorithms. These reconstruction effects are neglected on a first instance in order to un-
derstand the basic performance of the energy losses measurement technique independently
on the quality of the tracking.

The simulation is performed with unitary gain and readout pitch of 3 mm. When noise
is applied this corresponds to a single-phase detector S/N � 10 similar to ICARUS. When
the noise is switched off the simulation becomes close to a dual-phase LAr TPC where
noise represents 1% of the signal for a particle at the ionization minimum and can be
safely neglected in this analysis. In order to understand the impact of the noise, the noise
simulation has also been deactivated in a first instance and then activated in a second
phase.

Then the δ-rays production have been as well activated and the analysis has been
repeated for these additional two configurations in order to check the differences with
respect to the basic case without noise and δ-rays.

Three simulation configurations have been then systematically studied:

• fluctuations without noise and δ-rays production;

• fluctuations with noise (no δ-rays production);

• δ-rays production with noise (realistic case).

The kaon decay topology, once the kaon is at rest at the end of its range, can sometimes
create problems in the hits reconstruction due to potential overlaps of the daughter muon
track with the mother K+ or π+ track, as shown in Figure 5.4.

If the daughter muon goes in the backward direction, overlaps with the parent track
will become probable. In this case the reconstruction program has to disentangle the
contributions to the measured energy deposition from the two tracks, in particular near
the stopping point where the two tracks may be superimposed within the detector pitch.
This effect is an additional complication that needs to be properly addressed at the level
of tracks reconstruction for the candidate proton decay events.

The daughter muon is clearly distinguishable from the mother particle by looking at the
sharp discontinuity in the ionization profile as shown in Figure 5.5. The daughter muon,
compared to the stopping mother particle, deposits at its starting point a small fraction
of the end-of-range ionization of the mother particle. In case of overlaps the contribution
from the muon can be extrapolated back and subtracted from the deposition related to the
stopping track of its mother particle.

In this work the kaon decay has been deactivated at the level of Monte Carlo production
in order to obtain a correct parametrization of the energy losses nearby the stopping point
as a function of the distance, which is the goal of this Chapter. This parametrization can
then be used in a more general context to treat as well the overlap cases identified at the
tracks reconstruction level after disentangling and subtraction of the daughter muon.

A finer readout pitch (3 mm strips for a dual-phase detector vs 5 mm wires pitch for a
single-phase detector as studied in DUNE) is beneficial under several aspects:
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Figure 5.4: Event display for a kaon decay, in view 0 the daughter muon track in green is
overlapped within the sample corresponding to the stopping to the mother track.
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Figure 5.5: Energy deposition in view 0 for a kaon decay (left) for a pion decay (right).
It is possible to appreciate the strong discontinuity among the energy loss of the mother
particle at the stopping point and the one of the daughter muon.

• it helps in better resolving the overlaps among the mother and daughter particle in
the kaon decay;

• it reduces the uncertainty on the position of the stopping point of the mother particle
and hence on the amount of energy deposited in the last ionization sample. This
aspect will be treated in details in the next section;

• It increases the number of exploitable ionization samples and the separation power
in the particle identification fit.
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The Monte Carlo generator produces the energy depositions by transporting particles
in the detection medium via several identical steps, as described in Chapter 4. Some
particular care has to be applied in setting the GEANT steps in the simulations employed for
this particle identification analysis. The default step size used in Qscan for the simulation
was 0.05 cm. Since the detector pitch size is 0.3 cm, an incoming particle with an angle of
45◦ will travel a distance d � 0.424 cm across each strip. The ratio between the distance
travelled within a strip and the step size used by GEANT4 is

Ratio = 8.48 (5.3)

This means that the strips are systematically covered by 8 or 9 steps in an alternated series.
The consequence is that the strips containing 8 steps would have a simulated smaller energy
deposition with respect to the strips with 9 steps. This beat effect generates a discontinuous
structure, as shown in Figure 5.6 left. This beat effect still persists even when the step size
is reduced to 0.01 (Figure 5.6 right). By setting the step size to 0.001 cm the beat effect
eventually vanishes (see Figure 5.7). This is the setting finally used for this analysis.
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Figure 5.6: 〈dE/ dx〉 as a function of the range for 1000 kaons. The events have been
generated using a GEANT step size of 0.05 cm (left) or 0.01 cm (right).

As described in Chapter 4 the electrons-ions recombination factor R at the Monte Carlo
level is evaluated for each step by using the energy deposited in that particular step. As a
consequence of that, the step size is very important: the R calculation becomes more and
more precise when adopting smaller steps.

During the reconstruction process for particle identification a possible approach could
consist in correcting the measured energy for the quenching effect in order to compare to
the theoretical dE/ dx values for different particle hypothesis.

This process is however complicated since, as seen also in the Chapter 4 dealing with
the energy losses reconstruction, microscopic effects with different quenching factors are
summed up at the level of the total charge seen by a single strip.
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Figure 5.7: 〈dE/ dx〉 as a function of the range for 1000 kaons using the step size 0.001 cm.

By not knowing individually these microscopic contributions, the only possible correc-
tion for quenching effects at the level of the total charge seen by a strip would be based on
taking into account an average empirical recombination factor.

This average factor (〈Rreco〉) can be only computed on the basis of the average energy
loss seen by the strip after recombination. The energy loss is obtained by dividing the total
energy collected in the strip by the effective strip pitch seen by particle (pitch ∗ sin(ϑ)), as
explained in Chapter 4.

However this unfolding procedure, as seen in Chapter 4, is not very accurate and for
this reason it is deliberately not applied in the particle identification procedure worked out
in this Chapter.

This approach avoids mixing up the systematics due to the correction of the quenching
effects with the parametrization of the energy losses. The quenching effects are correctly
simulated at the single steps level. Then the parametrization of the energy losses and the
experimental measurements on single tracks are directly expressed, and compared to each
other for the particles ID calculations, only in terms of quenched dE/ dx.

There is therefore no attempt of unfolding in order to express the parametrization and
the tracks measurements in terms of real dE/ dx corrected by the quenching. This choice
of using the quenched energy in the analysis has to be kept in mind when comparing results
to the absolute dE/ dx scale. The dE/ dx values in plots shown in this Chapter are smaller
than what one would expect by taking into account the Bethe-Bloch because they include
also recombination effects.
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5.3 Energy loss parametrization and particles ID anal-
ysis

In the calculation of the average dE/ dx parametrization, the only information used is at
level of the hits reconstruction, in order to avoid possible errors related to the clustering
or tracking algorithms.

The events taken into account for this analysis are those that have a minimal number
of consecutive strips which collect a signal, i.e. each event needs to have a minimal track
length (computed as the difference between the first and the last strip collecting the signal).
This requirement avoids taking into account the events where the particle decays in flight
or interacts with the liquid argon.

The length requirement used in this analysis is lview ≥ 7.5 cm from the stopping point.
This minimal track length corresponds to an optimal distance with respect to the stopping
point in order to obtain the maximal discrimination power from the energy losses profile
which shows little difference among the two particle hypothesis for greater distances from
the stopping point. The fraction of events non satisfying the length criterion described
above at the reconstruction level is ≈ 4% for the kaon sample and ≈ 7% for the pion
sample, this is mainly an effect of hadronic interactions, as explained before. This length
can be compared to the range of the kaon at 340 MeV/c which amounts to 10.6 cm in one
view (14 cm in space) and it makes this particle identification criterion exactly applicable
also to lower energy kaons (down to about 290 MeV/c) and as well to higher energy kaons
resulting from the Fermi momentum smearing.

A crucial point for the calculation of the parametrization is to reconstruct the energy
losses of the kaons and pions as a function of the distance from the stopping point (range).
For this purpose it is very important to make sure to reconstruct correctly the stopping
point from the pattern of deposited energy in the strips. The Monte Carlo stopping point is
deliberately not used in order to take into account quantization effects related to the strips
pitch which will be anyhow present in the real events. The strips pitch has an important
role in the definition of the sampling of the dE/ dx curve. As mentioned before the finer
pitch is a merit factor for dual-phase LAr TPC detectors.

The track starting point is defined as the first strip which contains a significant signal
over threshold with respect to the particle direction.

The distance travelled by the particle is sampled in bins of 0.3 cm width (the readout
pitch). The dE/ dx for each bin is evaluated as the total energy ΔE deposited in a selected
strip divided by the distance Δx travelled in the strip (Δx = 0.3

√
2 cm = 0.424 cm, since

the particle incoming angle in this simulation is 45◦):

(
dE

dx

)
bin

=

(
ΔE

Δx

)
=

Energy deposited
0.424 cm

(5.4)

This dE/ dx is then corrected by the track angle. For the calculation of the parametrization
the track angle is extracted from its absolute knowledge from the MC. In the particle ID
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analysis presented in the following the same procedure will also be applied to the samples
of the candidate tracks to be compared to the parametrization.

In the general case, when comparing to the parametrization track from real events,
without having the knowledge of the incoming angle from the MC, it will be necessary to
use the fitted track direction information in order to evaluate the travelled distance in the
strips. An error on the track direction measurement could result in an overall systematic
effect on the dE/ dx scale of the sampled track but not on the dE/ dx shape as a function
of the distance from the stopping point. In a first approximation this secondary systematic
effect on the performance of the particle ID algorithm is neglected. Similarly the effect of
multiple scattering has been neglected as well in a first approximation.

Figure 5.8 shows the total Monte Carlo energy deposited in the active volume without
multiple scattering (green area) and with multiple scattering (orange area) for 1000 kaons
in the simplest case of Landau-Vavilov-Gauss fluctuations (left) and in the more complex
case of δ-rays production (right). The mean energy depositions with multiple scattering
switched-off or switched-on are very similar: the difference is about 0.3% in both cases
of the simulations with fluctuations and δ-rays generation. Hence, neglecting multiple
scattering is a reasonable choice.
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Figure 5.8: Monte Carlo energy deposition in active volume without multiple scattering
(green area) and with multiple scattering (orange area) for 1000 kaons in the simplest case
of Landau-Vavilov-Gauss fluctuations (left) and in the more complex case of added δ-rays
production (right).

The dE/ dx bins corresponding to different samples of 0.3 cm can then be plotted as
a function of the sample number starting from the sample identified as stopping sample
of the track. For illustrative reasons all the plots are produced not by reporting on the x
axis the sample number but by putting a distance, computed by multiplying the sample
number by the pitch of 0.3 cm. In order to be completely rigorous and coherent with the
simulation geometry this distance should have been corrected as well by the track angle,
however this has no effects at all in the analysis discussed in this Chapter, which is de facto
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only based coherently on the sample number.
Since the energy losses are relevant in proximity of the particle stopping point, it is

very important how this point is defined and reconstructed. The particle stopping point
can be known with an accuracy which depends on the strip pitch.

Figure 5.9 shows two examples in which the particle is stopping respectively at the
beginning or at the end of the strip. The reconstructed particle stopping point will be
the same. However there will be a difference between the left and the right cases in
terms of the energy losses ΔE/Δx measured by this last strip which collects the ionization
signal. If the distance travelled in the last strip is small (as shown in Figure 5.9 left),
the quantity ΔE/Δx is smaller than the ΔE/Δx in the case where the particle crosses a
greater distance in the strip (Figure 5.9 right). This means that, when taking into account
the average 〈dE/ dx〉 over many events, the bin corresponding to the last strip will be
affected by large fluctuations related to the real stopping position of the particle within
the strip width.

The large increase of the energy losses nearby the stopping point implies that in the
particle identification analysis the definition of the first bin of the distribution plays an
important role. Primarily it is important that the reconstructed last strip of the track
should contain the real position of the stopping point. Furthermore the strip width and
the consequent indetermination of the stopping point position within this width introduces
fluctuations on the energy loss measurement in this last strip.

In the following several methods will be investigated for what concerns the choice of
the last strip in order to achieve the best performance in terms of particle identification
analysis.

1 2

Figure 5.9: Schematic view of charge deposition (red line) with respect to the strips size.
Left: the particle stops at the beginning of the last strip. Right: the particle stops almost
at the end of the last strip.

Two possible solutions for the selection of the last strip (which should be representative
of the stopping point) have been studied:

Case 1: the last strip is defined as the one which contains the highest energy deposition.
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Following this definition the first bin could correspond to the last strip which collects
the signal, or to the last-but-one. If the particle travels a big distance in the last
strip before stopping, the energy deposition per cm will be the largest of the track;
otherwise if the particle stops at the beginning of the strip, the largest energy depo-
sition will be typically in the last-but-one strip which records a signal, as it will be
shown later in Figure 5.11. Using this definition the are no large energy fluctuations
in the first chosen bin and the energy losses are a monotonic function of the range,
as shown in Figure 5.10 left.

Case 2: the last strip is defined as the last one which collects a significant signal above
noise. In this case the first bin in the histogram always corresponds to the last
strip. According to this definition however the energy deposited in the first bin of
the histogram may change for each event, depending on the real stopping point of
the particle within the strip. Figure 5.10 right shows the average energy losses per
cm as a function of the range using this definition: it is possible to note the smaller
value for the deposition in the first bin, due to the fluctuations on the position of the
stopping point within the strip.
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Figure 5.10: 〈dE/ dx〉 as a function of the range for 1000 kaons in two different cases: the
first bin is defined as the strip with the highest energy deposition (left) and the first bin is
defined as the last strip collecting a significant signal.

It is interesting to look at the energy distribution for the last and the last-but-one
strips for the two possible cases of last strip choice for kaon decays. In Case 1 the energy
distribution in the strip upstream the highest energy strip is very regular and it has a
direct correlation with the position of the stopping point in the downstream strips (Figure
5.11 top and bottom right).

The energy distribution in the last strip (Figure 5.11 top left) is not symmetric and it
is not possible to parametrize it with a Landau distribution. This can be understood by
looking at Figure 5.11 bottom left: here it is possible to see the relation between the energy
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deposited (x axis) and the difference between the Monte Carlo stopping point coordinate
and the coordinate of the strip with the highest energy deposition (y axis).

From these distributions it is possible to see that if a particle deposits a small quantity
of energy in the reconstructed last strip there are two cases represented by two different
branches in the plot. The low deposited energy may correspond to particles stopping in
the downstream strip. So the reconstructed last strip is in reality the last-but-one strip
from the stopping point. The fact that the highest energy strip was reconstructed as last
strip is due to the shortage of the particle path in the downstream strip.

As shown by the second branch, it may also happen that the particle deposits a small
quantity of energy in the last reconstructed strip because it deposited a lot of energy in
the last-but-one strip (Figure 5.11 bottom left). This is due to path fluctuations related
to the to the energy fluctuations. Otherwise if the particle deposits a lot of energy in the
highest energy strip, this indeed corresponds to the stopping point.
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Figure 5.11: Top: energy distribution in the last strip (left) and in the last-but-one strip
(right). Bottom: difference between the Monte Carlo and recorded stopped point as a
function of the energy deposition in the last strip (left) and in the last-but-one strip (right).
The definition of last and last-but-one strip corresponds to the definition given in Case 1.
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In Case 2 the energy distribution in the upstream strip is regular and it has a direct
correlation with the position of the stopping point (see Figure 5.12 top and bottom right),
as in Case 1. The difference with respect to Case 1 is the larger quantity of energy
deposited in this strip: this is due to the fact that in Case 2 it is always the last-but-one
strip (i.e. the last strip crossed before particle stops). In Case 1, on the contrary, could
be the last-but-one or the third to last before the particle stops: it means that the energy
deposition could be smaller.

Looking at the energy deposition in the last strip (Figure 5.12 top and bottom left)
it is possible to note that a greater energy deposition in the last strip corresponds to an
higher distance travelled in the last strip, as expected.
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Figure 5.12: Top: energy distribution in the last strip (left) and in the last-but-one strip
(right). Bottom: difference between the Monte Carlo and recorded stopped point as a
function of the energy deposition in the last strip (left) and in the last-but-one strip (right).
The definition of last and last-but-one bin corresponds to the definition given in Case 2.

Following the definition given in Case 1 the 〈dE/ dx〉 distribution is a monotonic
function for all the range. This definition generates a very complicated picture and the
first bin includes different physical situations: it includes the energy deposited at the end
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of the track for the high energy particles and the energy deposited for the passing through
particles.

The definition given in Case 2 does not present the problems described above. The
first bin contains only the last part of the track and the last-but-one bin corresponds to the
last strip which has been completely crossed by the particle. For these reasons in this work
the first bin of the energy losses distribution close to the track stopping point is finally
defined as the last strip of the track which contains a signal.

In a more general simulation context the presence of the daughter muon, which is
not present at this level of the simulation, will not perturb significantly the situation
corresponding to these two selection criteria since the ionization profile of the daughter
muons is very different (at much lower values) than the one of the stopping particle so that
the daughter particle hits can be easily identified and removed from the analysis. Similarly
there will be a small contribution from the daughter muon to the strip where the mother
particle stops. This contribution compared to the ionization of the stopping particle will
be much smaller and represents a second order effect with respect to the variability of the
stopping point of the mother particle within the strip.

5.4 Development of the kaon identification algorithm

Once that energy losses sampling is defined, the next step of this work is to find a function
to parametrize the mean energy losses distribution as a function of the distance from the
stopping point.

In a first instance the analysis has been performed by using the Monte Carlo generation
without the noise simulation neither δ-rays production (as discussed above). In a second
phase the noise simulation has been introduced and finally the δ-rays production has been
activated in order to analyse the consequences of these effects.

5.4.1 Simulation including only fluctuations

Figure 5.13 shows the reconstructed energy losses distribution as a function of the range
for the kaons (left) and for the pions (right) in the view 0.

The parametrization of the energy losses for kaons and pions has been performed by
fitting the energy losses distributions with different functional models in order to find the
curve better describing the distributions.

The fit region starts at range = 0.45 cm and stops at range = 7.2 cm. The requirement
on the starting point is due to the choice of the first bin (as explained before) ensuring
a behavior independent on the fluctuations happening in the first chosen bin. The upper
limit of the fit region is related to the request of minimal length for each tracks (see Section
5.3).

As a first attempt, an exponential function has been used to parametrize the distri-
bution, but it was found that it does not fit in a reasonable way the points coming from
the simulation results. Then, a power law function has been used to fit the distributions:
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Figure 5.13: 〈dE/ dx〉 as a function of the range for 1000 kaons (left) and 1000 pions (right)
in the view 0.

as shown in Figure 5.14 (blue curve), this function underestimates energy losses for low
values of range. Finally a linear combination of power law function and exponential has
been used to define the parametrization:

f(x) = AxB + C eDx (5.5)

Looking at the Figure 5.14 it is possible to note that the parametrization performed using
Equation (5.5) (red dashed line) is very similar to the power law parametrization, with the
only difference for low values of range: here Equation (5.5) interpolates better data. For
this reason this last parametrization has been chosen for this analysis.

In Figure 5.15 are shown the kaons and pions energy losses distributions fitted using
the power law function plus exponential (equation (5.5)). In Table 5.1 are reported the
parameters values of the function.

View 0 View 1

A 4.960 4.990

B −0.530 −0.526

C 1.525 1.521

D −0.025 −0.028

View 0 View 1

A 2.805 2.790

B −0.686 −0.680

C −1.453 1.448

D −0.020 −0.021

Table 5.1: Fit results for kaons (left) and pions (right) energy losses distributions.

In order to evaluate the uncertainty to be associated to the parametrization of the
average energy losses one needs to take into account the dispersion of the measured energy
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Figure 5.14: Difference between the parametrization using a power law and formula 5.5).
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Figure 5.15: Kaon (left) and pion (right) energy losses distribution fitted with the power
law function plus exponential (5.5) for view 0.

losses distribution for each distance bin. Each bin of the distribution (with the exception
of the first bin, which is not used for the fit) has been fitted using a Gaussian function, as a
good approximation of a Landau distribution for this particular sampling. The σ resulting
from this Gaussian fits is used to define the uncertainty of the average losses distribution
for each bin. In Figure 5.16 are shown the energy losses distribution and relative Gaussian
parametrization for the second, third and fourth bin.

Particle identification is performed in the following way: a χ2 is defined for the kaon and
pion hypothesis using the information obtained from the parametrization and evaluated
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Figure 5.16: Energy losses distribution for three different distance bins. The distributions
are fitted using a Gaussian distribution: the σ obtained from this interpolation is used to
evaluate the uncertainty associated to the parametrization.

for each candidate track.
For the kaon hypothesis the χ2 is defined in the following way:

χ2
K =

∑
j

(yj − ỹj,K)
2

σ2
j,K

(5.6)

where the sum is performed over all the range bins, yj represents the value of energy
deposited in the j-th bin, ỹj,K is the value of parametric function obtained using equation
(5.5) for the j-th bin and σj.K is width of the Gaussian parametrization for the energy
distribution in the j-th bin.

In the same way it is possible to define a χ2 for the pion hypothesis:

χ2
π =

∑
j

(yj − ỹj,π)
2

σ2
j,π

(5.7)

the π label means that these quantities are evaluated using the pions parametrization.
In Figure 5.17 left it is shown the χ2 distribution in the kaon hypothesis for the view 0:

the majority of the kaon events (blue area) lies in the region of low χ2 value, as expected.
On the other side, pion events (red area) have usually a big χ2 value. It is possible to
apply a cut on this variable in order to separate the kaons from the pions. The separation
obtained using as discriminant value χ̃2

K = 120 (black dashed line in Figure 5.17 left) is
shown in Table 5.2.

It is interesting to compare the χ2 values with respect to the two hypothesis in order
to look for a correlation between χ2

K and χ2
π, exploitable to reject a greater number of

pions. Figure 5.17 right shows the correlation between χ2
K and χ2

π for each event: the two
populations (kaons in blue and pions in red) are well separated. It is possible to look if a
cut depending on the two χ2 could give a better separation. Eventually in order to perform
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this separation it has been defined a straight line cut with this parametrization:

χ2
π = 5χ2

K − 370 (5.8)

The results of this new cut are reported in Table 5.3.
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Figure 5.17: χ2 distribution with respect to the kaon hypothesis (left) and event distribu-
tion as a function of χ2

K and χ2
π for kaons (blue) and pions (red) in view 0 in the case of

only fluctuactions.

View 0 View 1

Total K+ 958 959

Surviving K+ 957 958

View 0 View 1

Total π+ 933 928

Surviving π+ 5 6

Table 5.2: Results of cut on χ2
K distributions for kaons sample (left) and pions sample

(right) in the case of only fluctuations.

This bi-dimensional cut based on the two χ2 estimation does not increase significantly
the results achieved with a single cut based on the χ2

K . The reason of this fact lies in the
fact that the two populations are originally well separated.

5.4.2 Simulation including fluctuations and noise

At this point it is interesting to repeat the analysis performed above by adding also the
electronic noise simulation. Noise generation is made following the description in Chapter
4. The noise represents the 10% of the signal of a particle at the ionization minimum, as
in the ICARUS LAr TPC.
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View 0 View 1

Total K+ 958 959

Surviving K+ 957 959

View 0 View 1

Total π+ 933 928

Surviving π+ 6 6

Table 5.3: Results of linear cut (5.8) on χ2
K distributions for kaons sample (left) and pions

sample (right) in the case of only fluctuations.

Figure 5.18 shows the reconstructed energy losses distribution as a function of the range
for the kaons (left) and the pions (right) in the view 0. Comparing these distributions with
the distributions in Figure 5.13 it is possible to note that the case with and without noise
are very similar: this happens because the noise represents about 10% of the signal, as
explained before and it is at second order with respect to the ionization fluctuations.
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Figure 5.18: 〈dE/ dx〉 as a function of the range for 1000 kaons (left) and for 1000 pions
(right) for the view 0.

Figure 5.19 shows the results of the fit of the energy losses distribution for the kaons
(left) and the pions (right) in view 0. In Table 5.4 are reported the fit results in the case
of the kaons (left) and pions (right) generation with the noise simulation.

To confirm the similarity of the simulation with the noise generation with respect to
the simplest case with only the energy loss fluctuations, in Figure 5.20 it is possible to see
the comparison between the energy deposition in three different bins. The results of the
fits in the two different case are very similar, as expected.

Finally, by repeating the analysis described for the case with only fluctuations, it is
possible to analyse the χ2 distribution for the kaon hypothesis (Figure 5.21 left). Setting
a cut for the value χ̃2

K = 90 it is possible to separate the two populations, with the results
reported in Table 5.5.
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Figure 5.19: Kaon (left) and pion (right) energy losses distribution with noise fitted with
the power law function plus exponential (5.5) for view 0.

View 0 View 1

A 5.012 4.987

B −0.521 −0.523

C 1.460 1.518

D −0.025 −0.028

View 0 View 1

A 2.818 2.798

B −0.676 −0.672

C 1.428 1.433

D −0.020 −0.021

Table 5.4: Fit results in the case with noise generation kaons (left) and pions (right)
distribution (right).

As expected, the noise generation has not modified the kaons and pions distributions.
The only effects is that the χ2

π distribution assumes lower values with respect to the case
without noise generation, as it is possible to see by looking at Figure 5.21 right.

Also with the noise generation the two populations are well separated and by applying
a linear cut depending on the two χ2, with the following parametrization:

χ2
π = 6.25χ2

K − 375 (5.9)

it is possible to obtain the results shown in Table 5.6.

Also in this case the linear cut based on the two χ2 estimation gives results very similar
to those obtained with a single cut based on the χ2

K .
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Figure 5.20: Comparison between the energy distribution for kaons in three different bins
in the case of generation with fluctuations (blue lines) and the case of generation with
fluctuations and noise (red lines).

View 0 View 1

Total K+ 958 959

Surviving K+ 956 958

View 0 View 1

Total π+ 933 928

Surviving π+ 5 6

Table 5.5: Results of cut on χ2
K distributions for kaons sample (left) and pions sample

(right) in the case of fluctuations and noise.

View 0 View 1

Total K+ 958 959

Surviving K+ 957 958

View 0 View 1

Total π+ 933 928

Surviving π+ 5 6

Table 5.6: Results of linear cut (5.9) on χ2
K distributions for kaons sample (left) and pions

sample (right) in the case of fluctuations and noise.

5.4.3 Simulation including δ-rays and noise

As a final step the δ-rays production has been added to the simulation, in order to put
in evidence the differences between the basic case with only the fluctuations and to have
a simulation closer to the real behaviour. The noise is left deactivates since it has been
shown to have practically no effect.

In Figure 5.22 are shown the results of the fit performed on the kaon (left) and pion
(right) distributions in view 0 and in Table 5.7 are reported the fit results.
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Figure 5.21: χ2 distribution with respect to the kaon hypothesis (left) and event distribu-
tions as a function of χ2

K and χ2
π (right) for kaons (blue) and pions (red) in view 0 in the

case of fluctuations and noise.

View 0 View 1

A 4.575 4.598

B −0.601 −0.597

C 2.204 2.214

D −0.028 −0.028

View 0 View 1

A 2.629 2.660

B −0.744 −0.728

C 1.873 1.834

D −0.027 −0.027

Table 5.7: Fit results for the case with δ-rays production for kaons (left) and pions (right)
distributions.

Looking at Table 5.7 it is possible to compare these results with the results obtained
from the parametrization in the simplest case with only fluctuations (see Table 5.1): it
is possible to note some small differences between the parameters values: looking at the
Figure 5.23 it is obvious that the δ-ray productions corresponds to higher values of energy
losses for kaons (left) and pions (right).

This effect is visible by also observing the energy losses distributions in each bin, as
shown in Figure 5.24. Here it also possible to appreciate a second effect of the δ-ray
production: the width of the energy distributions increases.

δ-rays emission increases the energy deposited in some events. At bin level this explains
why the energy distributions in each bin are larger than the ones with only fluctuations.
At the level of the mean energy deposition also the total energy deposited is bigger than
the deposition in the fluctuations case, this is an effect already observed related to the
treatment of quenching for the fluctuations cases which introduce very concentrated energy
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Figure 5.22: Kaon (left) and pion (right) energy losses distributions generated with δ-rays
production using power law function plus exponential (5.5) for view 0.
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Figure 5.23: Fit comparison between the fluctuations case (blue) and δ-rays case (green)
for kaons (left) and pions (right).

depositions.
These two differences are reflected in the χ2 distributions: looking at the Figure 5.25

left, it is possible to see how the pion distribution (red area) is closer to the kaon distribution
(blue area). Using the discriminant value χ̃2 = 15 it is possible to separate the populations,
with the results shown in Table 5.8.

It is obvious that the δ-rays production makes more difficult to perform the particle
identification separation. In particular, the single cut on χ2

K is not sufficient anymore to
distinguish kaon events (losses of ∼ 2% of events).

The bi-dimensional plot in Figure 5.25 right shows how the χ2 distribution are close to
each other, however it is still possible to find a linear function capable to separate the two
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Figure 5.24: Comparison between the energy distribution for kaons in three different bins
in the case of generation of fluctuations (blue lines) and the case of generation of δ-rays
(green lines).

populations. By using the linear function:

χ2
π = 0.5χ2

K (5.10)

(black straight line in the plots) it is possible to increase the number of kaons which survive
to the selection, obtaining the results showns in Table 5.9.
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Figure 5.25: χ2 distribution with respect to the kaon hypothesis (left) and event distribu-
tions as a function of χ2

K and χ2
π (right) for kaons (blue) and pions (red) in view 0.

In this case the linear cut based on the two χ2 estimation allows improving the number
of kaons well identified, but, on the other hand the number of pions misidentified is three
times greater than in the case of the simple cut on the χ2

K .
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View 0 View 1

Total K+ 956 951

Surviving K+ 938 932

View 0 View 1

Total π+ 934 936

Surviving π+ 5 2

Table 5.8: Results of cut on χ2
K distributions for kaons sample (left) and pions sample

(right) in the case of δ-rays generation.

View 0 View 1

Total K+ 956 951

Surviving K+ 954 950

View 0 View 1

Total π+ 934 936

Surviving π+ 15 15

Table 5.9: Results of linear cut (5.10) on χ2
K distributions for kaons sample (left) and pions

sample (right) in the case of δ-rays generation.

5.5 Event energy cut

Another useful tool to separate kaons from pions is to study the total energy losses during
the entire decay chain and to measure the total energy deposited in the events.

The most probable decay mode for the K+ is K+ → μ νμ (B.R. = 63.55%), with a
consequent muon decay μ+ → e+ νe ν̄μ (B.R ≈ 100%). In Figure 5.26 it is shown the
reconstructed track of a kaon decaying in a muon for an event simulated in the Lyon TPC.
In Figure 5.27 it is possible to see the deposited energy by the kaon and by the daughter
muon in view 0 (left) and in view 1 (right).

Looking at Figure 5.27 left (i.e. view 0) one can see the energy deposited by the kaon
increasing while going from the kaon starting point, on the left side, up to the peak value
corresponding to the stopping point of the kaon. Then the constant energy deposition
visible at the right of the plot corresponds to the deposited energy by the daughter muon.

In Figure 5.27 right (view 1) a clear separation among the two particles in the profile
of the energy distribution is less evident. This is due to the short length of the muon track
in this view (compare Figure 5.27 right). However it is still very evident the characteristic
shape of the increasing energy deposition of the kaon up to its stopping point from the
right (starting point) to the left (stopping point).

Proton decay is a two body process, so the kaon momentum is fixed. Neglecting the
Fermi motion, a proton in argon nucleus has a total energy Ep = 938.27 MeV. This
implies that the daughter kaon has a monochromatic momentum pK+ = 339.26 MeV/c (as
mentioned before) and a kinetic energy Ekin

K+ = 105.33 MeV. At the end of the range, the
kaon decays at rest, producing a muon with pμ+ = 235.54 MeV/c and Ekin

μ+ = 152.50 MeV.



110 CHAPTER 5. KAONS AND PIONS SEPARATION USING ENERGY LOSSES

view 0: strip number
0 10 20 30 40 50 60

s)μ
tim

e 
sa

m
pl

es
 (0

.4
 

0

200

400

600

800

1000

am
pl

itu
de

 (A
D

C
 c

ou
nt

s)

10−

0

10

20

30

40

50

view 1: strip number
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Figure 5.26: Event display for a kaon decay simulated in the Lyon TPC. It is possible to
distinguish the daughter muon track in both views. It is also interesting to notice how in
view 0 the muon track is not completely contained in the detection region.
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Figure 5.27: Energy deposition for a kaon decay event in view 0 (left) and in view 1 (right).
In this figure are reported the deposited energies per strip instead of the dE/ dx since it is
not possible to know the distance traveled in the strip by the particles by using only the
information at the hit level.

Finally the muon decays via a three body process, so the daughter particles have not a fixed
momentum (and energy). It is possible to calculate the maximum momentum transferred
to the positron, which is pe+,max = 52.82 MeV/c. Consequently the maximal kinetic energy
is Ekin

e+,max = 52.32 MeV. The muon decay kinematics is exactly the same in the case of
muons coming from kaon or pion decays. In order to distinguish these two mother particles
it is more interesting to compare the kinetic energy of the mother particle plus the one of
daughter muon, neglecting the energy of the electron from the muon decay which would
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not introduce any further discrimination. In the case of a kaon decay the total kinetic
energy of the mother particle plus the muon amounts to Ekin

K,μ = 257.83 MeV.
For the pion, the most probable decay is π+ → μ+ νμ, with a consequent muon decay

in electron and neutrinos. A pion with a momentum pπ+ = 140 MeV/c is considered, since
a pion with this momentum has a track length comparable to the track length of a kaon
with pK+ = 339.26 MeV/c, as mentioned in section 5.2. The kinetic energy of this pion is
Ekin

π+ = 58.12 MeV. At the end of the range the pion decays and produces a muon with
pμ+ = 29.80 MeV/c which corresponds to Ekin

μ+ = 4.12 MeV. Finally the kinetic energy for
the pion plus the muon is Ekin

π+,μ = 62.24 MeV. This value can be compared to the one
obtained before for the kaon (Ekin

K,μ = 257.83 MeV).
To record all the energy of these processes it is necessary to have a sufficiently large

detection volume, of the order of 1 m size, in particular in order to contain the daughter
muon. The muon produced by the kaon decay has a βγ ∼ 2.23. It implies that the range
R travelled by the muon in the liquid argon before stopping is (see Figure 5.28)

R/M � 700 g cm−2 GeV (5.11)

namely
Rμ � 52.88 cm (5.12)

Figure 5.28: Range of charged particle. The βγ value for a muon with pμ+ = 235.54 MeV/c
corresponds to R/M ∼ 700 g cm−2 GeV.

Large detectors as DUNE 10 kt are completely containing these events within their
fiducial volume. The distinction on the total kinetic energy of the mother candidate plus
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the muon (257.83 MeV for a kaon decay and 62.24 MeV for a pion decay) can be fully
applied.

Figure 5.29 shows the WA105 event display for a simulated daughter muon with an
initial momentum p = 235.54 MeV/c (top and bottom left) and for a muon with an initial
momentum of p = 29.80 MeV/c. The difference between the energy depositions and the
hits topologies in the two cases is evident.

Figure 5.29: Event display for the 6 × 6 × 6 m3 detector: the drift time versus channel
number of the reconstructed hits (top) and raw waveforms showing the amplitude of the
signal on one view (bottom) for a muon with an initial momentum obtained from a kaon
decay at rest, leaving hits on about 100 readout channels (left) and obtained from a pion
decay at rest, depositing its energy in a single hit (right).

The typical energy resolution on the kinetic energy obtained by integrating the energy
losses for stopping tracks in a liquid argon TPC is of the order of 1% as shown by the
ICARUS collaboration [91]. In Figure 5.30 it is shown the simulated distribution of the
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total charge deposited by muons with an initial momentum p = 235.54 MeV/c (left) and
by muons with an initial momentum of p = 29.80 MeV/c. The resolution obtained is 0.3%
in the case of muons generated from kaons and 1.4% in the case of muons produced by
pions.
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Figure 5.30: Total charge deposition for 1000 muons with an initial momentum compatible
to that obtained from a kaon decay at rest (left) and to that obtained from a pion decay
at rest (right) by using the WA105 charge readout simulation.

This figure would correspond to a huge separation power by considering the fixed values
of the kinetic energies quoted above. This rejection criterion can be applied also to the
kinetic energy of the mother track by looking at its total deposited energy. However in
this case the measurement would have some large correlation with the one based on the
exploitation of the end-of-range energy losses measurements.

Even if most of the separation power between kaon and pion decay chains can be
achieved just by the kinetic energy measurement of the daughter muon and of the mother
particle, the identification of the mother particle is a necessary criterion to prove that the
mother particle is a kaon. The analysis presented in this Chapter is mainly focused on
the discrimination by particle identification at the end of the range by simulating a setup
with a diameter d = 27.15 cm which does not contain the entire the muon track before it
stops. For this reason it is not possible to apply directly in the analysis a cut on the total
energy of the daughter and mother particle to the samples used for the end-of-range studies.
However it is interesting to consider at least the energy losses of the mother particle by
comparing the measured integral of the energy losses of the kaons to the one measured
for pions. The discrimination power coming independently from the measurement of the
daughter muon is anyhow evident as shown in Figure 5.30.

In Figure 5.31 are shown the different integrated energy losses distributions for kaons
(left) and for pions (right). It is important to remark that these energy distributions are
not corrected by the quenching factor, similarly as for all the other energy measurements
reported in this analysis: this is the reason for which the mean energy deposited looks
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different with respect to the kinetic energy calculated before.
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Figure 5.31: Comparison between Monte Carlo (gray) and reconstructed (blue) integrated
energy losses in the view 0 for kaons (left) and pions (right) tracks. The energy values are
not corrected by the quenching factor.

It is also interesting to note that these distributions include all the events, without any
restriction on the track length.

In Figure 5.32 it is possible to see the reconstructed energy distribution for the kaons
(left) and for the pions (right) for the three different simulation cases studied: only fluctu-
ations (top), noise generation (center) and δ-rays production (bottom). The events taken
into account for these plots are the ones that satisfy the constraint on the track length
described in Section 5.3: this allows eliminating the low energy events from the recon-
structed energy losses distribution. The Monte Carlo distribution shown for comparison is
still corresponding to the total statistics before the track length cut.

Finally it could be very useful to exploit the relation between the total energy deposition
in the event and the χ2

K of the same event. In Figure 5.33 it is shown the bi-dimensional
plot with the energy (y axis) as a function of χ2

K (x axis) for the kaons (blue dots) and pions
(red dots). The two populations are well separated with respect to the χ2

K variable, as seen
in section 5.4; they are well separated also with respect to the total energy deposited, as
described above. Some π events with a small χ have an energy deposition greater than the
majority of the kaons events. This is explainable with the fluctuations effects.

It is now possible to add an energy cut to the cut on χ2
K . As described in Section 5.4,

the χ2
K cut used is χ̃2

K = 120. For what concerns the deposited energy, by looking at Figure
5.32 top, it is reasonable to choose as a discriminant the value Ẽ = 60 MeV. The number
of events with χ̃2

K < 120 and Ẽ < 60 MeV is reported in Table 5.10 (in Figure 5.33 the
bottom region on the left, delimited by the dashed lines).

In Figure 5.34 the distributions of energy deposition as a function of χ2
K for the simu-

lation with the noise effects are reported. It is obvious that the situation is very similar to
the case without noise described above. This is in agreement with what found in Section
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Figure 5.32: Comparison between Monte Carlo (gray) and reconstructed (blue) kaons (left)
and pions (rigth) integrated energy losses for the events with the requirement of lview ≥ 7.5
in the view 0 for the reconstructed distribution. The distributions are shown for the
following simulation cases: only fluctuations (top), noise generation (center) and δ-rays
production (bottom). The energy values are not corrected by the quenching factor.
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Figure 5.33: Total energy deposited as a function of χ2
K for kaons (blue dots) and pions

(red dots) in view 0 in the basic simulation case with only fluctuations effects.

View 0 View 1

Total K+ 958 959

Surviving K+ 957 958

View 0 View 1

Total π+ 933 928

Surviving π+ 3 0

Table 5.10: Results of energy and χ2
K cuts for kaons sample (left) and pions sample (right)

in the case of only fluctuations effects.

5.4, where it is shown that the changes to the simulation related to the noise generation
are negligible. Combining the χ2

K cut using in the Section 5.4 χ̃2
K = 120 with the energy

cut Ẽ = 60 MeV (look at Figure 5.32 center), the number of events with χ̃2
K < 120 and

Ẽ < 60 MeV is reported in Table 5.11.

View 0 View 1

Total K+ 958 959

Surviving K+ 956 958

View 0 View 1

Total π+ 933 928

Surviving π+ 3 0

Table 5.11: Results of energy and χ2
K cuts for kaons sample (left) and pions sample (right)

with the simulation including noise generation.

Looking at the simulation with the δ-rays productions, the situation is quite different.
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Figure 5.34: Total energy deposited as a function of χ2
K for kaons (blue dots) and pions

(red dots) in view 0 with the simulation including noise generation.

Looking at Figure 5.35 it is possible to note how the pions population has now a small χ2
K ,

very near to the kaons population (as seen in Figure 5.25): δ-ray production increases the
energy deposition in some bins (as seen in Figure 5.24), and this contributes to produce
a small χ2

K . Because the average energy deposited by the pion is smaller than the one
deposited by the kaons (see Figure 5.32), it is useful to introduce a lower cut on the
energy. So, in this case, the conditions to discriminate kaons and pions are: χ̃2

K < 160 and
38 MeV < Ẽ < 72 MeV. The energy cuts allow increasing the χ2

K threshold in order to
accept more kaons events. The results of this selection are reported in table 5.12.

View 0 View 1

Total K+ 956 951

Surviving K+ 952 948

View 0 View 1

Total π+ 934 936

Surviving π+ 6 3

Table 5.12: Results of energy and χ2
K cuts for kaons sample (left) and pions sample (right)

in the case of δ-rays generation.

By taking into account the energy discrimination only one could have set a cut around
Ẽ = 40 MeV. The idea of the energy cut which has been eventually adopted is to improve
the result of the χ2

K cut by using also the information from the total energy deposition.
From the scatter plot corresponding to the simulation with fluctuations only one can notice
a population of events from pions at low χ2

K which would not be eliminated by the cut at
Ẽ = 40 MeV and a few of them tend to be greater than 60 MeV. That motivates the idea
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Figure 5.35: Total energy deposited as a function of χ2
K for kaons (blue dots) and pions

(red dots) in view 0 in the case of δ-rays generation.

of a cut at high energy. In case of the delta rays the cut at 40 MeV was necessary in order
not to lose too many kaons with the χ2

K cut since the two populations became closer in χ2
K .

Still some pion events beyond 40 MeV are present also in this case and motivate a cut at
72 MeV. The reason why pions tend to produce this tail at higher energy beyond 40 MeV
(see also Figure 5.32) is related to the fact that the pion is lighter than the kaon and this
generates larger fluctuations in the energy depositions. Indeed given the lighter pion mass
the maximal transferred kinetic energy in the delta ray production is larger than in the
kaon case. It seems this effect is also simulated in the energy losses fluctuations without
explicit delta ray production.

Finally, similarly to what has been done above, it is interesting to study also the relation
between the total energy deposition in the event and the χ2

π of the same event. Figure 5.36
shows the bi-dimensional plots with the energy (y axis) as a function of χ2

π (x axis) for the
kaons (blue dots) and for the pions (red dots) in the three different cases: only fluctuations
(left), fluctuations and noise (center) and δ-rays and noise (right).

Following the idea used above in the analysis of the bi-dimensional plots of the total
energy deposition as a function of χ2

K , two cuts (Ẽ on the energy value and χ̃2
π on the χ2

π

value) can be introduced to separate the kaons and pions populations. In the case with
only fluctuations and fluctuations and noise the cuts used are Ẽ = 40 MeV and χ̃2

π = 40.
In the case of δ-rays generation the cuts are Ẽ = 40 MeV and χ̃2

π = 12. The results of
these selections are reported in Tables 5.13, 5.14 and 5.15. It is evident that these results
are very similar to those obtained when comparing the total energy loss with χ2

K .
The exploitation of the total energy losses of the mother track is, as expected, largely

correlated to the rejection power provided by the end-of-range profile, however it helps in
improving the rejection power. Overall, for the simulation including the δ-ray production
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Figure 5.36: Total energy deposited as a function of χ2
π for kaons (blue dots) and pions

(red dots) in view 0 in the case with only fluctuations (left), including the noise generation
(center) and in the case of δ-rays generation (right).

View 0 View 1

Total K+ 958 959

Surviving K+ 958 958

View 0 View 1

Total π+ 933 928

Surviving π+ 13 10

Table 5.13: Results of energy and χ2
π cuts for kaons sample (left) and pions sample (right)

in the case of only fluctuations effects.

and corresponding to a realistic case, the application of an additional cut on the total energy
losses of the mother particle helps in improving the pion rejection by about a factor 3 with
respect to the selection performed by exploiting only the energy losses profile bringing the
pion contamination at the few per mille level. Further rejection power can be obtained by
exploiting the integral energy losses of the daughter muon 152.50 MeV in case of a kaon
decay vs 4.12 MeV for a pion decay. This separation is completely independent from the
previous one based on the mother particle. Assuming 1% accuracy on the kinetic energy
measurements there is a quite evident separation both in terms of range and of total energy
of the daughter muon, even by taking into account a possible deterioration due to delta-rays
fluctuations and quenching effects. The final kaon identification algorithm for the proton
decay search can be based on an independent analysis treatment of the mother track by
measuring the energy losses profile close to the stopping point and also the integral of the
energy losses, combined with the independent handle relying on the measurement of the
daughter muon energy and range, which is potentially providing a striking discrimination
factor.
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View 0 View 1

Total K+ 958 959

Surviving K+ 958 957

View 0 View 1

Total π+ 933 928

Surviving π+ 13 10

Table 5.14: Results of energy and χ2
π cuts for kaons sample (left) and pions sample (right)

with the simulation including noise generation.

View 0 View 1

Total K+ 956 951

Surviving K+ 952 949

View 0 View 1

Total π+ 934 936

Surviving π+ 15 17

Table 5.15: Results of energy and χ2
π cuts for kaons sample (left) and pions sample (right)

in the case of δ-rays generation.

5.6 Summary

The study of energy losses provides an important handle for particle identification. In this
Chapter it has been shown how an accurate measurement of energy losses at the end of
the range R allows separating kaons and pions.

The Monte Carlo kaon sample used for this analysis has been produced with the kine-
matical characteristics similar to the kaons which would be produced by proton decay (i.e.
with a momentum pK+ = 340 MeV/c ). The Monte Carlo pion sample has been produced
with an initial momentum such that the length of the ionization track in liquid argon is
similar to the one of such kaons, in order to have a comparable analysis lever arm with
respect to the stopping point of the two particles.

After sampling at the hits level the kaons and pions energy depositions, a parametriza-
tion has been computed to describe the energy losses of these particles nearby their stopping
point. The most suitable function for this parametrization dE/ dx is found to be a linear
combination of a power law function and an exponential. By using this parametrization,
a χ2 has been defined in order to separate the two populations.

In order to understand different effects in the simulation, the analysis has been per-
formed at increasing levels of complication.

Analysing the samples where the noise simulation and δ-rays production were deac-
tivated, the efficiency for kaon identification is 99.9%, with a pion misidentification rate
of 0.6%. The same result has been achieved in the simulation with the noise production.
When the δ-rays production is activated for a comparable kaon identification efficiency
(99.8%) the pion misidentification rate grows up to 1.7%. This is due to the larger dis-
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persion of the energy distribution in each bin of distance from the stopping point. This
dispersion is caused by the fluctuations related to δ-rays energy depositions.

This numbers give an idea of the rejection power achievable from charge readout analysis
standalone for the kaon identification. A further separation between kaon and pion samples
can been achieved looking at the kinematic of all the processes involved: kaons and pions
decay produces μνμ which a subsequent μ decay in eνeνμ. The difference between the two
processes lies in the kinetic energy of the kaon or the pion plus the one of the daughter
muon (for a kaon decay the total kinetic energy amounts to Ekin

K,μ = 257.83 MeV, for a
pion decay to Ekin

π,μ = 62.24 MeV). This additional handle can be exploited for the kaon to
pion separation although the integral energy losses of the mother particle are expected to
have a good degree of correlation with the energy losses profile analysis already applied.
This point has been verified by comparing the mother particle total energy deposition
to the χ2 of the particle identification based on the energy losses close to the stopping
point. This brings to a lower pion misidentification rate of 0.6% in the complete simulation
case including also δ-rays production. The measurement of total energy and range of the
daughter muon provides a completely independent handle with striking discrimination
power against the pion background. This additional discrimination from measurement of
the daughter muon can be then combined with the analysis developed in this Chapter,
which is anyhow primarily needed in order to provide a direct kaon identification.
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Chapter 6

Electron/photon separation and π0

rejection

In an experiment studying νμ → νe oscillations the reconstruction of electromagnetic show-
ers is a crucial step in the neutrino events reconstruction because it represents the evidence
of the electron production from a νe CC interaction. The electron identification and the
measurement of its energy provide essential information about the incoming neutrino.

Apart the intrinsic νe contamination at production in the neutrino beam. The first
source of background for this process is represented by showers produced by a photons
originating by π0 decays. π0 can be easily produced in neutrino interactions. In a neutral
current neutrino interaction a photon conversion occurring close to the primary neutrino
vertex can mimic a final state topology quite similar to the one of a νe CC interaction.

In Figure 6.1 it is possible to see a simulated shower generated by an electron and on
the right a shower generated by a photon. The two showers are very similar: it is very
important to develop an algorithm that allows to distinguish the mother particle originating
the showers.

In order to disentangle the mother particle of the electromagnetic shower it is possible
use two handles in the charge readout analysis: first of all, a shower generated by an
electron stems from a visible track coming from the neutrino interaction vertex; a shower
generated by a photon, on the contrary, will have a gap between the primary vertex where
the photon is generated and the point where the conversion in an electron/positron pair
occurs, i.e. the point from where it is possible to start detecting the shower. This is also
visible in Figure 6.1 where the Monte Carlo production point of the two particles was
the same. This topological difference can be used to do a primary selection between the
showers originated by a photon and those originated by an electron.

The second important discriminating element between a photon shower and an electron
shower is the energy profile deposited at the beginning of the cascade. The shower generated
by an electron is originated by a single charged particle: the deposited energy profile should
be compatible with that hypothesis. The photon generates a pair of charged particles, so
the energy deposited at the beginning of the shower is double with respect to the case of
a genuine electron shower.

123
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Figure 6.1: Event display for a shower generated by an electron (left) and a photon pro-
duced by π0 decay (right).

This Chapter describes the analysis performed in order to obtain a parametrization of
the ionization charge profile produced in an electromagnetic shower as a function of the
distance from the starting point of the cascade, and a definition of the analysis procedure
allowing to distinguish the originating particle of the shower.

As it will be shown later the charge readout pitch has a crucial role in the charge
profile and distance measurements. First a description of the definition and generation of
the Monte Carlo samples used in order to obtain the average charge collection is provided.
The reconstruction technique is then described in order to compare the charge generated
by an electron shower and the one generated from a photon, comparing the results obtained
using the dual-phase readout (strips width of 0.3 cm) and a pitch similar to the one foreseen
for the single-phase wires pitch readout (strips width of 0.6 cm). Finally a comparison
between the simulation results without and with noise effects in the readout is presented.

6.1 Definition and generation of the Monte Carlo sam-
ples

The purpose of this study is to define a procedure to distinguish the electromagnetic showers
generated by an electron from those generated by a photon. The electron candidates
generating the shower are potentially the resulting particles from νe CC interactions. The
typical energy of the electron associated to the νe CC interaction is in a range of energies
from 0.5 GeV to 4 GeV. For this reason the Monte Carlo samples generated for this study
correspond to a uniform distribution in the energy range between 0.5 GeV to 4 GeV, as
shown in Figure 6.2. The results obtained with this flat distribution are more general can
be easily re-weighted for any νe CC interactions production spectrum.

In order to study the simplest configuration, the electrons and the photons are generated
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Figure 6.2: Monte Carlo primary energy for electrons samples (left) and for photons samples
(right), corresponding to a flat generation spectrum.

with momenta parallel to the anode plane. In order to be symmetric with respect to the
two readout views, particles have been generated with an incoming planar angle ϕ = 45◦

with respect to the strip orientation.
The generation point of the particles has been chosen close to one of the borders of the

active region in order ensure a good containment of the energy deposited by the showers.
In particular, the coordinate of the electrons and photons generation has been defined at
the beginning of the third strip: hence, it is possible to state that the minimum distance
travelled by the particle is the length of the strip divided by the incoming angle ϕ, i.e.
dmin,strip = 0.3

√
2 cm. The choice of putting the generating coordinates inside the active

volume allows to get a complete sampling of the energy losses.
The electrons sample consists typically of 1000 events. The photons sample consists of

10000 events: the reason why this second sample is ten times larger is that the showers
generated by a photon have to satisfy a proximity constraint, as described in Section 6.2
to be selected in the analysis. This implies a strong reduction of the sample (loss of about
80% of the events). The number of produced events has then been increased consequently
in order to achieve a reasonable statistic for the final analysis.

In first instance, in order to study at the basic level the energy depositions and to reduce
the uncertainties related to the electronic response, the noise has been deactivated in the
simulation. This assumption reflects in particular the situation of the dual-phase TPC
where noise represents at most 1% of the signal of a particle at the ionization minimum
and can be safely neglected in this analysis. During this first part the only effects taken
into account are the fluctuations, parametrized by GEANT4 using the Landau-Vavilov-Gauss
distribution. In this simulation the δ-rays production has not been deactivated, because
this is an electromagnetic process activated above a fixed threshold. To deactivate this
production would imply to apply a cut on the shower propagation. In the final part of the
analysis a noise production similar to the one of a single phase detector has been activated
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in order to see the differences between the two cases.

6.2 Energy profile reconstruction and electron/γ separa-
tion

In this study, differently from what has been done in the other Chapters, the variable
used for the analysis is the collected ionization charge: as seen in Chapter 4, there is a
linear relationship between collected charge and reconstructed energy, so these quantities
are equivalent.

In the case of muons (Chapter 4), kaons and pions (Chapter 5), particles have a well
known trajectory and it is reasonable to compute the mean energy loss in a strip as the
collected energy in a strip divided the effective distance travelled over the same strip (known
from the particle trajectory).

In the electromagnetic showers, with many particles contributions, apart for the ini-
tiating track, it is not possible to know the distance traveled by the individual charged
particles over the strips. For this reason, the variable taken into account in the analysis is
just the total charge collected in each strip. It is also important to stress that the collected
charge used as discriminating variable in this analysis is not corrected by the recombi-
nation effects. In order to study the discrimination power which is based on a relative
comparison it is not needed to correct for quenching effects but just to take them correctly
into account. The simulation is all inclusive of the quenching effects. Effects related to the
charge attenuation during the drift due to electronegative impurities are not simulated, we
assume however that in the final analysis on real data the collected charge will be corrected
for the attenuation losses during the drift by using the knowledge of the event t0 from the
scintillation light and/or the beam time tagging and the measured purity levels.

In the measurements of the collected charge, the only information used is at hits re-
construction level, in order to avoid possible errors related to the clustering or tracking
algorithms.

The crucial difference between a shower generated by an electron and the one generated
by a photon is the amount of energy deposited at the beginning of the shower: the photon
converts into an electron/positron pair. The electron and positron tracks are practically
overlapped and impossible to disentangle within the resolution of the detector. They will
appear as a single track originating the electromagnetic shower as in the case of a genuine
electron. However a double quantity of ionization is produced with respect to the case
where a single electron generates the shower. This difference in the ionization will be
visible at the level of the detected charge in the strips.

The goal of this work is to compare the average charge collected over several strips
along the track originating the shower and to define a cut in order to distinguish the origin
of the showers.

The choice of the number of the strips used to evaluate the mean charge deposited by
the track initiating the shower must be large enough to take into account a reasonable
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sampling of the path travelled by the particle, but it does not have to be too big in order
to avoid including in the calculation the charge deposited when the shower starts to be
fully developed.

The first step in the reconstruction process consists in measuring the charge deposition
in each strip since the beginning of the shower: for a shower generated by an electron the
starting point corresponds to the Monte Carlo generation point of the electron, so this is
the same for all the events (in the strips coordinate system chosen it corresponds to the
third strip).

For a shower originating from a photon conversion the situation is different: the starting
point of the shower is the point where the electron/positron pair is generated by the photon
conversion and the distance of this point from the Monte Carlo generation point of the
photon is variable following an exponential distribution with a decay constant given by the
conversion length, which is 9/7 of the corresponding radiation length in liquid argon X0.

The measurement of this gap distance dshower can be used as discriminant to understand
if the shower is generated by a photon or not: if the distance is not 0, within the detector
space resolution, it is obvious that the shower is generated by a photon. In Figure 6.3 it
is possible to appreciate the importance of the measurement of dshower. In both cases the
particles have been generated in the same position (in the strips coordinate system, the
third strip). On the left the primary particle is an electron and the charge collection starts
at the third strip. On the right the primary particle is a photon: the charge deposition
starts after some strips: this gap is the proof that a photon travelled this region of the
space before converting.

Figure 6.3: Event display for a shower generated by an electron (left) and by a photon
(right). For the electron, the shower starting point corresponds to the Monte Carlo gener-
ation point (strip n. 2). In the photon event the gap between the Monte Carlo generation
point (strip n. 2) and the starting point of the shower is dshower.

The deposited charge measurement and the measurement of dshower are strongly de-
pendent on the strips pitch: in the following part of this section a comparison between a
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dual-phase TPC, with a strip pitch of 0.3 cm and a single-phase TPC, with a strip pitch of
0.6 cm is presented. In the case of a pitch = 0.3 cm, the active volume used in the analysis
is covered by 64 strips; in the other case, where the strip dimension is 0.6 cm, the total
number of the strips is 32.

In Figure 6.4 are shown the average charge depositions in each strips for the view 0
in the case of pitch = 0.3 cm (top) and pitch = 0.6 cm (down); for the electrons (left)
shower all the events are taken into account to evaluate the average charge. For the photon
showers (right) the events taken into account to produce the plot are those which have a
dshower = 0.
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Figure 6.4: Top: average charge collected in each strip for a shower originated by electron
(left) and by photon (right) for a typical dual-phase TPC pitch of 0.3 mm. Bottom:
average charge collected in each strip for a shower originated by electron (left) and by
photon (right) for a single-phase like TPC pitch of 0.6 mm.

Looking at Figure 6.4 right (top and bottom), the photon shower distribution, it is
possible to note a very low charge deposition in the first bin with respect to the following
behaviour of the cascade. The reason of this is that the events in this plots are the ones
with dshower = 0. It means that the conversion has happened at the distance from the
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generation point smaller than the strip dimension, but from the reconstructed information
it is impossible to know exactly where within the strip it has happened: the amount of the
charge deposited on the strip depends on the distance covered by the charged particles on
the strip and therefore on the exact conversion point of the photon within the strip. In
the electrons case, the situation is different being the primary electron always generated
at the same point on the strip.

In Figure 6.5 it is shown the distribution of the distance between the Monte Carlo
generation point and the shower starting point for two different configurations: the left
plots shows the distribution in the case of pitch = 0.3 cm, the right one in the case of
pitch = 0.6 cm.

In both cases the peak in the last bin in the distribution corresponds to the greatest
value of dshower in the region of interest for the analysis: (dshower = 62 for the dual-
phase case and dshower = 31 for the single-phase case). This just means that the photon
conversion in a electron/positron pair happens out of the region covered by the analysis.
This is reasonable because the radiation length in liquid argon is X0 = 14 cm and the
exploited distance covered by the strips in view 0 is 18.6 cm.

The events in the first bin, i.e. those who have a distance dshower = 0, are the ones
corresponding to the entries in Figure 6.4 right top and bottom: for these events it is not
possible to decide, at this level of the analysis based only on the presence of a gap, if they
are generated by an electron or by a photon.

The number of the events with dshower = 0 is 236 in the case of pitch = 0.3 cm and
451 in the case of pitch = 0.6 cm. The larger strips pitch implies the classification as
dshower = 0 also of the events where the photon conversion happens in correspondence of
the second strip, which would be rejected in the case of the smaller strips pitch.
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Figure 6.5: Distribution of the distance between the Monte Carlo generation point and the
shower stating point in the case of pitch = 0.3 cm (left) and pitch = 0.6 cm (right).

By comparing the charge deposition for the showers generated by an electron and by
a photon (see Figure 6.6) it is possible to note that the two distributions have a different
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charge deposition for all the shower development (with the exception of the two last bins):
this behaviour allows exploiting the comparison of the average charge deposited over several
strips: for this work the optimal number of the strips used to evaluate the average charge
deposited turned out to be 30 in the case of a pitch = 0.3 cm and 15 in the case of a
pitch = 0.6 cm. This means that the charge taken into account to evaluate the ionization
profile is the charge deposited by the shower along a distance of about 12.7 cm.
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Figure 6.6: Comparison between the average charge collected for electron showers (blue
dots) and photon showers (brown) in the case of pitch = 0.3 cm (left) and in the case of
pitch = 0.6 cm (right).

In Figure 6.7 is shown the average charge produced by the showers in 12.7 cm collected
using a readout with strips of 0.3 cm (left) and 0.6 cm (right).

Looking at the distributions in Figure 6.7, it is now possible to define two cuts in order
to reject the events originated by a photon. It is possible to choose a lower cut-off qmin

as a standard cut applied in the electron selection to make sure of having an electron-like
track initiating a shower within one radiation length and to avoid more complicate situa-
tions related to the overlaps of hadrons with photon shower or hadrons having secondary
interactions. It is reasonable to impose as a minimum average charge value qmin = 4 fC in
the case of pitch = 0.3 cm. If the strip dimension is 0.6 cm, the minimum value imposed
is qmin = 8.5 fC. In Table 6.1 are reported the results of this cut for the two different
configurations.

In order to select an upper limit for the mean charge it is useful to look at the integral
distribution of the charge (see Figure 6.8). Using these distributions it is possible to choose
a cut according to the efficiency: for instance, to have an efficiency of 60% for the electrons
(i.e. 600 events which pass the cut) in the case of pitch = 0.3 cm (Figure 6.8 left), the cut
is qmax � 9 fC. In the case of pitch = 0.6 cm (Figure 6.8 right) to have an efficiency of
60% for the electrons the cut to apply is qmax � 19 fC.

In Table 6.2 are reported the number of events survived after the cuts qmin = 4 fC and
qmax = 9.5 fC in the double phase case, and qmin = 8.5 fC and qmax = 19 fC in the single
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Figure 6.7: Comparison between the average charge deposition for electron showers (blue)
and photon showers (brown). The mean is evaluated over 30 strips in the case of pitch =
0.3 cm (left) and over 15 strips in the case of pitch = 0.6 cm (right).

Originating particle Processed events Events with q > qmin

pitch = 0.3 cm
Electron 1000 994

Photon 236 233

pitch = 0.6 cm
Electron 1000 997

Photon 451 450

Table 6.1: Number of events with a mean charge greater than qmin.

phase case.
As shown in Table 6.2, performing this study in the dual-phase TPC, with a strip pitch

of 0.3 cm, by requiring an efficiency of 63% for a shower generated by an electron, the
probability of mis-identification is 0.2%. In the single-phase TPC, to obtain an efficiency
of 63% in the electron shower identification, the probability to misidentify the origin of the
shower is 0.52%, more than the double with respect to the dual-phase case.

6.3 White noise effects

As last step of this analysis, the effects related to electronic response are taken into account,
in order to study the impact of these effects on the analysis.

In Figure 6.9 is shown the average charge distribution with and without noise recon-
structed over 12.7 cm in the case of the dual-phase TPC (top) and in the case of single-phase
TPC (bottom).
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Figure 6.8: Average charge distribution for electron showers (blue area) and photon showers
(brown area) in the case pitch = 0.3 cm (left) and in the case pitch = 0.6 cm (right).

Originating particle Total events dshower = 0 After cuts Efficiency

pitch = 0.3 cm
Electron 1000 — 629 62.9%

Photon 10000 236 20 0.20%

pitch = 0.6 cm
Electron 1000 — 630 63%

Photon 10000 451 52 0.52%

Table 6.2: Results of the analysis after the cuts qmin and qmax in the diffetent configurations.

It is obvious that there are not many differences between the case without the noise and
the case with the noise given the fact that the noise fluctuations are strongly integrated
over the charge profile.

All the steps described above have been repeated for the simulation with the noise
response, up to the calculation of the mean charge distribution over a distance of 12.7 cm
(Figure 6.10).

Also, in this case the cuts over the mean charge have been applied, following the idea
described above:

pitch = 0.3 cm

⎧⎨
⎩

qmin = 4.0 fC

qmax = 9.5 fC

pitch = 0.6 cm

⎧⎨
⎩

qmin = 8.5 fC

qmax = 19.0 fC

The results of these cuts are reported in Table 6.3.
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Figure 6.9: Top: average charge distribution with and without the noise effects for electron
showers (left) and photon showers (right) in the case of pitch = 0.3 cm. Bottom: average
charge distribution with and without the noise effects for electron showers (left) and photon
showers (right) in the case of pitch = 0.6 cm.

6.4 Summary

Electromagnetic showers produced by a photon originating by π0 decay represent an im-
portant background for νe CC interactions selection. For this reason it is crucial to have a
good method to discriminate this kind of events from electromagnetic showers originated
by prompt electrons coming out from νe CC interactions.

The purpose of this study is to use the charge profile collected at the beginning of the
shower to disentangle the origin of the showers: if the originating particle is a photon, it
first produces a couple electron/positron, which deposits the double of the energy with
respect to the case where the mother particle is a single electron.

In addition, another parameter used as discriminator to identify an electromagnetic
shower generated by a photon is the distance dshower between the neutrino vertex position
and the point where the electron/positron conversion happens: if dshower is non 0 it is
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Figure 6.10: Comparison between the mean charge deposition for electron showers (blue)
and photon showers (brown). The average is evaluated over 30 strips in the case of pitch =
0.3 cm (left) and over 15 strips in the case of pitch = 0.6 cm (right) taking into account
the noise response.

Originating particle Total events dshower = 0 After cuts Efficiency

pitch = 0.3 cm
Electron 1000 — 626 62.6%

Photon 10000 231 20 0.20%

pitch = 0.6 cm
Electron 1000 — 627 62.7%

Photon 10000 445 51 0.51%

Table 6.3: Results of the analysis after the cuts qmin and qmax in the different configurations,
in the case of noise effects.

obvious that the shower has been originated by a photon.
The analysis has been performed by comparing results obtained using the dual-phase

readout (strips size of 0.3 mm) and a pitch similar to the one foreseen for the single phase
pitch (strips size of 0.6 mm).

Looking at the charge distribution collected in the first 12.7 cm for the two type of
electromagnetic showers, two cuts have been studied in order to reject the events generated
by a photon. The lower cut-off qmin is based on the minimal dE/ dx deposited by a particle.
The upper cut qmax has been chosen to have an efficiency of ≈ 60%.

Requiring a selection efficiency on the electron generated showers of 63%, the misiden-
tified shower rate is 0.2% in the case of pitch = 0.3 mm and 0.5% in the case of pitch =
0.6 mm. This effect is quite important since it corresponds to doubling the background.
It has also been verified that the presence of the noise in the simulation does not change
the results.
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This study shows how a liquid argon TPC can provide a good separation between
electron generated and photon generated electromagnetic showers. Furthermore, it has
been demonstrated how a smaller size of the pitch in the electronic readout allows to
achieve a better photon rejection.
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Chapter 7

Conclusions

A crucial challenge for the future of Particle Physics is the study of the neutrino masses
and mixing, representing the first evidence of Physics beyond Standard Model. Thanks
to the recent results achieved, it is now possible investigate the CP violation in neutrino
sector. Giant Liquid Argon Time Projection Chambers (LAr TPCs) represent the ideal
detectors to perform measurements which can permit to discover evidence for CP violation
in the neutrino sector. LAr TPCs provide a very good quality imaging coupled to excellent
energy resolution and particle identification capabilities. A new technique called dual-
phase Liquid Argon Time Projection Chamber (DP LAr TPC) introduces multiplication
in the vapor phase present above the liquid phase: in this way it is possible to increase
the signal collected by the readout charge system located at the top of the detector. This
allows obtaining typical S/N ∼ 100. In the gaseous phase the multiplication of electrons is
achieved in avalanches occurring in a high electric field within the micro-pattern structure
of the Large Electron Multiplier (LEM).

The operation of the LEM in the dual-phase liquid argon TPC requires a good knowl-
edge about the maximal voltage that can be applied to the LEM before starting an electric
arc. For this reason a detailed study aimed at verifying the Paschen law has been per-
formed: first of all it has been demonstrated that a parametrization of the breakdown
tension Vb = Vb(dp, d), which includes a linear dependence on the distance, is in agree-
ment with the experimental data. Subsequently a correction factor δ has been introduced,
to take into account the gas density variations due to the pressure and temperature fluctu-
ations. Finally a global parametrization is proposed and explained how it can be applied
to a general case of temperature and pressure conditions.

The goal of this thesis is to study and analyze the charge reconstruction in dual-phase
LAr TPC. The charge readout is crucial for a neutrino experiment seeking for rare events
using a liquid argon TPC. After an accurate comparison between the theoretical knowledge
about energy losses and the simulation performed by GEANT, all the effects related to the
detector response have been scrutinized. The aspects taken into account for this analysis
are directly related to the simulation of the response of the readout system, through the
response function of the electronics and the digitization of the signal, and the hit recon-
struction algorithm. The reconstructed energy, when directly compared to the deposited
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energy after quenching effects, differs from the Monte Carlo simulation by a value between
0.03% and 0.3%. Reconstructed energies are always smaller than those simulated: this
effect is due to the reconstruction algorithm which introduces a small systematic effect re-
lated to the way charge is quantized and samples assigned to the hits. Finally a calculation
of the reconstructed energy by taking into account an empirical correction for the quench-
ing effects has been performed: in this case the discrepancy between the reconstructed
energies and the Monte Carlo truth is significantly worse than the one obtained only con-
sidering reconstruction effect, with a systematic bias of 3.5% for the most realistic case.
The reason of this is due to the empirical correction for the quenching factor R: at the
level of the reconstructed energy this factor can be estimated only from the total energy
seen by a strip after quenching and cannot account for microscopic effects corresponding to
more concentrated charge depositions within the strip, like in case of delta rays emission,
which at the generation level produce stronger recombination effects.

The study of energy losses provides an important handle for particle identification:
by sampling the trajectory of a charged particle and by measuring its energy losses, it
is possible to identify its nature. In this thesis this method has been used to define a
discrimination between kaons and pion: this is crucial in the proton decay search, looking
for the exclusive channel p → K+ν. After sampling at the hits level the kaons and pions
energy depositions, a parametrization has been computed to describe the energy losses
of these particles nearby their stopping point, using a a linear combination of power law
function and exponential. By using this parametrization, a χ2 has been defined in order to
disentangle the two populations. In the more realistic case the kaon identification efficiency
reaches 99.8%, with a pion mis-identification of 1.7%. A further separation between kaon
and pion samples can been achieved by looking at the kinematics of the entire decay chain.
Combining the energy losses information with the χ2 defined above, it is possible to reach
a lower pion mis-identification rate of 0.6% in the full simulation realistic case.

Finally it has been shown how it is possible to perform π0 rejection by studying energy
losses of the charged track segment originating electron candidate showers. In an experi-
ment studying νμ → νe oscillations the reconstruction of the electrons shower represents a
crucial step in the neutrino event reconstruction. The study presented in this thesis uses
the charge profile collected at the beginning of the electromagnetic showers in order to
disentangle the origin of the shower. Another parameter used as discriminator to identify
an electromagnetic shower generated by a photon is the distance dshower between the neu-
trino vertex position and the point where the electron/positron conversion happens. The
analysis has been performed by comparing results obtained using the dual-phase readout
(strip size of 3 mm) and a pitch similar to the one which will be used for the single-phase
readout (strip size of 6 mm). Requiring a selection efficiency on the electron generated
showers of 63%, the misidentified shower rate is 0.2% in the case of pitch = 0.3 mm and
0.5% in the case of pitch = 0.6 mm.
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