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Abstract

Carsharing is a modern way of car rental, attractive to customers who make only occasional use of a car on demand. In a carsharing system, a fleet of cars is distributed at specified stations in an urban area, customers can take a car at any time and station and return it at any time and station, provided that there is a car available at the start station and a free place at the destination station. To ensure the latter, customers have to book their demands in advance. For operating such a system in a satisfactory way, the stations have to keep a good ratio between the total number of places and the number of cars in each station, in order to serve as many requests as possible. This leads to the problem of balancing the load of the stations, called Relocation Problem: an operator has to monitor the load and to decide when and how to move cars from “overfull” stations to “underfull” ones.

We consider an innovative carsharing system, where the cars are partly autonomous, which allows to build wireless convoys of cars leaded by a special vehicle, such that the whole convoy is moved by only one driver. This setting is similar to bikesharing, where trucks can simultaneously move several bikes during the relocation process.

In this thesis, we address the dynamic and static aspects of the Relocation Problem. The “Dynamic Relocation Problem” describes the situation when cars can be moved between stations during the working hours in order to satisfy the needs of the customers. Hereby, the operator has to make decisions dynamically according to the current situation. In the “Static Relocation Problem” we assume that there is no (or only little) interaction by customers with the system. This situation occurs when the carsharing system is prepared for the next day, i.e., the relocation process is performed during the night.

We model the Relocation Problem in the framework of a metric task system. Afterwards, we theoretically analyze both problems and give strategies to solve them. Finally, we perform some computational experiments to examine the applicability of the presented algorithms in practice.

Keywords: carsharing; partly autonomous cars; Relocation Problem; online optimization; heuristic; network flows
L’autopartage est une façon moderne pour louer une voiture ; l’autopartage est attractif pour des clients qui utilisent une voiture seulement occasionnellement. Dans un système d’autopartage, une flotte de véhicules est distribuée dans une area urbaine. Les clients peuvent prendre une voiture à tout moment et tout station et ils peuvent la retourner à tout moment et tout stations, à condition qu’il y a une voiture librée à la station de départ et aussi bien qu’il y a une place de parking librée à la station de destination. Pour assurer le dernier, les clients peuvent réserver une voiture en avance. Pour opérer tel qu’un système de manière satisfaisante, il faut que le ratio de numéro de véhicules et de numéro de place librée dans les stations est equilibré. Cela conduit au problème de balancer de charge des stations, appelé problème de relocalisation : un opérateur doit surveiller le charge et décider quand et dans quelle manière les voiture doivent être déplacer d’une station « trop plein » à une station « insuffisante plein ».

Nous considérons un système d’autopartage innovant, où les voitures sont partiellement autonomes. Ceci permet des construire des convois de véhicules, dirigé par une véhicule spécial tel que un convoi est déplacé par seulement un conducteur. Cette configuration est similaire à un système de vélos en libre-service, où un camion peut déplacer plusieurs vélos simultanément pendant le processus de la relocalisation.

Dans le cadre de cette these, nous étendons les aspects dynamique et statique du problème de relocalisation. Le « problème de relocalisation dynamique » décrit la situation lorsque les voiture sont déplacé pendant les heures de travail afin de satisfaire les besoins des clients. L’opérateur doit prendre des décisions dynamiques en fonction de la situation. Dans le cadre du « problème de relocalisation statique », nous supposons qu’il y a aucune (ou seulement un peu) d’interaction par des clients avec le system. Cette situation se produit lorsque le système est préparé pour le lendemain, par exemple lorsque le processus de la relocalisation est effectuée pendant la nuit.

Nous modélisons le problème de relocalisation dans le framework d’un système de tâches métriques. Ensuite, nous analysons les deux problèmes et nous donnons des stratégies pour les résoudre. Enfin, nous effectuons quelques expériences de calcul pour examiner l’applicabilité des algorithmes présentés en pratique.

**Mots clés:** autopartage ; voitures partiellement autonomes ; problème de relocalisation ; optimisation en ligne ; réseau de flot
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I. Introduction

Since the first humans came to existence about 200,000 years ago, the world population is growing. In the first half of the 19th century, the world population crossed the 1 billion line [155]. A little more than 100 years later, in the year 1927, 2 billion people lived on the planet [155], and nowadays (in the year 2014), more than 7 billion people inhabit the earth [157]. Within the next 40 years, the world population is expected to grow to more than 9 billion people [157] (see Figure 0.1).

Figure 0.1: This figure shows the world population from the year 1950 to 2014, and a projection of the world population until the year 2050. Hereby, three projections are shown, a low, middle and a high projection. The data set used to plot this image is taken from [69].

In modern history, technological progress and industrialization played a major role in the urbanization process. The more industrialized a region is, the higher is the percentage of people living in urban areas rather than in rural areas. Already in the year 1920, the more industrialized regions, about 30 percent of their population lived in urban areas [158]. This trend continued and already in the year 1950, more than 50 percent of the population of the more developed regions lived in urban areas [150]. The less developed regions are supposed to cross the 50 percent line before the year 2020 [156]. Globally, the world’s urban population has already exceeded the world’s rural population and is expected to increase up to 70 percent by the year 2050 [156]. Figure 0.2 shows the percentage of people living in urban areas and its estimated percentage until the year 2050.

In the more developed areas, the number of people living in rural areas decreases since several years, while in the less developed regions, the rural population is still increasing. However, the rural population is expected to have its maximum between the years 2020–2025 and to decrease afterwards [156] [158].

The number of megacities, i.e., cities or urban agglomerations with more than 10 million inhabitants, is expected to increase to 25 by the end of next year [158], to 37 by the year 2025 [156], where 22 of these megacities are located on the Asian continent, 9 on the American continent (north and south), and 3 megacities in Africa and Europe as well. Obviously, in bigger cities, the distances the inhabitants have to travel in order to reach their workplaces, shopping facilities, local recreation areas or leisure activities, are much higher than in small cities. Therefore, an efficient transportation system and infrastructure is inevitable for (mega)cities. This becomes even more an issue since the city’s economic prosperity is related to the travel times and, thus, to an efficient urban transportation system [164].
One of the biggest impacts on the travel times are traffic congestions. Therefore, many cities try to reduce the number of cars within the city centers, e.g., Paris, London, Berlin, Stockholm [6]. For that, several strategies have already been introduced or are planned to be installed, e.g., public transportation systems, park and ride opportunities, fees for cars in the city center (congestion pricing), or bike- and carsharing systems.

Several European cities improved their bicycle lanes to attract more people to use their bike instead of their car. However, tourists and commuters usually do not travel to the cities with their bikes, and also not every local inhabitant has a bike. Bikesharing systems are services that provide bikes for shared use for a short time period. Customers can rent a bike at an arbitrary station and they can return it to another station, provided that there is a bike available at the start station and a free place at the destination station.

The first generation of bikesharing systems started in Amsterdam, Netherlands, with the so-called white bikes [129]. These bikes were painted white and distributed over the city for public use without any further security measurements and free of charge. This first generation did not have any stations where the bikes could be picked up or returned. As a result, the bikesharing system suffered highly from vandalism and theft.

In 1991, the second generation started in Farsø and Grenå, Denmark, introducing stations for the bikes [129]. Bikes could be rent by a kind of vending machine for a small fee. Renting a bike was still anonymous and theft could not be prevented.

Nowadays, bikesharing systems are in the 3rd generation. This generation started in Rennes, France, in the year 1998 [129, 140]. In modern bikesharing systems the customer is no longer anonymous due to the need of a customer card or a credit card. Due to the binding of the customer to the vehicle and due to improvements of the secure system at the stations, the possibilities of removing a bike without paying have decreased and, therefore, especially theft could successfully be prevented, in most of the bikesharing systems. However, despite these security measures, especially in Paris, theft and vandalism are still major problems for the operators [103, 127].

Despite the efforts of the governments to reduce the usage of cars, in most industrialized nations, cars are still the most important mode for transporting people [132].

Car rental agencies and carsharing systems are a way of renting a car for a short period of time. While traditional car rental agencies primarily serve customers who require a vehicle for some days or weeks, carsharing systems are attractive to customers who make only occasional...
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use of a car on demand. Usually, the term of lease is only for a short period.

Carsharing started in Europe, and the first carsharing system was a small cooperative called “Sefage” (Selbstfahrergemeinschaft) which started its services in Zurich in 1948 [141]. More than 20 years later, in the year 1973, a pendant to the white bikes was initiated in Amsterdam, the so-called “Witkars” [1] (white car). The “Witkars” were battery driven, and used the latest technologies of their time, in order to coordinate the trips of the users, giving access to the system, and to bill the users automatically [20]. The original system was running until 1986.

In 1987, two carsharing systems emerged in Switzerland “AutoTeilet-Genossenschaft” and “ShareCom”, which then fused to “Mobility Carsharing” in 1997. Nowadays, “Mobility Carsharing” is still running and one of the largest carsharing systems in Switzerland.

In North America, carsharing began in 1983, as a research program from Mobility Enterprise at the Purdue University in West Lafayette, Indiana [141]. This project ended in 1986. Also in the year 1983, a second project started its service under the name Short-Term Auto Rental (STAR) in San Francisco. The project was planned for three years, but had to stop before (in 1985) mainly due to financial issues. Despite many carsharing system failed in the past, nowadays, there are several carsharing systems up and running in all major North American cities, e.g., Communauto (founded 1994), ZipCar (2000), City CarShare (2001), or Car2Go (2008).

Since one can expect that the costs for buying and operating a vehicle (e.g., the increment of gas prices), increasing pollution, and the demand of parking places over the past years continues in the future (see Figure 0.3), more carsharing systems are likely to be installed in the future [139].

The advantages of installing a carsharing system in urban areas are manifold, for the users of the systems and for the communities. Frequent users of carsharing systems usually do not possess their own car. Therefore, installed carsharing systems in urban areas usually reduce the total number of cars in that area. According to [138], users of a carsharing system that do not possess a car, have a general reduction of the usage of cars by about 33 to 50 percent. Thus, a reduction in the possession of cars translates directly in reduction of the usage of cars in the areas where carsharing systems are installed. Hereby, the authors of [138] note that the impact is greater in Europe than it is in America. Carsharing contributes to sustainable transport and encourages their customers to use public transportation systems or other kinds of environmental friendly transportation. Nowadays, in about one thousand cities all over the world such services are already established [70].

In a carsharing system, a fleet of cars is distributed at specified stations in an urban area and customers can take a car at any time and at any station and return it at any time and at any station, provided that there is a car available at the start station and a free parking place at the destination station. If a customer books his demand sufficiently in advance, he has the guarantee/increases the chance that his request will be satisfied. For operating such a system in a satisfactory way, the stations have to keep a good ratio between the total number of places and the number of cars in each station, in order to refuse as few customer requests as possible. This leads to the problem of balancing the load of the stations, called Relocation Problem: an operator has to monitor the load situations of the stations and to decide when and how to move cars from “overfull” stations to “underfull” ones.

Balancing problems of this type occur for any car- or bikesharing system, but the scale of the instances, possibility and time delay for prebookings and the possibility to move one or more vehicles in balancing steps differ. In traditional carsharing systems, the Relocation Problem is usually solved by transferring drivers in a bus to the overfull stations. Afterwards each driver transfers one car to an underfull station. Due to the higher costs for the operators, returning

\[1\] An old video about the “Witkars” can be viewed in English at https://www.youtube.com/watch?v=E1trvud5y4v
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![Chart 1](image1.png)

(a) This image shows the world wide consumption for gasoline and diesel in kilotons.

![Chart 2](image2.png)

(b) This image shows the number of cars per 1000 people in selected regions. The data for the global statistics were only available until the year 2009.

Figure 0.3: These charts shows the world wide consumption of gasoline and diesel and the number of registered cars per 1000 people in selected regions of the world. The data sets used to plot these images are taken from [152].

A car to another station than from where the car has originally been taken, may lead to higher rental costs for the client.

This thesis is funded by the LabEx IMobS$^3$ (Innovative Mobility: Smart and Sustainable Solutions) where more than 300 researchers and engineers, and more than 150 PhD students and post-doctoral fellows work in 7 research laboratories on three main challenges:

(1) Intelligent vehicles and machines: the focus of this challenges is on the conception of ergonomic, safe and intelligent vehicles and machines (autonomous and partly autonomous driving, advanced driver assistance systems, agricultural robotics, ...).

(2) Services and systems for smart mobility: This challenge studies innovative systems for mobility and how they can be integrated into their economical and social environment. The study of the innovative systems also includes the development of new management system supporting an optimized control of fleets of vehicles within these innovative systems for mobility.

(3) Energy production processes for mobility: this challenge focuses on the development of design and optimization of an innovative and efficient processes for the production of biofuel, the storage of biofuel, and the life cycle analysis linked to the production and use of the new forms of energy.

A fleet of autonomous cars, developed by robot experts from the Institute Pascal within Challenge [1] is currently tested on the industrial campus of Michelin in Clermont-Ferrand, France. A tool for managing these vehicles is also developed within Challenge [2].

This thesis contributes to Challenge [2] by considering an innovative carsharing system, where the cars are partly autonomous, allowing to build wireless convoys of cars lead by a special vehicle, such that the whole convoy is moved by only one driver (cf. [71]). This setting is similar to bikesharing systems, where trucks can simultaneously move several bikes during the relocation process [13] [50].

Although, fully autonomous cars may become reality in the near future [75], considering semi-autonomous cars does not make this thesis obsolete. Firstly, there are still legal issues [75] [75] and concerns of the end users and society [39] [135] which must be overcome before fully autonomous
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cars populate the roads. Secondly, due to the mathematical similarities to bikesharing systems, this thesis also contributes to the problem of relocating bicycles.

Basically, there are two types of Relocation Problems: when the relocation process is performed during the night in order to prepare the system for the next day (static situation) and when the relocation process is performed during the working hours in order to react on the needs of the customers (dynamic situation).

When the carsharing system is prepared for the next day during the night, cars are transferred between the stations so that there are enough cars (resp. parking spaces) at the stations available at the morning for the customers. For that, usually statistical data are used to compute an appropriate initial state. In this static situation, a given time horizon, usually the time when the system is closed, has to be respected. The objective is usually to relocate the vehicles at minimal costs.

In the dynamic situation (also called online situation), customers come to the stations and take a vehicle and return it either at the same or any other station provided that there is a car and a parking place, respectively. In order to assure that a car and a parking space is available at the requested times, the customers can book a car in advance. The operator can decide to either accept these customer requests or to reject them. If a request is rejected, alternative times or stations may be suggested. However, if a customer request is accepted the operator must ensure that there is a car and a parking place available for that client. This might involve to relocate some cars before the arrival of the client, so that the request can be served. In this reactive scenario, algorithms usually cannot rely purely on statistical data. However, statistical data may help in designing algorithms that can handle situations with uncertainty, and also may help the algorithms for taking decisions.

The objective function depends on the goals of the operator of the carsharing system, e.g., to maximize the profit by minimizing the relocation of vehicles, although if that means that some requests are rejected, or the operator may focus on the quality of service by accepting and serving the maximal number of customer requests.

In this thesis, we consider several variations of the relocation problem, and provide some solutions strategies for each of the considered variations. Furthermore, we provide some theoretical results to support the provided solutions.
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During the last years, car- and bikesharing systems have gained popularity and an increasing number of cities all over the world establish(ed) new systems \[70\]. Thus, it is canonical that several aspects of bikesharing systems are discussed in the scientific community, e.g., establishing a new system and/or finding the best locations for new stations (see Section 1.1), the behavior of the customers within the system (see Section 1.2), or ensuring a running system and providing a quality of service by transferring vehicles between stations (see Section 1.3).

In general, the stations of a car- or bikesharing systems become imbalance over the time, making relocations necessary during the working hours. Since the customer behavior cannot always be predicted, algorithms must be capable of making good decisions under uncertainty. A mathematical framework for analyzing the performance of such algorithms is the online analysis (see Section 1.4).

1.1 Establishing New Systems

When a new carsharing or bikesharing system is established in an urban area, the planners have to think about the best locations of the stations. Besides the costs of establishing a station at a specific location, several other aspects have to be considered, such as the number of potential customers, the maximal possible number of free parking places at the station, the reachability of the location for the customers, the distance between two stations or the distance to other means of public transport \[117, 161\]. This problem is usually dealt by considering the so-called hub problem.

An approach to solve this problem is given in \[117\], where the authors focus on the question of designing a new bikesharing system. Hereby, the authors focus on the costs for constructing the system, as well as providing a high quality service for the customers. An exact optimization problem (as an integer linear program) and a greedy heuristic in order to solve the so-called hub problem is given in the paper.

In order to identify important key nodes, it is important to analyze a given system for the hierarchical structure of the stations. This is done in \[162\], where hubs and their connecting roads are categorized into different hierarchical levels: region, area, and local. Furthermore, the transit routes between these hierarchical levels are categorized as well. In order to solve this problem, the authors model the problem with a non-linear program, which they reformulate and linearize afterwards.

The attraction of certain stations for customers is modeled and computed in \[161\], where the authors propose a two-phase optimization approach in order to solve a transit hub location...
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problem. Unlike many other papers, the authors not only select hub locations from a given set of possible hub locations, but determine candidate nodes in an urban environment in the first phase. Hereby, a passenger attraction is computed for each node which is defined as a product of accessibility (an index which indicates the convenience level for customers to access the node) and of connectivity (an index for the convenience level for customers to arrive at main destinations, e.g., other transport hubs, their work place, places of interest). The authors note that candidate nodes must have both features: a good accessibility and a good connectivity. If a node does not have either a good accessibility or it does not have a good connectivity, it is usually not suitable as a candidate. The second phase of their algorithm deals with the optimization of the distribution of the transit hubs. Hereby, three objects are taken into account: the largest served population, a minimum amount of overlapped served population among the hubs and minimizing the costs for constructing these hubs. The applicability of their two-phase approach is demonstrated in a case study on the transit data of Dalian city, China.

1.2 Customer Behavior

Studying the behavior of the customers of a car- or bikesharing system does not only help the providers of a system to improve their service, but can also help in finding domain specific algorithms. Furthermore, the studies of the behaviors of the customers also help to create realistic test data. With the help of such realistic scenarios, it is easier to test and construct algorithms which can be applied in practice. To achieve this goal, the behavior of the users of the systems has been analyzed under different aspects, e.g., gender studies [124], the motivation of people to use a bikesharing system [29], diffusion theory to find new trends and the social impact of the system [129] and the benefits for cities, environment and the society [138, 141], or the dynamic analysis of the vehicles [29, 30, 73, 125].

Besides general studies about bikesharing system, the larger bikesharing systems, such as Paris [73, 125] or Lyon [29, 30], gained a lot of interest. However, not only specific systems of a city are analyzed, but also differences between the systems of different continents are analyzed, e.g., Europe and North America [129]. The authors provide us with useful data, such as the current and future number of bicycles in several selected systems. Due to rising fuel prices, public health concerns or climate-change considerations, the authors claim that in the future more systems will be installed, and bikesharing system will receive more attraction.

In [30] the authors study Lyon’s bikesharing system Vélo’v. Hereby, the authors separately analyze week-days and the week-ends. The paper gives useful information on the number of rides, i.e., how many bicycles are rented per hour. Furthermore, they provide maps where the usage of stations and the number of trips between two stations are shown. The nodes of the graph are grouped into clusters. The clusters of a graph are computed with the Louvain algorithm (e.g., see [80]). Firstly, they are grouped based on the number of bicycles they exchange. Although, grouping nodes into clusters is not taking any geographical information into account, the computed clusters are also grouped on a geographical basis. This approach could be used for clustering and solving the problem on a cluster, see also [137]. In Lyon, comparing the clusters created from snapshots in the morning and in the afternoon of week-days, shows that most of the clusters remain unchanged. Due to a hill, two groups are visible only in the morning. The authors state that more than 90% of the nodes not within these two groups did not change their community. Secondly, the nodes are grouped based on usage patterns taking dynamic behavior into account. Considering the usage patterns, the nodes in a community are no longer grouped considering their geographical positions. However, the dynamic grouping seems to be more of an interest for social studies.
Another paper which also considers Lyon's bikesharing system Vélo’v is [29]. The authors apply techniques from signal processing. Hereby, they consider data collected over two years, namely from May 2005 to the end of 2007. According to the authors, in these two years, there were more than 13 million trips. The collected data not only contains the start and end stations and times of the bikes, but also the duration and lengths of the trips. In the paper, the authors give figures to the following topics: number of rented vehicles, rental duration, lengths of the trips, average speed of the cyclists and computed clusters. Furthermore, the authors give a formula that forecasts the number of rentals in a selected period. Finally, the authors state that their observations are made within other bikesharing systems.

In [138], the authors consider carsharing systems in general, as well as some specific services, in Europe, America and Asia. Besides a historical overview of carsharing systems in these continents, the authors consider the user characteristics (e.g., the average age of the customers, their education level, and gender), and the market potential, as well as the benefits of carsharing systems on the environment and the society. Furthermore, the economic benefits for the users of the services are highlighted.

1.3 Routing and Balancing Problems

Balancing the system over time or during the night, so that the appropriate number of cars and free parking places are available to the users, is one of the major costs. These or similar kinds of optimization problems appear in several other fields, e.g., pizza delivery services (traveling salesperson problem or vehicle routing problem), delivering goods to supermarkets (pickup and delivery problem), paratransit or taxi services (dial-a-ride problem). Thus, it is not astonishing that the problem of balancing car and bikesharing systems has gained a lot of interest.

Routing and balancing problems can be modeled within the framework of metric task systems. A metric task system is a tuple $(M, T, z)$, where $M = (V, d)$ is a metric space, $T$ is a set of tasks $\tau$ and $z$ is the initial system state. The aim is to serve all tasks, starting from the given initial state.

Balancing algorithms usually include finding shortest paths in the network. This can be done by finding a shortest path in graphs [66], a quickest path in transportation networks [143], or sometimes even by solving the traveling salesperson problem [128].

The shortest path problem in graphs is to find a shortest path in a given weighted graph between two given nodes. Hereby, the graph can be directed or undirected. The weights on the edges usually reflect the traveling times. The most famous algorithm for solving this kind of problem is Dijkstra’s algorithm [66] from the year 1956. Since then, Dijkstra’s algorithm has been improved and/or generalized, e.g., by using hierarchies [15], the $A^*$-algorithm [59, 107], or the Bellman-Ford-Moore’s algorithm [17, 79, 123].

A well studied basic problem is the traveling salesperson problem (also called traveling salesman problem) [45, 56, 58, 84], where a salesperson has to visit a set of cities, visiting each city exactly once, and then return to its starting city. The traveling salesperson problem has as input a metric space $M$ (usually induced by a complete weighted graph $G$) and the initial system state $z$ indicating the initial position of the driver. This induces the set of tasks $T$ containing for each point $v \in M$ a task to visit $v$ and, thus, giving the metric task system $(M, T, z)$. The objective is to find the shortest tour serving all tasks (i.e., visiting all cities).

---

1In this thesis we mainly focus on three metric spaces: intervals of the real line, the uniform metric space and metric spaces induced by weighted graphs where $d$ is induced by the shortest paths distances. The metric space $M = (V, d)$ induced by an interval $[a, b]$ of the real line is denoted by $[a, b]$ and the distance function is $d(v, v') = |v' - v|$. The uniform metric space is a metric space where the distance between two points is always equal to 1. A uniform metric space with $n$ points is denoted by $U(n)$. 

---
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The traveling salesperson problem is a well known \textit{NP}-hard problem \cite{128}. Thus, several heuristics \cite{91}, meta-heuristics \cite{5, 102} and approximation algorithms \cite{7, 37, 87, 90} have been applied in order to solve the problem within a reasonable time.

The nearest neighbor algorithm is one example for a heuristic to solve the traveling salesperson problem which starts in a random city. Afterwards, it selects the nearest not yet visited city as the next city to visit. This process is repeated until all cities are visited.

The nearest neighbor algorithm can easily be implemented and quickly computes a tour, but usually not the optimal solution. Indeed, under certain conditions, the algorithm nearest neighbor may return the worst possible tour \cite{10}, i.e., a tour with a maximal tour length.

Probably the most famous approximation algorithm for solving the traveling salesperson problem is the Christofides algorithm \cite{25, 45}. It takes as input a complete weighted graph $G = (V,E,w)$ containing the nodes (cities) to be visited. The output of the Christofides algorithm is a tour visiting all nodes in $V$. Hereby, the computed tour is within $3/2$ of the optimum \cite{45}.

The algorithm is performed in three steps:

(i) construct a minimum spanning tree $T$ in $G$,

(ii) compute a perfect matching $M$ over the complete subgraph of $G$ containing all nodes from $T$ with odd degree,

(iii) combine the edges from $T$ and $M$, and search an Eulerian circuit in this graph.

The tour can be improved by “shortcutting” which removes repeated nodes from the tours.

This algorithm emerged some other similar approximation algorithms (see, e.g., \cite{37, 60}). These variants usually do not compute a minimum spanning tree but other types of trees. Although, the worst-case analysis of these modifications is larger than $3/2$, they tend to show better results in practice.

On a computed tour, the tour is most often improved by the heuristic k-opt \cite{95}. Hereby, k edges from a tour are removed and the resulting fragments are reassembled so that the resulting tour is (hopefully) shorter. This procedure can be repeated arbitrarily often. In practice, 2- and 3-opt are commonly used.

The k-opt algorithm gives also the basis for local search algorithms like simulated annealing \cite{106, 119} or tabu search \cite{114, 121, 122}. Both meta-heuristics have in common that they may accept solutions with a larger tour length than the current solution. The idea behind this is to prevent that the algorithms keeps searching for better tours only within the neighborhood of a local optimum which can be far away from the global optimum.

Besides a tour visiting all cities, a temperature is given as input for the algorithm simulated annealing. Starting from the given tour, simulated annealing searches in a local neighbor of this tour for another tour. Hereby, the newly constructed tour $\Gamma$ (e.g., by k-opt) is accepted if either $\Gamma$ is shorter than the previous tour or with a certain probability depending on the current temperature. At the end of each iteration, the temperature decreases, and the algorithm stops when the temperature is below a certain threshold.

Tabu search is a meta-heuristic similar to simulated annealing. However, instead of a temperature, the algorithm has a tabu list of “tabu” optimization steps (e.g., if k-opt is used then the edges removed from the tour can be stored in this list). The number of elements in the tabu list is limited by a given natural number $\kappa$; if more than $\kappa$ elements are added to the list then the oldest elements are removed. A new tour $\Gamma$ is accepted only if $\Gamma$ can be reached from the current tour without using any of the “tabu” optimization steps. This (hopefully) prevents the algorithm to visit solutions which have already been visited.

A well-known problem that generalizes the traveling salesperson problem is the vehicle routing problem, where customers have to be served with a fleet of vehicles. Thus, this problem can be
understood as a traveling salesperson problem with several salespersons. The input of the vehicle routing problem \((G, v_D, k)\) is a weighted graph \(G\), a depot \(v_D\) and the number of drivers \(k\). This induces the metric task system \((M, \mathcal{T}, z)\) where \(M\) is induced by \(G\), \(\mathcal{T}\) contains the task for visiting each node in \(G\), and the initial state \(z\) indicating the depot. The aim is to find \(k\) tours (a transportation schedule with \(k\) drivers) serving all tasks in \(\mathcal{T}\) with a minimal total tour length.

The problem has originally been proposed by Dantzig and Ramser in [57], where the authors modeled a fleet of gasoline delivery trucks that serve numerous gas stations. Since then, several variations of the vehicle routing problem have been studied, e.g., vehicle routing problems with time windows [115], capacitated vehicle routing problems [163], using a heterogeneous or homogeneous fleet of vehicles. Exact approaches for the vehicle routing problem and their variations are usually based on integer linear programings [46, 49, 65, 77, 82]. Typical applied meta-heuristics range from tabu search [83, 85, 115, 149], simulated annealing [149] and genetic algorithms [53, 150].

Genetic algorithms initialize a set of \(K\) transportation schedules (also called the population). Afterwards, they select the best \(K' < K\) transportation schedules w.r.t. the total tour length. With these \(K'\) the set is repopulated, e.g., by selecting two parents (transportation schedules) and recombine these two schedules to produce an offspring (a new transportation schedule). Finally, the offspring is randomly modified (mutation) with a low probability. This procedure is repeated a given number of times.

The vehicle routing problem is generalized by the dial-a-ride problem. In the dial-a-ride problem a fleet of servers transfer persons between given origin and destination locations. Hereby, different objective functions are considered, e.g., to minimize the costs of transferring the persons, minimizing the waiting or travel time for the persons. A dial-a-ride problem typically occurs for every taxi company, the transportation of elderly or handicapped people. A similar problem is the pickup-and-delivery problem, where goods instead of persons are transferred. This usually leads to some other focuses than in a dial-a-ride problem, since waiting or travel times are usually not as important for goods as they are for people. In the dial-a-ride or pickup-and-delivery problem, the induced tasks indicate the pickup and drop stations of the clients (or goods).

Variations of the dial-a-ride problem [52, 63] include the dial-a-ride problem with time windows [62, 74, 97, 160], capacitated dial-a-ride problems [53], using a heterogeneous [153] or homogeneous fleets [99] of transport vehicles.

Besides tabu search [35, 55], and genetic algorithms [22, 41], also insertion techniques [61, 63] are applied to the dial-a-ride problem. An insertion algorithm initializes all tours for the drivers by the empty tours, and then, in each iteration, it tries to find a good position within a tour to insert and serve the requested transfers. Hereby, capacity and time-window constrains are respected.

In our carsharing system, vehicles have to be transferred between stations, in order to ensure that there is a vehicle available for the customers at their requested pickup station and a parking space at their requested drop station. This induces tasks which indicate the number of cars to be picked up from (resp. dropped at) the stations. Hereby, the tasks to transfer vehicles between the stations are not directly given by customers but are indirectly implied by the customer behavior and their actions as well as the relocation process. Hereby, we consider several objective functions, minimizing the transfer costs, maximizing the gained profit, minimizing the number of rejected customers and maximizing the number of accepted customer requests.

In bikesharing systems, the relocation process is usually done over night time when the system is closed or only few customers change the system [43]. Hereby, the system is prepared for the next day to satisfy the users demands. The online or dynamic counter part, is when the relocation process is performed during the working hours of the system [50].

The relocation problem is often encoded by integer linear programs [50]. Other approaches
use Petri nets to model the system \cite{113}, where also a new kind of arcs is introduced. However, since the problem is $\mathcal{NP}$-hard \cite{19}, it is not surprising that heuristics and meta-heuristics have been applied to the relocation problem \cite{111,112,126,131}.

Due to the large number of stations in a bikesharing systems, “clustering” stations (see, e.g., \cite{80,88,114}) and solving the relocation problem on these smaller “clusters” can lead to good results, while keeping the computation time low. In the clustering problem nodes are grouped in such a way that nodes within a group are more similar to each other than nodes from another group. In the context of a car- or bikesharing system the stations can be grouped, e.g., by their geographical positions \cite{137}, by their usage patterns \cite{81}, or by the distances to certain places of interest such as subway stations, parks, or other leisure, business or residential areas \cite{73}.

A cluster-first route-second approach is presented in \cite{137}. The authors describe an algorithm for clustering the bikesharing system and solving the rebalancing problem on these clusters. The problem of finding clusters is solved by searching maximum spanning stars in the network. In each of the clusters, there is one driver responsible for the relocation process.

Another idea is to encourage the customers to take or return vehicles at certain stations to reduce the imbalances without the need of drivers \cite{44}. This is done by a pricing strategy where customer pay less or gain free minutes for the usage of the system when a vehicle is taken from or returned to a certain station.

The contrary idea, to encourage customers to cause even more imbalances at certain stations, may be unintuitive at the first glance. However, the idea is to produce only a few highly imbalanced stations which can then be handled with just a few short tours \cite{92}. Since there are less stations where the drivers have to stop, in practice, the total time for the drivers may be reduced as well. Furthermore, due to the reduction of imbalanced stations, the computation times for calculating the tours can be decreased.

### 1.4 Online Optimization

In real world applications, the input data for an algorithm is not usually not complete in the sense that interactions in the future with the system are unknown. This means that the input data is revealed to an algorithm over time. Online optimization provides a theoretical framework for studying interactions with a system, and helps analyzing solution strategies which make decisions before the complete data is available. A solution strategy or algorithm dealing with data arriving over time is called online strategy/algorithm.

The arrival of the input data over time is most commonly modeled by the “sequence model” and the “time-stamp model”, which differ in the way how the information becomes available to the online algorithm. In both cases, the online algorithm $\text{ALG}$ is confronted with a finite sequence of requests $R = r_1, r_2, \ldots, r_\lambda$, and $\text{ALG}$ has to serve these requests according to certain rules. Serving requests usually induce costs (or profits) and the overall goal is to minimize the costs (resp. maximize the profits).

In the sequence model the requests must be served in the order of their occurrence. This means that while $\text{ALG}$ serves a request $r_i$, it does not have any knowledge about any of the successive requests $r_j$ with $j > i$. As soon as the request $r_i$ is served, the next request $r_{i+1}$ is released, i.e., becomes visible to the online algorithm. Note that decisions cannot be revoked in the sequence model.

In the time-stamp model the requests are not released one after the other, but over time at their release date: a request $r$ is released at time $t_{\text{rel}}(r) \geq 0$. This implies that $\text{ALG}$ cannot serve $r$ before time $t_{\text{rel}}(r)$. The online algorithm $\text{ALG}$ has to determine its behavior at a certain moment $t$ in time based on the requests released up to time $t$. Hereby, $\text{ALG}$ is allowed to wait and
to revoke decisions (as long as they have not yet been executed or communicated to customers as (fixed) appointments).

Due to the lack of information, it is generally impossible to give an exact solution. Furthermore, requests must usually be processed immediately or within a short time horizon. Thus, online algorithms are typically heuristics.

While the general algorithmic scheme for the sequence model is relatively easy by serving each newly released request with a certain RULE\textsubscript{serve} (see Algorithm 1), online algorithms for the time-stamp model are usually more complex (see Algorithm 2). Hereby, (possibly) several requests are selected due to a certain RULE\textsubscript{sel} to be served according to a certain RULE\textsubscript{serve}.

### Algorithm 1 Algorithmic Scheme for the Sequence Model

**Input:** a sequence of requests $R$

**Output:** costs for serving all requests in $R$

1. for request $r \in R$ do
2.  serve $r$ according to a RULE\textsubscript{serve}
3.  update costs
4. return total costs

### Algorithm 2 Algorithmic Scheme for the Time-Stamp Model

**Input:** a sequence of requests $R$

**Output:** costs for serving all requests in $R$

1. Initialize list $\sigma$ of released but unserved requests
2. while $\sigma \neq \emptyset$ do
3.  select one or several request(s) according to RULE\textsubscript{sel}
4.  serve selected request(s) according to a RULE\textsubscript{serve}
5.  update costs
6. return total costs

Besides deterministic online algorithms, there are also randomized online algorithm ALG, which may produce different solutions when applied several times on the same input sequence. Hereby, RULE\textsubscript{serve} as well as RULE\textsubscript{sel} can be randomized.

### 1.4.1 Online Problems

Online optimization can be at least traced back to a paper from Sleator and Tarjan [144] from the year 1984, in which the authors analyzed the “list update problem”. In the list update problem the requests correspond to accessing items in a given list, and accessing an item induces costs proportional to the distance of the head of the list. An online algorithm has to reorder the list so that the total costs are minimized. Hereby, the online algorithm can reorder the list at any time but incurs in additional costs. In [144] the authors proposed the online algorithm “move-to-front” where an accessed item is always moved to the head without changing the order of the other items of the list.

Since then, their analysis techniques have been applied to several online problems, including several transportation problems. A widely analyzed online problem is the so-called “$k$-server problem” (see, e.g., [11, 13, 47, 48, 51, 55, 64, 108, 120]). An instance of the $k$-server problem consists a metric space $(X, d)$ and a sequence $R$ of request, where a request $\sigma_j = (x, t)$ consists of a point $x \in X$ to visit and its release time $t$. The requests are released by the rules of the
sequence model and an online algorithm has to compute \( k \) tours, such that all requests are served. The goal is to minimize the total path length.

The “online traveling salesperson problem” (see, e.g., [26, 98]) is similar to the \( k \)-server problem where instead of the sequence model the time-stamp model is used. Hereby, an online algorithm has to compute a tour for one server visiting all requested points of a metric space \((X,d)\). The server starts and ends in the depot, which is represented by a special point in \( X \). In the online traveling salesperson problem, the goal is to minimize the total traveling time, i.e., the time when the server finished serving all requests and returned to the depot.

Obviously, the online version of the traveling salesperson problem differs from the classical offline problem where every city (point in a metric space) has to be visited exactly once. In the online version, some cities may not be visited at all or a city may be requested to be visited several times.

The “online \( k \) dial-a-ride problem” (see, e.g., [8, 21, 28, 54, 76, 159]) is a natural generalization of the classical \( k \) dial-a-ride problem. In the online \( k \)-dial-a-ride problem, \( k \) server move in a metric space where they process over time released transportation requests, from an origin to a destination. Obviously, the online \( k \)-dial-a-ride problem generalizes the \( k \)-server problem, where the origin and the destination of a transportation request are equal.

### 1.4.2 Online Strategies

There is a large variety of online strategies and online algorithms to solve the different problems. In this section, we present some common online strategies but also some uncommon ones. Most of these strategies can easily modified and applied on very different kind of problems.

The first algorithm we consider is the so-called first-come first-serve algorithm FcFs (see Algorithm 3). The basic idea of FcFs is to serve that requests first which waits for the longest time. In the context of a carsharing system this means that the customers are served in the order in that they arrive at the stations. Since no one is favored nor unfavored by FcFs, this algorithm can be considered to be “fair” to the requests and, thus, fair to the customers.

Algorithm 3 FcFs strategy

<table>
<thead>
<tr>
<th>Input:</th>
<th>a sequence of released requests ( R )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output:</td>
<td>tours for the servers with minimal costs</td>
</tr>
</tbody>
</table>

1. while not all requests have been served do
2. select request \( r \) that “waits” longest
3. compute a tour for a server to serve \( r \)
4. return computed tours

A similar algorithm is the online algorithm “earliest start time” EST (see Algorithm 4). Hereby, the requests are served in the order when the customers want their request to be served (e.g., the time when a customer picks up a car) and not in the order when they announce/release the request.

**Example 1.1.** In order to illustrate the difference between FcFs and EST we consider the following online problem: customers of a carsharing system are allowed to book cars to pick them up at a station \( v \) and return the car to another station \( v' \). Hereby, the customers are allowed to specify the pickup time \( t_v \) as well as the drop time \( t_{v'} \), inducing a time-window in which a car has to be brought to \( v \), resp. in which a parking space has to be available at \( v' \). A request is given by a tuple \((t, v, t_v, v', t_{v'})\), where \( t \) is the time when the customer books the cars. Cars can be transferred by drivers (playing the role as the servers) between the stations. When
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the customer cannot pickup a car or cannot return it, then the request must be rejected. The objective is to minimize the number of rejected requests.

Let the carsharing system contain station a station on each integer point of the real line $\mathbb{R}$. Furthermore, we assume that there is one driver and one car in the system, both located in station 0 (the origin) at time 0.

Let us the following two requests be released: $r_1 = (1, 4, 8, 5, 11)$ and $r_2 = (3, 1, 6, 3, 15)$. While FCFS first serves $r_1$, the algorithm EST starts by serving $r_2$ since the pickup up time of the customer is 6, while for $r_1$ it is 8 (and, thus, $r_2$ is the most urgent released request).

\begin{algorithm}
\caption{EST strategy}
\begin{algorithmic}
\Input{a sequence of released requests $R$}
\Output{tours for the servers with minimal costs}
\While{not all requests have been served}
\State select request $r$ which is most urgent
\State compute a tour for a server to serve $r$
\EndWhile
\State \Return computed tours
\end{algorithmic}
\end{algorithm}

The algorithm RePlan (see Algorithm 5) is less “fair” to the customers. Every time a new request is released, RePlan recomputes tours based on the current situation. Afterwards, RePlan recomputes the tours. Note that the computation of the new tours highly depends on the objective function of the considered online problem. Servers who are not serving any request either wait at their current position or return to the depot (depends on the considered online problem).

\begin{algorithm}
\caption{RePlan strategy}
\begin{algorithmic}
\Input{a sequence of released requests $R$}
\Output{tours for the servers with minimal costs}
\If{new request $r$ is released}
\State compute new tours based on $R \cup \{r\}$
\State servers not needed to serve any request wait at their current position (or return to a depot)
\EndIf
\State \Return computed tours
\end{algorithmic}
\end{algorithm}

The Ignore strategy basically ignores all newly released requests and computes a new tour not before a current tour is fully performed. The idea behind this algorithm is to avoid a problem that sometimes occurs in the online algorithm RePlan where drivers may repeatedly change their direction in order to serve newly released requests.

The next online algorithm does not work for every online problem. However, in can be applied in some special cases of the relocation problems. The online algorithm “accept if possible” accepts a request if no server needs to be moved, otherwise the request is rejected. Also one may be tempted to say that the online algorithm AIP is not of any practical use. Especially in bikesharing systems, where users do not book their bike in advance (i.e., when the release time is equal to the pickup time), the online algorithm AIP is one of the most used online algorithm in practice. Hereby, customers arriving at a station take a vehicle if one is available, or search another station if there is none.

The first randomized online algorithm we present in this chapter is a pathological example, the algorithm RandomWalk (see Algorithm 8). The drivers move randomly in the system.
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Algorithm 6 Ignore strategy

**Input:** a sequence of released requests \( R \)

**Output:** tours for the servers with minimal costs

1. **when** new request \( r \) is released **then**
2. add \( r \) to a sequence \( \sigma \) of requests \( 
\quad \triangleright \text{ignore the new request} \)
3. **when** a tour is fully performed **then**
4. compute a new tour based on \( \sigma \)
5. set \( \sigma \leftarrow \emptyset \)
6. **return** computed tours

Algorithm 7 AIP algorithm (accept if possible)

**Input:** a sequence of released requests \( R \)

**Output:** (empty) tours for the servers with minimal costs

1. **when** new request \( r \) is released **then**
2. accept \( r \) if no server needs to be moved
3. otherwise reject \( r \)
4. **return** computed (empty) tours

Whenever a new request is released, new tours are computed, taking the current positions of the drivers and the current system state into account. Thus, one can see that the basic optimization step of this randomized online algorithm is similar to RePLAN. However, in contrast to RePLAN, when RANDOMWALK is applied, the drivers generally neither wait at their current position nor return to a depot.

Obviously, due to the immense costs induced by randomly moving through the system, this algorithm is rarely applied in practice. However, from a theoretical point of view, the online algorithm RANDOMWALK sometimes outperforms any deterministic online algorithm, which is the reason why it is stated here.

Algorithm 8 RANDOMWALK strategy

**Input:** a sequence of released requests \( R \)

**Output:** tours for the servers with minimal costs

1. if \( R \) is empty, compute random tours for the servers
2. **when** new request \( r \) is released **then**
3. compute new tours based on \( R \cup \{r\} \)
4. compute random tours for the idle servers
5. **return** computed tours

The final online algorithm we mention in this section is a randomized version of the deterministic online algorithm RePLAN, the randomized online algorithm RANDOMRePLAN. Hereby, the basic behavior is as RePLAN, but whenever the algorithm has to decide between either serving (first) the request \( r_i \) or \( r_j \), then it randomly selects one of them (RePLAN chooses the one with the lower index). Depending on the algorithm to compute a solution for an optimal transportation schedule, such conflicts may be randomly solved by the used solver. Thus, in practice, the randomized online algorithm RANDOMRePLAN may be used instead of the deterministic online algorithm RePLAN.

Finally, note that one can make online algorithms from the strategies of this section by giving
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1.4.3 Online Analysis

We next discuss the evaluation of the applied solution strategies. In this thesis, we apply two different methods of online analysis, the “competitive analysis” and the “max/max ratio”. Both methods are explained in detail in this section.

The most common method is the so-called competitive analysis, which has been introduced by Sleator and Tarjan in [144]. Hereby, an adversary releases a sequence \( R \) of requests which have to be served by the online algorithm. Therefore, the competitive analysis can be viewed as a request answer game: the adversary \( \text{ADV} \) generates “requests” and the online algorithm \( \text{ALG} \) has to “answer” them. The costs \( \text{ALG}(R) \) induced by the online algorithm for serving the requests in \( R \) is then compared against the costs \( \text{ADV}(R) \) induced by the adversary (which knows the entire input sequence in advance) for serving \( R \). Then, a deterministic online algorithm \( \text{ALG} \) is said to be \( c \)-competitive against \( \text{ADV} \) (for a minimization problem), if for every sequence \( R \) of requests

\[
\text{ALG}(R) \leq c \cdot \text{ADV}(R)
\]

holds. The infimum over all \( c \) so that \( \text{ALG} \) is \( c \)-competitive is the competitive ratio. Note that measure the worst-case performance with the competitive analysis.

The competitive ratio for a randomized online algorithm \( \text{ALG} \) is defined analogously, (cf. [109]) where we exhibit a probability distribution over the input sequences such that

\[
\mathbb{E}[\text{ALG}(R)] \leq c \cdot \mathbb{E}[\text{ADV}(R)]
\]

holds for any deterministic algorithm, where the expectation is taken with respect to the constructed probability distribution, and where \( \mathbb{E}(\text{ALG}(R)) \) is the expected value of a randomized online algorithm \( \text{ALG} \) over the input sequence \( R \), and \( \mathbb{E}(\text{ADV}(R)) \) is the expected value of \( \text{ADV} \) over \( R \).

In order to prove the non-competitiveness of randomized online algorithms it is useful to apply Yao’s Principle (see Theorem 1.2, cf. [31, 32, 109]) which gives a lower bound for randomized online algorithms. From Yao’s Principle one can conclude that there does not exist a randomized competitive online algorithm if for some input distribution there is no deterministic competitive online algorithms.

**Theorem 1.2 (Yao’s Principle).** Let \( Y \) be a probability distribution over the set \( \{\text{ALG}_y : y \in Y\} \) of deterministic online algorithms for an online minimization problem. If \( X \) is a probability distribution of the set \( \{R_x : x \in X\} \) of input sequences and \( c \geq 1 \) is a real number such that

\[
\inf_{y \in Y} \mathbb{E}_X[\text{ALG}_y(R_x)] \geq c \mathbb{E}_X[\text{OPT}(R_x)]
\]

then \( c \) is a lower bound on the competitive ratio of any randomized algorithm against an oblivious adversary.

Randomized online algorithms may achieve poor results in practice due to their randomness. Therefore, a simulation of the algorithm’s behavior on some realistic test instances is typically used to decide which algorithm performs better. Under certain circumstances, randomized online algorithms theoretically outperform deterministic online algorithms, i.e., against certain adversaries, randomizing an algorithm may result in a better competitive ratio. However, some
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adversaries (e.g., the adaptive offline adversary\(^2\)) also know the outcome of the random decision of the random decision process and, thus, can react to it.

In the following, we define the adversaries used within this thesis.

An oblivious adversary knows the complete behavior of an online algorithm ALG and chooses a worst-case sequence for ALG as well as the profits for serving the requests. He is allowed to move drivers towards yet unreleased customer requests, but must not serve any customer request before it is released, i.e., before its release time. The oblivious adversary does not know the outcome of a random results of an online algorithm.

In this thesis, we “weaken” the adversary in two different ways: by limiting the set of requests the adversary can choose from and by limiting the set of algorithms with which the adversary can solve the offline problem.

The non-abusive adversary (see, e.g., [110]) is limited by the algorithms he can choose from. He knows the complete behavior of ALG and can choose a worst case sequence but he is only allowed to move the servers into a direction of a not yet served request.

In the next example we illustrate the difference between the two adversaries.

Example 1.3. Let us consider the carsharing system from Example 1.1 with the request \( r = (1, 1, 1, 0, 3) \). In order to serve \( r \), the car has to be moved from 0 to 1 before time 1.

Since the oblivious adversary \( \text{ADV}_{\text{obl}} \) knows the customer request \( r \) before it is released, it can start transferring the car to 1 at time 0. Therefore, \( \text{ADV}_{\text{obl}} \) serves the request (see Figure 1.1).

\[ \text{Figure 1.1: This figure illustrates the behavior of the oblivious adversary in contrast to a non-abusive adversary. At time 0 a driver and a car are positioned in 0 (Figure 1.1a). A customer request } r = (1, 1, 1, 0, 3) \text{ is released at time 1 which can only be served when the driver starts transferring the car at time 0 to position 1. Since the oblivious adversary knows the complete sequence of customer requests, he can transfer the car to 1 at time 0 (Figure 1.1b), serving the request (Figure 1.1c).} \]

The non-abusive adversary also knows \( r \) before it is released. However, he is not allowed to move the driver towards 1 until \( r \) is released. Thus, \( \text{ADV}_{\text{non}} \) must reject the request. \( \diamond \)

\(^2\)The adaptive offline adversary \( \text{ADV} \) knows (like the oblivious adversary) the behavior of an online algorithm ALG and \( \text{ADV} \) also knows the outcomes of any randomized number generated. He is allowed to move drivers towards yet unreleased customer requests, but must not serve any customer request before it is released, i.e., before its release time. Since this adversary knows the outcome of any randomly generated number, randomized online algorithms obviously do not help against an adaptive offline adversary.
Since the non-abusive adversary can only move towards released but not yet served request, he might not be able to serve all requests that can be served by an oblivious adversary (or he may serve them much later). If on the other hand, it is better to keep a server in a station, the oblivious adversary is also free to do so. Thus, it is easy to see that the non-abusive adversary is “weaker” than the oblivious adversary, and we can formulate the following theorem.

**Theorem 1.4.** *If an online algorithm $ALG$ is competitive against the oblivious adversary, then $ALG$ is also competitive against the non-abusive adversary.*

Besides the oblivious and non-abusive adversary, we consider the “$\delta$-adversary”, which has a limited set of requests to choose from. A $\delta$-$\epsilon$-adversary is an adversary which chooses only sequences, where the release time of each request is at least $\delta$ and at most $\epsilon$ time units before it must be served. The requests released by this adversary are called $\delta$-$\epsilon$-requests. If $\epsilon$ is allowed to be infinity, then we simply write $\delta$-adversary (resp. $\delta$-request) instead of $\delta$-$\infty$-adversary (resp. $\delta$-$\infty$-request). This adversary corresponds to customers booking their requests in advance, and gives the online adversary a kind of lookahead.

**Example 1.5.** Let us consider the online problem from Example 1.1. Then, a 5-10-adversary is allowed to release the request $(1, v, 8, v', 27)$ but he can neither release the request $(1, v, 1, v', 3)$ nor $(1, v, 20, v', 27)$.

While the $\delta$-$\epsilon$-adversary $ADV_{\delta\epsilon}$ is obviously weaker than the oblivious adversary $ADV_{obl}$, i.e., if an online algorithm is competitive against $ADV_{obl}$ then it is also competitive against $ADV_{\delta\epsilon}$, the relation between the $\delta$-$\epsilon$-adversary and the non-abusive are unknown.

Finally, we consider the so-called “direct adversary” is an oblivious adversary, which has also only a limited set of requests to choose from. This adversary can be considered in situations where the requests occupy a resource for a certain amount of time, e.g., when customers rent a car for several time units. The direct adversary can only choose from sequences where the resource is not occupied longer than needed. A request released by the direct adversary is called a direct request.

**Example 1.6.** In the context of the carsharing system from Example 1.1, a direct adversary corresponds to customers who are directly heading towards the requested drop station without making a detour. For example, a direct adversary can release the request $(1, 1, 1, 0, 2)$ but he is not allowed to release the request $(1, 1, 1, 0, 3)$.

The relation between the non-abusive, the direct and the $\delta$-$\epsilon$-adversary, i.e., which adversary is the weakest, is currently unknown to the best of our knowledge. However, it is obvious that the direct adversary is weaker than the oblivious adversary. In this thesis, we mainly consider a combination of the three weaker adversaries.

A downside of the competitive analysis is that some (intuitive) improvements of some algorithms do not necessarily lead to a better competitive ratio (e.g., [1, 2]). A famous example is that online algorithms with a finite lookahead usually do not have a better competitive ratio than their counterparts with no lookahead at all. In [18], Ben-David and Borodin developed the so-called “max/max-ratio” to overcome this counter intuitive problem. Hereby, the authors could give a finer comparison of some online algorithms which have the same competitive ratio.

The basic idea of the max/max-ratio comes from the classical definition of amortized complexity. Hereby, the max/max ratio compares the worst case performance of the optimal offline solution and the worst case performance of the online algorithm.

---

3An online algorithm with lookahead does not only know the currently released requests, but has also some knowledge about some future requests.
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While the competitive analysis compares the performances of both algorithms on the same sequences, the max/max ratio evaluates the performance (in general) on different sequences both having the same length. This avoids the problem that the competitive analysis already leads to bad competitive ratios when there exists only a single bad sequence for the online algorithm.

Let $\text{ALG}$ be an online algorithm with costs $\text{ALG}(\sigma)$ on the input sequence $\sigma$. Let

$$M_\lambda(\text{ALG}) := \max_{|\sigma| = \lambda} \frac{\text{ALG}(\sigma)}{\lambda},$$

then the amortized costs $M(\text{ALG})$ are defined as

$$M(\text{ALG}) := \limsup_{\lambda \to \infty} M_\lambda(\text{ALG}).$$

The max/max ratio $w_M(\text{ALG})$ of $\text{ALG}$ is then defined as

$$w_M(\text{ALG}) := \limsup_{\lambda \to \infty} \frac{M_\lambda(\text{ALG})}{M_\lambda(\text{OPT})} = \frac{M(\text{ALG})}{M(\text{OPT})},$$

where $\text{OPT}$ is the optimal (offline) solution for the input sequence $\sigma$. The last equation of the definition of $w_M(\text{ALG})$ is proved in [18, Lemma 4.2].

Besides the competitive analysis and the max/max ratio, there are several other proposed measures for online algorithms [34], e.g., the random-order ratio [134], the bijective analysis [3 4], the smoothed analysis [10 27 134 146 147], the probabilistic analysis [96] and the relative worst-order analysis [33 72]. A good overview of several alternative measures can be found in [67 68].
Metric Task System: Modeling Framework for the Relocation Problem

The studied carsharing system can be understood as a discrete event-based system (see, e.g., [112]), where

- the system components are the stations \( v_1, \ldots, v_n \), each having an individual capacity \( \text{cap}(v_i) \), which correspond to the number of available parking spaces;
- a system state \( z^t \in \mathbb{Z}^n \) specifies for each station \( v \) the number of parked cars \( z^t_v \) at a time point \( t \leq T \) within a time horizon \([0, T]\);
- an attribute \( \text{att}(v, t) \) of station \( v \) at time \( t \) reflects the ratio between its capacity \( \text{cap}(v_i) \) and the current number of parked cars \( z^t_v \), e.g., “overfull”, “balanced” or “underfull”;
- states and attributes can be changed by events (customers or convoy drivers take or return cars at a station), or forecasts (customers book at time \( t \) requests \( r = (t, v, t^p, w, t^d) \) to take a car from the pickup station \( v \) at the requested pickup time \( t^p \) and return it to the drop station \( w \) at the requested drop time \( t^d \)); or the operator generates transportation tasks to move cars between stations.

Usually, operators of a carsharing system have statistical information about the behavior of the users of the system. It is possible to use this information by creating and releasing artificial customer requests, which may trigger the relocation process before an imbalance is detected. However, these artificial customer requests have to be replaced by “real” customer requests, as soon as a customer makes a corresponding request.

The system states \( z^t \) are influenced by customers and drivers taking or returning cars to the stations. For that we define for every time \( t \) an update vector \( u^t \in \mathbb{Z}^n \) where each index corresponds to the number of cars taken from a station \( v \) (\( u^t_v < 0 \)) or returned to \( v \) (\( u^t_v > 0 \)). Then we can define for a system state \( z^t \) at time \( t \) the successor state \( z^{t+1} \) by

\[
  z^{t+1} = z^t + u^t.
\]

A system state \( z^t \) is feasible if \( 0 \leq z^t_v \leq \text{cap}(v) \) for every station \( v \in V \) and infeasible otherwise. If a system state \( z^t \) is infeasible due to a station \( v \), then there is an imbalance in \( v \), and we say that \( v \) is underfull if \( z^t_v < 0 \) and overfull if \( \text{cap}(v) < z^t_v \), respectively. The operator can monitor the evolution of system states over time, detecting (future) infeasible system states and create “transportation tasks” to move cars out of overfull stations and into underfull ones.
(Relocation Problem). Hereby, the operator can detect future infeasible system states due to the forecasts and, thus, can react before the system becomes infeasible by sending convoys to transfer cars from stations, which will be overfull (with a high probability) in the future, and stations, which will be underfull (with a high probability) in the future. However, if customers arrive spontaneously at a station, an infeasible system state means that the request cannot be immediately served, but has to wait until the operator sends convoys to transfer some cars to the pickup station and from the pickup station, respectively. A transportation task has the form $\tau = (v, t^{car}, t^{due}, x)$ and requests a driver to pickup $x > 0$ (resp. deliver $x < 0$) cars at station $v$ within the time window $[t^{car}, t^{due}]$. Hereby, $t^{car}$ corresponds to the earliest point in time so that the task can be fulfilled without causing an artificial imbalance to the station, and $t^{due}$ corresponds to the latest point in time when the task must be fulfilled, i.e., when the station $v$ becomes imbalanced. We say a transportation task is served (by a driver) if he picks up (resp. delivers) $|x|$ cars at $v$ within $[t^{car}, t^{due}]$; and we call a task oversatisfied if more than $|x|$ cars are picked up (resp. delivers) at $v$ within $[t^{car}, t^{due}]$. Furthermore, we call a transportation task with $x > 0$ a pickup (transportation) task, and analogously we call it drop (transportation) task if $x < 0$.

Note that the transportation tasks are induced by the customer requests, but not every customer request induces a transportation task as the following example shows.

**Example 2.1.** In Figure 2.1, a carsharing system in an urban area is illustrated, and the corresponding graph is shown in Figure 2.2.

![Figure 2.1](image_url)

Figure 2.1: This figure shows the stations of the bikesharing system C.vélo in the urban area of Clermont-Ferrand. We use this system as our running example for an imaginary carsharing system. Each station is highlighted by a dot on the map; the name of a station is at the dot. The depot is marked as a white dot within a black dot close to the station SNCF.

For this example let us assume that every station has a capacity of 3 and that there are two cars at $U$, one car at $D$, and one car at $S$. Furthermore there are two customers booking a car. The first customer requests to take a car from $D$ to $U$, and the second customer requests to take a car from $S$ to $U$. Hereby, the first customer wants to take the car at time 5 and return the car at time 12, while the second customer wants to take the car at time 7 and return the car at time 9.
Since at time $12$ there are more than three cars at station $U$ if no car is transferred from $U$, the first customer induces the pickup task $((U, 0, 12, +1)$). However, the second customer does not induce any transportation task.

Our aim is defining the notion of a transportation schedule.

The Relocation Problem, can be roughly classified in two situations: the dynamic and the static situation. In our context, the names dynamic and static situation refer to the time when the cars are relocated; in the dynamic situation, the customer interact with the carsharing system during the relocation process, while in the static situation, the customers do not interact with the system during the relocation process. Thus, the system state changes in general during the relocation process in the dynamic situation and the operator has to react dynamically to the changes. Hereby, several relocation steps have to be performed in general. On the other hand, there are no (or only little changes) of the system states in the static situation. This implies, that there is only one relocation step needed in order to balance the system. Due to the missing interaction of the customers with the system, it follows that the transportation tasks of the static situation have a special structure, namely $((\cdot, 0, T, \cdot))$, where $T$ is a given time horizon corresponding to the time difference between the closing and opening of the system (or to the maximal time the relocation step is allowed to last).

In practice, the dynamic situation occurs when the cars are relocated during the operation time of the system during the day, and the static situation is considered when the system is prepared during the night (when the customers do not have any or only a limited access to the system) for the next day by setting up a good start state for the next day.

In the following, we model the dynamic and the static relocation problem within a metric task system. Furthermore, we discuss how the customer behavior and their requests are represented within this model. This implies, the representation of information about the behavior of the customers of the carsharing system (e.g., gained from statistics), and their usage within a metric task system in order to solve the Relocation Problems. When the system is prepared during the night, it is essential to have information about the customer behavior to predict a good start state for the next day. In the dynamic situation, customers can return cars to stations from that other customers take cars. Having information about self-fulfilling customer requests in advance

---

1. This means that a customer returns a car to an empty station before another customer takes this car. Therefore, it is not necessary for the operator to relocate cars between the stations. The situation when a customer takes a car from a full station, before another customer returns its car to that station is analog.

can help to avoid unnecessary transports between the stations, resulting in lower costs for the operator. In order to solve the Relocation Problem, an operator computes a “transportation schedule” for the drivers, which we define in the following.

An action for driver \( j \) is a 3-tuple \( a = (j, v, x) \), where \( v \in V \) specifies the location \( \text{loc}(a) \), and \( x \in \mathbb{Z} \) the number of cars \( \Delta x(a) \) to be loaded (if \( x > 0 \)) or unloaded (if \( x < 0 \)). An action is empty if \( x = 0 \). We say that an action is performed (by a driver) if he loads (resp. unloads) \( |x| \) cars at \( v \).

For technical reasons, the vector \( z^t \in \mathbb{N}^{|V|} \) represents the number of cars in a location \( v \) at time \( t \) before any action is performed and before any customer takes or returns a car.

Drivers can transfer cars between stations. We call this a **move** and denote it by a 6-tuple \( m = (j, v, t^v, w, t^w, x_m) \), where \( j \in \{1, \ldots, k\} \) specifies the driver \( \text{driv}(m) \) that has to move from the origin station \( \text{orig}(m) = v \in V \) starting at time \( \text{dep}(m) = t^v \) to destination station \( \text{dest}(m) = w \in V \) arriving at time \( \text{arr}(m) = t^w \), a load of \( \text{load}(m) = x_m \) cars in the convoy moving along a shortest path between the stations. A move \( m \) with \( \text{orig}(m) = \text{dest}(m) \) is called a **waiting move**. A convoy can transfer a maximal number of cars at one time. This capacity is denoted by \( L \) and must not be exceeded, i.e., we have \( \text{load}(m) \leq L \) for all moves \( m \). In our situation every convoy has the same capacity and all cars are considered to be the same (single commodity). Additionally, we have the following constraints:

\[
\begin{align*}
(\text{m.i}) \& \text{ from } \text{orig}(m) \neq \text{dest}(m) \text{ follows } & \text{arr}(m) = \text{dep}(m) + d(\text{orig}(m), \text{dest}(m)), \\
(\text{m.ii}) \& 0 \leq & \text{load}(m) \leq L.
\end{align*}
\]

A **tour** \( \Gamma = (m_1, a_1, m_2, a_2, \ldots, a_{n-1}, m_n) \) performed by one driver \( j \) is an alternating sequence of moves and actions starting and ending in a depot, with

\[
\begin{align*}
(\text{t.i}) \& j = & \text{driv}(m_1) = \text{driv}(a_1) = \cdots = \text{driv}(a_{n-1}) = \text{driv}(m_n), \\
(\text{t.ii}) \& \text{dest}(m_i) = & \text{loc}(a_i) = \text{orig}(m_{i+1}), \\
(\text{t.iii}) \& \text{arr}(m_i) = & \text{dep}(m_{i+1}), \text{ and,} \\
(\text{t.iv}) \& \text{load}(m_{i+1}) = & \text{load}(m_i) + \Delta x(a_i).
\end{align*}
\]

Any subsequence of a tour is called a **subtour**.

**Remark 2.2.** Note that the number of cars to be loaded \( (x > 0) \) / unloaded \( (x < 0) \) is from the view of the driver. Therefore, in \((\text{t.iv})\) we add \( \Delta x(a_i) \) to the load of the move \( m_{i+1} \).

If a car is transported in one convoy from its origin to an intermediate location, and from there by another convoy to its destination, then there are dependencies between these two tours. In order to ensure that these dependencies are fulfilled, we probably have to insert empty actions and waiting moves into tours. This leads to the definition of a transportation schedule for a metric task system \((M, T)\), which is a set of tours \( \{\Gamma_1, \ldots, \Gamma_k\} \), such that

\[
\begin{align*}
(\text{s.i}) & \text{ every driver has exactly one tour,} \\
(\text{s.ii}) & \text{ each transportation task is served,} \\
(\text{s.iii}) & \text{ all system states are feasible during the whole time horizon.}
\end{align*}
\]

\[\text{2One can model that each action takes some time depending on the number of cars loaded or unloaded by a function } f : \mathbb{N} \rightarrow \mathbb{N}. \text{ In this case, an action can be considered as a 4-tuple } a = (j, v, f(x), x).\]
Hereby, constraint \( (s.ii) \) ensures that every transportation task in \( T \) is fulfilled by one or more actions. That the capacity constraints of all stations are respected at any time, is ensured by \( (s.iii) \) i.e., at every point in time \( t \in [0,T] \) we have \( 0 \leq z^t_v \leq \text{cap}(v) \) at every station \( v \in V \).

**Example 2.3.** Let us consider the situation described in Example 2.1.

Now, at time 2 a third customer books a car from \( CHU \) to \( U \). Hereby, the requested pickup time is 3 and the requested drop time is 4. The system states induced by the customer requests are shown in Table 2.1. Hereby, the future infeasible system states are highlighted by bold numbers.

Table 2.1: This table shows the system states due to the forecasts. Hereby, future infeasible system states are highlighted by bold numbers. For the sake of readability, only the number of cars at the involved stations are listed.

<table>
<thead>
<tr>
<th>Name</th>
<th>time</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>U</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CHU</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The third customer request induces two additional transportation tasks: the pickup task \( (U,0,14,1) \) and the drop task \( (CHU,0,3,-1) \). Thus, there are at the moment three transportation tasks: the pickup task \( \tau_1 = (U,0,12,1) \) (see Example 2.1), the pickup task \( \tau_2 = (U,0,14,1) \) and the drop task \( \tau_3 = (CHU,0,3,-1) \).

Since there are two pickup tasks but only one drop task, it is helpful to release a further artificial drop task \( \tau_4 = (D,0,14,-1) \), to compute a transportation schedule for one driver with
a capacity of 5

\[
\begin{align*}
(1,v_D,0,U,2,\{v_D,SNCF,U\},0), & \quad \% \text{ move } v_D \rightarrow U \\
(1,U,0,1), & \quad \% \text{ pickup 2 cars (task } \tau_1 \text{ and } \tau_2) \\
(1,U,2,CHU,3,\{U,CHU\},2), & \quad \% \text{ move } U \rightarrow CHU \text{ with 2 cars} \\
(1,CHU,0,-1), & \quad \% \text{ deliver 1 car (task } \tau_3) \\
(1,CHU,3,D,6,\{CHU,U,B,D\},1), & \quad \% \text{ move } CHU \rightarrow D \text{ with 1 car} \\
(1,D,0,-1), & \quad \% \text{ deliver 1 car (task } \tau_4) \\
(1,D,0,v_D,2,\{D,SNCF,v_D\},0), & \quad \% \text{ move } D \rightarrow v_D \\
\end{align*}
\]

This transportation schedule is illustrated in Figure 2.3.

Next, we explain the notion of preemption between tours, where cars are exchanged by drivers at a station \(v\). Hereby, it is reasonable to assume that cars are only exchanged at stations and not on the street where exchanging cars can possibly cause a traffic jam. In other words, there is a preemption in \(v\) if a driver drops cars at \(v\) and these cars are picked up by another driver.

Condition [s.iii] of a transportation schedule requires that, besides the canonical precedences between an action \(a^i \in \Gamma\) and its successor action \(a^{i+1} \in \Gamma\), also dependencies between tours are respected if preemption is used. This causes dependencies between tours, since some moves or actions cannot be performed before others are done without leading to infeasible intermediate states (the reason why tours may contain waiting moves and empty actions). Let \(a_1 = (\cdot, v, -x_1)\) and \(a_2 = (\cdot, v, x_2)\) be the corresponding drop and pickup actions. It is possible that \(a_1\) and \(a_2\) cannot be performed independently of each other, e.g., if there are less than \(x_2\) cars at \(v\) before \(a_1\) is performed. In this case, the system state \(z^4\), which would result if \(a_1\) (resp. \(a_2\)) is not performed, is infeasible. Then we say that there is a precedence between \(a_1\) and \(a_2\) (avoiding \(z^4\)). Furthermore, there is a precedence between the preceding move \(m_1\) of \(a_1\) and the successor move \(m_2\) of \(a_2\) and between their corresponding tours.

**Example 2.4.** Let us continue from the situation of Example 2.3. At time 3, two additional customers arrive in the system, each prebooking a car: one wants to take a car from \(D\) at time 6 returning it to station \(B\) at time 13; and the second customer books a car from \(J\) to \(S\) taking it at time 7 and returning it at time 11.

Due to the first customer, the formerly artificially added task \(\tau_4\) becomes an obligatory task. However, the time window of this task has to be adjusted accordingly, resulting in \(\tau_4 = (D,0,6,-1)\). Furthermore, since there are no cars at \(J\), the second customer induces another drop task \(\tau_5 = (J,0,7,-1)\).

Analogously to before, we have to add an artificial pickup task \(\tau_6 = (U,4,4,1)\) so that the number of pickup and drop tasks are equal.

Since one car has to be transferred from \(U\) to \(CHU\) before time 3, one car from \(U\) to \(D\) before time 6, and another car to \(J\) before 7, it is impossible that only one driver can serve all tasks.

Therefore, we compute a transportation schedule with two drivers. A possible solution in this case includes preemption at the station \(B\). One driver transfers two cars from station \(U\) and exchanges one car at \(B\) with the other driver. Afterwards, one driver continues to serve \(\tau_4\) while the other serves \(\tau_5\).
The transportation schedule for both drivers with a capacity of 5 is

\[
\begin{align*}
(1, v_D, 0, U, 2, 0), & \quad \text{move } v_D \rightarrow U \\
(1, U, +2), & \quad \text{pickup 2 cars (task } \tau_1 \text{ and } \tau_2) \\
(1, U, 2, CHU, 3, 2), & \quad \text{move } U \rightarrow CHU \text{ with 2 cars} \\
(1, CHU, −1), & \quad \text{deliver 1 car (task } \tau_3) \\
(1, CHU, 3, U, 4, 1), & \quad \text{move } CHU \rightarrow U \text{ with 1 car} \\
(1, U, +1), & \quad \text{pickup 1 car (task } \tau_6) \\
(1, U, 4, B, 5, 2), & \quad \text{move } U \rightarrow B \text{ with 2 cars} \\
(1, B, -1), & \quad \text{deliver 1 car (preemption, action } a_1) \\
(1, B, 5, D, 6, 1), & \quad \text{move } B \rightarrow D \text{ with 1 cars} \\
(1, D, −1), & \quad \text{deliver 1 car (task } \tau_4) \\
(1, D, 6, v_D, 8, 0), & \quad \text{move } D \rightarrow v_D \\
(2, v_D, 0, B, 2, 0), & \quad \text{move } v_D \rightarrow B \\
(2, B, 0), & \quad \text{empty action preparing to wait} \\
(2, B, 2, B, 5, 0), & \quad \text{waiting move at } B \\
(2, B, +1), & \quad \text{pickup 1 car (preemption, action } a_2) \\
(2, B, 5, J, 7, 1), & \quad \text{move } B \rightarrow J \text{ with 1 cars} \\
(2, J, −1), & \quad \text{deliver 1 car (task } \tau_5) \\
(2, J, 7, v_D, 11, 0), & \quad \text{move } J \rightarrow v_D
\end{align*}
\]

This transportation schedule is illustrated in Figure 2.4.

![Transportation Schedule](image)

Figure 2.4: This figure illustrates a transportation schedule with preemption. The moves of the transportation schedule are highlighted by dotted (driver 1) and dashdotted arcs (driver 2), the pickup and drop actions by the numbers superscripted at the nodes. The weights of the arcs correspond to the number of cars in the convoy.

Due to the precedence in station \( B \), there is a precedence between the actions \( a_1 \) and \( a_2 \), i.e., \( a_1 \) must be performed before \( a_2 \). Furthermore, since driver 2 cannot leave the station \( B \).

with a car before driver 1 arrives and exchanges that car, there is also a precedence between the preceding move of \( a_1 \) and the successor move of \( a_2 \). ◊

It is easy to see that when there is a precedence between two tours, then at least one car is exchanged between the drivers. However, the precedences are not always unique. This means that there may be several possible precedences between several tours, i.e., a precedence can be seen as a precedence between the tours \( \Gamma^1 \) and \( \Gamma^2 \), and it can be seen as a precedence between the tours \( \Gamma^1 \) and \( \Gamma^3 \).

The canonical precedences within a tour and the precedences between tours canonically induce a precedence relation. As mentioned before, this relation is not always unique. For every transportation schedule, there must exist a precedence without directed cycles, but may may contain undirected cycles. Directed cycles in the precedences of a transportation schedule result in a deadlock-like situation and, thus, the transportation schedule could not be performed. Note that a precedence graph without directed cycles induce a partial order. Thus, the precedence relations can be illustrated by a Hasse diagram, the precedence graph (see Figure 2.5 for an illustration).

![Figure 2.5](https://via.placeholder.com/150)

Figure 2.5: This figure illustrates the precedence relation of the actions of the transportation schedule from Example 2.4. The action represented by the start node of an arc must be performed before the action represented by the end node.

The following theorem gives an easy condition to detect preemption.

**Theorem 2.5.** Let there be a preemption between tours. Then at least one of the following conditions is true:

(i) an action drops cars at an overfull station,

(ii) an action picks up cars at an underfull station,

(iii) an action drops cars at a balanced station, or

(iv) an action picks up cars at a balanced station.

**Proof.** Since there is a preemption between tours, it follows by definition that cars are exchanged between the tours. Furthermore, cars cannot be exchanged on the street but only at a station, i.e., at a balanced, overfull or underfull stations.

If the cars are exchanged at a balanced station \( v_b \), it follows that a car is dropped at \( v_b \) and it is later picked up at \( v_b \). Thus, the statements [(iii)] and [(iv)] follow.

Let the successor action \( a'^j \) of \( m^j \) drop cars at an underfull station \( v_u^a = loc(a^i) \). If the preceding action \( a^j \) of \( m^j \) does not pick up cars at \( v_u^a \), then there is no preemption between the two moves, contradicting the condition of this theorem. Therefore, the statement [(ii)] follows. The statement [(i)] can be shown analogously. □

A transportation schedule in that a move possibly depends on another move (in another tour) is called a preemptive transportation schedule, otherwise it is called non-preemptive transportation schedule. If a preemptive transportation schedule is a feasible solution, we say that we
consider the preemptive situation. Whenever there must not be any possible precedence between tours in a transportation schedule, it is the so-called non-preemptive situation. The definition of (non-)preemption we use here coincides with the definition of (non-)preemption often used in the context of vehicle routing problems or dial-a-ride problems, see, e.g., [12, 50, 154].

In the preemptive situation, a transportation schedule can be preemptive or non-preemptive, while in the non-preemptive situation, only non-preemptive transportation schedules are allowed. Thus, the non-preemptive situation is a special case of the preemptive situation.

Besides preemption between tours, there can be “preemption” within a tour. This means that a car is dropped at a station and picked up later again by the same driver. We call a tour with this property a tour with inner preemption. Preemptive transportation schedules can also include tours with inner preemption. If not stated otherwise, a non-preemptive transportation schedule must not contain tours with inner preemption.

In an urban area, there are usually not only the stations where two convoys can meet to exchange vehicles but also other preemption locations, e.g., parking areas or parking decks. From a modeling point of view, the only difference between these locations and a station is that customers are not allowed to take or return cars to a preemption location. Analog to a station, the capacity of a preemption location is set to the number of parking spaces at that location.

Finally, we can formally introduce the Static and Dynamic Relocation Problem.

**Problem 2.6 (Dynamic Relocation Problem \((G, z^0, Z, \gamma, k, L, R)\)).** The Dynamic Relocation Problem has as input the following data:

- A weighted graph \(G = (V \cup \{v_D\}, E, \text{cap}, w)\), where the nodes correspond to stations and the depot \(v_D\), edges to their links, node weights to the station’s capacities, and the edge weights \(w : E \rightarrow \mathbb{R}^+\) determine the driving times between two points \(v, v' \in V\) as length of a shortest path from \(v\) to \(v'\);

- The initial quantities \(Z_v\) of drivers at station \(v\) at time 0, and a total number of \(k\) drivers, the maximum number \(L \in \mathbb{N}\) of cars which can be simultaneously moved in one convoy, the initial quantities \(z^{0}_v \leq \text{cap}(v)\) of cars located at \(v\) at the start time \(t = 0\); and

- A sequence \(R\) of customer requests, reflecting the interaction of the customers with the system.

The output is a transportation schedule \(S\) for the induced metric task system.

Note that, due to the interaction of the operator and the customers, the metric task system may change over the time (in particular the transportation tasks).

Finally, we formally define the static version of the Relocation Problem. As already mentioned, the transportation tasks of the static version have a special structure and, thus, it defines a special case of the Dynamic Relocation Problem.

**Problem 2.7 (Static Relocation Problem \((G, z^0, z^T, Z, \gamma, k, L)\)).** The Static Relocation Problem consists of the following data:

- A weighted graph \(G = (V \cup \{v_D\}, E, \text{cap}, w)\), where the nodes correspond to stations and the depot \(v_D\), edges to their links, node weights to the station’s capacities, and the edge weights \(w : E \rightarrow \mathbb{R}^+\) determine the driving times between two points \(v, v' \in V\) as length of a shortest path from \(v\) to \(v'\); and

\(^3\) A tour that drops a car at one station and picks up this car later again is also called lasso-tour.

- the initial quantities $Z_{v_D}$ of drivers at depot $v_D$ at time 0 with $k = |Z|$, the maximum number $L \in \mathbb{N}$ of cars which can be simultaneously moved in one convoy, the initial quantities $z_v^0 \leq \text{cap}(v)$ of cars located at $v$ at the start time $t = 0$, with $\gamma = |z^0| = |z^T|$. 

The output of the Static Relocation Problem is a transportation schedule $S$ for a metric task system, whose tasks are directly induced by the start and destination system states, i.e., for every station $v$ there exists a transportation task $(v, 0, T, z_v^T - z_v^0)$. 

The rest of this thesis is structured as follows. We start in Part II by focusing on a general aspect of the Relocation Problem: the Online Relocation Problem. Hereby, we focus on two main categories of problems: decision and optimization problems (Chapter 5). Decision problems deal with the problem of deciding which customer request shall be accepted and which shall be rejected; while the study of optimization problems addresses the problem of finding cost efficient tours serving all released customer requests.

In Chapter 4 we consider two objective functions for the decision problems. Firstly, we consider the objective to minimize the number of rejected request. Secondly, we try to maximize the number of accepted requests. At first glance, these two objective functions may seem to be equivalent. However, we show that they are indeed very different in terms of a formal analysis. While the first objective does not seem to allow competitive online algorithms, we state some competitive online algorithms for maximizing the number of accepted requests.

In Chapter 5, we consider two optimization problems, where we try to minimize the waiting times for customers who spontaneously arrive at a station, and where we try to minimize the total tour lengths for the drivers while serving all customers. Since the latter itself does not lead to any meaningful results, we focus on a variation of this problem. Hereby, customer requests must be served within a time-window and if it is not possible to serve a customer request then the algorithm is “penalized” by additional costs; the objective of this problem is to find a transportation schedule with minimal costs.

Since for most of the problems, there do not exist meaningful theoretical results, we conclude the part by presenting and discussing computational results (Chapter 6). In this chapter, we also show how an optimal offline solution can be computed exactly and by a flow-based heuristic. This problem is of interest due to two reasons: solving intermediate steps for an online algorithm; and to evaluate the decisions of an online algorithm by comparing it with an optimal solution.

Part III focuses on the problem of preparing the carsharing system during the night for the next morning. Thus, the problem is to reach a destination system state from a given initial system state. Hereby, there is no (or only little) interaction between the customers and the carsharing system, which motivates to call this kind of problem the Static Relocation Problem. In the first chapter of this part, Chapter 7, we consider an “exact” version of this problem, where the destination state must be reached within a given time limit. This problem is already known to be \( \mathcal{NP} \)-hard, which is why we give several heuristics, besides an exact approach. Furthermore, since the computation time is quite large, and to be able to make some statements about the quality of the heuristics, we give some lower bound for the Static Min-Cost Relocation Problem. Finally, in Chapter 8 we consider a “relaxed” version of this problem, i.e., the aim is to reach a state close to the destination state. Close means in this context, that we minimize the difference
between the reached state and the destination state (with respect to the $\ell_1$ norm). Since we consider the $\ell_1$ norm as objective function, the problem is not linear. Therefore, we give a reformulation of the problem which is linear.

Afterwards, in Chapter 9, we present computational results and experimentally evaluate the different approaches. Since we have heuristics computing a preemptive and other computing non-preemptive transportation schedules, we give some theoretical results for a worst-case ratio between total tour lengths of preemptive and non-preemptive tours. In our context, preemption means, that a car is transferred from one station to another station by two different drivers. In other words, in a preemptive situation, cars are allowed to be exchanged between convoys, while in a non-preemptive situation, the car must directly be transferred from its origin to its destination station.

Finally, we end this thesis with Part IV by giving a brief conclusion, some final remarks and open problems.
PART II

Dynamic Relocation Problem
II. Dynamic Relocation Problem

In this part, we consider the dynamic situation of the Relocation Problem where customers can take a car from a station and return it at their destination station. The more customers use the system, the more frequently cars are moved between the stations. From this follows that it is also more likely that stations run out of cars or become full. Thus, in bigger systems, it is usually not enough to set up a good system state for the morning, but it is necessary to balance the system by relocating cars during the working hours. For that we apply the theory of online optimization to this problem.

We start by considering the Dynamic Relocation Problem from a theoretical point of view. Unfortunately, it is unlikely that every customer entering the system can be served. In our case, we consider customers which do not wait for their request to be served but immediately search for another way of transportation. Therefore, we consider in Chapter 4 the problem of deciding which customer request should be accepted and which should be rejected in order to maximize the number of accepted customer requests (or to minimize the number of rejected customer requests). Hereby, we demonstrate that whether a competitive online algorithm exists highly depends on the considered objective function. Furthermore, we show that the max/max ratio is not an appropriate tool for evaluating online algorithms for these objective functions.

In Chapter 5, we focus on some optimization problems. Hereby, we assume that customers do not necessarily book their requests but spontaneously arrive in the system. However, if they cannot be immediately served, they wait at the pickup station for a free car and a free parking place at their destination, respectively. Thus, we consider as objective function the minimization of the waiting times: the total waiting time (Online Min-Wait Relocation Problem) and the maximal waiting time of all customers (Online Max-Wait Relocation Problem). While in the Online Min-Wait Relocation Problem it may happen that one customer has to wait for a long time while all other customers are served (nearly) immediately, the latter objective function tries to avoid that customers wait for a highly imbalanced amount of time. In both cases, we show that there does not exist a competitive online algorithm and that the max/max ratio does not lead to applicable theoretical results.

Minimizing the total tour length while allowing customer requests to be rejected turns out to be meaningless for the Relocation Problem since even very basic online algorithms achieve a competitive ratio of 1. However, this changes when customers book their requests in advance and the algorithm is “penalized” for not serving them. Therefore, at the end of the second chapter of this part, we consider a mixed objective function optimizing the total tour length of the resulting transportation schedule while maximizing the number of accepted customer requests. Hereby, customers book their cars in advance as they do in the first chapter of this part and leave the system when their request cannot be served. For this situation, we give a competitive online algorithm for a restricted situation and show when there cannot exists one. As before, we show that the max/max ratio is not an appropriate tool for evaluating the performance of online algorithms.

Finally, in Chapter 6 we evaluate some online algorithms by performing experiments in a simulation.

In this part, if not stated otherwise, we assume that there are no capacities for the drivers \( L = \infty \) as well as for the stations \( \text{cap}(v) = \infty \) for all \( v \in V \). Furthermore, throughout this part, the movement speed for the drivers and the cars is 1.
Chapter 4

Decision Problems

In a carsharing system, customers usually can prebook a car which they can pickup at a certain station at a certain time. Depending on the operator of the system, customers may be allowed to return the car at any station at any time or the customer may be required to specify their drop station and time in advance. For the customer this has the advantage that, if the request is accepted, there is a parking place reserved and available for the customer. Furthermore, the time when the booking is confirmed or rejected may differ from carsharing system to carsharing system. Obviously, it is more user-friendly when the confirmation or rejection of a booking is done immediately, and it is more operator-friendly if the operator can confirm or reject a booking in last second.

In this chapter, we consider the situation when customers book their requests in advance. A request can be either accepted or rejected, but once it is accepted it must be served, i.e., there must be a car and a parking place available at the associated stations. Hereby, unless stated otherwise, we consider the operator-friendly (and consumer-unfriendly situation), where the decision whether a request is accepted or rejected can be delayed to the moment the customer arrives at the station. However, when the customer cannot immediately take a car from the pickup station to the drop station, he does not wait but directly searches for another way of transportation.

In the following, we consider two different decision problems, one where the objective is to minimize the number of rejected customer requests (see Section 4.1) and where the objective is to maximize the number of accepted customer requests (see Section 4.2). This means, the problem for the operator is deciding which request to accept and which to reject. Although, at first glance these two problems may seem to be equivalent, we show that these two problems are very different in terms of the theoretical analysis within the framework of the competitive analysis.

This chapter provides more details as well as the omitted proves for the results presented in [93].

4.1 Minimizing the Number of Rejected Customer Requests

In this section, we concentrate on a quality of service aspect of the Dynamic Relocation Problem, where the objective is to minimize the number of rejected requests. Hereby, we do not take the distance traveled by the drivers into account.

The Online Min-Reject Relocation Problem \((M, z^0, z^d, \gamma, k, \text{cap}, L, R)\) is a Dynamic Relocation Problem where the goal is to compute a transportation schedule, with a minimal number of
rejected customer requests, i.e., where the objective function is
\[
\min \sum_{j=1}^{\lambda} \text{rej}(r_j),
\]
where \( \text{rej}(r) = \begin{cases} 
1, & \text{if } r \text{ is rejected,} \\
0, & \text{otherwise.}
\end{cases} \)

### 4.1.1 Competitive Analysis

We start the analysis of the Online Min-Reject Relocation Problem by considering an arbitrary online algorithm (see Section 1.4.2 for some examples) and show that this algorithm, under certain conditions, cannot be competitive against a non-abusive direct \( \delta \)-adversary. Hereby, we even restrict the metric space to the uniform metric space.

However, we can show that there exists a competitive online algorithm on the uniform metric space, if the number of cars and the number of drivers are equal, which means that the problem basically becomes an online dial-a-ride problem.

**Theorem 4.1.** There is no competitive deterministic or randomized online algorithm for the Online Min-Reject Relocation Problem \( (\mathbb{U}(n), z^0, z^d, \gamma, k, \text{cap}, L, R) \) with \( n \geq 3 \) and \( L < \infty \), against a non-abusive direct \( \delta \)-adversary for any \( \delta \in \mathbb{N} \), if
\[
\left\lceil \frac{\gamma}{L} \right\rceil \geq k
\]
holds.

**Proof.** We start by considering a deterministic online algorithm \( \text{ALG} \) and a direct \( \delta \)-adversary. Afterwards, we show how the result can be generalized for non-abusive adversaries and randomized online algorithms.

From the condition \( \left\lceil \frac{\gamma}{L} \right\rceil \geq k \) it follows that at least \( k \) driver are needed in order to transfer \( \gamma - 1 \) cars.

Firstly, we assume that \( \left\lceil \frac{\gamma}{L} \right\rceil = k \) holds. Let the metric space contain the points \( \{v_1, v_2, v_3\} \) and let all cars and driver start in \( v_1 \).

From time 0 until at least time \( 2\delta + 1 \) and for every second integer point in time \( 2j \), the adversary releases \( \gamma - 1 \) customer requests from \( v_1 \) to \( v_2 \)
\[
r_{ij} = (2j, v_1, 2j + \delta, v_2, 2j + \delta + 1)
\]
for all \( 1 \leq i \leq \gamma - 1 \). In order to serve all these customer requests, one has to move \( \gamma - 1 \) cars from \( v_2 \) to \( v_1 \) at every time step after the time \( \delta \). For that all drivers have to move between the two stations \( v_1 \) and \( v_2 \).

At time \( \delta + 1 \), the “last” car cannot be all three stations. The adversary moves this car to one of the stations where the online algorithm does not have the car at time \( \delta + 1 \).

Case 1: \( \text{ALG} \) has the “last” car at station \( v_1 \) or \( v_2 \) at time \( \delta + 1 \). Then \( \text{ADV} \) moves the car to the station \( v_3 \). At time \( \delta + 1 \) he releases the following customer request
\[
r = (\delta + 1, v_3, 2\delta + 1, v_1, 2\delta + 2)
\]
which can be served by \( \text{ADV} \). If \( \text{ALG} \) serves the request \( r \), at least one of the requests \( r_{ij} \) cannot be served. Therefore, the adversary rejects no customer request while the online algorithm rejects at least one.
4. Decision Problems

Case 2: ALG has the “last” car at station $v_3$. Then ADV moves the car to $v_1$ and at time $\delta + 1$ he releases the following customer request

$$r' = (\delta + 1, v_1, 2\delta + 1, v_3, 2\delta + 2)$$

which can be served by ADV. However, if ALG wants to serve $r'$, then at least one of the requests $r_{ij}$ cannot be served. Therefore, the adversary rejects no customer request while the online algorithm rejects at least one.

Thus, we have in both cases $\text{ADV}(\sigma) = 0$ and $\text{ALG}(\sigma) \geq 1$. This implies that there cannot exist a constant $c$ so that

$$\text{ALG}(\sigma) \leq c \cdot \text{ADV}(\sigma)$$

and the special case of the statement is proved.

Secondly, let there us consider that there are several cars “left” in the system, i.e., the case that $\lceil \gamma/L \rceil > k$ holds. Let $\gamma' = \lceil \gamma/L \rceil - k$. Then, the online algorithm can either place all these $\gamma'$ cars at the same station which implies the above considered cases; or the cars are placed at different stations. In this case, the adversary positions its cars at station $v_3$ and releases $\gamma'$ customer requests of the form $r$ (Case 1). Since the online algorithm does not have positioned $\gamma'$ cars at $v_3$, at least one customer request cannot be served and the statement follows also in this case.

Thirdly, we show that the statement holds even if the adversary is non-abusive. However, note that in Case 2, the adversary is already non-abusive, since there are released unserved customer request and, therefore, the driver can transfer cars between $v_1$ and $v_2$. However, in Case 1, we “add” a further customer request $r'' = (0, v_3, \delta, v_1, \delta + 1)$ at the beginning of the sequence. The pickup and drop times of all other customer request must be shifted so that they start after the driver serving $r''$ has returned. The non-abusive adversary can now transfer two (or more) cars to $v_3$. Therefore, also in Case 1, the online algorithm cannot be competitive against a non-abusive direct $\delta$-adversary.

Finally, we show that randomizing an online algorithm does not help. For that the adversary constructs the sequence $R$ in $C$ phases. In each of the phases, the adversary randomly chooses to position the “last” car at either $v_1$, $v_2$ or $v_3$ and to release the customer requests accordingly.

A randomized online algorithm also has the “last” car at either of these stations and, therefore, misses at least one customer request with a probability of $2/3$ in each phase. Thus, we have $E(\text{ADV}(R)) = 0$ and

$$E(\text{ALG}(R)) = 1/3 \cdot 0 + 2/3 \cdot C = 2/3 \cdot C,$$

which tends towards infinity when $C$ tends towards infinity.

Since $C$ can be chosen arbitrarily large, there cannot exist a constant $c$ so that $E(\text{ALG}(R)) \leq c \cdot E(\text{ADV}(R))$ holds, proving the statement.

The next theorem implies that as long as the number of cars (and the number of stations) is greater than the number of drivers, then one cannot find a competitive online algorithm.

**Theorem 4.2.** There is no competitive deterministic or randomized online algorithm for the Online Min-Reject Relocation Problem $(\mathbb{U}(n), z^0, z^d, \gamma, k, \text{cap}, L, R)$, against a non-abusive direct $\delta$-adversary for any $\delta \in \mathbb{N}$, if

$$\gamma \geq k + 1 \quad \text{and} \quad n \geq k + 2$$

holds.

**Proof.** The basic idea of this proof follows the same ideas as the proof of the previous theorem. □
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Table 4.1: This table lists several car and bikesharing systems of different sizes. In the first column, the name of the system is stated. The second column gives the number of stations, while the number of vehicles is given in the third column.

<table>
<thead>
<tr>
<th>Name of the system</th>
<th># stations</th>
<th># vehicles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Citiz LPA (Lyon, France)</td>
<td>37</td>
<td>100</td>
</tr>
<tr>
<td>Blue cub (Bordeaux, France)</td>
<td>40</td>
<td>90</td>
</tr>
<tr>
<td>Autoshare (Toronto, Canada)</td>
<td>175</td>
<td>300</td>
</tr>
<tr>
<td>Autolib’ (Paris, France)</td>
<td>975</td>
<td>2500</td>
</tr>
<tr>
<td>C.vélo (Clermont-Ferrand, France)</td>
<td>22</td>
<td>220</td>
</tr>
<tr>
<td>Coca Cola Zero Belfast Bikes (Belfast, UK)</td>
<td>30</td>
<td>300</td>
</tr>
<tr>
<td>nextbike (Berlin, Germany)</td>
<td>50</td>
<td>300</td>
</tr>
<tr>
<td>V’Lille (Lille, France)</td>
<td>220</td>
<td>1100</td>
</tr>
<tr>
<td>Vélo’v (Lyon, France)</td>
<td>348</td>
<td>4000</td>
</tr>
<tr>
<td>Vélib’ (Paris, France)</td>
<td>1230</td>
<td>18000</td>
</tr>
<tr>
<td>Hangzhou Public Bicycle (Hangzhou, China)</td>
<td>2400</td>
<td>61000</td>
</tr>
</tbody>
</table>

The conditions of previous theorem are pretty realistic. In Table 4.1 there are several car and bikesharing systems listed with their number of cars/bicycles and stations. Unfortunately, we could not find the number of drivers/trucks within the system. However, due to the high costs of trucks and drivers it is unlikely that the number of driver/trucks is greater than or equal to the number of stations, and even less likely that the number of drivers is equal to the number of cars (resp. bikes). However, since the given sequences are more of a theoretical nature, a low number of drivers should be irrelevant in practice.

Furthermore, note that the two previous results also imply that there does not exist a deterministic or randomized online algorithm for the Online Min-Reject Relocation Problem \((G, z^0, z^d, γ, k, cap, L, R)\) for any graph \(G\) with at least three points and a minimal distance of 1 between two stations when the stated conditions from Theorem 4.1 or 4.2 hold.

Finally, we restrict the situation so that we can give a competitive online algorithm. Hereby, the number of cars and drivers are equal, leading more to a dial-a-ride or pickup-and-delivery problem than a Relocation Problem. This becomes even more clear, when the driver always “follows” the customer in order to be able to directly pickup the car at the destination station of the customer request. This behavior can theoretically be justified since we consider in our objective function only the number of rejected customer requests, but the additional costs for traveling are not taken into account. However, in practice, the additional costs (for the additional number of drivers and for moving the driver) can usually not be justified within the scope of a carsharing system, and even less within the scope of a bikesharing system.

In the next theorem, we consider a slightly modified version of RePlan (Algorithm 5) where to each driver a car is assigned. Whenever, a customer takes a car, the driver follows the customer to the drop station.

**Theorem 4.3.** If the number of cars \(γ\) is equal to the number of drivers \(k\) (i.e., \(γ = k\)), then the online algorithm RePlan (where drivers follow its car) is at most 3-competitive for the Online Min-Reject Relocation Problem \((U(n), z^0, z^d, γ, k, cap, L, R)\) with \(n ≥ 2\), against a direct \(δ\)-adversary for all \(δ ≥ 2\).

**Proof.** W.l.o.g. let the driver and its assigned car start at the same station. Since we consider the uniform metric space, the time needed to serve a customer request is at most 2 (at most one time unit is needed to move the driver to a station with a car, and another time unit is needed
to move to the pickup station of the customer request). Thus, it is possible to serve a customer request every second time step.

Since the number of cars is equal to the number of drivers, and we consider a discrete time and since all direct customer requests are direct, it follows from $\delta \geq 2$ that every newly released customer request can also be served. Furthermore, the algorithm can decide until the pickup time of a customer request whether to serve the request or to reject it.

Additionally, when a new customer request $r_j$ is released at time $t$ and when the driver and the car are positioned at the pickup station of a customer request $r$ at the pickup time $t_p = t$ of $r$, the two requests $r$ and $r_j$ can be served.

Finally, let $\sigma = (r_1, \ldots, r_\lambda)$ be an arbitrary sequence of customer requests. W.l.o.g. let the customer requests be ordered so that the requested pickup times are increasing, i.e., for two customer request $r_i, r_j \in \sigma$, with $r_t = (t_r, v_r, t_{v_r}, t_{v_r'})$, it holds $t_{v_r} \leq t_{v_j}$ if $i < j$. Next, we compare the requests which are served by ADV and the requests which are served by RePlan. From this we can conclude the number of rejected customer requests.

Firstly, we make some general observations, and secondly, we consider a worst-case scenario. Hereby, we show that RePlan rejects at most three times more customer requests than the adversary.

Let $\sigma_{\text{ADV}} \subseteq \sigma$ be a sub-sequence of all customer requests which are served by ADV. If the pickup time of two succeeding customer requests of $\sigma_{\text{ADV}}$ is at least 2, then it follows from above that RePlan can also serve the same number of customer requests. Note, the requests served by ALG and by RePlan may be different. Furthermore, the time when ALG and RePlan start serving the requests may be shifted by 1 and, thus, it may be possible that the number of requests rejected by ALG is one less than the number of requests rejected by RePlan. Let $x \in \mathbb{N}$ be the number of customer requests rejected by ADV then it follows in this case

$$\frac{\text{RePlan}(\sigma)}{\text{ADV}(\sigma)} \leq \frac{x + 2x}{x} = 3.$$

Next, we consider a worst-case scenario for RePlan. Let ADV serve one customer request at every time step (within a time window). We show that then there are no three successive time steps where RePlan does not serve any customer request. For that let us assume the contrary, i.e., that there are three successive time steps $t, t + 1$ and $t + 2$ where RePlan does not serve any customer request. Hereby, let $t > 0$ (the case $t = 0$ is handled afterwards). Afterwards, let RePlan serve the customer request $r$ (with a pickup time of at least $t + 3$). Let ADV serve the customer requests $r_1, r_2, r_3 \in \sigma_{\text{ADV}}$ with $\hat{l}(r_1) = t$, $\hat{l}(r_2) = t + 1$ and $\hat{l}(r_3) = t + 2$. The existence of these customer requests is ensured, since ADV serves one customer request at every time step. Since $t > 0$ it follows that the car and the driver are at the same station. Thus, no matter where RePlan has positioned the driver (with the car), RePlan can serve $r_2$ and afterwards $r$. Since, RePlan always computes an optimal transportation schedule when a new customer request is released, RePlan would have served $r_2$ (or another customer request with a pickup time at $t + 1$).

In the case of $t = 0$, it may happen that the car and the driver are at different stations. However, if this is the case, then the car and the driver of ADV are also in different station. Since $r_1$ can be served by ADV, it follows that $r_1$ can also be served by RePlan, and again, there cannot be three successive time steps where RePlan does not serve any customer request.

Thus, in the worst-case, there are two successive time steps where RePlan does not serve any customer request. In the following, we examine this case in detail.

Let ADV serve the customer requests $r_1, r_2, r_3, r_4 \in \sigma_{\text{ADV}}$ with $\hat{l}(r_1) = t$, $\hat{l}(r_2) = t + 1$, $\hat{l}(r_3) = t + 2$ and $\hat{l}(r_4) = t + 3$. Furthermore, let RePlan serve the customer requests $r'_1, r'_4$ with $\hat{l}(r'_1) = \hat{l}(r_1)$ and $\hat{l}(r'_4) = \hat{l}(r_4)$. We prove that $r_1 \neq r'_1$ or $r_4 \neq r'_4$ follows. For that let us assume...
that \( r_1 = r'_1 \) or \( r_4 = r'_4 \). Then, RePLAN could serve the two customer requests \( r_2 \) and \( r_3 \), and since RePLAN always computes an optimal transportation schedule as soon as a new customer request is released, it also would serve these two requests. Thus, it follows that at least one customer request must be different.

Since we have \( r_1 \neq r'_1 \) or \( r_4 \neq r'_4 \), it follows that ADV rejects at least one request (two if both are different). The online algorithm RePLAN rejects at least 3 requests (four if both are different). Additionally, both may reject another customer request. Thus, we have

\[
\frac{\text{RePLAN}(\sigma)}{\text{ADV}(\sigma)} = \frac{3+x}{1+x} \leq \frac{3+3x}{1+x} = 3,
\]

and if both customer requests are different

\[
\frac{\text{RePLAN}(\sigma)}{\text{ADV}(\sigma)} = \frac{4+x}{2+x} \leq \frac{4+2x}{2+x} = 2.
\]

In all cases, the number of rejected customer requests of RePLAN is at most three times the number of rejected customer requests of ADV, and thus, the competitive ratio is at most 3.

In the proof of previous theorem, we mainly used the possibility that the driver and the car are always at the same position. Therefore, the online algorithm can react in time to serve a new released request. As we have seen before, e.g., in Theorem 4.2, this is not possible when the number of cars is greater than the number of drivers. That \( \delta \geq 2 \) is insofar important, that every newly released customer request can theoretically be served by an online algorithm. Finally, note that solely from the number of accepted customer requests we cannot conclude the number of rejected customer requests. Here it is necessary to show that the adversary also rejects some customer requests.

Next, we generalize the result by generalizing the notion of direct customer requests.

**Theorem 4.4.** If the number of cars \( \gamma \) is equal to the number of drivers \( k \) (i.e., \( \gamma = k \)), then the online algorithm RePLAN is at most \((2+\lceil b/a \rceil)\)-competitive for the Online Min-Reject Relocation Problem \((\mathbb{U}(n), z^0, z^d, \gamma, k, \text{cap}, L, R)\) with \( n \geq 2 \), against a direct \([a,b]-\delta\)-adversary for all \( \delta \geq 2 \), \( 1 \leq a \leq b < \infty \).

**Proof.** Since most of the arguments from the proof of Theorem 4.3 hold also in this case, we concentrate on the differences to the proof of that theorem.

When RePLAN serves a customer request \( r \), the adversary can serve at most \([b/a]\) customer requests at the same time. This ratio can be seen as follows: when RePLAN serves a customer request, the difference between the pickup and drop time is at most \( b \). Thus, it follows that during this time, the adversary can then serve at most \([b/a]\) customer requests when all the differences between the pickup and drop time of these customer requests is \( a \). In order to serve \( r \), RePLAN may reject another customer request \( r' \) with \( \hat{i}(r') = \hat{i}(r) - 1 \). Furthermore, RePLAN may not be able to serve a customer request \( r'' \) with \( \hat{i}(r) = \hat{i}(r'') \). However, both \( r' \) and \( r'' \) may be served by the adversary. When the adversary serves \([b/a]\) customer requests while RePLAN serves \( r \), it follows that the adversary must reject \( r \). Additionally, both may reject \( x \) customer requests. Thus, we have in this case

\[
\frac{\text{RePLAN}(\sigma)}{\text{ADV}(\sigma)} = 1 + \left\lceil \frac{b}{a} \right\rceil + \frac{+x}{1+x} \leq 2 + \left\lceil \frac{b}{a} \right\rceil.
\]

If RePLAN is not serving another request, the driver and the car are always at the same position. Therefore, it follows from \( \delta \geq 2 \) that RePLAN can decide to serve any newly released customer request. Thus, the statement follows with Estimate (4.1).
4.1.2 Max/Max Ratio

In this section, we apply the max/max ratio to the Online Min-Reject Relocation Problem and show that there does not exist a meaningful ratio for this problem on the uniform metric space with at least two points.

**Theorem 4.5.** For the Online Min-Reject Relocation Problem \((U(n), z^0, z^d, \gamma, k, \text{cap, } L, R)\) with \(n \geq 2\), any online algorithm \(\text{ALG}\) has a max/max ratio of 1. This result even holds if only direct customer requests are released.

**Proof.** Let \(\{v_1, v_2\}\) be the points of the metric space, and let all cars driver and drivers be located at \(v_1\). Then let us consider the sequence of customer requests \(\sigma = (r_1, \ldots, r_\lambda)\) with

\[r_j = (0, v_2, 0, v_1, 1)\]

for all \(1 \leq j \leq \lambda\). Since the time to transfer the cars to \(v_2\) takes at least one time unit, none of these customer requests can neither be served by any online algorithm nor by the optimal solution. Obviously, the maximal number of rejected requests is \(\lambda\) and, therefore, we have for any online algorithm \(\text{ALG}\) the max/max ratio

\[w_M(\text{ALG}) = \limsup_{\lambda \to \infty} \frac{M_\lambda(\text{ALG})}{M_\lambda(\text{OPT})} = \limsup_{\lambda \to \infty} \frac{\lambda/\lambda}{\lambda/\lambda} = 1\]

which proves the statement. \qed

In the next theorem, we show that the same result holds for every reasonable algorithm even for direct \(\delta\)-customer requests. The idea is similar to the idea used in the proof of the previous result. All customer requests are released at the same time. Since there are only a limited number of cars, but the considered sequence grows, not every request can be served. This implies:

**Theorem 4.6.** For the Online Min-Reject Relocation Problem \((U(n), z^0, z^d, \gamma, k, \text{cap, } L, R)\) with \(n \geq 2\), any online algorithm \(\text{ALG}\) which does not unnecessarily reject customer requests has a max/max ratio of 1. This result even holds if only direct \(\delta\)-customer requests are released for any \(\delta \in \mathbb{R}\).

From previous theorem, it follows that the max/max ratio is not a meaningful tool to evaluate the performance of online algorithms for the Online Min-Reject Relocation Problem.

### 4.2 Maximizing the Number of Accepted Customer Requests

In this section, we consider another quality of service aspect of the Online Relocation Problem, where the aim is to maximize the number of accepted customer requests.

At first glance, the two problems Online Min-Reject Relocation Problem (see Section 4.1) and the Online Max-Accept Relocation Problem may seem to be equivalent. However, we show in this section, that there are some fundamental differences between the two problems. One major difference is that, in order to prove the non-existence of a competitive online algorithm, for the Online Min-Reject Relocation Problem it is sufficient to find a sequence so that the adversary can serve all released customer request, while the online algorithm has to reject at least one. For the Online Max-Accept Relocation Problem, this is not sufficient. This is also the main reason why it is hard to find a competitive online algorithm (under certain but unrealistic conditions) for the
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Online Min-Reject Relocation Problem (Section 4.1.1) but more easy to find one (under certain but more realistic conditions) for the Online Max-Accept Relocation Problem (Section 4.2.1).

Note, only the number of accepted customer requests are considered, but the costs for transferring cars between stations are not taken into account.

In this chapter, if not stated otherwise, we assume that there are no capacities for the drivers \((L = \infty)\) as well as for the stations \((\text{cap}(v) = \infty \text{ for all } v \in V)\). Furthermore, the movement speed for the drivers and the cars is 1.

The Online Max-Accept Relocation Problem \((M, z^0, z^d, \gamma, k, \text{cap}, L, R)\) is a Dynamic Relocation Problem where the goal is to compute a transportation schedule, with a maximal number of accepted customer requests, i.e., where the objective function is

\[
\max \sum_{j=1}^{\lambda} \text{acc}(r_j),
\]

where

\[
\text{acc}(r) = \begin{cases} 
1, & \text{if } r \text{ is accepted}, \\
0, & \text{otherwise}.
\end{cases}
\]

4.2.1 Competitive Analysis

In this section, we start by considering an arbitrary online algorithm (see Section 1.4.2 for some examples) and show that this algorithm cannot be competitive against the oblivious adversary. Hereby, we show this statement when the metric space is the real line, when it is an interval of the real line, and for the uniform metric space. Afterwards, we consider weaker adversaries like the direct \(\delta\)-adversaries. Under certain conditions, we give some competitive online algorithms for the Online Max-Accept Relocation Problem against these weaker adversaries.

However, the proofs for the non-existence of competitive online algorithms for the Online Max-Accept Relocation Problem in the “basic situations” are similar to the proofs for the non-existence of competitive online algorithms for the Online Min-Reject Relocation Problem. Therefore, in this section, we concentrate on the differences between these two problems as well as the different results.

In the Online Max-Accept Relocation Problem, deterministic online algorithms are only competitive under certain circumstances. However, we can give some examples where there does not exist a competitive online algorithm for the corresponding Online Min-Reject Relocation Problem but there exists one for the Online Max-Accept Relocation Problem.

Finally, we consider the randomized online algorithm \(\text{RANDOMWALK}\) and show that it is competitive even against the oblivious adversary. The basic idea is that the driver every now and then positions a car at the “correct” station. Due to its randomness, and since the oblivious adversary does not know the outcome of random events, the adversary cannot give a worst-case scenario so that \(\text{RANDOMWALK}\) cannot accept any released request.

**Theorem 4.7.** Let \(G = (V, E, w)\) be a weighted graph and \(M\) the metric space induced by \(G\). Then the randomized online algorithm \(\text{RANDOMWALK}\) with a uniform distribution is \(c\)-competitive for the Online Max-Accept Relocation Problem \((M, z^0, z^d, \gamma, k, \text{cap}, L, R)\) against the oblivious adversary with

\[
c = 2 \cdot \sum_{e \in E} w(e) + |V|.
\]

Proof. Firstly, let us consider the situation when there is only one car and only one driver in the system. Secondly, we show that the general situation with more cars and drivers is even more in
favor of RandomWalk, thus, the situation with only one driver and one car gives already an upper bound.

Let \( r = (t, v, t_v, v', t_{v'}) \) be an arbitrary customer request. When the driver picks up a car, the driver moves in the system with the car. Thus, we can show that the driver has a car at \( v \) at time \( t_w \) with a bounded probability (see Equation (4.3)). From that we can conclude the expected values for RandomWalk and ADV which then proves the statement.

We apply the theory of random walks on graphs theory. For that, we construct an unweighted directed graph \( G' = (V', A') \) from \( G \) with

1. \( V' \) contains all nodes \( V \) and for every edge \( vv' \in E \) with \( w(v, v') \geq 1 \), an additional \( 2(w(v, v') - 1) \) nodes are added to \( V' \), hereby, \( w(v, v') - 1 \) nodes represent the direction from \( v \) to \( v' \), and the other \( w(v, v') - 1 \) nodes the direction from \( v' \) to \( v \),

2. for every edge \( vv' \in E \) there is an arc between the additionally added nodes (once to the direction \( v \) to \( v' \) and once for the other direction); if \( w(v, v') = 1 \), the arcs \( (v, v') \) and \( (v', v) \) are added to \( A' \), and

3. for every node \( v \in V \) a loop \( (v, v) \) is added to \( A \).

Note that by construction, it holds \( \delta^+(v) = \delta^-(v) \) for all \( v \in V \).

Note, \( G' \) represents the possible positions of the driver and the possible paths the driver can take (see Figure 4.1 for an illustration of the construction of \( G' \)).

\[ |\delta^+(v)| \sum_{v' \in V'} |\delta^+(v')| \]  

\[ (4.2) \]

Due to the loops, \( G' \) is non-bipartite and, therefore, there exists a stationary distribution for every node \( v \in V' \) (see, e.g., [118]), i.e., the probability for the driver being at time \( t \) at node \( v \in V' \) tends towards a constant as \( t \to \infty \). This probability is given by

\[ \frac{|\delta^+(v)|}{\sum_{v' \in V'} |\delta^+(v')|} \]

In order to get the “real” position of the driver, we have to translate this value to \( G \). For that, we concentrate on the bottom of the fraction of Equation (4.2).

By translating the value \( \sum_{v' \in V'} |\delta^+(v')| \) to \( G \), the additionally added nodes have to be exchanged by a suitable value. For an arc, there are \( w(v, v') - 1 \) additional nodes (for each
direction) and, thus, \( w(v, v') \) arcs in each direction. Finally, there are \(|V|\) loops. This leads to the probability for the driver being at time \( t \) at station \( \tilde{v} \) (see, e.g., lecture notes on spectral graph theory [143])

\[
\pi(\tilde{v}) = \frac{|\delta^+(\tilde{v})|}{\sum_{v \in V} \sum_{e \in \delta^+(v)} w(e) + |V|}. \tag{4.3}
\]

Thus, if the adversary \( \text{ADV} \) releases a customer request \( r = (t_v, v, t_v, v', t_{v'}) \), the online algorithm \( \text{RandomWalk} \) serves \( r \) with a probability of \( \pi(v, t_v) \). In the case that \( \text{ADV} \) releases \( \delta \)-customer requests for any \( \delta > 0 \), this probability is increased, since \( \text{RandomWalk} \) has to position the driver only within a radius of \( \delta \) of \( v \). This means, whenever \( \text{ADV} \) serves a customer request, \( \text{RandomWalk} \) serves this request with a probability of at most \( \pi(v, t_v) \).

Fortunately, the value \( \pi(v) \) is minimal for a station with only one outgoing edge. Thus, for a sequence of customer requests \( \sigma \), with \( \lambda = |\sigma| \), we can estimate the expected value for \( \text{RandomWalk} \) by

\[
\mathbb{E}(\text{RandomWalk}) \geq \frac{\lambda}{\sum_{v \in V} \sum_{e \in \delta^+(v)} w(e) + |V|} \quad \text{and} \quad \mathbb{E}(\text{ADV}) \leq \lambda.
\]

Thus, we have

\[
\frac{\mathbb{E}(\text{RandomWalk})}{\mathbb{E}(\text{ADV})} \geq \frac{\lambda/\sum_{v \in V} \sum_{e \in \delta^+(v)} w(e) + |V|}{1/\sum_{v \in V} \sum_{e \in \delta^+(v)} w(e) + |V|} = \frac{1}{\sum_{v \in V} \sum_{e \in \delta^+(v)} w(e) + |V|}. \tag{4.4}
\]

Due to the first sum in \( \sum_{v \in V} \sum_{e \in \delta^+(v)} w(e) \), each edge is counted twice. Therefore, the sum \( \sum_{v \in V} \sum_{e \in \delta^+(v)} w(e) \) can be rewritten as \( 2 \sum_{e \in E} w(e) \), proving the statement for one car and one driver.

Finally, we show that this ratio is already an upper bound for the general situation with \( k \) drivers. For that let the number of cars be greater or equal to the number of drivers (otherwise, not all drivers are used). To each driver, we assign one car. The probability that one driver with a car is at time \( t \) at station \( \tilde{v} \) is

\[
\pi_k(\tilde{v}) = \frac{k \cdot |\delta^+(\tilde{v})|}{\sum_{v \in V} \sum_{e \in \delta^+(v)} w(e) + |V|}.
\]

Now, the statement follows from \( \pi(\tilde{v}) \leq \pi_k(\tilde{v}) \) and Estimate (4.4).

Next, we consider the situation for deterministic online algorithms. Hereby, one can show that there does not exist a competitive deterministic online algorithm \( \text{ALG} \) for the Online Max-Accept Relocation Problem \((\mathbb{U}(n), z^0, z^d, \gamma, k, \text{cap}, L, R)\) with \( n \geq 2 \) against a non-abusive \( \delta \)-adversary for any \( \delta \in \mathbb{N} \). For that the adversary releases a customer request \( r \) with a sufficiently large occupation time. If \( \text{ALG} \) rejects \( r \), the adversary serves this request and ends the sequence. However, if \( \text{ALG} \) serves \( r \), the adversary releases a sequence of \( c \) customer requests with a small occupation time, which all can be served by the adversary (see Figure 4.2 for an illustration of this sequence on \([-x, x]\)). Since \( c \) can be arbitrarily large, there cannot exist a competitive deterministic online algorithm against a non-abusive \( \delta \)-adversary.

One may argue that the behavior of the adversary is not very realistic and more of a theoretical nature. Unfortunately, it may happen that users borrow their vehicle in the morning, keep it during the day close to their place of work and return it in the evening. This scenario is described by Kidd in [105] where the author writes in a blog about a bikesharing system in Japan: “Unfortunately locals have been using the bicycles for commuting and leaving them parked outside schools, offices or at train stations for the entire day rather than returning them.
to docking stations making them unavailable to all, in particular tourists to whom the scheme was originally targeted. However, the pricing structure of this system encouraged a behavior like this, namely the price for renting a bike has been paid only once per day and one can use the bicycle as long as one wants. In most systems one pays for the time the vehicle is used. This encourages the customers to return the car or bike as soon as one reaches the destination. In order to reflect this behavior, we consider an adversary who selects only from those customer requests where the difference between the pickup time and the drop time is bounded from above.

It is easy to find a sequence of customer requests which prove that there cannot exist a competitive deterministic online algorithm on \( U(n) \), \( n \geq 2 \), against a non-abusive direct \( \delta \)-adversary with \( \delta = 0 \). The next result shows that increasing \( \delta \) to one already enables us to find a competitive online algorithm on the uniform metric space.

**Theorem 4.8.** Let the online algorithm RePlan send each waiting driver to a station which has a car available for the driver (if possible). Then RePlan is \( 2\gamma/k \)-competitive for the Online Max-Accept Relocation Problem \( (U(n), z^0, z^d, \gamma, k, \text{cap}, \text{L}, \text{R}) \) with \( \gamma \geq k \) against a direct \( \delta \)-adversary with \( \delta \geq 1 \).

**Proof.** Let us assume that the adversary serves the maximum of \( \gamma \) customer requests at each time step.

Since we have \( \delta \geq 1 \) a customer request released at time \( t \) can be served whenever a driver is at time \( t \) at a station with a free car. Due to the modification of RePlan it is ensured that this is the case in at least every second point of time. Thus, it follows with \( \gamma \geq k \) that RePlan serves at least \( k \) customer requests every second time step.

From that we compute

\[
\frac{\text{ADV}(R)}{\text{RePlan}(R)} \leq \frac{2\gamma}{k}
\]

proving the stated competitive ratio. \( \square \)

Note that the modified RePlan becomes 2-competitive in the case that \( \gamma = k \) holds. Recall that under similar conditions, we could only prove a competitive ratio of 3 for the Online Min-Reject Relocation Problem (Theorem 4.3).

Furthermore, note that basically the same arguments show the same competitive ratio for the online algorithm EST.

That the modification to RePlan in the previous theorem is indeed necessary can be easily shown. In fact, if the drivers wait at their current station when they cannot serve any released request, one can show that RePlan is not competitive against a direct \( \delta \)-adversary with \( \delta = 1 \).
4. Decision Problems

However, for \( \delta \geq 2 \), the arguments from the proof of the previous theorem can be used to prove competitiveness of RePLAN.

Next, we consider a generalized situation, namely when the metric space is the real line and an interval of the real line, respectively.

Before we show the competitive ratio for some algorithms, we give some lower bounds for the competitive ratio. These lower bounds help us not only to evaluate the competitive online algorithms which we present afterwards, but also to know the limit when we cannot find a competitive online algorithm.

**Theorem 4.9.** For any competitive deterministic online algorithm for the Max-Accept Online Relocation Problem \([-x, x], z^0, z^d, \gamma, k, \text{cap}, L, R\) with \( x \geq 3 \) the competitive ratio against a direct \( \delta \)-adversary with \( \delta \in \mathbb{N} \) is at least \( 1 + (2x - 1)/\delta \). The result holds even in the case that \( \gamma = 2 \) and \( k = 1 \).

**Proof.** Let \( \sigma \) be a sequence of customer requests and let \( \text{ALG}(\sigma) \) be the number of accepted customer requests of an online algorithm \( \text{ALG} \) with respect to \( \sigma \). Furthermore, let \( \text{ADV}(\sigma) \) the number of accepted customer requests of the adversary \( \text{ADV} \) with respect to \( \sigma \). We show that for any arbitrary \( c \leq 1 + (2x - 1)/\delta \) there exists a sequence of customer requests \( \sigma \) so that

\[
 c \cdot \text{ALG}(\sigma) \leq \text{ADV}(\sigma)
\]

holds, proving a lower bound for a competitive ratio against \( \text{ADV} \) for the Max-Accept Online Relocation Problem.

W.l.o.g. let \( 3x \leq \delta \).

Let there be only one driver and two cars and let them start all in the origin 0. We construct a sequence of customer requests \( \sigma \) as follows. At time 0 the adversary releases \( \delta \)-customer requests, where each customer request is of the form \( \tilde{r}_j = (0, -x, \delta + 2j, -x + 1, \delta + 2j + 1) \), \( 0 \leq j < \delta \) (see Figure 4.3 for an illustration). Let \( \tilde{\sigma} = (\tilde{r}_0, \ldots, \tilde{r}_\delta) \).

Figure 4.3: This image illustrates the construction of a sequence of customer requests to prove a lower bound of \( 1 + (2x - 1)/\delta \) against a direct \( \delta \)-adversary with \( 3x \leq \delta \).

If \( \text{ALG} \) rejects at least one customer request then the adversaries does not release any more requests and serves all. Otherwise, the adversary transfers one car to \( x \) (or \( x - 1 \) if \( \text{ALG} \) transfers a car to \( x \) as well). W.l.o.g. let \( \text{ALG} \) have no car at \( x \) or \( x - 1 \) (otherwise, adjust the following customer requests accordingly). Furthermore, at time \( \delta \) the adversary releases \( 2x - 1 \) customer requests

\[
 \tilde{r}_i = \begin{cases} 
 (\delta, x, 2\delta + i, x - 1, 2\delta + i + 1) & \text{if } i \text{ is even,} \\
 (\delta, x - 1, 2\delta + i, x, 2\delta + i + 1) & \text{otherwise,}
\end{cases}
\]
and let $\hat{\sigma} = \hat{r}_1, \ldots, \hat{r}_{2x-1}$, and let $\sigma = (\hat{\sigma}, \hat{\sigma})$. Since $\text{ADV}$ has positioned a car at $x$, these requests can all be accepted by $\text{ADV}$. If $\text{ALG}$ transfers a car to $x$, it misses at least $(l - 1)$ requests from $\hat{\sigma}$. This can be seen as follows. In order to move a car to $x - 1$ (resp. $x$) and return to $-x$, at least $4x - 2$ time units are needed. Therefore, $2x - 1$ customer requests are rejected from $\hat{\sigma}$. If $\text{ALG}$ does not move to $x$, then all $2x - 1$ customer requests from $\hat{\sigma}$ are rejected.

Therefore, $\text{ALG}$ can accept at most $\delta$ customer requests, and $\text{ADV}$ accepts $\delta + 2x - 1$ customer requests. Thus, we have

$$\frac{\text{ADV}(\sigma)}{\text{ALG}(\sigma)} \geq \frac{\delta + 2x - 1}{\delta} = 1 + \frac{2x - 1}{\delta},$$

proving the statement of the theorem.

Considering smaller values for $\delta$ one can proof some larger lower bounds, e.g., if $\delta \leq 3x - 1$, the competitive ratio against a non-abusive direct $\delta$-adversary is at least $4x - \delta - 1$. Hereby, the basic idea of previous proof can be reused. In the case that $\delta \leq x - 1$ one can even show that there does not exist a competitive deterministic online algorithm against an abusive direct $\delta$-adversary.

Combined with Theorem 4.9 we have a lower bound $lb$ for a competitive ratio on the interval $[-x, x]$ against a direct $\delta$-adversary for the Max-Accept Online Relocation Problem

$$lb = \begin{cases} 
4x - \delta - 1, & \text{if } \delta \leq 3x - 1, \\
1 + \frac{2x - 1}{x}, & \text{if } 3x \leq \delta.
\end{cases}$$

From that one can easily verify that the lower bound is within the range

$$lb \in \begin{cases} [1, x], & \text{if } \delta \leq 3x - 1, \\
[1, 2 \frac{1}{3}], & \text{if } 3x \leq \delta.
\end{cases}$$

According to Theorem 4.1, there does not exist a competitive online algorithm for the Online Min-Reject Relocation Problem on the uniform metric space against a direct $\delta$-adversary for any $\delta \in \mathbb{N}$ if there are more cars than drivers in the system. However, for the Online Max-Accept Relocation Problem, we can show that there exist competitive online algorithms (for sufficiently large $\delta$).

Next, we consider the algorithm “longest occupation time” LOT (see Algorithm 9). The basic idea of LOT is to select the released but not served customer request with the longest difference between the pickup time and the drop time. When the driver and a car are free, the next customer requests to serve are selected. Obviously, one can expect that this algorithm performs poorly in practice and in theory as well. However, it serves as a good pathological example to illustrate the difference between the Online Min-Reject Relocation Problem and the Online Max-Accept Relocation Problem, since in the latter also algorithms can be competitive which make obviously “bad” decisions.

The algorithm LOT is not competitive against a direct $\delta$-adversary for any $\delta$. This is due to a specific behavior of the algorithm, namely since the algorithm assigns a car to every customer request it is serving and waits until he can serve this request. When there are no unassigned cars, LOT does not serve any other request in between, and the adversary can abuse this behavior by letting the online algorithm assign all of its cars before releasing “its” customer requests. In other words, in contrast to before, the non-competitiveness is not a result of not being able to react in time, but results of having “too much time”.

However, we show that LOT is competitive against a direct $\delta$-\epsilon-adversary. Before we can prove this, we have to introduce another notion.
Algorithm 9 LOT algorithm for the Online Max-Accept Relocation Problem (longest occupation time)

**Input:** a sequence of released customer requests $\sigma$

**Output:** a transportation schedule $S$ for the Online Min-Reject Relocation Problem

1: **when** a driver is not transferring a car to a pickup station and a car is not serving a customer request **then**
2: deterministically select $r$ which can be served by non-assigned car with $\hat{t} - \hat{t}$ maximal
3: compute an optimal tour for the driver so that $r$ is served and assign $r$ to the used car
4: all drivers without a tour, and all unassigned cars wait at their current station
5: return $S$

**Definition 4.10.** Let $\text{ALG}$ be an online algorithm (or an adversary), and let $r = (t, v, t_v, v', t_v')$ be a customer request. We say that $r$ fills a time interval $[t, T]$ (w.r.t. $\text{ALG}$), with $[t_v, t_v'] \subseteq [t, T]$, if $r$ is accepted by $\text{ALG}$ and one of the following conditions is true

- the interval $[t, T]$ is equal to $[t, t_v]$, i.e., we have $T = t_v$, or
- there exists a direct $\delta$-customer request $\hat{r} = (\hat{t}, \hat{v}, T - 1, \hat{v}', T)$ which is rejected by $\text{ALG}$.

Let $\sigma = (r_1, \ldots, r_k)$ be a sequence of customer requests. We say that $\sigma$ fills a time interval $[T, T']$ if there exists a partition of $[T, T']$ into $\ell$ subintervals $[T_1, T'_{1}, \ldots, T_{\ell}, T_{\ell}]$, so that $r_i$ fills the interval $[T_j, T'_j]$, for each $1 \leq j \leq \ell$.

The definition when a sequence or a customer request fills a time interval, depends on the considered online algorithm. Note, the definition only ensures that there exists at least one customer request which is rejected by the online algorithm $\text{ALG}$, but there may also exist several other which may be accepted by $\text{ALG}$. If a customer request $r$ does not fill a time interval $[t, T]$ then it follows that every customer request $\hat{r} = (\hat{t}, \hat{v}, T - 1, \hat{v}', T)$ is served by $\text{ALG}$. Therefore, by finding a maximal $T$ so that $r$ fills $[t, T]$ can help in constructing a worst-case sequence for $\text{ALG}$. In the next lemma, we show such a maximal $T$ for LOT.

**Lemma 4.11.** Let $x \in \mathbb{N}$ be arbitrarily selected with $x \geq 1$. Let $r = (t, v, t_v, v', t_v')$ be a direct $\delta$-customer request on $[-x, x]$ with $4x \leq \delta \leq \epsilon$. Then the two statements hold for LOT

(i) there does not exist a time interval $[t, T]$ with $T > t + \epsilon + 4x$ so that $r$ fills $[t, T]$,

(ii) if $r$ fills $[t, T]$ with $T = t + \epsilon + 4x$, then $t_v - t = \epsilon$ and $t_v' - t_v = 2x$ follow.

**Proof.** [4] In order to prove the statement, we show that for every $\delta$-customer request $r$ on $[-x, x]$, that $r$ does not fill the time interval $[t, T]$ with $T = t + \epsilon + 4x + 1$. For that we show that every $\delta$-customer request $\hat{r} = (\hat{t}, \hat{v}, T - 1, \hat{v}', T)$ is accepted by LOT. Afterwards, we show that there exists a direct $\delta$-customer request $r$ on $[-x, x]$ which fills the interval $[t, T]$ with $T = t + \epsilon + 4x$.

Let $r = (t, v, t_v, v', t_v')$ be an arbitrary $\delta$-customer request on $[-x, x]$ which is served by LOT. We show that $r$ does not fill the time interval $[t, T]$ with $T = t + \epsilon + 4x + 1$. Then the difference between the release time and the pickup time is at most $\epsilon$. Since $r$ is direct and on the interval $[-x, x]$, it follows that the difference between the pickup and drop time of $r$ is at most $2x$. Thus, it follows that $r$ is finished serving latest at $t + \epsilon + 2x$. Since the pickup time of $\hat{r}$ is $T - 1 = t + \epsilon + 4x$ and $\delta \geq 4x$ it follows that the release time of $\hat{r}$ is less than or equal to $t + \epsilon$. From that it follows that the driver can transfer the car to any position $y \in [-x, x]$, the car reaches $y$ latest at time $t + \epsilon + 4x$. Since the pickup time of $\hat{r}$ is $T - 1 = t + \epsilon + 4x$, it follows
that $\hat{r}$ can be served and is accepted since there is no other released customer request. The customer requests $r$ and $\hat{r}$ are selected arbitrary, and, thus, $r$ cannot fill the time interval $[t,T]$ with $T = t + \epsilon + 4x + 1$.

Firstly, we show that there exists a direct $\delta$-$\epsilon$-customer request on $[-x,x]$ which fills the interval $[t,T]$ with $T = t + \epsilon + 4x$, and $t_v - t = \epsilon$ and $t_{v'} - t_v = 2x$ hold. For that we consider $r = (t,x,t+\epsilon,-x,t+\epsilon+2x)$. It is easy to see that $r$ is a direct $\delta$-$\epsilon$-customer request on $[-x,x]$. Let $r$ be served by LOT, then $\hat{r} = (T-\delta,x,T-1,x-1,T)$ cannot be served by LOT. By following the same steps as above, one can see that the car cannot reach $x$ before time $t + \epsilon + 4x$. However, since the pickup time is $T - 1 = t + \epsilon + 4x - 1$, the car cannot be transferred to $x$ in time and thus, $\hat{r}$ is rejected. Therefore, $r$ fills the time interval $[t,T]$ with $T \leq t + \epsilon + 4x$.

Secondly, we prove that if either $t_{v'} - t < \epsilon$ or $t_{v'} - t_{v} < 2x$ hold, then $r$ does not fill $[t,T]$ with $T = t + \epsilon + 4x$. It holds for the drop time of $r$

$$t_{v'} < t + (t_v - t) + d(v,v') \leq t + \epsilon + 2x.$$

Since all values are integers it follows

$$t_v \leq t + \epsilon + 2x - 1.$$

Next, we show that every direct $\delta$-$\epsilon$-customer request $\hat{r} = (\hat{t},\hat{v},T-1,\hat{v}',T)$ is accepted by LOT. For the pickup time of $\hat{r}$ we have, $T - 1 = t + \epsilon + 4x - 1$. Thus, the difference between the drop time of $\hat{r}$ and the pickup time of $\hat{r}$ is at most $2x$, and the car can be transferred to any arbitrary position in $[-x,x]$ within $2x$ time units. Therefore, $\hat{r}$ is accepted by LOT and $r$ does not fill $[-x,x]$, and the statement is proved.

With the help of the previous lemma, we next prove a competitive ratio for the online algorithm LOT for the Online Max-Accept Relocation Problem on the interval $[-x,x]$ against a direct $\delta$-$\epsilon$-adversary for all $4x \leq \delta \leq \epsilon$. Hereby, we construct a sequence of customer requests, and prove that it is a worst-case sequence for LOT. From that we then conclude the competitive ratio $(4x+\epsilon)$.

**Theorem 4.12.** If $kL \geq \gamma$ then the online algorithm LOT is $(4x+\epsilon)$-competitive for the Online Max-Accept Relocation Problem $([-x,x],z^0,z^1,\gamma,k,cap,L,R)$ with $x \geq 1$ against a direct $\delta$-$\epsilon$-adversary for all $4x \leq \delta \leq \epsilon$. This result holds even in the case that $\gamma = k = 1$.

**Proof.** Since $\delta \geq 4x$ it follows that a newly released customer request can be served (unless all cars are currently serving a customer request), independently of the position of the driver and the cars. Therefore, it is ensured that LOT can serve at least one customer request.

Let there be only one driver and two cars and let them start all in the origin $0$. In the following, we fix a time horizon $[0,T]$ and construct two sequences $\sigma^*_1$ and $\sigma^*_2$ for this time horizon. Hereby, each sequence $\sigma^*_j$ fills the time horizon $[0,T]$. Afterwards, we show that these sequences are a best-case sequence for ADV and a worst-case sequence for LOT, i.e., for any other sequence $\sigma$ filling this time horizon it follows

$$\text{ADV}(\sigma^*_1) \geq \text{ADV}(\sigma) \text{ and LOT}(\sigma^*_2) \leq \text{LOT}(\sigma).$$

Finally, these two sequences are “merged” to one sequence $\sigma^*$, which then lead to

$$\frac{\text{ADV}(\sigma^*)}{\text{LOT}(\sigma^*)} \geq \frac{\text{ADV}(\sigma)}{\text{LOT}(\sigma)} \quad (4.5)$$

for any $\sigma$ which fills the time horizon $[0,T]$. Thus, it follows from Equation (4.5) we can compute the competitive ratio by using $\sigma^*$ as a representative.
4. Decision Problems

Firstly, we define the customer requests of $\sigma^*_1 = (r_{10}, r_{11}, \ldots, r_{1\ell})$, and show that they fill a given time horizon. The customer requests of $\sigma^*_1$ are defined as follows

$$r_{1j} = \begin{cases} (j, x, \delta + j, x - 1, \delta + j + 1), & \text{if } i \text{ is even,} \\ (j, x - 1, \delta + j, x, \delta + j + 1), & \text{if } i \text{ is odd,} \end{cases}$$

and the last customer request of $\sigma^*_1$ has as drop time $T$. The customer requests $r_{1j}$ are defined in such a way that they allow the adversary to serve all customer requests without moving the car. Furthermore, starting from time $\delta$, the adversary can serve at each time step one customer request. Since there is only one car in the system, this value cannot be increased. Therefore, any arbitrary customer request which is added to the sequence will be rejected by the adversary, showing that the sequence fills the time horizon $[0, T]$. For $\sigma^*_1$ we have $\text{ADV}(\sigma^*_1) = T - \delta$.

Secondly, we consider the sequence $\sigma^*_2 = (r_{20}, r_{21}, \ldots, r_{2\ell'})$. Hereby, let us assume that $T$ is a multiple of $\epsilon + 4x$. The customer requests of $\sigma^*_2$ are defined by

$$r_{2j} = (j(\epsilon + 4x), x, \epsilon + j(\epsilon + 4x), x, \epsilon + j(\epsilon + 4x) + 2x).$$

One can easily verify that these customer requests are indeed direct $\delta$-$\epsilon$-customer requests. Furthermore, we have

$$\ell(r_{2i}) + 2x = \epsilon + j(\epsilon + 4x) + 4x = (j + 1)(\epsilon + 4x) = t^{rel}(r_{2i+1})$$

which means that the customer request $r_{2i+1}$ is released $2x$ time units after the drop time of the customer request $r_{2i}$. Additionally, let $\ell'$ be chosen so that the drop time of $r_{2\ell'}$ is $T$ (this is possible since $T$ is a multiple of $\epsilon + 4x$ by assumption).

The difference between the drop time of $r_{2i}$ and the pickup time of $r_{2i+1}$ is

$$\epsilon + (j + 1)(\epsilon + 4x) - (\epsilon + j(\epsilon + 4x) + 2x) = \epsilon + (j + 1)(\epsilon + 4x) - \epsilon - j(\epsilon + 4x) - 2x$$

$$= \epsilon + 2x$$

$$\geq \delta + 2x$$

$$\geq 6x,$$

and, therefore, every customer request of $\sigma^*_2$ can be served by LOT.

From Lemma 4.11 it follows that the sequence $\sigma^*_2$ fills the time horizon $[0, T]$. Furthermore, one can conclude from Lemma 4.11(ii) that $\text{LOT}(\sigma^*_2) \leq \text{LOT}(\sigma)$ holds for any arbitrary sequence of direct $\delta$-$\epsilon$-customer requests $\sigma$ which fills $[0, T]$.

Finally, note that if $\sigma$ does not fill $[0, T]$, then a customer request with a difference between the pickup and drop time of 1 can be added to $\sigma$. Furthermore, these added customer requests are all served by LOT (and by ADV). Hereby, it follows from above that after adding customer request until $\sigma$ fills $[0, T]$, we have $|\sigma^*_2| \leq |\sigma|$.

For $\sigma^*_2$ we can conclude $\text{LOT}(\sigma^*_2) = \ell'$, with $T = \ell'(\epsilon + 4x)$.

Thirdly, we “merge” the two sequences $\sigma^*_1$ and $\sigma^*_2$, i.e., we consider $\sigma^* = \sigma^*_1 \cup \sigma^*_2$. From above it follows that Equation (4.5) holds, and that we can compute the competitive ratio by using $\sigma^*$ as a representative. Furthermore, we already showed that any additional customer request added to $\sigma^*_1$ is rejected by ADV, and any customer request added to $\sigma^*_2$ is rejected by LOT. Thus, with $T = \ell'(\epsilon + 4x)$, it follows

$$\text{ADV}(\sigma^*) = T - \delta = \ell'(\epsilon + 4x) - \delta$$

and

$$\text{LOT}(\sigma^*) = \ell.$$
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Therefore, we have

\[
\frac{\text{ADV}(\sigma^*)}{\text{LOT}(\sigma^*)} = \frac{\ell(\epsilon + 4x - \delta)}{\ell} = \epsilon + 4x - \frac{\delta}{\ell} \leq \epsilon + 4x
\]

and with (4.5) this proves the stated competitive ratio.

An obvious improvement of LOT is to select the released but not served customer request with the shortest difference between the pickup time and the drop time. However, one can show that their competitive ratios differ only by \(\delta + 1\), i.e., this improved version of LOT is \((4x + \epsilon - \delta - 1)\)-competitive for the Online Max-Accept Relocation Problem on the interval \([-x, x]\) with \(x \geq 1\) against a direct \(\delta\)-\(\epsilon\)-adversary for all \(4x \leq \delta \leq \epsilon\).

Finally, we consider a more serious online algorithm for solving the Online Max-Accept Relocation Problem, namely the algorithm RePlan, and give a competitive ratio for this online algorithm.

**Theorem 4.13.** The online algorithm RePlan is \((4x\gamma/k)\)-competitive for the Online Max-Accept Relocation Problem \([-x, x], z^0, z^d, \gamma, k, \text{cap}, L, R\) with \(x \geq 1\) and \(\gamma \geq k\) against a direct \(\delta\)-adversary for all \(4x \leq \delta \leq \epsilon\). This result holds even in the case that \(\gamma = k = 1\).

**Proof.** Since we consider the interval \([-x, x]\), the time needed to serve a customer request is at most \(4x\) (at most \(2x\) time units are needed to move the driver to a station with a car, and another \(2x\) time units are needed to move to the pickup station of the customer request). If the driver follows the car picked up, it is possible to serve a customer request every \(4x\) time step, since the adversary only releases direct customer request. Thus, from \(\delta \geq 4x\) it follows that every newly released customer request can also be served. Furthermore, the algorithm can decide until the pickup time of a customer request whether to serve the request or to reject it.

Assuming the adversary serves \(\gamma\) request every time step, and every driver of RePlan only one every \(4x\) time steps, we get

\[
\frac{\text{ADV}(R)}{\text{RePlan}(R)} \leq \frac{4x\gamma}{k}
\]

proving the stated competitive ratio.

The arguments in the proof of the previous theorem can be applied to weighted graphs \(G = (V, E, w)\). Hereby, one can show that RePlan is \((2x\gamma/k)\)-competitive against a direct \(\delta\)-adversary with \(\delta \geq 2x\), where \(x = \text{diam}(G)\). Note that the conditions of the previous theorem deal with the “radius” and not the diameter of \(G\) resulting in a competitive value twice the value for graphs. Furthermore, note that the arguments also apply for the online algorithm EST.

We applied a fairly simple analysis on the online algorithm RePlan, resulting in probably not the best possible competitive ratio. To the best of our knowledge, a good lower bound for the Online Max-Accept Relocation Problem \((G, z^0, z^d, \gamma, k, \text{cap}, L, R)\) is currently unknown (and, especially for larger \(\delta\), the lower bound given in Theorem 4.9 is far below the proven competitive ratio).
4. Decision Problems

4.2.2 Max/Max Ratio

At the end of this section, we briefly consider the max/max ratio on the Online Max-Accept Relocation Problem and show that there does not exist meaningful ratios for this online problem. Hereby, we directly concentrate on the uniform metric space. After considering general customer requests, we directly focus on direct δ-customer requests.

In the first theorem, we consider general customer requests and show that every online algorithm has an undeterminate max/max ratio. This result is also true if only direct customer requests are considered.

**Theorem 4.14.** For the Online Min-Reject Relocation Problem \( (U(n), z^0, z^d, \gamma, k, \text{cap}, L, R) \) with \( n \geq 2 \), any online algorithm \( \text{ALG} \) has an indeterminate max/max ratio. This result also holds if only direct customer requests are considered.

**Proof.** Let \( \sigma \) be a sequence of customer requests. We denote by \( \text{ALG}(\sigma) \) the number of accepted customer requests of an online algorithm \( \text{ALG} \) with respect to \( \sigma \). Furthermore, by \( \text{OPT}(\sigma) \) the number of accepted customer requests of an optimal offline solution \( \text{OPT} \) with respect to \( \sigma \).

We show that for every \( \lambda > 0 \) there exists a sequence of customer requests \( \sigma \) with \( \lambda = |\sigma| \) and so that \( \text{OPT}(\sigma) = 0 \) holds. Since \( \text{ALG}(\sigma) \leq \text{OPT}(\sigma) \) holds for all \( \sigma \), it follows \( \text{ALG}(\sigma) = 0 \). Therefore, it follows by the definition of the max/max ratio

\[
w_M(\text{ALG}) = \limsup_{\lambda \to \infty} \frac{M_\lambda(\text{ALG})}{M_\lambda(\text{OPT})} = 0
\]

showing that the value is indeterminate.

Let the metric space contain the two points \( v_1 \) and \( v_2 \). Let the cars all be positioned at \( v_1 \) and let \( \lambda > 0 \) be arbitrary. Then we consider the sequence \( \sigma = (r_1, \ldots, r_\lambda) \) with

\[
r_j = (0, v_2, 0, v_1, 1)
\]

for all \( 1 \leq j \leq \lambda \).

Since all cars are positioned at \( v_1 \), also any optimal offline algorithm cannot serve any of these customer requests. Thus, we have \( \text{OPT}(\sigma) = 0 \) and the statement follows.

As in previous section, the max/max ratio also does not give a meaningful insight to the Online Max-Accept Relocation Problem. Therefore, in the next and final result for this section, we directly consider the situation when only direct δ-customer requests are released.

**Theorem 4.15.** For the Online Max-Accept Relocation Problem \( (U(n), z^0, z^d, \gamma, k, \text{cap}, L, R) \) with \( n \geq 2 \), with only direct δ-customer requests with \( \delta \geq 1 \), any online algorithm \( \text{ALG} \) that does not unnecessarily reject any customer request has a max/max ratio of 1.

**Proof.** Let \( \sigma \) be a sequence of customer requests. We denote by \( \text{ALG}(\sigma) \) the number of accepted customer requests of an online algorithm \( \text{ALG} \) with respect to \( \sigma \). Furthermore, by \( \text{OPT}(\sigma) \) the number of accepted customer requests of an optimal offline solution \( \text{OPT} \) with respect to \( \sigma \).

Let the metric space contain the two points \( v_1 \) and \( v_2 \). In the case that \( \delta \geq 2 \) holds, the cars can be transferred to any station. Therefore, let all \( \gamma \) cars be the positioned at \( v_1 \). Then we consider the following sequence of customer requests \( \sigma = (r_1, \ldots, r_\lambda) \) with \( \lambda \geq \gamma \) and

\[
r_j = (0, v_1, \delta, v_2, \delta + 1)
\]

for all \( 1 \leq j \leq \lambda \).
Since $\delta \geq 1$, there is always enough time to transfer the cars to any arbitrary station, and thus, this proves that $\sigma$ is a worst-case sequence for $\text{OPT}$ and for $\text{ALG}$. Obviously, at most $\gamma$ customer requests can be served by an optimal offline solution. Since $\text{ALG}$ does not reject any customer request if it can serve it, $\text{ALG}$ also accepts $\gamma$ customer requests.

Finally, it follows by the definition of the max/max ratio

$$w_M(\text{ALG}) = \limsup_{\lambda \to \infty} \frac{M_\lambda(\text{ALG})}{M_\lambda(\text{OPT})} = \frac{\gamma}{\gamma} = 1,$$

showing that the max/max value for $\text{ALG}$ is 1. \qed
In this chapter, we focus on dynamic optimization problems. Hereby, the aim is to minimize the total tour length of the transportation schedule or so that the waiting times for the customers is minimized.

Usually, not every customer books its request in advance but may ask for a car when they want one. In this case, the customer cannot expect a free car at the pickup station or a free parking place at the destination, and the customer has to wait for a car to be delivered (resp. a car to be moved to free a parking place). In Section 5.1, we aim at minimizing the waiting times for the customers. However, we show that there cannot exist a competitive online algorithm even in very restricted situations.

Afterwards, in Section 5.2, we first show that aiming at minimizing the total tour length of a transportation schedule is meaningless. Therefore, we focus on a mixture of an optimization and a decision problem, where we aim at minimizing the total tour lengths of the transportation schedules while having to decide which customer can be served and which request has to be rejected. In contrast to the previous section, customers book their request in advance and leave the system if their request cannot be served, resulting in some losses (financial and reputation) for the company.

5.1 Minimizing the Waiting Time

In this section, we consider the situation when customers spontaneously arrive at a station to take a car without booking their car in advance. When a customer cannot immediately take a car from the pickup station to the drop station, he waits at the pickup station until his request is served. In order to ensure a certain quality of the service, the objective is to minimize the waiting times. Hereby, we consider two different objective functions: minimize the total waiting time and minimize the maximal waiting time. In particular the second objective function ensures that no customer has to wait longer than a certain amount of time at a station until its request can be served.

The waiting time $\tau_j$ of a floating customer request $r_j = (t_j, v_j, w_j, \delta_j)$ is the difference between the release time and the time when the customer can pickup its car.

The Online Min-Wait Relocation Problem and the Online Max-Wait Relocation Problem $(M, z^0, z^0, \gamma, k, \text{cap}, L, R)$ are Dynamic Relocation Problems. The output of the Online Min-Wait Relocation Problem is a transportation schedule, with a minimal total waiting time for the
sequence of floating customer requests \( R = \{ r_1, \ldots, r_\lambda \} \), i.e., where the objective function

\[
\sum_{j=1}^{\lambda} \tau_j - t_j,
\]

is minimal, while the Online Max-Wait Relocation Problem aims at computing a transportation schedule where the maximal waiting time is minimized, i.e., where

\[
\max_{j=1,\ldots,\lambda} \{\tau_j - t_j\},
\]

is minimal.

Note, in this section, only the waiting times are considered, but the costs for transferring cars between stations are not taken into account.

This section gives the proves for the results already presented in [94].

5.1.1 Competitive Analysis

In this section, we show that there does not exist a competitive online algorithm neither for the Online Min-Wait Relocation Problem nor for the Online Max-Wait Relocation Problem even in the case when there are several restrictions to the problem: a restricted metric space, and weaker adversaries than the oblivious adversary. For that, we show that there does not exists a competitive online algorithm for the Online Max-Wait Relocation Problem. Afterwards, we can directly conclude this negative result for the Online Min-Wait Relocation Problem.

**Theorem 5.1.** There is no competitive deterministic online algorithm for the Online Max-Wait Relocation Problem \( U(n), z^0, z^d, \gamma, k, \text{cap}, L, R \) with \( n \geq 3 \) against a direct non-abusive adversary. The result holds even in the case that \( \gamma = k = 1 \).

**Proof.** Let ALG be an online algorithm and let ADV be a non-abusive adversary. W.l.o.g. let \( L = 1 \), otherwise, i.e., if \( L > 1 \), the adversary releases in the following instead of one floating customer request, \( L \) floating customer requests.

In order to prove the statement, we show that for every \( c \in \mathbb{N} \) there exists a sequence of floating customer requests \( \sigma \) so that

\[
\text{ALG}(\sigma) \geq c \quad \text{and} \quad \text{ADV}(\sigma) \leq 3.
\]

In other words, we show that the maximal waiting time for the online algorithm grows, while the maximal waiting time remains equal for the adversary.

The adversary releases the floating customer requests in several phases. Hereby, we show that the maximal waiting time for ALG increases by one in every phase while the maximal waiting time for ADV is at most 3. More precisely, we show that in phase \( j \) there are \( j \) released floating customer requests which have not been served by ALG. Since there is only one driver and one car, at every point in time at most one floating customer request can be served and, thus, the number of released but not served floating customer requests gives a lower bound for the maximal waiting time.

We start by describing the initial phase (i.e., phase 1). Hereby, the driver and car from the adversary and from the online algorithm start from the same station. At the end of the initial phase, the driver and car of ADV and ALG are positioned at different stations. Afterwards, we continue with phase \( j \), where the driver and car from the adversary and from the online algorithm start from different stations. Furthermore, we start every phase (except for phase 1) with two
floating customer requests which are released but not yet served by ADV. In this phase, we show that the online algorithm has to make an additional move which can be avoided by the adversary. Due to this additional move, the maximal waiting time (resp. the number of released but not yet served floating customer requests) increases by 1. At the end of each phase, the driver and car of ADV and ALG are ensured to be positioned at different stations.

Let $V = \{v_1, v_2, v_3\}$ be the set of stations.

Phase 1: W.l.o.g let the car and driver of ADV and of ALG be located in $v_1$. At time 0, the adversary starts releasing floating customer requests $r = (0, v_2, v_3, 1)$ and afterwards $r' = (1, v_3, v_2, 1)$. For an illustration see Figure 5.1.

![Figure 5.1](image)

Figure 5.1: This figure illustrates the positions of the car of the oblivious adversary (circle) and the car of an online algorithm (diamond) at time 0. Furthermore, the released floating customer requests are illustrated as arcs. The number close to the start node of an arc corresponds to the release time of the floating customer request. All floating customer requests are direct, and therefore, the occupation time is 1 for every request.

Either $r$ or $r'$ is served first by ALG. The adversary serves the requests in the opposite order. Therefore, the car and driver of ALG are positioned at time 1 at $v_2$ and of ADV at $v_3$ (or vice versa).

This ends phase 1 at time 1. Both, the adversary and the online algorithm have two released but not yet served floating customer requests between $v_2$ and $v_3$. Furthermore, the position of the driver and car of ADV and of ALG are at different stations.

Phase $j$: Let the phase $j$ start at time $t$. W.l.o.g. let the car and driver of ADV be located at $v_2$. Let there be two (at least) $j$ released but not yet served floating customer requests $\sigma^{ADV}_j$ between $v_2$ and $v_3$ for ADV (one pickup station is $v_2$ the other is $v_3$), and (at least) $j$ released but not yet served floating customer requests $\sigma^{ALG}_j$ between $v_2$ and $v_3$ for ALG. If the number of released but not yet served floating customer requests for ALG is even, then let the position of the driver and of the car of ADV and of ALG be at different stations (w.l.o.g. at $v_3$). Otherwise, let them be located at the same station for both, the adversary and the online algorithm (i.e., both are at $v_2$).

Due to the position of the driver and car of ALG and due the number of requests in $\sigma^{ALG}_j$, at the time when ALG has finished serving all requests from $\sigma^{ALG}_j$, the car of ALG is located in $v_3$. However, the car of ADV is positioned at $v_2$ after serving all floating customer requests from $\sigma^{ADV}_j$.

W.l.o.g. let $t$ be odd. From time $t + 1$, the adversary continues to release requests at integer points in time $t'$ in the following form

$$r_{t'} = \begin{cases} (t', v_2, v_1, 1) & \text{if } t' \text{ is even,} \\ (t', v_1, v_2, 1) & \text{if } t' \text{ is odd.} \end{cases}$$

57
5. Optimization Problems

If \( t \) is even, the two cases are swapped. Obviously, the adversary does not need to transfer any car in order to serve these requests (see Figure 5.2 for an illustration). The adversary releases the floating customer requests \( r_t' \) until \( \text{ALG} \) has served all requests from \( \sigma_{j}^{\text{ALG}} \).

Figure 5.2: This figure illustrates the positions of the car of the adversary (circle) at time \( t \) and at time \( t+1 \). Furthermore, the released floating customer request are illustrated as arcs.

Since the car of \( \text{ALG} \) is, at the time he finished serving all requests from \( \sigma_{j}^{\text{ALG}} \), positioned at \( v_3 \), he \( \text{ALG} \) must transfer the car to \( v_2 \) (or \( v_1 \)). Thus, it follows that the number of released but not yet served floating customer requests increases by 1 (see Figure 5.3 for an illustration).

Let the car of \( \text{ALG} \) arrive at time \( t'' \) at \( v_2 \) (if the car arrives at \( v_1 \), this phase is over and the next phase starts). Then, when the number of released floating customer requests is even,
the adversary stops releasing the floating customer requests \( r_t \) and continues releasing floating customer request between \( v_1 \) and \( v_3 \) after a pause of one time unit (we denote these floating customer requests by \( r_{t'} \)). Since the number of released floating customer requests is even, it is ensured that the car of \( \text{ADV} \) ends at \( v_2 \). Thus, the adversary has to transfer the car to \( v_1 \) or \( v_3 \), and so has \( \text{ALG} \) when he has finished serving the requests \( r_t \) (see Figure 5.4).

![Diagram](a) This figure illustrates the positions of the car of the oblivious adversary at time \( t' \).

![Diagram](b) At time \( t + 1 \) no floating customer request has been released by the adversary. However, at time \( t'' + 2 \) he releases requests between \( v_1 \) and \( v_3 \). Since at time \( t + 2 \), the car of the adversary is positioned at \( v_2 \), he must transfer the car to \( v_2 \) before he can start serving the newly released requests.

Figure 5.4: This figure illustrates the positions of the car of the adversary (circle) at time \( t'' \) and at time \( t + 2 \). Furthermore, released floating customer request are illustrated as arcs.

Since the adversary knows to which station the online algorithm will transfer his car, after serving the floating customer requests \( r_{t'} \), he can position his car so that the conditions stated at the beginning of this phase are fulfilled for the next phase and for the floating customer requests \( r_{t''} \). The phase ends when the online algorithm starts serving the requests of the form \( r_{t''} \).

Furthermore, there is one time unit when the adversary does not release any new request and so the number of served but not yet released floating customer requests does not increase for the adversary (and for the online algorithm in this case as well). Therefore, and since the number of released but not served floating customer requests for \( \text{ALG} \) is increased by 1, and the car of \( \text{ALG} \) and of \( \text{ADV} \) are positioned in different (resp. the same) stations, the conditions stated at the beginning of phase \( j \) are fulfilled at the end of phase \( j \) for phase \( j + 1 \). Thus, the next phase can start.

The number of phases can be arbitrarily high, and at each phase the number of released but not yet served floating customer requests increases by 1 for \( \text{ALG} \) but remains below 3 for \( \text{ADV} \), the equations (5.1) hold, proving the statement for deterministic online algorithms.

Finally, we prove the statement for randomized online algorithms. For that we can assume that whenever the algorithm has to make a decision which request has to be served first is equally distributed. Otherwise, the adversary adjusts its probability distribution accordingly. Therefore, at the end of a phase, the probability that the randomized online algorithm has positioned the car at the same station as the adversary is 0.5. Whenever the online algorithm has positioned the car at the same station as the adversary, the number of released but not yet served floating customer requests is not increased. However, when the online algorithm positions the car at a different station, the number of released but not yet served floating customer requests is increased by 1 in the next phase.
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From that it follows that the expected value is increased by $1/2$ in each phase. Let $\sigma_j$ be the sequence constructed until the $j$th-phase. Then it follows

$$E(ALG(\sigma_j)) = \frac{j}{2}$$

Since the expected value for the adversary remains constant (as the maximal waiting time remains less or equal to 3), there cannot exist a $c \in \mathbb{N}$ so that

$$c \cdot E[ADV(\sigma)] \leq E[ALG(\sigma)].$$

holds, which proves that the statement of this theorem holds even for randomized online algorithms.

When the maximal waiting time increases, it follows directly that the total waiting time also increases. Thus, we can directly conclude the next negative result from the previous theorem.

**Corollary 5.2.** There is no competitive deterministic or randomized online algorithm for the Online Min-Wait Relocation Problem $(U(n), z^0, z^d, \gamma, k, \text{cap}, L, R)$ with $n \geq 3$ against a non-abusive direct adversary. The result holds even in the case that $\gamma = k = 1$.

5.1.2 Max/Max Ratio

Finally, we briefly summarize the results for the max/max ratio, which show that also the max/max ratio does not lead to meaningful results neither for the Online Max-Wait Relocation Problem nor for the Online Min-Wait Relocation Problem.

In both problems, every online algorithm $ALG$ has an undeterminate max/max ratio in the general case, i.e., if any floating customer request can be released, and $ALG$ has a ratio of 1 if only direct floating customer requests are considered. However, for the latter one must assume that $ALG$ does not unnecessarily wait before serving a request.

5.2 Minimizing the Total Tour Length

In this section, we consider the situation when customers book their cars in advance. Hereby, it may be possible that not every request can be served, and it may be necessary to reject some requests. An online algorithm is allowed to wait until the pickup time before deciding whether the customer request is accepted or rejected. The objective is to minimize the total tour length while rejecting as few customer requests as possible. This is insofar different to the Online Min-Reject Relocation Problem as the total tour length is taken into account.

For that, we consider an online problem with a penalty function: the Online Min-Distance Relocation Problem with Penalty $(M, z^0, z^d, \gamma, k, \text{cap}, L, R, p)$, where a penalty function $p : R \rightarrow \mathbb{R}_+$ is given as additional input. The output is a transportation schedule $S = (\Gamma_1, \ldots, \Gamma_k)$, where the objective function is to minimize the total tour length and the costs induced by the penalty function for not serving a customer request,

$$\min_{\Gamma \in S} \ell(\Gamma) + \sum_{r \in R_{ALG}} p(r),$$

where $R_{ALG} \subseteq R$ is the set of all rejected customer requests by the online algorithm $ALG$.
5.2.1 Competitive Analysis

In the special of the Online Min-Distance Relocation Problem with Penalty where the penalty function always returns a value of 0 for each rejected customer request, the online algorithm AIP achieves a competitive ratio of 1. This is due to the fact that any customer request can be rejected without any consequence and, thus, the value of the objective function is never increased but remains 0. Since, in this context, many online algorithms achieve a competitive ratio of 1, we assume for the rest of this section that \( p(r) > 0 \) for every customer request \( r \).

In this section, we show that there exist competitive online algorithms in some restricted cases. Hereby, the penalty function must be bounded from above, as the next result suggests.

**Theorem 5.3.** If \( n \geq 4, \gamma \geq 2 \) and \( k \geq 1 \) holds, then there does not exist a deterministic competitive online algorithm for the Online Min-Distance Relocation Problem with Penalty \((U(n), z^0, z^d, \gamma, k, \text{cap}, L, R, p)\) with an unbounded penalty function \( p \) against a direct \( \delta \)-adversary for any \( \delta \in \mathbb{N} \).

*Proof.* W.l.o.g. let \( \delta \geq n + 1 \). Otherwise, we consider \( \delta' = n + 1 \) instead.

Let the uniform metric space contain the four nodes \( v_1, v_2, v_3, v_4 \). Furthermore, let there be one driver and two cars in the system, all starting in \( v_1 \). Let \( \text{ALG} \) be a customer request.

We construct a sequence of customer requests in phases. Hereby, we consider the penalty function \( p(r) = j \) for all customer requests which are released in phase \( j \). At the beginning of each phase, the driver and the two cars are located in \( v_1 \).

**Phase \( j \):** Let the phase start at time \( t \). Then the adversary releases \( 2\delta + 1 \) customer requests of the following form

\[
r_i = (t + 2i, v_1, t + \delta + 2i, v_2, t + \delta + 2i + 1),
\]

for all \( 0 \leq i \leq 2\delta \). All of these customer requests can be served by \( \text{ALG} \) by using one car only. At time \( t + \delta + 2 \), the second car cannot be at \( v_3 \) and at \( v_4 \). If one car is at \( v_3 \) and the other at \( v_4 \) then at least one customer request has already been rejected in this phase. W.l.o.g. let the second car not be at \( v_3 \). Then the adversary releases a customer request

\[
r = (t + \delta + 2, v_3, t + 2\delta + 2, v_4, t + 2\delta + 3).
\]

Since there is no car at \( v_3 \), and the time needed to serve \( r \) and \( r[\lceil \delta/2 \rceil] \) is at least 3. Therefore, \( \text{ALG} \) has to reject at least one customer request, resulting in \( \text{ALG}(R_j) \geq j \) for \( R_j = (r_1, \ldots, r_{2\delta}, r) \).

The adversary however, can move a car to \( v_3 \) before time \( t + \delta \) and, therefore, \( \text{ADV} \) can serve all customer requests. This results in \( \text{ADV}(R_j) = 4\delta + 2 \).

In total we have after \( K \) phases, the following ratio for \( R = R_1 \cup \cdots \cup R_K \)

\[
\frac{\text{ALG}(\sigma)}{\text{ADV}(\sigma)} \geq \sum_{j=1}^{K} j = \frac{K^2 + K}{2} \geq \frac{K + 1}{\delta} + 4.
\]

Since \( K \) can be selected arbitrarily large, it follows that there does not exist a \( c \in \mathbb{N} \) with \( c \cdot \text{ADV}(R) \geq \text{ALG}(R) \), proving the statement. \( \square \)

The previous result indicates that it is necessary to bound the penalty function. However, even if the penalty function is bounded, one still has to restrict the power of the adversary in order to prove competitiveness for an online algorithm. Furthermore, not every online algorithm is competitive also in restricted cases as the next theorem shows.

**Theorem 5.4.** The online algorithm RePlan is not competitive for the Online Min-Distance Relocation Problem with Penalty \((M, z^0, z^d, \gamma, k, \text{cap}, L, R, p)\) with a bounded penalty function \( 0 < p(r) \leq \alpha \) for all customer requests \( r \in R \) against a non-abusive direct \( \delta \)-adversary \( \text{ADV} \) for all \( \delta \in \mathbb{N} \), if \( n \geq 3, \gamma \geq 2 \) and \( k = 1 \).
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Proof. We show that for any $c \in \mathbb{R}$ there exists a sequence of customer requests $\sigma = (r_1, \ldots, r_3)$ so that

$$c \cdot \text{ADV}(\sigma) \leq \text{RePlan}(\sigma)$$

holds for every online algorithm RePlan, where $\text{ADV}(\sigma)$ is the solution value of a solution computed by the adversary ADV and $\text{RePlan}(\sigma)$ is the solution value of a solution computed by RePlan.

W.l.o.g. let $\delta \geq 4$. Otherwise, we consider $\delta' = 4$ instead. Furthermore, let $M$ contain the nodes $\{v_1, v_2, v_3\}$, and let the driver and the cars all start in $v_1$.

Then the adversary releases two customer requests at time $0$

$$r_1 = (0, v_2, \delta, v_3, \delta + 1) \text{ and } r_2 = (0, v_3, \delta + 1, v_2, \delta + 2).$$

The online algorithm RePlan transfers one car to $v_2$, and so does ADV.

At time $\delta$, the adversary releases two further customer requests

$$r_3 = (\delta, v_3, 2\delta, v_2, 2\delta + 1) \text{ and } r_4 = (\delta, v_2, 2\delta + 1, v_3, 2\delta + 2).$$

The driver controlled by RePlan is at time $\delta$ at $v_2$. Furthermore, a car is at $v_2$. Therefore, the optimal tour to for the driver is to transfer the car from $v_2$ to $v_3$. On the other hand, ADV transfers the other car from $v_1$ to $v_3$.

Until now, we have for $\sigma' = (r_1, r_2, r_3, r_4)$

$$\text{RePlan}(\sigma') = 2 \text{ and } \text{ADV}(\sigma') = 3.$$

However, ADV repeats releasing customer requests as $r_1, r_2, r_3, r_4$ (with a proper shift of the release time as well as the pickup and drop time), the adversary does not move the driver, while RePlan moves the driver whenever another subsequence is released. Since this procedure can be repeated $2c$ times, we have for $\sigma = (r_1, \ldots, r_{3c})$

$$\text{RePlan}(\sigma) = 4c \text{ and } \text{ADV}(\sigma) = 3,$$

and thus,

$$\frac{\text{ADV}(\sigma)}{\text{RePlan}(\sigma)} = \frac{3}{4c} \leq \frac{4}{4c} = \frac{1}{c} \leq c$$

proving the statement.  

Note, the sequence in the proof of previous theorem can also be used to show that several other standard online algorithm, e.g., FCFS or IGNORE, are not competitive.

Although, the standard RePlan is not competitive, we prove in the next theorem that applying only a small change results in a competitive online algorithm MARKRePlan (see Algorithm 10). Hereby, we mark each car that has been used by a customer and only move those cars by a driver which are not marked. One can easily see that the transportation schedule computed by MARKRePlan on the sequence from the proof of Theorem 5.4 results in the same transportation schedule as the non-abusive adversary computes.

However, before we can prove a competitive ratio for MARKRePlan, we have to define the notion of “essential stations”. Let $\sigma$ be a sequence of customer requests, and let $\gamma$ be the number of cars in the system. A vector $z^{[t,T]} v \in \mathbb{N}^{|V|}$ with $|z^{[t,T]} v| \leq \gamma$ is called essential for the time-interval $[t,T]$ and for $\sigma$, if all $r \in \sigma$ with a pickup time $t(r) \in [t,T]$ are served without moving a driver by every feasible system state $z^t v$ with $z^{[t,T]} v \leq z^t v$ (component wise, i.e., $z^{[t,T]} v \leq z^t v$ for every $v \in V$). A station $v \in V$ is called essential for the time-interval $[t,T]$ and for $\sigma$ if there
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Algorithm 10 MarkRePlan algorithm (replan marking algorithm)

Input: a sequence of released customer requests $R$
Output: a transportation schedule $S$ with a minimal total tour length

1: when car serves a customer request then
2: mark that car
3: if all cars are marked then
4: remove mark from all cars
5: when new customer request is released then
6: compute a new optimal transportation schedule $S$ based on $R$ only moving unmarked cars
7: hereby, cars are moved in the last moment
8: drivers not needed to serve any request wait at their current station
9: return $S$

must be at least one car at $v$ at time $t$, i.e., if $0 < z_v^{[t,T]}$ holds, and a station $v' \in V$ with $0 = z_v^{[t,T]}$ is called non-essential.

Note that the online algorithm RePlan transfers one car from one essential station to another. One of the basic ideas of MarkRePlan is to transfer cars to essential stations and once a car is positioned in an essential station, the goal is to keep the cars in it.

Theorem 5.5. The online algorithm MarkRePlan for the Online Min-Distance Relocation Problem with Penalty ($\mathcal{U}(n), z^0, z^d, \gamma, k, \text{cap}, L, R, p$) with a penalty function $1 \leq p(r) \leq \alpha$ for all customer requests $r \in R$ for an $\alpha \in \mathbb{R}$ is at most $8\gamma + \alpha(4\gamma^2 - 2\gamma) + 1$ competitive against a $\delta$-adversary with $\delta \geq n + 1$.

Proof. Firstly, we prove that, if at a point in time MarkRePlan and the adversary both have all cars in the same stations, then MarkRePlan moves a driver or rejects a request only if the adversary moves a driver or rejects a request.

Secondly, we prove a general statement on essential stations for a time-interval. This result ensures that cars are not moved out of essential stations.

Thirdly, we partition the time-interval $[0, T]$, where $T$ is the maximal drop time of all released customer requests, into subintervals where the adversary moves a driver or rejects one or more requests, and where all requests are served without moving a driver. For each of these intervals, we give an upper bound on the solution value of ADV and of MarkRePlan. Finally, we conclude the upper bound of the competitive ratio.

Claim 5.5.1. Furthermore, let at time $t$ be all cars of MarkRePlan at the same station as the cars of a $\delta$-adversary ADV with $\delta \geq n$. If MarkRePlan rejects a customer $r$ with $t^{rel}(r) > t$ or moves a driver, then ADV rejects a customer $r'$ with $t^{rel}(r') > t$ or moves a driver as well.

Proof. We prove the statement by contradiction. Therefore, let us assume that there exists a sequence of customer requests $\sigma$ so that ADV does neither move a driver after time $t$ nor does ADV reject any customer request after time $t$, but MarkRePlan either rejects a customer request $r$ or moves a driver.

By assumption, ADV does not reject any customer request after time $t$, and therefore, every customer request with a release time greater than or equal to $t$ can be served. Furthermore, since ADV does not move any driver after $t$, it follows that every customer request (released after time $t$) can be served without moving a driver. Since all cars of MarkRePlan are at time $t$ at the same station as the cars of ADV, the online algorithm can accept all customer requests without moving a driver. Since MarkRePlan does not unnecessarily move a driver and waits
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until the last moment before a driver is moved in order to serve a customer request \( r \), i.e., the online algorithm waits at least until \( t' = t'^{rel}(r) - n = t^{rel}(r) - \delta \). If there is no car available for \( r \) at the pickup station of \( r \), then the \( \delta \)-adversary ADV cannot release a customer request after \( t' \) so that \( r \) can served by the car transferred by a customer. Furthermore, MarkRePlan accepts a customer request if he can. Thus, it follows that MarkRePlan accepts all customer requests with a release time greater than or equal to \( t \) without moving a driver, contradicting our assumption.

\[ \square \]

**Claim 5.5.2.** Let car \( i \) be at time \( t' \) in an essential station \( v \in V \) for the time-interval \([t, T]\), with \( t' \in [t, T] \). If \( i \) is moved by MarkRePlan arriving at time \( t'' \), with \( t'' \in [t', T] \), at station \( v' \) then \( v' \) is an essential station for \([t'', T]\).

**Proof.** The statement follows simply by the fact that the cars are moved in the last moment, i.e., not before \( n \) equal to the penalty for not serving these requests. Let which are neither served by MarkRePlan, nor by ADV, so that \( r \) can be served without moving a car. Therefore, MarkRePlan must transfer a car to \( v' \) in order to serve \( r \). Since \( r \) is served by the car \( i \), it follows that \( v' \) is an essential station for \([t'', T]\).

Next, we partition the time horizon \([0, T]\) into sub-intervals. Let \( \sigma = (r_1, \ldots, r_m) \) be an arbitrary sequence of customer requests. For the sake of simplicity, let us assume that \( \sigma \) contains only customer requests which are either served by ADV or by MarkRePlan (or by both). This can be justified as follows.

Let \( \sigma' = (r'_1, \ldots, r'_{m'}) \) be a sequence of customer requests also containing those customer requests which are neither served by ADV nor by MarkRePlan. Since there are requests in \( \sigma' \) which are neither served by ADV nor by MarkRePlan, there exists a positive number \( z > 0 \) equal to the penalty for not serving these requests. Let \( x + z := \text{ADV}(\sigma') \) be the solution value of ADV, and let \( y + z := \text{MarkRePlan}(\sigma') \) be the solution value of MarkRePlan. Then we have

\[
\frac{\text{MarkRePlan}(\sigma')}{\text{ADV}(\sigma')} = \frac{y + z}{x + z} = \frac{y}{x + z} + \frac{z}{x + z} \leq \frac{y}{x} + 1.
\]

(5.2)

This means that we have to adjust the computed competitive ratio by 1, but we can assume that there are no customer requests in \( \sigma \) which are neither served by ADV nor by MarkRePlan.

By partitioning the time horizon into sub-intervals, it follows that for each sub-interval \([t_i, t_{i+1}]\) one of the following cases is true

(i) ADV does not move a driver, and

(a) serves all released customer requests \( r \) with a pickup time \( \hat{t}(r) \in [t_i, t_{i+1}] \), or

(b) rejects at least one customer requests \( r \) with a pickup time \( \hat{t}(r) \in [t_i, t_{i+1}] \);

(ii) ADV moves a driver, and

(a) serves all released customer requests \( r \) with a pickup time \( \hat{t}(r) \in [t_i, t_{i+1}] \), or

(b) rejects at least one customer requests \( r \) with a pickup time \( \hat{t}(r) \in [t_i, t_{i+1}] \).

Obviously, if the adversary rejects some customer requests, it follows that the solution value is increased. Therefore, it is sufficient to give an upper bound for the cases \([i](a)\) and \([ii](a)\). Furthermore, moving a driver increases the solution value as well. Thus, it follows that it is sufficient to handle Case \([i](a)\) and to give a lower bound for the solution value of ADV and an upper bound for the solution value of MarkRePlan. From this we can then conclude an upper bound for the competitive ratio.
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A sub-interval \([t_i, t_{i+1}] \subseteq [0, \overline{T}]\) is essential if Case (i)(a) holds for \([t_i, t_{i+1}]\), and it is maximal if in addition, in the intervals \([t_i - 1, t_{i+1}]\) and \([t_i, t_{i+1} + 1]\) the adversary moves a driver or rejects a customer request. Subintervals where Case (i)(a) does not hold are called non-essential sub-intervals.

Let \([t_i, t_{i+1}] \cup \cdots \cup [t_n-1, t_n] = [0, \overline{T}]\) be a partition of the time horizon \([0, \overline{T}]\) so that

- there is no non-essential sub-interval containing an essential sub-interval,
- each essential sub-interval is maximal, and
- the partitions alternate between maximal essential and non-essential sub-intervals.

Let \([t_i, t_{i+1}]\) be a maximal essential sub-interval. Our next aim is to show that, if the interval \([t_i, t_{i+1}]\) is large enough, MarkRePlan transfers a car to every essential station. Otherwise, if \([t_i, t_{i+1}]\) is not large enough, the number of rejected requests and movements of a driver is smaller.

Before we show which value is large enough for a maximal essential sub-interval, we prove that a car is transferred by a driver between the stations by MarkRePlan at most twice.

**Claim 5.5.3.** Each car is transferred by a driver at most twice within \([t_i, t_{i+1}]\).

**Proof.** A car is marked by MarkRePlan when a car serves a customer requests, i.e., when it is used by a customer. Since cars are transferred in the last moment, and due to \(\delta \geq n + 1\), it follows that each car transferred by a driver is "immediately" used by a customer. Thus, a car becomes marked after it is transferred by a driver. When all cars are marked, the markings are removed from all cars. This may happen before all cars are at an essential station. However, if all cars are marked after it is transferred by a driver. When all cars are marked, the markings are removed.

In the dynamic situation, due to the time-window when a car must arrive at a station, it may be necessary to visit a station several times. However, a car can be transferred to another station within 2 time-units, one in order to move a driver to the station the car is located at, and one to move the car to the pickup station.

Due to Claim 5.5.3, each car is moved at most twice, and therefore, the length of a (sub)tour which transfers all cars is at most 4\(\gamma\) units.

From previous claim and Claim 5.5.2, we can already conclude that MarkRePlan moves a driver at most 4\(\gamma\) units and rejects at most 4\(\gamma^2\) customer requests within \([t_i, t_{i+1}]\). Hereby, recall that we assume that \(\sigma\) does not contain customer requests which are rejected by ADV and by MarkRePlan.

The upper bound of 4\(\gamma^2\) customer requests for MarkRePlan is only justifiable if ADV serves \(\gamma\) customer requests at each time step. However, in this worst-case, we can do a better analysis on the maximal number of rejected requests by MarkRePlan.

The maximal distance a driver has to traverse, before a customer request is served, is 2, and therefore, MarkRePlan can serve a “new” customer request at least every two time-units. Since each car of ADV serves a customer request at each time step, it follows that a car serving a

---
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\(\gamma\) customer requests at each time step. However, in this worst-case, we can do a better analysis on the maximal number of rejected requests by MarkRePlan.
customer request also continues serving further customer requests without the need to be further transferred to another station. This implies that at every second time step, MarkRePlan rejects one customer request less than before, i.e., the number of rejected customer requests is at most

\[
2\gamma + (2\gamma - 1) + (2\gamma - 2) + \cdots + (2\gamma - 2\gamma) = 4\gamma^2 - \sum_{i=1}^{2\gamma} i = 4\gamma^2 - \frac{4\gamma^2 + 2\gamma}{2} = 2\gamma^2 - \gamma.
\]

Thus, we can conclude that the solution value of MarkRePlan is at most \(4\gamma + \alpha(2\gamma^2 - \gamma)\) for every sub-interval. Due to the definition of the partition of the time horizon, it follows that ADV moves a driver or rejects a customer request, between two maximal essential sub-intervals. Since the initial system states are equal for ADV and MarkRePlan, it follows from Claim 5.5.1 that ADV moves a driver or rejects a customer requests at least once, otherwise MarkRePlan serves all customer requests without moving a driver. In other words, we can assume that there is at least one non-essential sub-interval in \([0, T]\) and, thus, if MarkRePlan(\(\sigma\)) > 0 then ADV(\(\sigma\)) > 0 follows. If there are \(x\) maximal essential sub-intervals then there are at least \(x - 1\) non-essential subintervals, and due to 1 \(\leq\) \(p(\tau)\) \(\leq\) \(\alpha\) for all customer requests \(\tau\) we have

\[
\text{ADV}(\sigma) \geq x - 1 \quad \text{and} \quad \text{MarkRePlan}(\sigma) \leq (2x - 1)(4\gamma + \alpha(2\gamma^2 - \gamma)).
\]

Therefore, it follows

\[
\frac{\text{MarkRePlan}(\sigma)}{\text{ADV}(\sigma)} \leq \frac{(2x - 1)(4\gamma + \alpha(2\gamma^2 - \gamma))}{x - 1} \leq \frac{2(2x - 1)(4\gamma + \alpha(2\gamma^2 - \gamma))}{x - 1} = 2(4\gamma + \alpha(2\gamma^2 - \gamma)) = 8\gamma + \alpha(4\gamma^2 - 2\gamma)
\]

proving the stated maximal competitive ratio with the help of Equation (5.2).

We could show that there does not exist a competitive online algorithm for the Online Min-Dist Relocation Problem with Penalty against a direct \(\delta\)-adversary for any \(\delta \leq n - 2\). In the case that \(\delta \geq n + 1\), previous result shows that the online algorithm MarkRePlan is competitive. The remaining two cases, i.e., when \(n - 1 \leq \delta \leq n\) is still an open question.

### 5.2.2 Max/Max Ratio

At the end of this section, we briefly discuss the max/max ratio of the Online Min-Distance Relocation Problem with Penalty. As before one can show that the max/max ratio does not lead to meaningful results by applying the techniques from the previous sections about the max/max ratio.

For the Online Min-Distance Relocation Problem with Penalty we could give a competitive online algorithm when the penalty function is bounded. Furthermore, we could show that not every online algorithm is competitive. However, the max/max ratio does not confirm this result. If the penalty function is bounded and the online algorithm does not unnecessarily move a driver, the max/max ratio becomes 1. However, if the penalty function is not bounded, then there does not exist an online algorithm with a determinate max/max ratio.
Computational Results

In this chapter, we present the computational results for some online problems. Hereby, we concentrate on the Online Max-Accept Relocation Problem. The Online Min-Wait Relocation Problem is not experimentally considered within this thesis due to the enormous runtimes needed for solving even small instances. Hereby, proving infeasibility due to a too short time horizon or solving even the relaxed version using continuous variables instead of natural numbers can take more than four hours. The enormous runtimes can be easily explained due to the number of variables in the corresponding integer linear program (see Chapter B in the appendix). For that we begin by giving an integer linear program with which we compute an optimal offline solution, “simulating” the adversary. This optimal offline solution is then used to evaluate the performance of the online algorithms computationally.

In Section 6.1, we propose a way to solve the Online Min-Reject Relocation Problem and the Online Max-Accept Relocation Problem optimally in one step by defining a time-expanded network $G_T$ with two coupled flows: a car and a driver flow. Hereby, note that the online versions of these problems are very different in their nature (within the framework of the competitive analysis), but they become equivalent when it comes to compute an optimal solution. This is mainly due to the fact that the number of customer requests is fixed in the offline situation, but they may vary when the adversary releases new requests dynamically over time.

In order to solve the two offline problems, we consider a max-profit flow problem in $G_T$ where moving the drivers in the system induces some small costs and a high profit is given for each accepted request (Offline Max-Profit Relocation Problem). This construction is theoretically irrelevant but has some practical implications. Due to the high profit on an accepted request, the solver emphasizes on serving these, while the small fee on moving the drivers ensures that drivers are not sent out unnecessarily. This results in more natural transportation schedules than if there are no costs for the drivers. Furthermore, the model can be used to compute an optimal solution for the Online Min-Distance Relocation Problem with Penalty Function by slightly modifying the objective function.

Due to the long computation time of finding a good/optimal solution, we propose a flow-based heuristic (see Section 6.2). This flow-based heuristic computes a solution in two steps: a preprocessing phase where we aim at computing the arcs in a time-expanded network which are likely to be used in an optimal solution, afterwards, in the second phase, we compute a transportation schedule on a reduced time-expanded network.

Both approaches for solving the offline instances have been presented in [111]. Since some online algorithms (e.g., RePLAN) require that an instance of the offline problem are solved repeatedly, we give some hints in Section 6.3 how flow-based approaches have to be modified so that they can be used within the context of online algorithms.
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Finally, in Section 6.4, we present the computational results and evaluate the different online algorithms.

6.1 Computing an Optimal Offline Solution

In this section, we explain the construction of the time-expanded network $G_T$ as well as the car and driver flows within $G_T$. A solution for the flows can be computed with the help of an integer linear program which we state at the end of this section.

Flows in Time-Expanded Networks

We consider a max-profit flow problem which rejects customer requests from $R$ whose profit is smaller than the relocation cost to satisfy them. For that, we build a directed graph $G_T = (V_T, A_T)$, with $A_T = A_H \cup A_L \cup A_R$ as a time-expanded version of the original network $G$ which includes arcs $A_R$ corresponding to the customer requests in $R$ (see Section 6.1). The cars and drivers form two flows $f$ and $F$ through $G_T$ which are coupled in the sense that on arcs $a \in A_L$ (the relocation arcs) we have the condition $f(a) \leq L \cdot F(a)$ reflecting the dependencies between the two flows. Note that the tasks are directly derived from the sequence $R$ of customer requests (if an accepted request causes an infeasible system state, the task to balance this state is implicitly generated, see Section 6.1).

Time-Expanded Networks

We build a time-expanded version $G_T = (V_T, A_T)$ of the original network $G$.

The node set $V_T$ is constructed as follows. For each station $v \in V$ and each time point $t \in [0,T]$ in the time horizon $[0,T]$, there is a node $(v,t) \in V_T$ which represents station $v$ at time $t$ as a capacitated station where convoys can simply pass or cars can be picked up, delivered and exchanged by drivers.

The arc set $A_T = A_H \cup A_L \cup A_R$ of $G_T$ is composed of several subsets:

- $A_H$ contains, for each station $v \in V$ of the original network and each $t \in \{0,1,\ldots,T-1\}$, the holdover arc connecting $(v,t)$ to $(v,t+1)$;
- $A_L$ contains, for each edge $(v,v')$ of $G$ and each point in time $t \in T$ such that $t+d(v,v') \leq T$, the relocation arc from $(v,t)$ to $(v',t+d(v,v'))$;
- $A_R$ contains, for each customer request $r = (v,t,v',t') \in R$ a request arc from $(v,t)$ to $(v',t')$.

Note that the time-expanded network $G_T$ is acyclic by construction.

Furthermore, for the construction (and later for solving the resulting integer linear program) of a time-expanded network, it is not necessary that the distances between two stations are symmetric, i.e., that $w(v,v') = w(v',v)$ holds.

Finally, the time-expanded network can be constructed in such a way that the travel times between two stations are different depending on the time a driver leaves a station.

A Max-Profit Flow Problem

On the time-expanded network $G_T$, we define two different flows, the car flow $f$ and the driver flow $F$, to encode the relocation of cars in convoys.

Note that a flow on a relocation arc corresponds to a (sub)move in a tour, i.e., some cars are moved by drivers in a convoy from a station $u$ to another station $v$. Thus, a relocation arc from $(u,t)$ to $(v,t+d(u,v))$ has infinite capacity for the drivers, but to ensure that cars can be moved only in convoys and at most $L$ cars per driver, we require that

$$f(a) \leq L \cdot F(a) \text{ for all } a \in A_L$$
holds (see (6.1g)). Thus, the capacities for $f$ on the relocation arcs are not given by constants but by a function. Note that due to these flow coupling constraints, the constraint matrix of the network is not totally unimodular (as in the case of uncoupled flows) and therefore integrality constraints for both flows are required (6.1j)), reflecting that solving the problem is NP-hard.

Flows on holdover arcs correspond to cars/drivers remaining at the station in the time interval $[t, t + 1]$. Thus, the capacity of all holdover arcs for flow $f$ is set to $\text{cap}(v)$ (see (6.1h)), whereas there is no capacity constraint for $F$ on such arcs. Moreover, a car flow on a customer request arc corresponds to an accepted request (see (6.1d)), whereas driver flow is forbidden on such arcs (see (6.1i)).

We consider a max-profit flow problem to decide which customer requests can be satisfied without spending more costs in the relocation process than gaining profit by satisfying them. Accordingly, our objective function (6.1a) considers profits $p(a)$ for the car flow $f$ on all $a \in A_R$ and costs $d(a) := d(u, v)$ for the drivers on all relocation arcs $a = ((u, t), (v, t + d(u, v)))$ corresponding to an edge $(u, v)$ in $G$, whereas all other arcs have zero profits and costs.

To correctly initialize the system, we use the nodes $(v, 0) \in V_T$ as sources for both flows and set their balances accordingly to the initial numbers of cars and drivers at station $v$ and time 0 in $z_v^0$ and $z_v^d$ (see (6.1b) and (6.1c)). For all internal nodes $(v, t) \in V_T$ with $t > 0$, we use normal flow conservation constraints (which is possible due to the fact that the entire flow of cars is modeled by taking parked cars, convoy moves and customer actions into account), see (6.1d) and (6.1e).

This leads to a Max-Profit Relocation Problem, whose output is a subset of accepted customer requests $R' \subset R$ and a transportation schedule for a metric task system, whose tasks are induced by the decision which customer requests are accepted. The corresponding integer linear program is as follows:

$$\begin{align*}
    \text{max} & \quad \sum_{a \in A_R} p(a) f(a) - \sum_{a \in A_L} d(a) F(a) & (6.1a) \\
    \sum_{a \in \delta^-(v, 0)} f(a) &= z_v^0 & \forall (v, 0) \in V_T & (6.1b) \\
    \sum_{a \in \delta^+(v, 0)} F(a) &= z_v^d & \forall (v, 0) \in V_T & (6.1c) \\
    \sum_{a \in \delta^-(v, t)} f(a) &= \sum_{a \in \delta^+(v, t)} f(a) & \forall (v, t) \in V_T, t > 0 & (6.1d) \\
    \sum_{a \in \delta^-(v, t)} F(a) &= \sum_{a \in \delta^+(v, t)} F(a) & \forall (v, t) \in V_T, t > 0 & (6.1e) \\
    0 &\leq f(a) \leq \text{cap}(v) & \forall a = [(v, t), (v, t + 1)] \in A_H & (6.1f) \\
    f(a) &\leq L \cdot F(a) & \forall a \in A_L & (6.1g) \\
    f(a) &\leq 1 & \forall a \in A_R & (6.1h) \\
    F(a) & = 0 & \forall a \in A_R & (6.1i) \\
    f, F &\text{ integer}, & (6.1j)
\end{align*}$$

where $\delta^-(v, t)$ denotes the set of outgoing arcs of $(v, t)$, and $\delta^+(v, t)$ denotes the set of incoming arcs of $(v, t)$.

---

The flow conservation constraints and the finite number of drivers induce capacities for the drivers on holdover and relocation arcs. However, some solvers have problems with infinite capacities. Therefore, when implementing the model, one should always give at least $k$ as upper bound for the driver flow on every arc.
6. Computational Results

Figure 6.1: This figure illustrates an example of a time-expanded network $G_T$. For the sake of readability, we give a subnetwork of $G_T$, where only some arcs (solid and dashed arcs) of the time-expanded network and only the driver flows (dash-dotted and dotted arcs) are shown. Furthermore, only those nodes are in the figure which are important for the solution and the customer requests. Every node of the form $(v,t)$ represents a station $v$ at time $t$. Customer request arcs are shown as dashed arcs, the tour of driver 1 as dash-dotted arcs, and the tour of driver 2 as dotted arcs. Positive values for $b(v,0)$ are superscripted before the nodes $(v,0)$. The numbers at the arcs correspond to the number of cars transferred by the corresponding move.

The next example illustrates a time-expanded network with capacities on the arcs as well as the balances for the nodes $(v,0)$ and $D$.

Example 6.1. Let us consider the Online Max-Accept Relocation Problem from Example 2.4. The requests and a solution of the integer linear program 6.1 is illustrated as flows in a time-expanded network in Figure 6.1.

The next theorem shows that one can construct a transportation schedule from a solution of this integer linear program.

Theorem 6.2. Let $(G, z^0, z^d, \gamma, k, L, R)$ be an Offline Max-Profit Relocation Problem, and let $f$ be a car flow and $F$ be a driver flow respecting the constraints (6.1a)-(6.11) then there exists a transportation schedule $S$ solving $(G, z^0, z^d, \gamma, k, L, R)$ so that the profit for $S$ is $\sum_{a \in A_R} p(a)f(a) - \sum_{a \in A_L} d(a)F(a)$.

Proof. “⇒” Let $S = \{\Gamma^1, \ldots, \Gamma^k\}$ be a transportation schedule solving $(G, z^0, z^d, \gamma, k, L, R)$. Furthermore, let $T$ be the time when all tours of $S$ end. We construct flows $F$ and $f$ from these tours and show that they satisfy (in)equalities (6.11) to (6.1).

Due to (6.1) it is ensured that there are exactly $k$ drivers in the system. Each driver has its starting location $v$, represented in $G_T$ by $B(v)$. By starting the flows $F$ from the starting locations, it is ensured that constraints (6.1d) are fulfilled. Analogously, each parking location $v$ has an initial number of cars, represented in $G_T$ by $b(v)$. Since cars are only moved in convoys from one location to another or by customers taking cars and returning them at another station, it follows, by starting the flows $f$ at the starting locations, that equalities (6.11) are fulfilled.

Performing actions does not consume time, and thus, each move $m \in \Gamma^j$ directly corresponds to flow to $\Gamma^j$. The flow values $F(a)$ for holdover arcs $a = ((v,t),(v,t+1)) \in A_H$ are set to the number of drivers waiting at station $v$ during time $t$ to $t+1$. Then it follows from the definition of a tour (t.i)–(t.iv) that the flow conservation constraints (6.1e) hold $(\text{dur}(a) = 0$ for all actions $a$) for all nodes $V \setminus \{(v,0),(v,T)\}$.

Next we construct the flows $f$. We initialize the flows by $f(a) = 0$ for all arcs $a \in \mathcal{A}_T$. When a convoy transports $\text{load}(m)$ cars in a move $m$, we increase the flow $f$ by $\text{load}(m)$ along the path
in the time-expanded network corresponding to the path path(m). Due to (m.ii) of the definition of a move, it is ensured that drivers do not wait at a station between the origin and destination station of m. In the case that cars are not moved, i.e., waiting at a station, we increase the flow f on the corresponding holdover-arcs. For every served customer request, we set the flow value f(a) = 1 for the corresponding arc a ∈ AR, and, analogously, for every rejected customer request, we set the flow value f(a) = 0, fulfilling equalities (6.1h). Due to (s.iii) of the definition of a transportation schedule, it is ensured that there are enough cars (resp. enough space) at the start node (resp. end node) of the corresponding customer request arc.

Furthermore, (s.iii) ensures that not more than cap(v) cars are waiting at station v. Therefore, constraints (6.1f) are satisfied. Furthermore, when cars are moved in a convoy, there are never more than L cars in that convoy (due to (m.ii)), ensuring that inequalities (6.1g) hold.

Cars are only moved by convoys or by customers. Otherwise, they wait at a parking space. This ensures the flow conservation constraints (6.1d) for f.

Finally, since only an integer amount of cars and drivers are moved in a transportation schedule, conditions (6.1i) hold.

“⇐” We show that we can create a transportation schedule from flows f and F which are constrained by (6.1b) to (6.1).

For that we define temporary flows f_t and F_t and initialize them with f_t(a) = F_t(a) = 0 for all arcs a ∈ AR. For each driver j the tour is created as follows.

We search a path P in G_T from a node (v, 0) to D with F(a) − F_t(a) > 0 for all a ∈ P. The tour for driver j then starts at v. If there does not exist such a path, we stop.

First, we construct a sequence of moves M. Then we insert actions between the moves, resulting in an alternating sequence of moves and actions. Finally, we prove that this defines a tour and that all tours together are a transportation schedule.

Depending on the kind of arc on the path we do the following:

Case 1 (a ∈ A_H): this means that the driver is waiting at the station corresponding to the holdover arc. Let a = (v, t, v, t + 1) then we add the move (j, v, t, v, t + 1, ∅, 0) to M.

Case 2 (a ∈ A_L): now the driver moves from one location to another (possibly) transferring cars. For that let a = (v, t', w, t'') and let x := min{f(a) − f_t(a), L}. Then we add the move (j, v, t', w, t'', {(v, w)}, x) to M. Furthermore, the value f_t(a) is increased by x.

After all moves have been added to M, we insert actions between the moves. For that let m^*, m^{t+1} ∈ M be two successive moves. Then we insert the action (j, dest(m^*), 0, load(m^{t+1}) − load(m^*)) between these moves. By adding actions between all moves, we receive an alternating sequence of moves and actions.

We still need to prove that this constructed alternating sequence is a tour. By construction all moves and all actions belong to one driver j, ensuring (t.i). Condition (t.ii) and (t.iii) are obviously fulfilled, since the sequence is created from paths in the time-expanded version of the graph and the duration of an action is always 0. Hereby, the moves are created on basis of a path from a node (v, 0) to a node (v', T), and constraints (6.1i) ensure that only paths, which exist in the graph, are taken. Condition (t.iv) follows by construction of the actions.

The condition (m.ii) is ensured by construction of the moves. Furthermore, the moves are constructed so that at most L cars are transferred by a move, and condition (m.ii) directly follows.

Therefore, the constructed alternating sequence is indeed a tour.

It follows from the flow conservation constraints for the drivers (6.1e) and from (6.1e) that there exist k paths from (v, 0) to some (v', T). Hereby note that k = ∑_v∈V B(v, 0) = B(D). Since the time-expanded network is cycle-free and since the flow conservation constraints hold, it is ensured that no additional drivers are created during the construction. Furthermore, it follows that after applying the steps above k times, it holds F(a) = F_t(a).
Analogously, it follows from the flow conservation constraints for the cars (6.1b), and from the fact that the time-expanded network is cycle-free, that no additional cars are created during the construction. Furthermore, (6.1g) and the construction of the moves ensures that $f(a) = f_t(a)$ for all relocation arcs $a \in A_L$ when the algorithm stops. Since cars waiting at a station, the $f(a) = f_t(a)$ is not important for the holdover arcs $a \in A_H$ (and it also does not hold).

Finally, we need to prove that all tours together are a transportation schedule. Hereby, we show that each condition of the definition of a transportation schedule holds. Condition [s.i] is obviously fulfilled by construction, i.e., every driver has exactly one tour.

Since all tasks are induced by the accepted customer requests, and customer requests can be either accepted or rejected (due to inequalities (6.1h)), it follows that condition [s.ii] holds.

Finally, condition [s.iii] holds due to inequalities (6.1f). Thus, it is ensured that all tours together are a transportation schedule, proving the statement.

**Remark 6.3.** The tours constructed from the flows in the proof of Theorem 6.2 are not the only possible tours. In fact, they are not necessarily the best possible in the sense that unnecessary exchanges are performed by the drivers. This is illustrated in Figure 6.2.

Additionally, it is likely that there are unneeded empty actions in the tours due to the artificial construction of the actions, e.g., actions between two “waiting moves”. These actions can be safely removed and the waiting time can be expanded using a single move only.

Finally, we can merge paths along relocation arcs, when there are empty actions between the two corresponding moves.

\[\begin{array}{c}
(A,t) & (A, t+1) & (A, t+2) \\
(B,t) & (B, t+1) & (B, t+2) \\
(C,t) & (C, t+1) & (C, t+2) \\
\end{array}\]

(a) This figure illustrates the “original” output of the flows.

\[\begin{array}{c}
(A,t) & (A, t+1) & (A, t+2) & (A,t) & (A, t+1) & (A, t+2) \\
(B,t) & (B, t+1) & (B, t+2) & (B,t) & (B, t+1) & (B, t+2) \\
(C,t) & (C, t+1) & (C, t+2) & (C,t) & (C, t+1) & (C, t+2) \\
\end{array}\]

(b) This figure illustrates the subtour for driver 1.

(c) This figure illustrates the subtour for driver 2.

Figure 6.2: This figures demonstrates a situation that can occur during the proof of Theorem 6.2. In this example, the capacity of a convoy is 5. Hereby, two drivers drive from station $C$ to station $B$, transferring 5 cars. After the drivers arrive at $B$ driver 1 continues to station $A$, while the other (driver 2) stays at $B$. Since driver 2 transports the cars from $C$ to $B$, but driver 1 continues to transfer the cars to $A$ the convoys have to exchange cars. A better solution would be if driver 2 picks up the cars already at $C$.

Note, for the Offline Max-Profit Relocation Problem there exists always a feasible transportation schedule (since rejecting all customer requests is a solution).
6.2 A Flow-Based Heuristic

Computing an optimal solution is generally very slow and, thus, not applicable in practice. However, the runtime can be improved by reducing the number of arcs and nodes in the time-expanded network, which corresponds to a reduction of variables in the corresponding integer linear program. As experiments have shown that only a small percentage of arcs in \( G_T \) is used in the optimal solution, the idea is to reduce \( G_T \) to a network containing only arcs which are taken in the optimal solution with high probability.

Therefore, we present a heuristic that solves the Offline Max-Profit Relocation Problem in two phases. In the first phase, we compute those arcs which are likely to be used in an optimal solution. In the second phase, we construct a reduced time-expanded network \( G_T' \), where we keep only the previously computed arcs and discard all others; afterwards, we compute an optimal solution on this reduced network \( G_T' \). This does not lead to a globally optimal solution on \( G_T \), but provides reasonable solutions in short time.

6.2.1 Preprocessing (Phase 1)

This phase itself is performed in two steps. Firstly we compute only a car flow and, secondly, a driver flow that “covers” the car flow.

**Car Flow Model and its Linear Program.** In this paragraph, we specify the capacities as well as the profits and the costs for each arc with respect to the car flow \( f_1 \) on the original time-expanded network \( G_T \). Hereby, we mention only the differences to the time-expanded network from Section 6.1. Finally, we give a linear program in order to compute this car flow.

Unlike to the exact approach, in the preprocessing step, the car flow on a relocation arc is not coupled to another flow but has infinite capacity. The costs with respect to the flow \( f_1 \) are set to 1 for each relocation arc. On customer request arcs we set an upper bound of 1. Customer request arcs have no costs but a profit. The profit must be selected high enough, compared to the costs of the relocation arcs, e.g., \( p(a) = |V| \).

In order to compute the car flow \( f_1 \) we consider

\[
\max \sum_{a \in A_R} p(a)f_1(a) - \sum_{a \in A_L} d(a)f_1(a),
\]

with subject to the constraints \( [6.1b], [6.1f], [6.1h] \) and \( f_1 \) real.

Constraining the flow to be integer is not necessary since the constraint matrix is totally unimodular. Thus, the solution contains integer values only.

Note, from the solution of the car flow, it is possible to directly compute an upper bound on the maximal profit as well as the maximal number of customer requests which can be theoretically served.

**Driver Flow Model and its Linear Program.** Next, we define a driver flow \( F_1 \) on the time-expanded network \( G_T \). We specify the capacities as well as the profits and the costs for each arc with respect to \( F_1 \). Finally, we give a linear program in order to compute the driver flow \( F_1 \).

The driver flow is influenced by the car flow in such a way that we try to “cover” the car flow on the relocation arcs by giving a profit \( p \) on the relocation arcs having a positive car flow.
6. Computational Results

All other relocation arcs have costs of 1. Note, that the profits for the relocation arcs must be chosen high enough, e.g., \( p(a) = |V|, a \in A_L \). The capacity for a relocation arc is infinity.

In order to compute the driver flow \( F_1 \) in \( G_T = (V_T, A_T) \), we consider

\[
\max \sum_{a \in A^1_L} p(a)F_1(a) - \sum_{a \in A^0_L} d(a)F_1(a)
\]

where \( A^1_L = \{ a \in A_L | f_1(a) = 0 \} \) and \( A^0_L = \{ a \in A_L | f_1(a) > 0 \} \), with subject to the (in)equalities (6.1c), (6.1e), (6.1i), and \( F_1 \) real.

Like in the previous step, the flow does not need to be constrained to integer values, since the constraint matrix is totally unimodular.

6.2.2 Computing a Transportation Schedule (Phase 2)

Unlike in the exact approach, the two flows are not coupled in the first phase. This implies that each flow can be rapidly computed, but the computed solution is in general not a feasible transportation schedule. In this section, we describe the construction of a reduced version \( G'_T = (V'_T, A'_T \cup A'_L \cup A_R) \) of the original time-expanded network \( G_T = (V_T, A_H \cup A_L \cup A_R) \) based on the flows computed in the preprocessing (Phase 1). Hereby, we reduce the total number of nodes as well as of holdover and relocation arcs. The set of customer request arcs is not changed.

Afterwards, we compute an optimal solution on \( G'_T \) providing a feasible transportation schedule.

Constructing the Reduced Time-Expanded Network. The reduced network \( G'_T \) is constructed as follows. First, we add for each station \( v \in V \) the nodes \((v,0),(v,T)\) to \( V'_T \), and for all customer request arcs \([v,t),(w,t')\] \( a \in A_R \) we add the nodes \((v,t),(w,t')\) to \( V'_T \).

Only the relocation arcs \( a = [(v,t),(w,t')] \in A_L \) with \( f_1(a) > 0 \) or \( F_1(a) > 0 \) remain in \( A'_L \), and we add the nodes \((v,t),(w,t')\) to \( V'_T \).

Next, for each station \( v \in V \) we add holdover arcs between two successive nodes on the timeline of \( v \). The set of request arcs is taken unchanged from \( G_T \).

Computing a Feasible Transportation Schedule. A feasible transportation schedule is computed by solving the integer linear program from Section 6.1 on the reduced time-expanded network \( G'_T \).

The problem is always feasible due to the following reason: In the Relocation Problem, every customer request can be rejected. Due to the holdover arcs, for every station \( v \in V \) there is a path from the source node \((v,0)\) to the node \((v,T)\) for the car and driver flows. Thus, we can directly conclude that the flow-based heuristic always computes a feasible solution for the Relocation Problem.

6.2.3 Improving the Solution

Although, the flow-based heuristic already computes a feasible solution for the Relocation Problem, the solution might be suboptimal. Due to the reduction of the relocation arcs, it might be impossible to find a tour for the drivers on the reduced network \( G'_T = (V'_T, A'_H \cup A'_L \cup A_R) \) so that they can serve (some) customer requests. Adding more relocation arcs to \( A'_L \) than described in Section 6.2.2 can increase the number of served customer requests. However, this generally also results in higher computation times. Therefore, one has to carefully select which relocation arcs shall be added.
We now briefly describe a variation where further relocation arcs are added to $A'_L$ in order to improve the solution. For that, let $f_1$ be the car flow and let $F_1$ be the driver flow from the preprocessing step. When the car flow $f_1$ on a relocation arc $a = ([v,t], [w,t']) \in A_L$ is greater than 0, but the driver flow $F_1$ on this arc is 0, it is likely that it is impossible to find tours for the drivers in $G'_T$ which transfer cars on the corresponding relocation arc $a' \in A'_L$. In order to increase the probability of the existence of a tour which transfers cars on the corresponding relocation arc, we add all relocation arcs from $a' \in A'_L$ where $(v,t)$ is the end node of $a'$ to $A'_L$.

### 6.3 Online Flow-Based Approaches

Since customer requests are released over time, the sequence of already released customer requests until a point in time can be used as input for the exact approach or the flow-based heuristic. Therefore, it is natural to use algorithms originally designed for offline problems in the context of the Dynamic Relocation Problem. However, it is still necessary to apply some modifications. For that we give some hints on how to change the network, the flow model, and the resulting integer linear program when flows in time-expanded networks are used to compute the transportation schedule (e.g., when using the RePLAN strategy). In this section, we describe how the exact approach from Section 6.1 can be modified so that it can be used within the online situation.

**Dynamically Computing a new Transportation Schedule.** To take the dynamic evolution of the customer requests into account, we partition $R$ into two subsets $R^A$ of previously accepted customer requests and $R^N$ of customer requests released within the new time interval. Accordingly, we refine the arc set $A_R$ of $G_T$ by considering two subsets $A_{R^A} \cup A_{R^N}$ for the two request subsets $R^A$ and $R^N$ and set $f(a) = 1$ for all $a \in A_{R^A}$, to ensure that previously accepted customer requests are fulfilled. For every newly released customer request, we bound the car flow on the corresponding arc $a \in A_{R^N}$ by $f(a) \leq 1$ to allow that new customer requests can be rejected.

Note that in the case when the online algorithm can wait until the pickup time to accept or reject a customer requests, the set $R^A$ may be always empty while the set $R^N$ contains all released customer requests.

**Example 6.4.** Let us consider the customer requests and the computed transportation schedule from Example 6.1. At time 7 another customer wants to take a car from $U$ to $J$, taking it at time 10 and returning it three time units later, i.e., at time 13.

Since there are already two customers with their rented cars on the roads, the set $R^A$ contains at least the customer requests $(0, D, 5, U, 12)$ and $(3, D, 6, B, 13)$. The newly released customer request $(7, U, 10, J, 13)$ is in $R^N$. The other customer request may be in $R^A$ or in $R^N$, depending on when the operator has to accept and reject the requests, respectively, and depending on its previous decisions. ◊

Due to newly released customer requests it is usually advisable to update the current transportation schedule. In general, not all drivers are at a station at the time $t$ when one recomputes the transportation schedule, but some may be between two stations transferring cars. A driver transferring cars $x$ at time $t$ to a station $v$ arriving at time $t_v$, can be modeled by adding a source $S$ and a source arc $a = (S, (v, t_v))$. This arc has capacity 1 w.r.t. the driver flow and a capacity of $x$ w.r.t. the car flow, i.e., we set $F(a) = 1$ and $f(a) = x$. Since the driver always drives to the station $v$, the costs for the source arcs can be neglected.

The same applies to customers that are still using their rented car while the transportation schedule is recomputed, i.e., we add a customer source arc from $S$ to $(v, t_v)$, where $v$ is the destination station of the corresponding customer request and $t_v$ the destination time, respectively.
Hereby, the capacity w.r.t. the driver flow is 0 and the capacity w.r.t. the car flow is 1, i.e., we set \( F(a) = 0 \) and \( f(a) = 1 \). Note, due to the capacities of the stations the car flow induced by a customer request cannot be ignored. Furthermore, since the customer request corresponding to the customer source arc can neither be accepted nor rejected, the profit for the arc can be neglected.

**Example 6.5.** Let us consider the situation from previous example. A recomputation of the transportation schedule at time 7 has to take into account that one driver in on the road at this point of time. Furthermore, there are two customers with their rented cars on the roads.

Thus, we add the source \( S \) to the network \( G_T \) and a source arc representing the driver on the road and two customer source arcs representing the customers with their cars (see Figure 6.3 for an illustration). Note, since the other driver is located at a station at time 7, there is only one source arc for the drivers. Since there is a positive flow on these arcs, the flow conservation constraints ensure that these drivers and customers are correctly taken into account when a new transportation schedule is computed.

**Testing if a New Transportation Schedule is Needed.** When a new customer request \( r \) is released, one usually wants to check if \( r \) can be served without changing the current transportation schedule (but possibly changing the number of cars transferred by the drivers). This problem can be resolved efficiently by using flows in a time-expanded network \( G_T \) as we show in the following.

For that let \( S \) be a transportation schedule serving all customer requests of the sequence \( R^A \). Furthermore, let \( R^N \) be the sequence of newly released customer request (containing at least \( r \)). On \( G_T \) we define only car flows \( f \). The “driver flows” in \( G_T \) induced by \( S \) define the capacities for \( f \) on the relocation arcs. This means, that if there are \( \kappa(a) \) drivers moving from station \( v \) to \( v' \) (starting at time \( t_v \) and arriving at time \( t_{v'} \)), then we remove the Constraints (6.1g) and require for the relocation arc \( a = ((v, t_v), (v', t_{v'})) \) that

\[
f(a) \leq L \cdot \kappa(a)
\]

holds.
6. Computational Results

Since there is only one flow, one can easily see that the coefficient matrix of this integer linear program is totally unimodular, and it follows that the program can be solved efficiently. Furthermore, it follows that \( f \) does not need to be restricted to be integer.

6.4 Test Instances

The tests have been run on a server with Intel Xeon E7-8870 processors clocked at 2.40 GHz. In total there are 160 kernels, and in total 1 TB RAM available. The operating system is CentOS 6.6 with the Linux kernel 2.6.32.

The framework for the metric task system is implemented in Java 6, and so are the combinatorial approaches. Optimization problems (i.e., the integer linear programs) are solved with Gurobi 6.0 using the Python interface. In order to run several instances at the same time we use the GNU tool “parallel” [151].

Besides the optimal offline solution, we tested the following online algorithms: AIP, FcFs, EST, and RePlan. Hereby, we implemented the algorithm AIP in two different ways: once a simple version (AIP (aic)) of the algorithm where only the current system state is taken into account whether a request is accepted or rejected, and once where a minimal flow problem is solved (AIP (aic-flow)) where only the car flows are considered. Furthermore, we implemented two versions for RePlan, one using the exact approach (replan) and one using the flow-based heuristic (replan-fbh). The approaches are not implemented in their “pure” form but mixed with an IGNORE-like strategy, i.e., all customer requests which are released at time \( x \) are handled as a bundle of customer requests which are released at the same time. Hereby, all release times are natural numbers.

For the online algorithms AIP, FcFs and EST we did not set any time limit. For the two versions of RePlan we set a time limit of 2 minutes for solving an intermediate offline instance. For computing an exact offline solution, we set a time limit of 1 hour, for the flow-based heuristic the time limit is set to 10 minutes. The runtimes for the different approaches are summarized in Table 6.7.

All approaches have been tested on three sets of test instances, a small, a medium and a big set. Hereby, the “small” instances have 15 stations; the number of cars is 150, the number of drivers 2 and 5, convoy capacities of 3 and 5, time horizons are set to 120 time units, and there are 500, 800, 1000 and 1600 customer requests. Furthermore, there are 30 instances per permutation, this means that there are, e.g., 30 instances with 2 drivers with a convoy capacity of 3 and 1000 customer requests. This results in 480 randomly generated instances. Note that the sizes of these instances corresponds to small car- or bikesharing systems (e.g., C.Vélo in Clermont-Ferrand, France) or to clusters of larger systems.

The “medium” instances have 50 stations; the number of cars is 500, the number of drivers 10, the convoy capacities are 5, the time horizons are set to 120 and 240 time units, and there are 500, 800, and 1600 customer requests. As in the small instances, there are 30 instances per permutation, resulting in a total of 180 test instances. The number of stations of these instances correspond to intermediate sized car- or bikesharing systems (e.g., Velodi in Dijon, France).

The “big” instances have 250 stations with a total number of 2500 cars. Five drivers relocate the cars in convoys of a length of maximal 5 cars. The time horizons are set to 400 time units, and there are 1600 and 3200 customer requests. As before, there are 30 instances per permutation, resulting in a total of 60 test instances. The number of stations of these instances correspond to larger car- or bikesharing systems (e.g., V’Lille in Lille, France).

The stations are uniformly distributed over a plane with a width and height of 10 units for the small and medium sized test instances and a with and height of 25 units for the big instances, respectively, and added distances between two stations correspond to the rounded Euclidean
distances. Hereby, not all roads are added to the system, but it is ensured during the generation of the carsharing system that the resulting graphs are connected.

All customer requests are uniformly distributed, i.e., the requested pickup and the drop stations are uniformly distributed. The profits attached to serving a request is between 100–120 units, while the costs for moving a driver for one unit is set to 1; there are no costs for moving a car. Furthermore, the maximal difference between the pickup and release time of a customer request is 20 time units.

For the “small” instances, the exact approach did not find any optimal solution within the given time limit (the duality gap is on average 1.82% and the median is 1.51%), while the flow-based heuristic did not find one in 106 instances (the duality gap for these instances is on average 0.45% and the median is 0.40%).

As before, for the “medium” instances, the exact approach did not find any optimal solution. In three cases, the exact approach did not even find any feasible solution, four times the number of accepted customer requests is 0, and in 14 instances the number of accepted customer requests is below 25. The duality gap is on average 5.22% and the median is 0.55%, when the above 14 instances are not taken into account.

The exact offline approach found a feasible solution for two “big” test instance: once accepting 5 customer requests and once 0. On all other instances, no feasible solution could be found within the time limit of 1 hour.

The duality gaps of the computational results are summarized in the Tables 6.1, 6.3 and 6.5. In the following we give a brief discussion on the results.

**Small instances.** As one can see, the online algorithm **RePlan** (replan) accepts in most cases more customer requests than the other three online algorithms. Especially, when there are only a small number of drivers, the algorithm **EST** is nearly as good as **RePlan** (and in some cases it achieves even better results). As expected, in most cases, **EST** performs better than the strategy **FcFs**. However, the gap between these two online algorithms is not very large. There is only a minor difference between the two version of **AIP**; in most of the cases, the flow-based version is only slightly better.

In Table 6.1 we summarize the percentage of accepted customer requests from an algorithm in comparison with the maximum number of accepted customer requests. This upper bound is computed during the first step of the flow-based heuristic. A comparison between the number of accepted customer requests computed by an (online) algorithm and the exact approach is shown in Table 6.2. Hereby, a value in a cell (of column 4–10 and 4–9, respectively) corresponds to the average of 30 instances.

As one can see, the number of accepted customer requests increases with the number of drivers and the capacity, but the percentage of compared to the exact approach decreases. This can be easily explained since the number of accepted customer increases faster in the exact approach than with the online algorithms.

**Medium instances.** On the medium sized test instances, the results are similar to the results on the smaller instances. However, some further effects become visible which we discuss in the following.

Unlike before, the online algorithm **RePlan** (replan) does not necessarily accept more customer requests than the other online algorithms. The results imply that there seems to be a correlation between the number of customer requests which can be accepted by an optimal offline solution and the performance of **RePlan**. Hereby, **RePlan** seems to profit if many customer requests cannot be served even by an optimal offline solution. Another explanation may also be the fact, that an optimal intermediate solution cannot always be computed. However, since the
Table 6.1: This table summarizes the percentage of accepted customer requests by an algorithm (in comparison with the number of accepted customer requests by the upper bound computed in step 1 of the flow-based heuristic) applied on the “small” instances. In columns one to three, the number of drivers, the capacity of the convoys and the number of requests are shown. The other columns show the number of accepted customer requests by the corresponding (online) algorithm in percent. Hereby, the values correspond to the average of 30 instances. We consider the following algorithms: AIP (aic), AIP computed with flows in a time-expanded network (aic-flow), FCFS (fcfs), EST (est), RePlan (replan and replan-fbh), the flow-based heuristic (fbh) and the exact approach (exact) with a time limit of 1 hour.

| k  | L  | |R| | aic | aic-flow | fcfs | est | replan-fbh | replan | fbh | exact |
|----|----|-------|-----|-----|-------|-----|-----|-----------|--------|-----|-------|
| 2  | 3  | 500   | 50.57 | 49.99 | 53.47 | 54.52 | 53.86 | 54.85 | 74.64 | 81.25 |
| 2  | 5  | 500   | 50.57 | 49.99 | 53.47 | 54.52 | 55.28 | 56.81 | 80.52 | 88.05 |
| 5  | 3  | 500   | 50.24 | 49.74 | 57.12 | 58.96 | 58.46 | 61.46 | 87.27 | 95.91 |
| 5  | 5  | 500   | 50.24 | 49.74 | 57.12 | 58.96 | 59.61 | 64.15 | 94.23 | 98.84 |
| 10 | 3  | 500   | 50.38 | 49.92 | 62.63 | 64.81 | 64.00 | 68.16 | 97.38 | 99.93 |
| 10 | 5  | 500   | 50.38 | 49.92 | 62.63 | 64.81 | 67.27 | 71.90 | 99.28 | 100.00 |
| 2  | 3  | 800   | 41.64 | 42.05 | 44.42 | 45.40 | 45.52 | 47.10 | 66.67 | 73.58 |
| 2  | 5  | 800   | 41.64 | 42.05 | 44.42 | 45.40 | 46.24 | 48.49 | 72.49 | 80.40 |
| 5  | 3  | 800   | 41.67 | 42.04 | 47.57 | 49.98 | 50.55 | 53.98 | 79.76 | 89.16 |
| 5  | 5  | 800   | 41.67 | 42.04 | 47.57 | 49.98 | 52.55 | 56.70 | 87.57 | 96.21 |
| 10 | 3  | 800   | 41.66 | 42.04 | 52.99 | 56.36 | 57.52 | 61.78 | 91.50 | 98.35 |
| 10 | 5  | 800   | 41.66 | 42.04 | 52.99 | 56.36 | 60.59 | 65.05 | 96.36 | 99.63 |
| 2  | 3  | 1000  | 37.15 | 37.61 | 39.73 | 41.43 | 41.20 | 42.69 | 61.84 | 68.97 |
| 2  | 5  | 1000  | 37.15 | 37.61 | 39.73 | 41.43 | 42.30 | 44.33 | 67.09 | 75.57 |
| 5  | 3  | 1000  | 37.02 | 37.48 | 42.87 | 46.68 | 46.45 | 49.23 | 73.96 | 84.51 |
| 5  | 5  | 1000  | 37.02 | 37.48 | 42.87 | 46.68 | 48.56 | 52.29 | 81.70 | 92.27 |
| 10 | 3  | 1000  | 37.08 | 37.58 | 47.96 | 51.95 | 53.61 | 57.84 | 85.25 | 96.51 |
| 10 | 5  | 1000  | 37.08 | 37.58 | 47.96 | 51.95 | 56.97 | 61.33 | 91.59 | 98.73 |
| 2  | 3  | 1600  | 37.15 | 37.61 | 39.73 | 41.43 | 41.20 | 42.69 | 61.84 | 68.97 |
| 2  | 5  | 1600  | 37.15 | 37.61 | 39.73 | 41.43 | 42.30 | 44.33 | 67.09 | 75.57 |
| 5  | 3  | 1600  | 37.02 | 37.48 | 42.87 | 46.68 | 46.45 | 49.23 | 73.96 | 84.51 |
| 5  | 5  | 1600  | 37.02 | 37.48 | 42.87 | 46.68 | 48.56 | 52.29 | 81.70 | 92.27 |
| 10 | 3  | 1600  | 37.08 | 37.58 | 47.96 | 51.95 | 53.61 | 57.84 | 85.25 | 96.51 |
| 10 | 5  | 1600  | 37.08 | 37.58 | 47.96 | 51.95 | 56.97 | 61.33 | 91.59 | 98.73 |
Table 6.2: This table summarizes the percentage of accepted customer requests by an algorithm (in comparison with the number of accepted customer requests by the exact approach) applied on the “small” instances. In columns one to three, the number of drivers, the capacity of the convoys and the number of requests are shown. The other columns show the number of accepted customer requests by the corresponding (online) algorithm in percent. Hereby, the values correspond to the average of 30 instances. We consider the following algorithms: AIP (aic), AIP computed with flows in a time-expanded network (aic-flow), FcFs (fcfs), EST (est), REPlan (replan and replan-fbh), and the flow-based heuristic (fbh).

| $k$ | $L$ | $|R|$ | aic | aic-flow | fcfs | est | replan-fbh | replan | fbh |
|-----|-----|------|-----|----------|------|-----|------------|--------|-----|
| 2   | 3   | 500  | 62.36 | 61.64 | 65.92 | 67.19 | 66.36 | 67.60 | 91.93 |
| 2   | 5   | 500  | 57.54 | 56.87 | 60.82 | 61.99 | 62.79 | 64.52 | 91.47 |
| 5   | 3   | 500  | 52.39 | 51.88 | 59.55 | 61.47 | 60.93 | 64.05 | 90.94 |
| 5   | 5   | 500  | 50.82 | 50.32 | 57.78 | 59.64 | 60.29 | 64.88 | 95.31 |
| 2   | 3   | 800  | 56.67 | 57.23 | 60.45 | 61.77 | 61.93 | 64.05 | 90.64 |
| 2   | 5   | 800  | 51.87 | 52.38 | 55.32 | 56.53 | 57.57 | 60.34 | 90.20 |
| 5   | 3   | 800  | 46.85 | 47.26 | 53.42 | 56.10 | 56.65 | 60.51 | 89.51 |
| 5   | 5   | 800  | 43.36 | 43.74 | 49.46 | 51.96 | 54.58 | 58.89 | 91.01 |
| 2   | 3   | 1000 | 53.91 | 54.60 | 57.64 | 60.09 | 59.75 | 61.92 | 89.66 |
| 2   | 5   | 1000 | 49.23 | 49.85 | 52.63 | 54.86 | 56.00 | 58.67 | 88.79 |
| 5   | 3   | 1000 | 43.91 | 44.45 | 50.77 | 55.25 | 54.95 | 58.21 | 87.54 |
| 5   | 5   | 1000 | 40.19 | 40.68 | 46.49 | 50.59 | 52.59 | 56.61 | 88.53 |
| 2   | 3   | 1600 | 47.43 | 48.62 | 50.90 | 53.64 | 54.76 | 56.26 | 86.03 |
| 2   | 5   | 1600 | 43.01 | 44.09 | 46.15 | 48.63 | 51.05 | 53.53 | 84.50 |
| 5   | 3   | 1600 | 38.73 | 39.66 | 45.32 | 49.74 | 50.48 | 54.03 | 83.71 |
| 5   | 5   | 1600 | 35.16 | 36.01 | 41.16 | 45.18 | 48.94 | 52.37 | 83.70 |

version of REPlan using the flow-based heuristic does not perform any better, this argument may seems to have only a small impact on the bad behavior of REPlan within this set of test instances. Furthermore, the flow-based version of AIP accepts less customer requests than the naive implementation of AIP despite solving all intermediate problems optimally. Therefore, it seems to be more likely that these instances show that having locally optimal solutions does not necessarily lead to a globally optimal solution.

Especially, when the number of released customer requests is small (500 customer requests), the algorithm EST outperforms the other online customer requests. In the other two cases, the performance seems to be good.

In Table 6.4 we summarize the percentage of accepted customer requests from an algorithm in comparison with the number of accepted customer requests computed by the exact approach, and in Table 6.3 we present the results compared to the upper bound computed by the first step of the flow-based heuristic.

As one can see, the number of accepted customer requests increases with the number of drivers and the capacity, but the percentage of compared to the exact approach decreases. This can be easily explained since the number of accepted customer increases faster in the exact approach than with the online algorithms.

**Big instances.** The trend from the medium sized test instances continues within the set of instances with 250 stations. While the algorithm EST serves most of the released customer requests, both version of REPlan serve even less customer requests than the naive implementation.
6. Computational Results

Table 6.3: This table summarizes the percentage of accepted customer requests by an algorithm (in comparison with the number of accepted customer requests by the upper bound computed in step 1 of the flow-based heuristic) applied on the “medium” instances. In columns one and two, the time horizon \( T \) and the total number of released customer requests are shown. The other columns show the number of accepted customer requests by the corresponding (online) algorithm in percent. Hereby, the values correspond to the average of 30 instances. We consider the following algorithms: AIP (aic), AIP computed with flows in a time-expanded network (aic-flow), FcFs (fcfs), EST (est), RePlan (replan and replan-fbh), the flow-based heuristic (fbh) and the exact approach (exact) with a time limit of 1 hour.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>aic</th>
<th>aic-flow</th>
<th>fcfs</th>
<th>est</th>
<th>replan-fbh</th>
<th>replan</th>
<th>fbh</th>
<th>exact</th>
</tr>
</thead>
<tbody>
<tr>
<td>120</td>
<td>500</td>
<td>79.99</td>
<td>75.53</td>
<td>85.74</td>
<td>86.30</td>
<td>84.75</td>
<td>81.61</td>
<td>100.00</td>
<td>100.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>240</td>
<td>500</td>
<td>80.87</td>
<td>76.39</td>
<td>87.65</td>
<td>88.10</td>
<td>86.53</td>
<td>83.56</td>
<td>100.00</td>
<td>100.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>800</td>
<td>64.83</td>
<td>62.24</td>
<td>69.01</td>
<td>70.22</td>
<td>71.86</td>
<td>67.95</td>
<td>97.95</td>
<td>99.55</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>240</td>
<td>800</td>
<td>65.96</td>
<td>63.71</td>
<td>71.63</td>
<td>73.09</td>
<td>75.30</td>
<td>71.28</td>
<td>100.00</td>
<td>97.69</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>1600</td>
<td>52.57</td>
<td>51.88</td>
<td>56.49</td>
<td>58.33</td>
<td>60.92</td>
<td>57.17</td>
<td>85.90</td>
<td>87.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>240</td>
<td>1600</td>
<td>48.40</td>
<td>47.84</td>
<td>53.19</td>
<td>55.09</td>
<td>59.15</td>
<td>55.55</td>
<td>92.02</td>
<td>55.73</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.4: This table summarizes the percentage of accepted customer requests by an algorithm applied on the “medium” instances. Since the exact approach does not always lead to good results due to the given time limit, we compare the algorithms with the number of accepted customer requests by the maximum of the exact approach and the flow-based heuristic. In columns one and two, the time horizon \( T \) and the total number of released customer requests are shown. The other columns show the number of accepted customer requests by the corresponding (online) algorithm in percent. Hereby, the values correspond to the average of 30 instances. We consider the following algorithms: AIP (aic), AIP computed with flows in a time-expanded network (aic-flow), FcFs (fcfs), EST (est), and RePlan (replan and replan-fbh).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>aic</th>
<th>aic-flow</th>
<th>fcfs</th>
<th>est</th>
<th>replan</th>
<th>replan-fbh</th>
</tr>
</thead>
<tbody>
<tr>
<td>120</td>
<td>500</td>
<td>79.99</td>
<td>75.53</td>
<td>85.74</td>
<td>86.30</td>
<td>84.75</td>
<td>81.61</td>
</tr>
<tr>
<td>120</td>
<td>800</td>
<td>65.10</td>
<td>62.50</td>
<td>69.30</td>
<td>70.51</td>
<td>72.15</td>
<td>68.23</td>
</tr>
<tr>
<td>120</td>
<td>1600</td>
<td>57.97</td>
<td>57.21</td>
<td>62.30</td>
<td>64.33</td>
<td>67.18</td>
<td>63.70</td>
</tr>
<tr>
<td>240</td>
<td>500</td>
<td>80.87</td>
<td>76.39</td>
<td>87.65</td>
<td>88.10</td>
<td>86.53</td>
<td>83.56</td>
</tr>
<tr>
<td>240</td>
<td>800</td>
<td>65.96</td>
<td>63.71</td>
<td>71.63</td>
<td>73.09</td>
<td>75.30</td>
<td>71.28</td>
</tr>
<tr>
<td>240</td>
<td>1600</td>
<td>52.62</td>
<td>52.02</td>
<td>57.82</td>
<td>59.90</td>
<td>64.30</td>
<td>60.39</td>
</tr>
</tbody>
</table>

of AIP. Only the flow-based version of AIP serves less customer requests.

Thus, it seems that looking further into the future does not lead to better but to worse results. Since only the flow-based approaches perform poorly, the problem may also lie within the solver or the framework for handling online problems.

In Table 6.6 we summarize the percentage of accepted customer requests from an algorithm in comparison with the number of accepted customer requests computed by the flow-based heuristic, while in Table 6.5 the values are compared to the upper bound.

**Summary.** The results of the small and medium sized test instances clearly point to two approaches leading to the best results: RePlan and EST. Especially, RePlan gives the best results of the considered online algorithms (with the exception of two sets). In this case, the results computed by EST are within an acceptable range of RePlan (see Table 6.8).
6. Computational Results

Table 6.5: This table summarizes the percentage of accepted customer requests by an algorithm (in comparison with the number of accepted customer requests by the upper bound computed in step 1 of the flow-based heuristic) applied on the “big” instances. In columns one and two, the time horizon \( T \) and the total number of released customer requests are shown. The other columns show the number of accepted customer requests by the corresponding (online) algorithm in percent. Hereby, the values correspond to the average of 30 instances. We consider the following algorithms: AIP (aic), AIP computed with flows in a time-expanded network (aic-flow), FCFS (fcfs), EST (est), RePlan (replan and replan-fbh), the flow-based heuristic (fbh) and the exact approach (exact) with a time limit of 1 hour.

| \( T \) | \( |R| \) | aic | aic-flow | fcfs | est | replan-fbh | replan | fbh | exact |
|---|---|---|---|---|---|---|---|---|---|
| 400 | 1600 | 96.73 | 88.11 | 97.22 | 97.24 | 88.69 | 88.63 | 99.93 | - |
| 400 | 3200 | 88.50 | 81.67 | 89.13 | 89.20 | 82.48 | 82.40 | 93.37 | - |

Table 6.6: This table summarizes the percentage of accepted customer requests by an algorithm applied on the “big” instances. Since the exact approach does not lead to any results due to the given time limit, we compare the algorithms with the number of accepted customer requests by the flow-based heuristic. In columns one and two, the time horizon \( T \) and the total number of released customer requests are shown. The other columns show the number of accepted customer requests by the corresponding (online) algorithm in percent. Hereby, the values correspond to the average of 30 instances. We consider the following algorithms: AIP (aic), AIP computed with flows in a time-expanded network (aic-flow), FCFS (fcfs), EST (est), and RePlan (replan and replan-fbh).

| \( T \) | \( |R| \) | aic | aic-flow | fcfs | est | replan | replan-fbh |
|---|---|---|---|---|---|---|---|
| 400 | 1600 | 96.80 | 88.17 | 97.29 | 97.30 | 88.75 | 88.69 |
| 400 | 3200 | 94.80 | 87.48 | 95.47 | 95.55 | 88.35 | 88.26 |

On the big sized test instances, EST clearly outperforms RePlan. However, that there is not only one online algorithm performing best on all test instances, reflects the theoretical results that there does not exist a competitive online algorithm for the considered parameters.

Furthermore, the computational time differ tremendously as Table 6.7 shows. That solving the medium sized test instances are slower in average is due to a few instances with a large runtime of more than 9000 seconds.

The version of RePlan based on the flow-based heuristic solves the test instances much faster than using the exact approach to solve the intermediate offline problems: 10.2 seconds for the small instances, 58 seconds for the medium and 615.33 for the big instances. Note, in addition EST is single threaded, while RePlan uses up to 16 threads to compute the flows within a time-expanded network.

Thus, one can see that EST scales best of these three online algorithms when the number of stations or the time horizons increase. Combined with the great results on the big test instances, one can say that EST is the online algorithm to use (at least for our considered test instances).
Table 6.7: This table summarizes the runtimes in seconds of the different algorithms. In columns one to five, the different variables for the test instances are shown. The other columns show the runtimes of the corresponding (online) algorithm in seconds. Hereby, the values correspond to the average of 30 instances. We consider the following algorithms: AIP (aic), AIP computed with flows in a time-expanded network (aic-flow), FcFs (fcfs), EST (est), RePlan (replan) and RePlan based on the flow-based heuristic (replan-fbh), the flow-based heuristic (offline-fbh), and the exact approach (exact) with a time limit of 1 hour.

| $|V|$ | $T$ | $k$ | $L$ | $|R|$ | aic | aic-flow | fcfs | est | replan | replan-fbh | fbh | exact |
|-----|-----|-----|-----|-----|-----|--------|-----|-----|--------|----------|-----|------|
| 15  | 120 | 2   | 3   | 500 | 0.40| 20.39  | 0.46| 0.77| 58.19  | 7.34     | 14.37| 3600.41|
| 15  | 120 | 2   | 5   | 500 | 0.39| 19.91  | 0.47| 0.79| 108.82 | 8.71     | 48.63| 3600.44|
| 15  | 120 | 5   | 3   | 500 | 0.39| 19.67  | 0.50| 0.67| 199.61 | 7.64     | 234.33| 3600.35|
| 15  | 120 | 5   | 5   | 500 | 0.39| 19.46  | 0.51| 0.79| 383.74 | 7.56     | 471.03| 3600.25|
| 15  | 120 | 2   | 3   | 800 | 0.46| 21.33  | 0.56| 0.93| 85.29  | 7.90     | 12.70| 3601.00|
| 15  | 120 | 2   | 5   | 800 | 0.46| 20.85  | 0.55| 0.90| 105.49 | 7.69     | 54.28| 3600.59|
| 15  | 120 | 5   | 3   | 800 | 0.46| 21.15  | 0.63| 0.84| 128.91 | 7.85     | 161.50| 3600.28|
| 15  | 120 | 5   | 5   | 800 | 0.47| 20.83  | 0.59| 1.02| 561.83 | 8.64     | 578.84| 3600.55|
| 15  | 120 | 2   | 3   | 1000| 0.50| 21.35  | 0.61| 1.10| 80.41  | 9.28     | 15.17| 3600.33|
| 15  | 120 | 2   | 5   | 1000| 0.50| 21.20  | 0.60| 0.88| 157.20 | 8.19     | 42.85| 3600.39|
| 15  | 120 | 5   | 3   | 1000| 0.50| 21.15  | 0.65| 0.90| 275.71 | 8.76     | 123.75| 3600.34|
| 15  | 120 | 5   | 5   | 1000| 0.51| 21.41  | 0.66| 1.06| 336.67 | 8.98     | 568.37| 3600.44|
| 15  | 120 | 2   | 3   | 1600| 0.59| 22.36  | 0.73| 1.38| 131.87 | 9.66     | 9.04 | 3600.68|
| 15  | 120 | 2   | 5   | 1600| 0.59| 23.76  | 0.73| 1.07| 192.97 | 12.31    | 21.35| 3600.64|
| 15  | 120 | 5   | 3   | 1600| 0.60| 22.85  | 0.77| 1.24| 333.03 | 9.89     | 80.18| 3600.59|
| 15  | 120 | 5   | 5   | 1600| 0.60| 22.57  | 0.77| 1.31| 503.45 | 10.05    | 505.35| 3600.47|
| 50  | 120 | 10  | 5   | 500 | 0.50| 35.10  | 0.68| 0.74| 255.59 | 33.43    | 602.11| 3601.55|
| 50  | 120 | 10  | 5   | 800 | 0.58| 36.53  | 0.81| 0.90| 1782.91| 40.08    | 602.10| 3600.07|
| 50  | 120 | 10  | 5   | 1600| 0.71| 38.54  | 1.09| 1.46| 3540.57| 48.88    | 602.90| 3600.05|
| 50  | 240 | 10  | 5   | 500 | 0.51| 61.32  | 0.67| 1.06| 569.62 | 50.15    | 605.77| 3601.00|
| 50  | 240 | 10  | 5   | 800 | 0.59| 68.75  | 0.83| 1.00| 2694.62| 55.48    | 605.21| 3600.30|
| 50  | 240 | 10  | 5   | 1600| 0.73| 73.90  | 1.03| 1.25| 4941.90| 83.07    | 606.75| 3603.93|
| 250 | 400 | 5   | 5   | 1600| 0.88| 410.91| 3.88| 5.062| 1630.80| 567.79   | 670.21| 3608.71|
| 250 | 400 | 5   | 5   | 3200| 1.04| 453.68| 4.19| 4.407| 2084.27| 662.88   | 677.68| 3617.20|
Table 6.8: This table summarizes the average relative gaps between the online algorithms EST and RePlan (resp. the flow-based heuristic version of RePlan with RePlan using the exact approach). In columns one to five, show the different variables of the test instances. The other two columns show the average relative gap in percent between the corresponding algorithm and RePlan, i.e., let $\text{ALG}(R)$ be the number of accepted customer requests computed by the online algorithm $\text{ALG}$ on the sequence of customer requests $R$ and let $\text{RePlan}(R)$ be the number of accepted customer requests computed by RePlan on $R$, then the relative gap is computed by $(\text{RePlan}(R) - \text{ALG}(R))/\text{RePlan}(R)$. We consider EST (est) and RePlan with the flow-based heuristic (replan-fbh). Each cell in the latter two columns corresponds to the average computed from 30 test instances. A negative value indicates that the corresponding online algorithm achieved better results than RePlan.

| $T$ | $|V|$ | $k$ | $L$ | $|R|$ | est | plan-fbh |
|----|----|----|----|-----|-----|---------|
| 120 | 15 | 2 | 3 | 500 | 0.57 | 1.78 |
| 120 | 15 | 2 | 5 | 500 | 3.87 | 2.63 |
| 120 | 15 | 5 | 3 | 500 | 3.94 | 4.87 |
| 120 | 15 | 5 | 5 | 500 | 7.84 | 6.96 |
| 120 | 15 | 10 | 3 | 500 | 4.78 | 6.16 |
| 120 | 15 | 10 | 5 | 500 | 9.76 | 6.46 |
| 120 | 15 | 2 | 3 | 800 | 3.59 | 3.32 |
| 120 | 15 | 2 | 5 | 800 | 6.31 | 4.55 |
| 120 | 15 | 5 | 3 | 800 | 7.14 | 6.33 |
| 120 | 15 | 5 | 5 | 800 | 11.52 | 7.26 |
| 120 | 15 | 10 | 3 | 800 | 8.50 | 6.91 |
| 120 | 15 | 10 | 5 | 800 | 12.99 | 6.83 |
| 120 | 15 | 2 | 3 | 1000 | 2.93 | 4.55 |
| 120 | 15 | 2 | 5 | 1000 | 6.48 | 4.53 |
| 120 | 15 | 5 | 3 | 1000 | 4.98 | 5.59 |
| 120 | 15 | 5 | 5 | 1000 | 10.36 | 6.98 |
| 120 | 15 | 10 | 3 | 1000 | 9.78 | 7.17 |
| 120 | 15 | 10 | 5 | 1000 | 14.99 | 7.13 |
| 120 | 15 | 2 | 3 | 1600 | 4.77 | 2.67 |
| 120 | 15 | 2 | 5 | 1600 | 9.13 | 4.57 |
| 120 | 15 | 5 | 3 | 1600 | 7.95 | 6.56 |
| 120 | 15 | 5 | 5 | 1600 | 13.55 | 6.47 |
| 120 | 15 | 10 | 3 | 1600 | 11.89 | 6.47 |
| 120 | 15 | 10 | 5 | 1600 | 18.14 | 8.19 |
| 120 | 50 | 10 | 5 | 500 | -1.85 | 3.71 |
| 120 | 50 | 10 | 5 | 800 | 2.25 | 5.42 |
| 120 | 50 | 10 | 5 | 1600 | 4.24 | 5.17 |
| 240 | 50 | 10 | 5 | 500 | -1.83 | 3.44 |
| 240 | 50 | 10 | 5 | 800 | 2.91 | 5.33 |
| 240 | 50 | 10 | 5 | 1600 | 6.85 | 6.09 |
| 400 | 250 | 5 | 5 | 1600 | -9.65 | 0.06 |
| 400 | 250 | 5 | 5 | 3200 | -8.15 | 0.11 |
Part III

Static Relocation Problem
In this part, we consider the Static Relocation Problem \((G, z^0, z^T, Z, \gamma, k, L)\), where the system, outgoing from the current system state \(z^0\), has to be set into a certain system state \(z^T\) within a given time horizon \(T\). The Static Relocation Problem occurs, e.g., when the relocation step is performed only once during the night in order to prepare the system for the next morning. We consider two different aspects of the Static Relocation Problem, a quality of service aspect (Static Min-Cost Relocation Problem) and a profit oriented aspect (Static Max-Profit Relocation Problem). For each of the stated problems, we give exact and/or heuristic approaches in order to solve the problem.

The Static Relocation Problem is a special case of the Dynamic Relocation Problem where all transportation tasks are known in advance and consist of the special form \(\tau = (v_i, 0, T, z_i^0 - z_i^T)\) for all \(v_i\) with \(z_i^0 \neq z_i^T\). These tasks are induced by the initial and the target system state. Although the target system state is indirectly induced by the behavior of the customers, customer requests cannot be accepted or rejected. Thus, in the static version of the Relocation Problem, it does not make much sense to consider decision problems as in the Dynamic Relocation Problem, which is why we consider only optimization problems in this part.

In the first chapter of this part (Chapter 7), we consider the Static Min-Cost Relocation Problem, which aims at transferring all cars from the overfull stations to the underfull stations with minimal costs. Hereby, at the end of the time horizon, the target system state must be reached. Since the problem of finding an optimal solution is at least \(\mathcal{NP}\)-hard and, in general, computing an optimal solution needs enormous computation times. Furthermore, in the worst-case, the only feasible solutions for the problem are also the optimal ones. Therefore, finding a feasible solution can become already \(\mathcal{NP}\)-hard. Thus, we give several heuristic approaches to solve the Static Min-Cost Relocation Problem.

In Chapter 8, we consider the Static Max-Profit Relocation Problem, the profit oriented aspect of the Static Relocation Problem. Hereby, we aim at transferring as many cars as possible from the overfull stations to the underfull stations, while ensuring that the costs of the relocation step do not exceed the expected profits. Thus, the target system state does not need to be fully reached, i.e., at the end of the time horizon, some overfull stations may remain overfull, and some underfull stations may remain underfull. As the Static Min-Cost Relocation Problem, solving the max-profit version optimally is also \(\mathcal{NP}\)-hard. However, reaching the initial system state at the end of the time horizon is also feasible. Thus, a feasible solution can be found in linear time w.r.t. the number \(k\) of drivers, by simply initializing \(k\) empty tours.

The main problem of giving an exact approach for the Static Max-Profit Relocation Problem is that the natural formulation of an integer program is non-linear. Therefore, we show at the end of the chapter how the model can be linearized.

Finally, we present the computational results for the stated algorithms in Chapter 9. In order to evaluate the performance of the algorithms, we try to compute the optimal solution for the test instances and compare the computed results. However, even on very small instances, we were rarely able to get an optimal solution within the given time limit.
Chapter 7

Static Min-Cost Relocation Problem

In this chapter, we consider the Static Min-Cost Relocation Problem \((G, z^0, z^T, Z, \gamma, k, L)\), where the objective is to compute a transportation schedule with a minimal total tour length for transporting the cars between the stations. Hereby, the target system state must be reached from the initial system.

In order to solve the Static Min-Cost Relocation Problem, we first state an exact approach based on flows in a time-expanded network (Section 7.1). Since the computation of an exact solution needs a huge amount of time, we give two heuristics.

Firstly, we give a greedy heuristic, where cars are transferred from overfull stations to the closest underfull station (Section 7.2).

Secondly, we give a randomized metaheuristic based on the flows in the time-expanded network (Section 7.3). Hereby, we randomly remove arcs from the time-expanded network and compute a solution on this reduced network.

Afterwards, we present a combinatorial algorithm in Section 7.4. Hereby, we firstly compute a set of transportation tasks, which serve as input for a dial-a-ride problem. This dial-a-ride problem is then solved in the second step of the algorithm. For this combinatorial algorithm, there exists an approximation factor which we state and prove within the section.

Finally, we present a heuristic approach that computes flows in an aggregated network, and computes from these solutions a transportation schedule using a combinatorial algorithm (Section 7.5). Under certain conditions, this approach gives an optimal solution for the Static Min-Cost Relocation Problem.

The last two sections of this chapter cover some general topics. In practice, some stated approaches do not necessarily find a solution within the given time horizon, e.g., the greedy heuristic or the algorithm LiftFlow. Therefore, in Section 7.6 we show how such infeasible transportation schedules can be used in order to compute feasible ones.

It is necessary (or at least desirable) to have an exact solution in order to be able to measure the quality of a solution given by a heuristic. However, due to the tremendous amount of time needed to compute an exact solution, we are rarely able to get a proven optimal solution. In order to be able to give at least a duality gap, we describe several approaches to compute a lower bound for an optimal solution in Section 7.7.

7.1 Exact Approach: Min-Cost Flows in Time-Expanded Networks

In this section, we give an exact approach for the Static Min-Cost Relocation Problem. This approach is based on the time-expanded network with two coupled flows: a car and a driver flow.
We start by considering the computation of a preemptive transportation schedule, and the case when there is only one depot in the system. Afterwards, we briefly handle the case when there are several depots. At the end of this section, we show how the model can be modified to compute a non-preemptive transportation schedule.

The construction of the time-expanded network $G_T$ as well as the flows basically follow the same steps as in Section 6.1. Therefore, we concentrate on the differences.

Since the customer requests are not directly involved in the Static Relocation Problem, there are no customer request arcs in $G_T$. Furthermore, the constraints concerning these arcs have to be removed.

In the Dynamic Relocation Problem, the system state finally reached is not known apriori. Therefore, the driver and car flows have only been initialized in Section 6.1. However, in the static version, we must ensure that every driver returns to the depot and that the target system state is reached. For that, we use as sinks the nodes $(v, T)$, $v \in V$, for the car flow and the node $(v_D, T)$ for the driver flow, and set their balances accordingly to $z^T$ resp. to $k$ for the driver flow (see Equations (7.1b) and (7.1c)).

**Example 7.1.** Let us consider the carsharing system from Figure 2.1 where currently the number of cars at the stations are

- $C$: 2, $D$: 0, $S$: 0, $CHU$: 2,
- $U$: 3, $J$: 2, and 0 at the rest of the stations.

The operator decides that cars shall be transferred within $T$ time units between the stations so that the following number of cars are located at the stations:

- $C$: 3, $D$: 1, $S$: 1, $CHU$: 3,
- $U$: 1, $J$: 0, and
- at all other stations 0 cars.

This induces the following transportation tasks:

$$
\tau_1 = (C, 0, T, -1), \tau_2 = (D, 0, T, -1), \tau_3 = (S, 0, T, -1), \tau_4 = (CHU, 0, T, -1),
\tau_5 = (U, 0, T, 2), \text{ and } \tau_6 = (J, 0, T, 2),
$$

which are illustrated in Figure 7.1.

![Figure 7.1: This figure illustrates transportation tasks in the static situation. The numbers at the stations correspond to the number $x$ of cars to be picked up (if $x > 0$) and to be dropped (if $x < 0$).]
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Figure 7.2: This figure illustrates the time-expanded network \( G_T \) for the static situation. For the sake of readability, only some arcs (solid arcs) of the time-expanded network and only the driver flows (dash-dotted and dotted arcs) are shown. Furthermore, only those nodes are in the figure which are important for the solution. Every node of the form \((v, t)\) represents a station \(v\) at time \(t\). The tour of driver 1 is illustrated as dash-dotted arcs, and the tour of driver 2 as dotted arcs. The number \(x\) of cars to be picked up (\(x > 0\)) or dropped (\(x < 0\)) at a station \(v\) are superscripted before the nodes \((v, 0)\). The numbers at the arcs correspond to the number of cars transferred by the corresponding move.

From the graph \(G\) (see Figure 2.2) and the tasks \(\tau_1\) to \(\tau_6\) we construct the time-expanded network \(G_T\) and compute the car and driver flows (see Figure 7.2 for an illustration). For \(T = 12\), the total tour length of an optimal solution is 17.

An integer linear programming formulation for a min-cost flow problem in the time-expanded network \(G_T = (V_T, A_T)\) as follows:

\[
\begin{align*}
\text{min} \quad & \sum_{a \in A_L} d(a) f(a) \\
\text{subject to} \quad & \sum_{a \in \delta^{-}(v, 0)} f(a) = z_0^v, \quad \sum_{a \in \delta^{+}(v, 0)} F(a) = k \quad \forall (v, 0) \in V_T \quad (7.1a) \\
& \sum_{a \in \delta^{-}(v, T)} f(a) = z_T^v, \quad \sum_{a \in \delta^{+}(v, T)} F(a) = k \quad \forall (v, T) \in V_T \quad (7.1b) \\
& \sum_{a \in \delta^{-}(v, t)} f(a) = \sum_{a \in \delta^{+}(v, t)} f(a) \quad \forall (v, t) \in V_T, 0 < t < T \quad (7.1c) \\
& \sum_{a \in \delta^{-}(v, t)} F(a) = \sum_{a \in \delta^{+}(v, t)} F(a) \quad \forall (v, t) \in V_T, 0 < t < T \quad (7.1d) \\
& 0 \leq f(a) \leq \text{cap}(v) \quad \forall a = [(v, t), (v, t + 1)] \in A_H \quad (7.1e) \\
& f(a) \leq L \cdot F(a) \quad \forall a \in A_L \quad (7.1f) \\
& f, F \text{ integer}. \quad \forall a \in A_L \quad (7.1g)
\end{align*}
\]

The following result can be proven in a similar way as Theorem 6.2

**Theorem 7.2.** Let \((G, z^0, z^T, \gamma, k, L)\) be a Static Relocation Problem. Then an optimal solution of system \((7.1)\) corresponds to a preemptive transportation schedule without backhaul with minimal total tour length for \((G, z^0, z^T, \gamma, k, L)\).

**Computing a Non-Preemptive Transportation Schedule.** Finally, we highlight the differences to the model when the transportation schedule must be non-preemptive.
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Since we do neither allow precedences between tours nor inner preemption, a car is dropped only at underfull stations and only picked up from overfull stations; at balanced stations, cars are neither picked up nor dropped. Thus, we can consider a weighted “subgraph” \( G' = (V', E', w') \) of \( G \), where the node set contains only the overfull and underfull stations of \( V \). The edge set \( E' \) contains all edges \((v, v') \in E \) where \( v, v' \) are overfull or underfull stations. Additionally, an edge \((v, v') \) is added to \( E' \), if all intermediate stations of all shortest paths between \( v \) and \( v' \) are balanced stations. This ensures that the graph \( G' \) is connected and contains all shortest paths between the stations. The weight of an artificially added edge \((v, v') \) is set to \( d(v, v') \).

Then the time-expanded network \( G_T \) can be constructed from \( G' \) as before.

In the non-preemptive case, we must ensure that cars are not exchanged between the convoys. For that we distinguish between the drivers and between their loads, resulting in one driver and one car flow for each driver \( i \) on the relocation arcs: \( F_i \) and \( f_i \). On the holdover arcs, we define a single car flow, representing the number of cars at the station.

Inner preemption and preemption between tours can be avoided by ensuring that cars are only picked up at overfull stations and dropped at underfull stations. This means that there are not more cars in a convoy leaving an overfull station than entering the station. Analogously, one can state such conditions for underfull stations. Thus, one has to ensure that the following constraints hold for every \( 1 \leq i \leq k \):

\[
\sum_{a \in \delta^+_{1,v}(v_o,t)} f_i(a) \geq \sum_{a \in \delta^+_{1,v}(v_o,t)} f_i(a), \quad \text{for all overfull stations } v_o \in V_O \text{ and all } 1 \leq t < T, \quad (7.2)
\]

\[
\sum_{a \in \delta^+_{1,v}(v_u,t)} f_i(a) \leq \sum_{a \in \delta^-_{1,v}(v_u,t)} f_i(a), \quad \text{for all underfull stations } v_u \in V_U \text{ and all } 1 \leq t < T. \quad (7.3)
\]

These constraints are given in the linear integer program by the constraints \((7.4h)\) and \((7.4i)\).

A flow on a holdover arc corresponds to cars/drivers remaining at the station in the time interval \([t, t + 1]\). Since we do not allow precedences between tours, a car is dropped only at underfull stations and only picked up from overfull stations (see constraints \((7.2)\) and \((7.3)\)). This is the motivation that there is only one car flow \( f \) defined on the holdover arcs. Furthermore, it follows from \((7.2)\) and \((7.3)\) that at an overfull station the number of cars is non-increasing over time, at an underfull station the number of cars is non-decreasing over time. Thus, it holds for every reachable system state \( z \):

\[
z^0_v \geq z_v \geq z^T_v, \quad \text{if } v \text{ is an overfull station},
\]

\[
z^0_v \leq z_v \leq z^T_v, \quad \text{if } v \text{ is an underfull station}.
\]

Since \( z^0 \) and \( z^T \) are feasible system states by definition, this implies that every reachable system state \( z \) is feasible as well. Thus, there are no capacities needed for holdover arcs with respect to the car flow \( f \). For the driver flows, the initialization of the flows \((7.4d)\) and the flow conservation constraints \((7.4g)\) imply the capacity of 1 on each arc. Moreover, the cost for all flows on such arcs are zero.

Note that the coupling constraints \((7.4j)\) simplify (w.r.t. previous paragraph) to

\[
f(a) \leq L \cdot \sum_{i=1}^k F_i(a).
\]

To solve the Static Relocation Problem exactly, we aim at determining convoy tours with a minimal total tour length. For that, we present an integer linear programming formulation for a
min-cost flow problem in the time-expanded network \( G_T = (V_T, A_T) \) as follows:

\[
\min \sum_{a \in A_L} d(a) \sum_{i=1}^k F_i(a) \tag{7.4a}
\]

\[
f((v, 0), (v, 1)) + \sum_{a \in \delta^-_{L}(v, 0)} \sum_{i=1}^k f_i(a) = z_v^0 \quad \forall (v, 0) \in V_T \tag{7.4b}
\]

\[
f((v, T - 1), (v, T)) + \sum_{a \in \delta^+_{T}(v, T)} \sum_{i=1}^k f_i(a) = z_v^T \quad \forall (v, T) \in V_T \tag{7.4c}
\]

\[
\sum_{a \in \delta^-(v_D, 0)} F_i(a) = 1 \quad \forall 1 \leq i \leq k \tag{7.4d}
\]

\[
\sum_{a \in \delta^+(v_D, T)} F_i(a) = 1 \quad \forall 1 \leq i \leq k \tag{7.4e}
\]

\[
f((v, t - 1), (v, t)) + \sum_{a \in \delta^T_{(v, t)}} \sum_{i=1}^k f_i(a)
\]

\[
\quad = f((v, t), (v, t + 1)) + \sum_{a \in \delta^-_{L}(v, t)} \sum_{i=1}^k f_i(a) \quad \forall v \in V, 0 < t < T \tag{7.4f}
\]

\[
\sum_{a \in \delta^-(v, t)} F_i(a) = \sum_{a \in \delta^+(v, t)} F_i(a) \quad \forall v \in V, 0 < t < T, \forall 1 \leq i \leq k \tag{7.4g}
\]

\[
\sum_{a \in \delta^+(v_o, t)} f_i(a) \geq \sum_{a \in \delta^-_{L}(v_o, t)} f_i(a), \quad \forall v_o \in V_O, \forall 0 < t < T, \forall 1 \leq i \leq k \tag{7.4h}
\]

\[
\sum_{a \in \delta^+(v_u, t)} f_i(a) \leq \sum_{a \in \delta^-_{t}(v_u, t)} f_i(a), \quad \forall v_u \in V_U, \forall 0 < t < T, \forall 1 \leq i \leq k \tag{7.4i}
\]

\[
f_i(a) \leq L \cdot F_i(a) \quad \forall a \in A_L \quad \text{f, f, F_i integer, F_i binary} \tag{7.4j}
\]

Note, the number of variables in the integer linear program \( \text{(7.4)} \) drastically increase compared to the number of variables in the integer linear program \( \text{(7.1)} \), resulting in an even slower computation of a solution in general.

### 7.2 Greedy Heuristic

In this section, we describe a simple greedy algorithm \textsc{Greedy} which computes a non-preemptive transportation schedule. It is widely known that a greedy can lead to a worst case for the Traveling Salesperson Problem \[91\], which is generalized by the Static Relocation Problem. Thus, greedy algorithms generally cannot be expected to lead to good results. However, the runtime of greedy algorithms is in general extremely fast, and thus, the computed solution can be used as a warm start for other algorithms.

We consider a metric space \( M = (V, d) \) induced by a weighted graph \( G = (V \cup \{v_D\}, E, w) \) representing the set of stations \( V \), the depot \( v_D \), the road (or logical) connections \( E \) between them, driving times \( w: E \to \mathbb{N} \), and the metric \( d \) induced by the shortest path distances in \( G \).
7. Static Min-Cost Relocation Problem

The task set $T$ consists of the tasks $\tau = (v_i, 0, T, z_i^0 - z_i^T)$ for all $v_i$ with $z_i^0 \neq z_i^T$. The output is a non-preemptive transportation schedule for the metric task system $(M, T)$, and the objective is to minimize its total tour length.

Basically, this heuristic approach takes the viewpoints of the drivers, and decides to move the driver whose costs of moving to the next overfull or underfull are lowest (thus, it is basically like the nearest neighborhood algorithm for the Traveling Salesperson Problem [100, 101]).

For that we keep track of the driver movement, and search for the cheapest move for a driver. In order to be able to test a move for feasibility, we assign to each driver $j$ some variables:

(i) the current position $p^j$,

(ii) the tour length $t^j$, and

(iii) the current load $x^j$.

Furthermore, every driver has a tour $\Gamma^j$.

The algorithm Greedy initializes the position for all the drivers at their starting depots, i.e., $p^j = v_D$ for a depot $v_D$. This implies that the other variables are initialized as follows: the tour $\Gamma^j = (v_D)$, the tour length $t^j = 0$ and the current load $x^j = 0$.

Next, we iterate through all tasks and compute the distance to the station for each driver who can serve the task. Hereby, it is tested whether the convoy capacities are violated (when the task is a pickup task), if there are cars in the convoy (when the task is a drop task) and whether traveling to the station of the task is within the time limit. If no driver can be found fulfilling all these conditions, then the algorithms stops. Otherwise, the sequence of stations $\Gamma^j$ for the selected driver is updated, as well as all of its other variables. When all tasks are served, a transportation schedule is computed from the sequences $\Gamma^j$. The algorithm Greedy is summarized in Algorithm 11.

---

**Algorithm 11 Greedy**

**Input:** a Static Min-Cost Relocation Problem $(G, x^0, z^T, \gamma, k, L)$

**Output:** a non-preemptive transportation schedule or false if no feasible transportation schedule can be found within the time horizon

1: for every driver $j$ initialize an empty tour $\Gamma^j$
2: for every driver $j$ set the current position $p^j \leftarrow v_D$
3: for every driver $j$ set the current time $t^j \leftarrow 0$
4: for every driver $j$ set the current load $x^j \leftarrow 0$
5: while not every task is served do
6: search over- or underfull station $s$ and driver $j$ so that $d = d(p^j, s) + d(s, v_D)$ minimal and $t^j + d \leq T$ and $x^j < L$ if $s$ overfull and $x^j > 0$ if $s$ underfull
7: if no such station or driver exists then
8: return false
9: update current time $t^j \leftarrow t^j + d(p^j, s)$
10: update current position $p^j \leftarrow s$
11: append induced action and move to $\Gamma^j$
12: update $x^j$ by maximal load that can be picked up resp. dropped
13: add all tours to the transportation schedule $S$
14: return $S$
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Theorem 7.3. The greedy algorithm Greedy (Algorithm 11) computes a feasible solution for the Static Min-Cost Relocation Problem \((G, z^0, z^T, Z, \gamma, k, L)\) or returns \text{false} if it cannot find a solution within the given time horizon.

7.3 Randomized Approach

In this section, we present a randomized algorithm RandTEN to solve the Static Relocation Problem. This approach is based on the time-expanded network from Section 7.1 and, thus, can be used to compute a preemptive as well as a non-preemptive transportation schedule. The basic idea is to construct a smaller time-expanded network, and to compute the flows within this smaller network. This can be justified, since generally only a small fraction of arcs in the “complete” time-expanded network have positive flow values. Afterwards, in each round, we construct another time-expanded network and recompute the flows within this modified time-expanded network. This procedure is repeated several times.

Besides the Static Min-Cost Relocation Problem \((G, z^0, z^T, \gamma, k, L)\), we have as additional input a feasible transportation schedule \(S_i = (\Gamma_i^1, \ldots, \Gamma_i^k)\) and the following parameters:

- a computation time limit \(t_{lim}\) (for each round),
- a repetition limit \(\Omega\) (the number of rounds),
- an initial acceptance probability \(\rho \in [0, 1]\) (the probability for keeping an arc),
- an initial acceptance duality gap \(\gamma \in [0, 1]\) (the duality gap for accepting a non-optimal solution),
- a success probability factor \(\rho_a \in (1, \infty)\) and a failure probability factor \(\rho_f \in (0, 1]\) (adjusts the acceptance probability depending on whether a solution is found within the time limit or not), and
- a success gap factor \(\gamma_a \in (1, \infty)\) and a failure gap factor \(\gamma_f \in (0, 1]\) (adjusts the acceptance duality gap depending on whether a solution is found within the time limit or not).

In each round \(i\), we build a directed graph \(G^T_i = (V^T_i, A^T_i)\), with \(A^T_i = A^H_i \cup A^L_i\), similar to the time-expanded network of previous section. In this approach, we do not construct the complete time-expanded network, but a smaller version of the network. Hereby, a relocation arc is added to \(A^T_i\) with a probability of \(\gamma\). Afterwards, all relocation arcs traversed by \(S^i\) are added to \(A^T_i\). It is easy to see that the parameter \(\gamma\) influences the size of the network \(G^T_i\). As before, the cars and drivers will form two flows \(f\) and \(F\) through \(G^T_i\). The integer linear program (7.1) can then be used without any modifications.

Note, due to the “missing” nodes and arcs in the time-expanded network, an optimal solution in the reduced time-expanded network does not necessarily correspond to an optimal solution for the given Static Min-Cost Relocation Problem.

The algorithm RandTEN is performed in several rounds. Hereby, there are \(\Omega\) rounds.

Each round, has the following basic steps:

(i) construct time-expanded network \(G^T_i\),
(ii) compute flows \(f\) and \(F\) in \(G^T_i\),
(iii) adjust the acceptance probability \(\rho\) and the acceptance duality gap \(\gamma\).
Hereby, the solution computed in (iii) is used to construct the time-expanded network in step (i) and the computation is stopped with the solution $f^*$ and $F^*$, when the duality gap is less than or equal to $\gamma$, or if the runtime of solving the integer linear program is greater than or equal to the time limit $t^{lim}$. If no solution is found within the time-limit, then $f^*$ and $F^*$ are set to the initial solution $f^i$ and $F^i$. Similarly, if only solutions with a duality gap greater than $\gamma$ are found, then $f^*$ and $F^*$ are set to the best solution which has been found during the computation.

At the end of each step, we adjust the acceptance probability $\rho$ and the acceptance duality gap $\gamma$ (see (iii)). Hereby, if a solution with a duality gap of at most $\gamma$ has been found within the time-limit $t^{lim}$, we set

$$\rho := \rho_a \cdot \rho \quad \text{and} \quad \gamma := \gamma_a \cdot \gamma.$$  

If no solution or only solutions with a duality gap of more than $\gamma$ could be found within the time-limit, we set

$$\rho := \rho_f \cdot \rho \quad \text{and} \quad \gamma := \gamma_f \cdot \gamma.$$  

Since $\rho_a \in (1, \infty)$ and $\rho_f \in (0, 1]$ it follows that

- if an “optimal” solution is found within the time-limit, we construct a network with more arcs (with a high probability),
- if no “optimal” solution is found within the time-limit, we construct a network with less arcs (with a high probability).

Analogously, we can conclude that the acceptable duality gap decreases if a solution is found, and increases if no solution is found. The idea behind this strategy is to try to find even better solutions after a successful run, while if we could not find a better solution in the current round then we try to improve the solution with relaxed conditions. Since each round has a time-limit $t^{lim}$, it follows that the runtime of RANDTEN is limited by $t^{lim} \cdot \Omega$. The algorithm RANDTEN is summarized in Algorithm 12.

**Algorithm 12 RANDTEN**

**Input:** a Static Min-Cost Relocation Problem $(G, z^0, z^T, \gamma, k, L)$, a transportation schedule $S$, a time limit $t^{lim}$, a repetition limit $\Omega$, an initial acceptance probability $\rho$, an initial acceptance duality gap $\gamma$, a success probability factor $\rho_a$ and failure probability factor $\rho_f$, a success gap factor $\gamma_a$ and failure gap factor $\gamma_f$  

**Output:** a non-preemptive transportation schedule  

1: for $i = 1 \ldots \Omega$ do  
2: \hspace{1em} construct time expanded network $G_T$ from $S$, $\rho$ and $\gamma$  
3: \hspace{1em} compute flows in $G_T$ with a time limit of $t^{lim}$ time units  
4: \hspace{1em} update $S$, $\rho$ and $\gamma$  
5: return $S$

Since a transportation schedule is given as input and this solution is used to construct the time-expanded network, and since this solution is kept if no better solution is found, the next result follows with above and Theorem 7.2.

**Theorem 7.4.** Algorithm RANDTEN always returns a feasible solution for the Static Min-Cost Relocation Problem $(G, z^0, z^T, \gamma, k, L)$.

Finally, we give some remarks on the approach RANDTEN. Since the arcs are added randomly, it may not even possible to find a feasible solution at all, if no initial solution would be given.
Thus, it is crucial for this approach that one can find an initial solution fast (e.g., with the greedy heuristic from Section 7.2).

Instead of a success gap factor $\gamma_a \in (1, \infty)$, a failure gap factor $\gamma_f \in (0, 1)$, a success probability factor $\rho_a \in (1, \infty)$ and a failure probability factor $\rho_f \in (0, 1)$ one can use success and failure functions to adjust the gap and probability factors.

If the repetition limit $\Omega$ and time limit $t_{\text{lim}}$ are large enough, it follows from the infinite monkey theorem that an optimal solution is found almost surely. However, this approach does not give any lower bound. Thus, with this approach alone, one never knows when an optimal solution is found.

In order to compute a non-preemptive transportation schedule, one can apply this method with the modified time-expanded network from Section 7.1 (see Paragraph 'Computing a Non-Preemptive Transportation Schedule').

### 7.4 The combinatorial algorithm ReOpt

In this section, we describe in detail the strategy $\text{ReOpt}$ proposed in [112] and in [35] to solve a Static Min-Cost Relocation Problem. The combinatorial algorithm $\text{ReOpt}$ computes a non-preemptive transportation schedule in three steps. Firstly, we construct a weighted complete bipartite graph and find a matching between overfull and underfull stations with minimal edge weight. Each edge in this matching corresponds to a transport request between two stations. Secondly, tours for all convoys are constructed (using a heuristic insertion technique) serving each transport request. Since the transport requests stemming from the minimum matching do not necessarily lead to optimal convoy tours, the final step is to iteratively augment the tours by “rematching” certain origin/destination pairs, and by reinserting accordingly adapted moves in such a way that the total tour length decreases.

#### 7.4.1 First step: Compute transport requests

In the first step, we compute transport requests of the form $(v_o, v_u, x)$, where $v_o$ is an overfull station, $v_u$ an underfull station and $x$ is the number of cars to be transported from $v_o$ to $v_u$. For that, we construct a weighted complete bipartite graph $B = (V_O \cup V_U, A, w, p)$, where $V_O$ is the set of overfull stations and $V_U$ the set of underfull stations, and consider a restricted vector $w \in \mathbb{R}^{|A|}$ of edge weights (reflecting the distance between the two adjacent stations) and a vector $p \in \mathbb{N}^{|V_O \cup V_U|}$ of node weights reflecting the number $p_v = |z_0^v - z_T^v|$ of cars which have to be moved in or out the corresponding station $v$.

Define a perfect $p$-matching in $B$ to be a multiset $x: A \to \mathbb{N}$ of the edges such that for each node $v \in V_O \cup V_U$, exactly $p_v$ incident edges are selected, counted with multiplicities $x_a$. Note that by construction of $p \in \mathbb{N}^{|V_O \cup V_U|}$, the existence of such a perfect $p$-matching is ensured by $\sum_{v \in V_O} p_v = \sum_{v \in V_O} p_u$ since $\sum_{v \in V} z_0^v = \sum_{v \in V} z_T^v$. The goal is to find a perfect $p$-matching $x$ with minimal edge weight $\sum_{a \in A} w_a x_a$, including multiplicities. The problem can be formulated by the following integer linear program

$$\min \sum_{a \in A} w_a x_a, \quad (7.5a)$$

$$\sum_{a \in \delta^+(v_o)} x_a = p_{v_o}, \quad \forall v_o \in V_O \quad (7.5b)$$

$$\sum_{a \in \delta^+(v_u)} x_a = p_{v_u}, \quad \forall v_u \in V_U \quad (7.5c)$$
Note that the constraint matrix is totally unimodular and, thus, the problem can be solved efficiently [136].

Each selected matching edge \( a = v_o v_u \), with \( v_o \in V_O \) and \( v_u \in V_U \), corresponds to a transport request for \( x_a \) cars from station \( v_o \) to station \( v_u \). The set \( TR \) of all such transport requests provides the input for a Pickup and Delivery Problem (PDP) which has to be solved subsequently in order to construct tours for all convoys serving each transport request.

### 7.4.2 Second step: Serving the transport requests

In this section, we give an algorithm \( \text{Pdp-Insert} \) which solves the PDP using heuristic insertion techniques. The input for \( \text{Pdp-Insert} \) is the complete weighted graph \( G = (V_O \cup V_U \cup V_D, E, w) \), where \( V_O \) is the set of overfull stations, \( V_U \) the set of underfull stations and \( V_D \) is the set of the depots, the total number \( k \) of drivers, the convoy capacity \( L \), and the set of transport requests \( TR \). The output of \( \text{Pdp-Insert} \) is a non-preemptive transportation schedule for the drivers, which serves all transport requests in \( TR \) within the time horizon \([0, T] \).

For that, we define some further notions. Let \( \Gamma_j \) be a tour for a driver \( j \) and let \( tr = (v_o, v_u, x) \) be a transport request. We say that \( tr \) is served by \( \Gamma_j \) if there exists a pickup action \( a^o = (\cdot, v_o, y) \) and a drop action \( a^u = (\cdot, v_u, -y) \) in \( \Gamma_j \), so that \( t(a^o) < t(a^u) \). Hereby, \( tr \) is fully served if \( y = x \) and partially served if \( y < x \). By \( y^{tr}(\Gamma_j) := y \) we denote the number of cars served from \( tr \) by \( \Gamma_j \). A transport request \( tr = (v_o, v_u, x) \) can be (partially) inserted into a tour \( \Gamma_j \), serving \( y \) cars, as follows:

- select a move \( m = (j, v, t^v, w, t^w, x_m) \) where \( v_o \) shall be inserted,
- remove \( m \) from \( \Gamma_j \),
- add move \((j, v, t^v, v_o, t^v + d(v, v_o), x_m + y)\), action \((j, v_o, y)\), move \((j, v_o, t^v + d(v, v_o), w, t^w + d(v, v_o) + d(v_o, w), x_m + y)\) to the tour,
- update departure and arrival times of all successive moves and actions,
- do analogous steps for \( u \).

This yields a new tour \( \Gamma_j' \) which (partially) serves \( tr \). By applying the opposite steps, \( tr \) can be removed from \( \Gamma_j' \), which yields \( \Gamma_j \).

Now let \( tr \) be (fully or partially) served by \( \Gamma \), and \( \Gamma_j^w \) be the tour derived from \( \Gamma_j \) without serving \( tr \). We denote the marginal costs per load unit \( CM(tr, \Gamma_j) \) by

\[
CM(tr, \Gamma_j) = \frac{len(\Gamma_j) - len(\Gamma_j^w)}{y^{tr}(\Gamma_j)}.
\]

Now the algorithm \( \text{Pdp-Insert} \) can be described as follows:

1. For each driver \( j \) initialize the tour so that it starts and ends in the drivers depot \( v_D \in V_D \), i.e., initialize the tour with the move \((j, v_D, 0, v_D, 0, 0)\).
2. Choose a transport request \( tr \) that has an origin or a destination already in a tour, else randomly select one.
(iii) Calculate the marginal cost per load unit for inserting this transport request to each possible tour. Hereby, take the number of cars to be transported into account (i.e., respect the convoy capacity) as well as the time. Select the tour with the minimum marginal cost per load unit and insert the transport request into this tour.

(iv) If the transport request \( tr \) is fully served, remove it from \( TR \). Otherwise, it is partially served by a tour \( \Gamma \). Then subtract the number of cars inserted from the load of the transport request, i.e., remove \( tr \) from \( TR \) and add a new transport request \( tr' = (v_o, v_u, x - y^{tr}(\Gamma)) \) to \( TR \).

(v) Repeat these steps until all the transport requests are fully served.

\[ \text{Figure 7.3: In each figure (left and right side), a subgraph } G \text{ of the graph of the carsharing system from Figure 2.2 is shown. There are two tours (dashed and dotted), one for each of the two drivers (server capacity } L \text{ = 2), giving a non-preemptive transportation schedule. The numbers at the stations show the amount of cars to be moved from } (> 0) \text{ or to the station } (< 0). \text{ On the left side, the transportation schedule before the reoptimization step is shown with a total tour length is 22; on the right side, the transportation schedule after this step has a total tour length of 19 which is only 2 units away from the optimal solution (see Example 7.1 for a proof).} \]

The algorithm \textit{Pdp-Insert} computes a non-preemptive transportation schedule. However, the transportation schedule created from the transport requests stemming from the minimal perfect \( p \)-matching does not necessarily lead to optimal tours. Therefore, the final step is to iteratively augment the tours by “rematching” certain origin/destination pairs, i.e., to reinsert accordingly adapted moves in such a way that the total tour length decreases.

7.4.3 Third step: Reoptimization

The algorithm defined here involves the two previous steps: computation of transport requests and the algorithm \textit{Pdp-Insert}. The input for the reoptimization step is a transportation schedule \( S \) serving all transport requests in \( TR \) and two natural numbers \( \Delta, N \in \mathbb{N} \). The output is a transportation schedule having a total tour length less or equal to the total tour length of \( S \).

The algorithmic scheme of the reoptimization step is as follows:

(i) From \( S \) we withdraw the \( N \) transport requests with highest marginal cost per load: \( TR' = \{(v_o^{1}, v_u^{1}, x^{1}), \ldots, (v_o^{N}, v_u^{N}, x^{N})\} \).

(ii) From the withdrawn transport requests we compute sets of over- and underfull stations, i.e., the set \( V_{O^*} = \{v_o \in V_O \mid (v_o, \cdot) \in TR'\} \), the set \( V_{U^*} = \{v_u \in V_U \mid (\cdot, v_u) \in TR'\} \) and the vector \( x \in \mathbb{N}^{|V_{O^*}| + |V_{U^*}|} \) by \( x_{ou} = \min\{p_o, p_u\} \), where \( p_o = \sum_{(v_o, \cdot, x) \in TR'} x \) and \( p_u = \sum_{(\cdot, v_u, x) \in TR'} x \).
(iii) For every pair \((v_0, v_u)\) \(\in V_O \times V_U\) and every tour \(\Gamma\) we compute the additional marginal cost \(CM^+(\Gamma, (v_0, v_u))\), where \(CM^+(\Gamma, (v_0, v_u)) = \Gamma(v_0, v_u) - \Gamma\) and \(\Gamma(v_0, v_u)\) is the tour after inserting a transport request \((v_0, v_u, 1)\). Let \(w_{\text{opt}} = \min_{\Gamma \in \mathcal{S}} CM^+(\Gamma, (v_0, v_u))\) be the minimal additional marginal cost.

(iv) Next we generate a weighted complete bipartite graph \(B = (V_O \cup V_U, A, w, p)\) and compute a minimal perfect \(p\)-matching (as in Step 1). From the minimal perfect \(p\)-matching, transport requests are generated, which serve as input for the algorithm Pdp-Insert (as in Step 2).

(v) Redo these steps \(\Delta\) times.

(vi) Finally, we return the best found transportation schedule, i.e., the one with the smallest total tour length.

Figure 7.3 shows an example for the reoptimization step improving a transportation schedule stemming from the minimal perfect \(p\)-matching of Step 1.

The algorithm \textsc{ReOpt} is summarized in Algorithm 13.

**Algorithm 13 \textsc{ReOpt}**

**Input:** a Static Relocation Problem \((G, z^0, z^T, z, \gamma, k, L)\), integers \(N, \Delta\)

**Output:** a non-preemptive transportation schedule

1: Find a minimal perfect \(p\)-matching (Step 1)
2: while \(\text{counter} < \Delta\) do
3: \quad update \(\text{counter}\)
4: \quad construct \(k\) tours by Pdp-Insert serving all transport requests (Step 2)
5: \quad rematch after withdrawing the \(N\) requests that have highest additional marginal costs in their tours (Step 3)
6: return transportation schedule of smallest found total tour length

Finally, we give some comments about the complexity of the algorithm \textsc{ReOpt}. The minimal perfect \(p\)-matching of Step 1 of the algorithm \textsc{ReOpt} (Section 7.4.1), can be computed in polynomial time. Since constructing an optimal transportation schedule from the minimal perfect \(p\)-matching (Section 7.4.2) results in a dial-a-ride problem, this step is at least \(NP\)-hard. Thus, the second step cannot be solved in polynomial time unless \(P = NP\) holds. Therefore, the total complexity of \textsc{ReOpt} is at least in \(NP\).

### 7.4.4 Approximation factor

In this section, we show that the algorithm \textsc{ReOpt} achieves a finite approximation factor based on the capacity of the convoys. That \textsc{ReOpt} computes a non-preemptive transportation schedule for the Static Relocation Problem has already been observed in the previous section. In order to prove the approximation factor, we first introduce some definitions, as well as state and prove some lemmas.

Firstly, from a given tour, we construct a new tour where each action picks up (resp. drops) exactly one car. Considering such tours only simplifies several technical issues, like estimating the number of consecutive pickup actions. Secondly, we construct a new transportation schedule from an optimal transportation schedule and a minimal perfect \(p\)-matching. Finally, we compare
the lengths of an optimal transportation schedule $S^*$, a transportation schedule $S^p$ derived from a minimal perfect $p$-matching, and the constructed transportation schedule $S^t$ and show that
\[ \ell(S^p) \leq \ell(S^t) \leq (L + 1)\ell(S^*) \]
holds, which proves the stated approximation factor. Hereby, we construct the transportation schedule $S^p$ by taking moves and actions of the optimal transportation schedule $S^*$ and by constructing moves from the transport requests of the minimal perfect $p$-matching. Then, the approximation factor $(L + 1)$ emerges from the maximal number of moves corresponding to moves through the system in order to pickup cars and from moves which are serving a transport requests.

We start by showing how to construct a tour $\Gamma$ from a given tour $\Gamma = (m_1, a_1, \ldots, a_{n-1}, m_n)$, where in each action exactly one car is picked up or dropped.

For every $i \in \{1, \ldots, n\}$ do
- add move $m_i$ to $\Gamma$,
- for every action $a_i = (j, v, x)$ where more than one car is picked up from a station $v$ at time $t_v$, we “replace” the action by actions each picking one car and waiting moves (with 0 waiting time) between these actions, i.e., if $x > 1$ then add the following $x$ actions and $x - 1$ moves $((j, v, 1), (j, v, t_v, v, t_v, x_i + 1), \ldots, (j, v, t_v, v, t_v, x_i + x - 1), (j, v, 1))$ are added to $\Gamma$,
- for every action $a_i = (j, v, x)$ where more than one car is dropped at a station $w$ at time $t_w$, we “replace” the action by actions each picking one car and waiting moves (with 0 waiting time) between these actions, i.e., if $x < -1$ then add the following $x$ actions and $x - 1$ moves $((j, w, -1), (j, w, t_w, w, t_w, x_i - 1), \ldots, (j, w, t_w, w, t_w, x_i - x + 1), (j, w, -1))$ are added to $\Gamma$,
- every action $a'_i = (j, v, x)$ with $-1 \leq x \leq 1$ is added unchanged to $\Gamma$.

The tour $\Gamma$ is called a uniform tour corresponding to $\Gamma$. A transportation schedule containing only uniform tours is called uniform transportation schedule.

Note that a uniform tour is indeed a tour. Furthermore, note that there exists exactly one uniform tour corresponding to a tour (if no unnecessary empty actions and waiting moves are added), but from a uniform tour, one can generally derive several non-uniform tours.

Since we consider non-preemptive transportation schedules, i.e., there does not exist a tour depending on another tour, empty actions can be safely removed from any tour in a transportation schedule (some moves may need to be adjusted accordingly). For the rest of this section, we assume that no action is empty.

**Example 7.5.** Let us consider the graph and the dashed tour for driver 1 from the right side of Figure 7.3. The tour is then given by

\[
\Gamma = \{ \\
(1, v_D, 0, J, 4, 0), \\
(1, J, 2), \\
(1, J, 4, C, 6, 2), \\
(1, C, -1), \\
(1, C, 6, S, 8, 1), \\
(1, S, -1), \\
(1, S, 8, v_D, 11, 0) \\
\}
\]
and the corresponding uniform tour is then
\[
\Gamma = \{(1, v_D, 0, J, 4, 0),
(1, J, 1),
(1, J, 4, J, 4, 1),
(1, J, 1),
(1, J, 4, C, 6, 2),
(1, C, -1),
(1, C, 6, S, 8, 1),
(1, S, -1),
(1, S, 8, v_D, 11, 0)\}.
\]

The “replaced” action is highlighted with bold fonts, all other actions \(a \in \text{act}(\Gamma)\) have already the form \(\Delta x(a) = \pm 1\).

The following lemma is a direct conclusion from the construction of an uniform tour.

**Lemma 7.6.** Let \(\Gamma = (m_1, a_1, \ldots, m_{n-1}, a_{n-1}, m_n)\) be a uniform tour for driver \(j\). Then there are at most \(L\) consecutive pickup (resp. drop) actions in the sequence \(\text{act}(\Gamma)\).

Next, we construct a graph \(G\) from a given tour, where the set of nodes corresponds to the actions, and the set of arcs to the moves of the tour. Afterwards, we combine this graph with transport requests (leading to a graph \(G^t\)), which then helps us to construct another tour (from this tour we finally gain the transportation schedule \(S^t\)). This constructed tour has some nice properties with respect to the number of traverses of each arc of \(G^t\), which finally helps us to prove our main result (Theorem 7.15).

From a given tour \(\Gamma = (m_1, a_1, m_2, \ldots, a_{n-1}, m_n)\), we construct a directed weighted graph \(G = (V^+ \cup V^- \cup V^e, A, w)\), where

(i) the set of nodes \(V = V^+ \cup V^- \cup V^e\) corresponds to the actions in \(\Gamma\), \(V^+\) corresponds to the set of pickup actions, \(V^-\) to the set of drop actions, and \(V^e\) to an artificially added empty action representing the depot \(v_D\), i.e., \(V^e = \{(\cdot, v_D, 0)\}\);

(ii) there is an arc from \(v \in V\) to \(v' \in V\) if \(v = a_j\) and \(v' = a_{j+1}\) for a \(1 \leq j \leq n\), furthermore there is an arc from \((\cdot, v_D, 0)\) to \(a_1\) and from \(a_{n-1}\) to \((\cdot, v_D, 0)\);

(iii) the weight function \(w\) corresponds to the distances between the origin and destination stations of the corresponding moves, i.e., we set \(w(a_j, a_{j+1}) = d(\text{orig}(m_{j+1}), \text{dest}(m_{j+1}))\).

We call such a graph a tour graph for \(\Gamma\), the set \(A\) is called the set of tour arcs.

Note that one can assign to every arc \(a \in A\) of a tour graph a move \(m \in \Gamma\). Then \(m\) is called the corresponding move to \(a\).

**Example 7.7.** The tour graph for the tour \(\Gamma\) from Example 7.5 is illustrated in Figure 7.4.

Analogously, to a uniform tour we now define a set of uniform transport requests. A transport request \((v_i, w_i, x_i)\) is called uniform if \(x_i = 1\). Obviously, every set of transport requests can be transformed into a set of uniform transport requests by splitting every transport request
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Figure 7.4: This figure shows the tour graph for the uniform tour $\Gamma$ from Example 7.5. The weights of the arcs correspond to the shortest distance between the stations. In the tour graph, a pickup action at station $v \in V$ is denoted by $v^+$ and a drop action at $v$ by $v^-$. 

$(v_i, w_i, x_i)$ into $x_i$ uniform transport requests. A set of transport requests $TR$ is called set of uniform transport requests if every transport request $r \in TR$ is uniform.

To each uniform transport request $(v, w, 1) \in TR$, we can now assign two actions for a driver $j$, one pickup $(j, v, 1)$ and one drop action $(j, w, -1)$. Hereby, every action is assigned to exactly one transport request.

Let $G = (V, A, w)$ be a tour graph and let $TR$ be a set of transport requests. Then we construct a directed weighted graph $G^t = (V, A \cup A^t, w)$, where $A^t$ is the set of transport request arcs, which consist of arcs corresponding to the transport requests in TR, i.e., for a transport request $r \in TR$ there is an arc between $v, v' \in V$ if $v$ is the assigned pickup action of $r$ and $v'$ the assigned drop action of $r$. The weight of a transport request arc is equal to the distance between the locations of the two assigned actions. The graph $G^t$ is called a transport graph (see Figure 7.5 for an illustration).

Figure 7.5: This figure shows a transport graph for the uniform tour $\Gamma$ from Example 7.5 and the set of transport requests $TR = \{(J, C, 1), (J, S, 1)\}$. The weights of the arcs correspond to the shortest distance between the connected two stations. In the tour graph, a pickup action at station $v \in V$ is of the form $v^+$ and a drop action is of the form $v^-$. The dash-dotted arcs correspond to transport request arcs.

Remark 7.8. Let $G = (V, A, w)$ be a tour graph for a tour $\Gamma$ for driver $j$ and let $TR$ be a set of transport requests. From a transport graph $G^t = (V, A \cup A^t, w)$ for $G$ and $TR$, one can construct a new tour $\Gamma^t$ that serves all transport requests in $TR$, as follows:

- Start in the depot $v_D$ (resp. the node corresponding to the depot).
- Consider the next tour arc $a \in A$ or non-traversed transport request arc $a^t \in A^t$.
- If a tour arc $a = (v, w)$ is selected, we add a corresponding move $m$ to $\Gamma^t$ from $loc(v)$ to $loc(w)$ with $x_m(m) = 0$.
- If necessary, add empty actions (or merge the moves).
If a transport request arc $a^t = (v, w)$ is selected, we add the pickup action $v$, a move $(j, \text{loc}(v), \cdot, \text{loc}(w), \cdot, 1)$ and a drop action $w$ to $\Gamma^t$.

When all transport requests are served, return to the depot by following tour arcs until the depot is reached.

The departure and arrival times of a move $m_j$ are directly induced by the departure and arrival times of the moves preceding $m_1, \ldots, m_{j-1}$.

Note that following this construction, we always construct a tour. However, without further restrictions this easy construction does not ensure an upper bound on the number of traverses of an arc (later in Algorithm 14 we give a refined construction which ensures an upper bound on the number of traverses of an arc).

When we speak about a constructed tour (from a transport graph $G^t$ and a set of transport requests $TR$), we mean a tour $\Gamma$ which is constructed using only the arcs from $G^t$ and which serves all transport requests from TR.

**Example 7.9.** Let us consider the transport graph from Figure 7.5. A possible new tour serving all transport requests $TR$, constructed from the transport graph, is then given by

$$\Gamma^t = \{(1, v_D, 0, J_1, 4, 0),$$

$$\quad (1, J_1, 0),$$

$$\quad (1, J_1, 0, J_2, 4, 0),$$

$$\quad (1, J_2, 1),$$

$$\quad (1, J_2, 4, C, 6, 1),$$

$$\quad (1, C, -1),$$

$$\quad (1, C, 6, S, 8, 0),$$

$$\quad (1, S, 0),$$

$$\quad (1, S, 8, v_D, 11, 0),$$

$$\quad (1, v_D, 0),$$

$$\quad (1, v_D, 11, J_1, 15, 0),$$

$$\quad (1, J_1, 1),$$

$$\quad (1, J_1, 15, S, 17, 1),$$

$$\quad (1, S, -1),$$

$$\quad (1, S, 17, v_D, 19, 0)\}$$

(see Figure 7.6 for an illustration). Hereby, the stations $b_1$ and $b_2$ both correspond to the station $b$. However, for the sake of readability, we use $b_1$ and $b_2$ instead of $b$. 

Our goal is to construct a new tour from a transport graph, constructed from an optimal tour, and from a set of transport requests, which is generated from a minimal perfect p-matching. Then, we show that this constructed tour has an approximation factor based on the capacity of the convoys. For that we define a function which returns for each arc of a transport graph the number of traverses of the arc during the construction of the tour.

Let $\Gamma$ be a uniform tour, $TR$ be a set of transport requests and $G^t = (V, A \cup A^t, w)$ be a transport graph for $\Gamma$ and $TR$. Furthermore, let $\Gamma^t$ be a constructed tour from $G^t$ and TR.
Then, we consider a so-called traverse counter function, which is a function \( f^a : A \rightarrow \mathbb{N} \) which reflects how often a tour arc \( a \in A \) is traversed during the construction of \( \Gamma^t \).

Since the tour arcs of a transport graph emerge from moves, the tour arcs can be directly translated back to a move when a tour is constructed from a transport graph. With the function \( f^a \), we count the traverses of the tour arcs in a constructed tour, which enables us to compute the distance traveled by the driver when no car is transferred from one station to another. However, the transport request arcs correspond to performing the actions to serve the underlying transportation tasks. Unlike to the tour arcs, the distance traveled by a move corresponding to a transport request arc is not given and, thus, (at the moment) unknown. Therefore, we handle the transport request arcs differently from the tour arcs and in a later step.

**Example 7.10.** Let us consider the transport graph from Figure 7.5 and the tour \( \Gamma^t \) from Example 7.9. The traverse counter function \( f^a \) is then

\[
\begin{align*}
    f^a(v_D, J_1^+) &= 2, \\
    f^a(J_1^+, J_2^+) &= 1, \\
    f^a(J_2^+, C^-) &= 0, \\
    f^a(C^-, S^-) &= 1, \\
    f^a(S^-, v_D) &= 2.
\end{align*}
\]

Note that there are two arcs in the transport graph from Figure 7.5 between \( J_2^+ \) and \( C^- \), one tour arc and one request arc. Hereby, the tour \( \Gamma^t \) is constructed not by traversing the tour arc \( (J_2^+, C^-) \) but instead by traversing the transport request arc from \( J_2^+ \) to \( C^- \) is traversed. Thus, we have \( f^a(J_2^+, C^-) = 0 \).

**Lemma 7.11.** Let \( \Gamma \) be a uniform tour starting and ending in depot \( v_D \), \( TR \) a set of transport requests, and \( G^t = (V^+ \cup V^- \cup V^w, A \cup A^t, w) \) a transport graph for \( \Gamma \) and \( TR \). Furthermore, let \( \Gamma^t \) be the constructed tour from Algorithm 14 and let \( f^a \) be a traverse counter function for \( \Gamma^t \). Then \( f^a(a) \leq L + 1 \) holds for all tour arcs \( a \in A \). More specifically, we have

(i) \( f^a(a) \leq L + 1 \) holds for all tour arcs \( a = (v, w) \in A \) with \( v \in V^- \),

(ii) \( f^a(a') \leq L \) holds for all tour arcs \( a' = (v', w') \in A \) with \( v' \in V^+ \).

**Proof.** The first statement we prove is that the nodes corresponding to a pickup action increase the number of traverses, and nodes corresponding to a drop action decrease the number of traverses.

**Claim 7.11.1.** Let \( a_1, a_2 \in A \) be two tour arcs with \( a_1 = (v, w) \) and \( a_2 = (w, u) \) (i.e., \( a_2 \) is the successive tour arc of \( a_1 \)). Then \( |f^a(a_1) - f^a(a_2)| = 1 \) holds. More specifically, it holds

\[
|f^a(a_1) - f^a(a_2)| = 1.
\]
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(i) \( f^a(a_1) - f^a(a_2) = 1 \) if \( w \in V^+ \),

(ii) \( f^a(a_1) - f^a(a_2) = -1 \) if \( w \in V^- \).

Proof. The movement of a driver can be modeled by a flow \( f : A \cup A' \rightarrow \mathbb{N} \). Then the flow conservation constraint \( \sum_{a \in \delta_+(v)} f(a) = \sum_{a \in \delta_-(v)} f(a) \) must hold. Hereby, the transport request arcs must be taken into consideration as well. It is easy to see that there always exists a flow \( f \) with \( f(a) = f^a(a) \) for all tour arcs \( a \in A \). Since every node corresponding to a pickup action has exactly one outgoing transport request arc and every drop action has exactly one incoming transport request arc, and due to the flow conservation constraint it follows that

(i) \( f^a(a_1) - f^a(a_2) = 1 \) if \( w \in V^+ \),

(ii) \( f^a(a_1) - f^a(a_2) = -1 \) if \( w \in V^- \)

holds and, thus, proves the statement. \( \diamond \)

There are several consequences from this claim. Firstly, we show in the next corollary that the difference of the number of traverses of two different tour arcs can be bounded from above. Secondly, we show a relation between the number of traverses of an arc and the number of cars that are transferred in the corresponding move within the constructed tour.

Claim 7.11.2. Let \( a_1, \ldots, a_r \in A \) be successive tour arcs (i.e. \( a_1 = (v_1, v_2), a_2 = (v_2, v_3), \ldots, a_r = (v_r, v_{r+1}) \)), and let \( t : A \rightarrow \mathbb{N} \) be a function that returns the number of cars transferred in the corresponding moves in \( \Gamma \). Then

(i) \( |f^a(a_1) - f^a(a_r)| \leq L \), and

(ii) \( f^a(a) + t(a) = \text{const} \) holds for all tour arcs \( a \in A \). Especially it holds \( f^a(a) + t(a) = f^a(a') + t(a') \) for every pair of tour arcs \( a, a' \in A \).

Proof. \([\text{[I]}]\) Lemma 7.6 shows that in every tour there are maximal \( L \) consecutive pickup actions and maximal \( L \) consecutive drop actions. Furthermore, the number of cars in a convoy must not exceed the capacity \( L \). Since \( |f^a(a_j) - f^a(a_{j+1})| = 1 \) holds, the difference cannot be greater than \( L \).

\([\text{[II]}]\) Let \( a \in A \) be a tour arc and let \( a' \in A \) be the successive tour arc. We proof the statement with two cases, when the end node of \( a \) is a node in \( V^+ \) and when it is a node in \( V^- \).

Case i (the end node of \( a \) is a node in \( V^+ \)): From Claim \( 7.11.1[\text{[I]}] \) it follows that \( f^a(a) - f^a(a') = 1 \). Since the end node of \( a \) corresponds to a pickup action, the number of cars transported in \( \Gamma \) is increased by 1, i.e., we have \( t(a) - t(a') = -1 \). Thus, it follows \( f^a(a) - f^a(a') + t(a) - t(a') = 0 \) and, therefore, \( f^a(a) + t(a) = f^a(a') + t(a') \).

Case ii (the end node of \( a \) is a node in \( V^- \)): From Claim \( 7.11.1[\text{[II]}] \) it follows that \( f^a(a) - f^a(a') = -1 \). Since the end node of \( a \) corresponds to a drop action, the number of cars transported in \( \Gamma \) is decreased by 1, i.e., we have \( t(a) - t(a') = 1 \). Thus, it follows \( f^a(a) - f^a(a') + t(a) - t(a') = 0 \) and, therefore, \( f^a(a) + t(a) = f^a(a') + t(a') \).

We have shown, that the statement holds for two successive arcs. The statement for arbitrary pairs now follows by iteratively applying the two cases. \( \diamond \)

Next, we show that the maximum value of a traverse counting function is always on the incoming and outgoing tour arcs of the depot.

Claim 7.11.3. Let \( V^+ = \{v_D^p\} \). Then

(i) \( f^a((v_D^p, \cdot)) = f^a((\cdot, v_D^p)) \geq f^a(a') \) for all tour arcs \( a' \in A \),

(ii) \( f^a((v_D^p, \cdot)) > f^a(a') \) for all tour arcs \( a'' = (v, w) \in A \), with \( v \in V^+ \).
\textbf{Proof.} Let }t : A \rightarrow \mathbb{N}\text{ be a function that returns the number of cars transferred in the corresponding moves in }\Gamma.\text{ From Lemma 7.11 (ii) we know that }f^a(a) + t(a) = f^a(a') + t(a')\text{ for }a, a' \in A.\text{ At the beginning and end of a tour, the number of cars in a convoy is always 0 and, thus, we have }f^a((v_D')_{-1}) = f^a((r, v_D')) = f^a(a) + t(a)\text{ for all }a \in A.\text{ The statements now follows since }t(a') \geq 0\text{ for all }a' \in A\text{ and }t(a'') \geq 1\text{ for all }a'' = (v, w) \in A,\text{ with }v \in V^+.\Box

In Algorithm 14 we describe a specific construction for new tours from a given tour and a given set of transport requests. For this new tour }f^a(a) \leq L + 1\text{ holds for all }a \in A.\text{ This can be seen as follows.

\textbf{Algorithm 14 Construct new tour}

\begin{itemize}
\item [\textbf{Input:}] a uniform tour }\Gamma = (m_1, a_1, \ldots, a_{\nu-1}, m_\nu)\text{ for driver }j,\text{ the depot }v_D,\text{ a set of transport requests }TR
\item [\textbf{Output:}] a tour }\Gamma \text{ serving all transport requests of }TR
\end{itemize}

\begin{enumerate}
\item construct transport graph }G^t = (V^+ \cup V^- \cup V^=, A \cup A', w)\text{ }
\item initialize }\Gamma \leftarrow \emptyset\text{ }
\item initialize }currNode \leftarrow v_D\text{ }
\item \textbf{while} not every node in }V^+\text{ has been visited \textbf{do}
\item \hspace{1em} \textbf{if} }currNode \in V^+\text{ \textbf{and} has not been visited \textbf{then}
\item \hspace{2em} mark }currNode\text{ as visited
\item \hspace{2em} follow transport request arc and add corresponding moves and actions to }\Gamma
\item \hspace{1em} \textbf{else}
\item \hspace{2em} follow tour arc and add corresponding move to }\Gamma
\item \hspace{2em} update }currNode\text{ }
\item \hspace{1em} \textbf{end if}
\item \textbf{end while}
\item follow tour }\Gamma\text{ until arriving in depot node
\item if necessary insert empty actions between two successive moves in }\Gamma
\item \textbf{return }\Gamma
\end{enumerate}

It is fairly easy to see that Algorithm 14 follows basically the same steps as in Remark 7.8. Furthermore, one can easily see that really a tour is constructed, serving all transport requests. In contrast to the construction in Remark 7.8, Algorithm 14 “follows” the given tour only until it arrives at a non-visited node corresponding to a pickup action and directly serve the transport request.

This ensures that the number of traverses of an arc is not artificially increased. Thus, the result follows with the help of Lemma 7.6 \textbf{Claim 7.11.1 Claim 7.11.2 and Claim 7.11.3} \Box

\textbf{Remark 7.12.} Although Algorithm 14 starts the construction of the tour from the depot, any arbitrary node could be used as a starting node. That could be done by removing line 3 and giving }currNode\text{ as a parameter. When the construction is started with another node, Lemma 7.11 still holds, and so does Lemma 7.14.

Let }\Gamma\text{ be a uniform tour, and let }TR\text{ be a set of uniform transport requests so that }\Gamma\text{ serves all transport requests in }TR.\text{ Furthermore, let }G^t = (V^+ \cup V^- \cup V^=, A \cup A')\text{ be a transport graph for }\Gamma\text{ and }TR.\text{ Since every transport request }r = (v, v', 1) \in TR\text{ is served by }\Gamma,\text{ there exists a path of tour arcs in }G^t\text{ from the action }a_1\text{ corresponding to }v\text{ to the action }a_l\text{ corresponding to }v'.\text{ Let this path of tour arcs be }p(a_1, a_l) = (a_1, a_2, a_3, \ldots, a_{l-1}, a_l)\text{. Due to the triangle inequality we can estimate the length }w(a_1, a_l)\text{ of the transport request arc by

\[ w(a_1, a_l) \leq w(a_1, a_2) + \cdots + w(a_{l-1}, a_l). \]
Therefore, the length of all transport request arcs can be estimated by applying the above formula iteratively on all transport request arcs,

\[ \sum_{a \in A'} w(a) \leq \sum_{a \in A'} \sum_{(a,a') \in p(a)} w(a,a'), \]  

(7.6)

where \( p(a) \) is the minimal path of tour arcs in \( G_t \) between the corresponding actions. Now we can consider a function \( f^{TR} : A \to \mathbb{N} \), called transport estimate function, where \( f^{TR}(a) \) shows how often the tour arc \( a \) is used in the right hand side of Equation (7.6). With \( F^{TR} \) can reformulate Equation (7.6) as

\[ \sum_{a \in A'} w(a) \leq \sum_{a \in A'} \sum_{(a,a') \in p(a)} w(a,a') = \sum_{a \in A} f^{TR}(a)w(a). \]  

(7.7)

It is easy to see, that the values of a transport estimate function depends on the choice of the set of transport requests \( TR \). In order to prove the main theorem, we consider a specific set of transport requests. For that let \( \Gamma \) be a uniform tour for a driver starting and ending in depot \( v_D \). A set of uniform transport requests \( TR \) so that

(i) \( \Gamma \) serves all transport requests in \( TR \),

(ii) for every transport request \( r \in TR \) there are at most \( L \) actions between two corresponding actions for \( r \), and

(iii) there does not exist a transport request \( (loc(v), loc(w), 1) \in TR \) so that the minimal path from \( loc(v) \) to \( loc(w) \) of tour arcs traverses the tour arcs connecting the depot,

holds is called a set of close distance uniform transport requests for \( \Gamma \).

A close distance uniform transport request \( r \) can be constructed as follows: to each pickup action \( a_p \) the “next” unperformed drop action \( a_d \) (following the tour graph) is selected. Then, \( r \) is the transport request from the station of \( a_p \) to the station of \( a_d \). The “next” unperformed drop action, is the closest one from \( a_p \), motivating the choice of the name. In the next lemma, we show that this construction can be applied to any uniform tour, leading to a set of close distance uniform transport requests.

**Lemma 7.13.** Let \( \Gamma \) be a uniform tour for a driver starting and ending in depot \( v_D \). Then there exists a set of close distance uniform transport requests for \( \Gamma \).

**Proof.** Let \( \Gamma = (m_1, a_1, \ldots, m_{n-1}, a_{n-1}, m_n) \). Since a tour starts and ends in the depot and there must be no car in the depot it follows that

\[ \sum_{a=(j,v,x) \in \Gamma} x = 0 \]  

(7.8)

holds for every tour \( \Gamma = (m_1, a_1, \ldots, m_{n-1}, a_{n-1}, m_n) \). Furthermore, if \( \Gamma \) contains actions, it follows that the first action is a pickup action and the last action a drop action. Otherwise, there exists a move \( m = (j, \cdot, \cdot, \cdot, x) \) with \( x < 0 \) or \( x > L \) or the driver transfers vehicles into the depot, contradicting the definition of a tour.

We construct a set of transportation requests \( TR \) by assigning the station of the first pickup action in \( \Gamma \) to the station of the first drop action in \( \Gamma \), the station of the second pickup action in \( \Gamma \) to the station of the second drop action in \( \Gamma \), and so forth until all actions are assigned. Since the number of cars picked up or dropped in an action in \( \Gamma \) is exactly one and due to Equation (7.8),
there exists one pickup action for each drop action. Thus, it also follows that the number of actions is even in $Γ$.

Let $r ∈ TR$ be a transportation request and let $a$ be the corresponding pickup and $a'$ the corresponding drop action for $r$. Using this construction, we show that there are at most $L$ actions between $a$ and $a'$.

We prove the statement by induction over the number of actions $n$ in $Γ$. For $n = 0$ and $n = 2$ there are $0 < L$ actions between $a$ and $a'$ proving the base case.

Let us assume that the induction hypothesis holds, i.e., there are at most $L$ actions between $a$ and $a'$ for all tours with $n$ actions.

Next, we prove the inductive step. For that, let $Γ$ have $n + 2$ actions.

We construct a sequence of $n$ actions and $n + 1$ moves from $Γ$ by removing the first pickup and the first drop action from $Γ$. Afterwards, we show that this sequence is a tour. Then the statement follows from the induction hypothesis.

Since every action is non-empty, $a'$ is the first pickup action. Let $a_ℓ$ be the first drop action. Furthermore, let $m_1 = (j, v_1, t_{v_1}, w_1, t_{w_1}, x_1)$, $m_2 = (j, v_2, t_{v_2}, w_2, t_{w_2}, x_2)$ and $m_ℓ = (j, v_ℓ, t_{v_ℓ}, w_ℓ, t_{w_ℓ}, x_ℓ)$, $m_ℓ+1 = (j, v_ℓ+1, t_{v_ℓ+1}, w_ℓ+1, t_{w_ℓ+1}, x_ℓ+1)$.

First, let us consider the following new moves $m_1, m_2 = (j, v_1, t_{v_1}, w_1, t_{w_1}, x_1)$ and $m_ℓ, m_ℓ+1 = (j, v_ℓ, t_{v_ℓ}, w_ℓ, t_{w_ℓ}, x_ℓ)$ and let $m_{i} = (j, v_i, t_{v_i}, w_i, t_{w_i}, x_i)$ for all $3 ≤ i ≤ ℓ − 1$, be a move constructed from the move $m_i = (j, v_i, t_{v_i}, w_i, t_{w_i}, x_i)$. Finally, let $m_i = m^+$ for all $ℓ + 2 ≤ i ≤ n + 2$.

Then $Γ' = (m_1, m_2, m_3, ..., m_ℓ, m_ℓ+1, a_ℓ, ..., a_n, m_n)$ is an alternative sequence of $n + 1$ moves and $n$ actions. We show that $Γ'$ is indeed a tour. It is sufficient to show for every move $m_i = (j, v_i, t_{v_i}, w_i, t_{w_i}, x_i)$ in $Γ'$ that $0 ≤ x_i ≤ L$ holds.

For that, we consider the number $n^+$ of consecutive pickup actions before the move $m_ℓ, m_ℓ+1$ and number $n^−$ of consecutive drop actions directly after $m_ℓ, m_ℓ+1$ in $Γ$, as well as the number $n^+$ of consecutive pickup actions before the move $m_ℓ, m_ℓ+1$ and number $n^−$ of consecutive drop actions directly after $m_ℓ, m_ℓ+1$ in $Γ$. Since $Γ$ is a tour, it follows from Lemma 7.6 that $0 ≤ n^+ − n^− ≤ L$ holds. From the construction of $Γ'$ it follows

$$n^+ − n^− = (n^+ + 1) − (n^− + 1) = n^+ − n^−$$

and, thus, we have $0 ≤ n^+ − n^− ≤ L$. Furthermore, it follows that the number of cars in the convoy of driver $j$ are equal in both sequences in and after the move $m_ℓ, m_ℓ+1$ and $m_i$, respectively, i.e., for every $ℓ + 2 ≤ i ≤ n + 2$ we have $0 ≤ x_i ≤ L$, where $x_i$ is the number of cars in the move $m_i$.

Then, it follows for every move $m_i = (j, v_i, t_{v_i}, w_i, t_{w_i}, x_i)$ in $Γ'$ that $0 ≤ x_i ≤ L$ holds, and, thus, that $Γ'$ is a tour with $n$ actions. Therefore, the induction hypothesis can be applied to $Γ'$ and it follows that there are at most $L$ actions between the corresponding pickup and drop actions of a transportation request. Since there are at most $L$ consecutive pickup actions at the start of a tour (Lemma 7.6), it follows that there are at most $L$ actions between the first pickup action and the first drop action. This proves the inductive step and the statement follows.

Since we assign a transport request to every pickup and drop action, the tour serves all transport requests in TR.

Finally, it follows by construction that there does not exist a transport request $(loc(v), loc(w), 1)$ so that the minimal path from $loc(v)$ to $loc(w)$ of tour arcs traverses the tour arcs connecting the depot.

**Lemma 7.14.** Let $Γ = (m_1, a_1, ..., m_{n−1}, a_{n−1}, m_n)$ be a uniform tour starting and ending in depot $v_D$, and let $G = (V, A, w)$ be a tour graph for $Γ$. Furthermore, let $t : A → N$ be a function that returns the number of cars transferred in the corresponding moves in $Γ$, and let $TR$ be a set
of close distance uniform transport requests for $\Gamma$. Then for a transport estimate function $f_{TR}$ for TR it holds

(i) $f_{TR}(a) = t(a)$ for all $a \in A$, and

(ii) $f(s) + f_{TR}(a) = f(s) + f_{TR}(a')$ for all $a, a' \in A$.

Proof. Firstly, we show that for a transport graph $G' = (V^+ \cup V^- \cup V^w, A \cup A^t, w)$ for $\Gamma$ and TR and a transport estimate function $f_{TR}$ for $G'$

(a) $f_{TR}(a) - f_{TR}(a') = 1$ for all $a = (v, w) \in A$, $a' = (w, u) \in A$ with $w \in V^-$, and

(b) $f_{TR}(a) - f_{TR}(a') = -1$ for all $a = (v, w) \in A$, $a' = (w, u) \in A$ with $w \in V^+$,

holds. Within the proof, we also show that (i) holds. Secondly, the statement (ii) follows from Claim 7.11.2 (ii).

For that, we show that $f_{TR}(a) = x_a$, where $m_a = (j, \ldots, x_a)$ is the move corresponding to the tour arc $a = (v, w) \in A$. This can be seen as follows. Since TR is a set of close distance transport requests, there does not exist a transport request $loc(v), loc(w), 1)$ so that the minimal path of tour arcs traverses the tour arcs connecting the depot. Thus, we have $f_{TR}(a) = f_{TR}(a') = 0$ where $a = (v_D, v_1) \in A$ and $a' = (v_D, v_1)'. \in A$. Since $\Gamma$ is a tour, the node $v \in V$ corresponds to a pickup action. Thus, for the move $m_{a_1} = (j, \ldots, x_{a_1})$ corresponding to the tour arc $a_1 = (v_1, v_2)$, we have $x_{a_1} = 1$. Furthermore, the tour arc $a_1$ appears once on the right hand side of Equation (7.6), i.e., $f_{TR}(a_1) = 1 = x_{a_1}$.

If $v_2 \in V^+$ corresponds to a pickup action then the number of cars transferred from $v_2$ to the next station is increased by one. Since the destination of the transport request that started in $v_1$ does not correspond to $v_2$, the corresponding tour arc $a_2$ appears twice on the right hand side of Equation (7.6) once due to the transport request $(v_1, -, 1)$ and once due to $(v_2, -, 1)$.

Analogously, if $v_2 \in V^-$ corresponds to a drop action, the number of cars transferred from $v_2$ to the next station is decreased by one. Since the transport request corresponding to the transport request $(v_1, v_2, 1)$ ends in $v_2$, the number of appearances of the tour arc $a_2 = (v_2, -) \in A$ on the right hand side of Equation (7.6) is decreased as well.

In the first case we have $f_{TR}(a_1) - f_{TR}(a_2) = -1$ and in the second case $f_{TR}(a_1) - f_{TR}(a_2) = 1$.

The above arguments can be applied iteratively to all nodes in $V^+ \cup V^-$, showing that (a) and (b) hold.

Since the values of the transport estimate function $f_{TR}$ corresponds to the number of cars transfered in the corresponding move, the statement follows directly from Claim 7.11.2 (ii).

Finally, we prove the main theorem of this section.

Theorem 7.15. For the Static Relocation Problem $(G, z^0, z^T, \gamma, k, L)$ with one depot, the algorithm REOpt achieves an approximation factor of $L + 1$ for all $L \in \mathbb{N}$.

Proof. We start by proving a special case when there is only one driver in the system. Afterwards, we generalize this special case to the general situation when there are $k$ drivers in the system.

Let $\Gamma^*$ be an optimal tour for $(G, z^0, z^T, \gamma, 1, L)$. Let $TR^p$ be a set of transportation requests induced by a minimal perfect $p$-matching, and let $\Gamma^p$ an optimal tour serving all transport requests in $TR^p$, i.e., a tour with a minimal total tour length serving all transport requests in $TR^p$. Finally, let $\overline{\Gamma}$ be the constructed tour from Algorithm 14. Then we have

$$\ell(\Gamma^*) \leq \ell(\Gamma^p) \leq \ell(\overline{\Gamma})$$
where \( \ell(\Gamma) \) is the total tour length of the tour \( \Gamma \). Thus, we only need to show that

\[
\ell(\Gamma) \leq (L + 1)\ell(\Gamma^*)
\]  

(7.9)

holds.

Let \( TR \) be a set of close distance uniform transport requests. Since \( TR' \) is induced by a minimal perfect \( p \)-matching, it holds

\[
\sum_{(v,w,1) \in TR'} d(v, w) \leq \sum_{(v,w,1) \in TR} d(v, w)
\]

Let \( f^a \) be a traverse counter function for \( \Gamma^* \) and let \( f^{TR} \) be a transport estimate function. Let \( t : A \rightarrow \mathbb{N} \) be a function that returns the number of cars transferred in the corresponding moves in \( \Gamma^* \). By definition, a convoy is empty at the beginning of a tour, and therefore, \( t(a_0) = 0 \) for \( a_0 = (v_{D,1}) \in A \). Since we have \( t(a) = f^{TR}(a) \) for all \( a \in A \) (Lemma 7.14 (i)), it follows

\[
f^a(a_0) + f^{TR}(a_0) = f^a(a_0).
\]

From Lemma 7.11 we know that \( f^a(a) \leq L + 1 \) for all \( a \in A \), and thus, it follows from Lemma 7.14 (ii) that \( f^a(a) + f^{TR}(a) \leq L + 1 \) holds for all \( a \in A \).

With above and Equation (7.7) we can estimate the total tour length \( \ell(\Gamma) \) by

\[
\ell(\Gamma) = \sum_{a \in A} f^a(a) w(a) + \sum_{a' \in A'} w(a')
\]

\[
\leq \sum_{a \in A} f^a(a) w(a) + \sum_{a \in A} f^{TR}(a) w(a)
\]

\[
= \sum_{a \in A} (f^a(a) + f^{TR}(a)) w(a)
\]

\[
\leq (L + 1) \sum_{a \in A} w(a)
\]

\[
= (L + 1) \cdot \ell(\Gamma^*)
\]

proving the statement of the theorem if there is only one driver in the system.

Next we consider the general case, i.e., there are \( k \in \mathbb{N} \) drivers. Since there is only one depot, and every tour starts and ends in the depot, all tours can be “merged” to one tour. For that let \( sched = (\Gamma^1, \ldots, \Gamma^k) \) be a transportation schedule with \( k \) tours and with \( \Gamma^j = (m^1_j, a^1_j, \ldots, a^{i-1}_j, m^i_j) \). Since by assumption \( T \) is large enough, we can construct a new tour \( \Gamma = \Gamma^1 \Gamma^2 \ldots \Gamma^k \), where (except for the first and last tour) the moves to and from the depot are replaced by one move between the succeeding and preceding station, respectively (see Figure 7.7 for an illustration). Thus, all \( k \) tours are performed by only one driver. Due to the triangle inequality it follows that the length of the tour \( \Gamma \) is at most the total tour length of the transportation schedule \( sched \). Therefore, we can generalize the statement when there are \( k \) drivers in the system.

\[
7.5 \text{ Lifted Flows in Aggregated Networks}
\]

We describe in this section a heuristic approach of lifted flows in aggregated networks (LIFTFLOW) to solve the Static Relocation Problem \((G, z^0, z^T, k, L)\), where \( G \) is the complete weighted graph \( G = (V_O \cup V_U \cup V_D, E, d) \) containing the overfull stations \( V_O \) (with \( z^{i}_O > z^{T}_O \)), the underfull stations \( V_U \) (with \( z^{i}_U < z^{T}_U \)), a set of depots \( V_D \), all connections \( E \) between them and distances \( d: E \rightarrow \mathbb{N} \).  
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The approach LiftFlow computes a preemptive transportation schedule and is performed in two steps. Firstly, we construct a weighted complete bipartite graph and find a flow that starts and ends in the depot, while passing overfull and underfull stations, minimizing the costs. Each arc carrying a flow corresponds to a move between two stations. Secondly, we compute possible precedences between moves and from that we construct tours (with preemption) for all convoys.

This section gives the proves and further details for the approach already presented in [36].

7.5.1 First step: Flows in aggregated networks

In the first step, we construct an aggregated network and solve a min-cost flow problem on this network. Arcs carrying positive flows then correspond to the movement of drivers and cars in the network. The aggregated network is a directed, weighted graph $G^A = (V_A, A_A, w)$, based on the graph $G$.

The node set $V_A = V_S \cup V_O \cup V_U \cup V_D$ is composed by the following nodes: $V_S$ and $V_D$ contain the depot, $V_O$ contains the set of overfull stations, $V_U$ contains the set of underfull stations.

The arc set $A_A = A_{SO} \cup A_O \cup A_U \cup A_{OU} \cup A_U \cup A_{SD}$ is composed of several subsets:

- the set of start arcs $A_{SO} = \{(v_D, v_o) : v_D \in V_S, v_o \in V_O\}$ connecting the depot to the overfull stations,
- the set of overfull arcs $A_O = \{(v_o, v_o'), (v_o', v_o) : v_o, v_o' \in V_O\}$ connecting all overfull stations, and
- the set of connection arcs $A_{OU} = \{(v_o, v_u), (v_u, v_o) : v_o \in V_O, v_u \in V_U\}$ connecting overfull and underfull stations,
- the set of underfull arcs $A_U = \{(v_u, v_u'), (v_u', v_u) : v_u, v_u' \in V_U\}$ connecting all underfull stations,
- the set of sink arcs $A_D = \{(v_u, v_D) : v_u \in V_U, v_D \in V_D\}$, and
- the depot arc $A_{SD} = \{(v_D, v_D) \in V_S \times V_D\}$.

The set containing all overfull, connection and underfull arcs is denoted by $A_L := A_O \cup A_{OU} \cup A_U$. For an arc $a = (v, v') \in A_A$ the arc weights $w(a) := d(v, v')$ correspond to the distances.

An illustration of an aggregated network is given in Figure 7.8.
Note, the subgraphs $(V_O, A_O)$ and $(V_U, A_U)$ are complete graphs, and the subgraph $(V_O \cup V_U, A_{OU})$ is a complete bipartite graph.

On the aggregated network $G^A$, we define two different flows, the car flow $f$ and the driver flow $F$, and specify the capacities as well as the costs for each arc with respect to both flows. Flow on an overfull, connection or underfull arc corresponds to a move in a tour, i.e., some cars are moved by drivers in a convoy from station $v$ to another station $v'$.

To correctly initialize the system, we use the depot $v_D \in V_S$ as source for the driver flow, see (7.10d), and the nodes of overfull stations $v \in V_O$ as sources for the car flow and set their balances accordingly to the number of cars that have to be picked up at station $v$, i.e., $b^+(v) := \max\{z_0^v - z_T^v, 0\} \geq 0$, see (7.10b). Flow on the depot arc corresponds to drivers waiting at the depot. Equalities (7.10e) are the flow conservation constraints for the driver flows. The nodes of underfull stations $v \in V_U$ are the destinations of the cars. So we set their balances accordingly to the number of cars that have to be dropped at station $v$, i.e., $b^-(v) := \min\{z_0^v - z_T^v, 0\} \leq 0$, see (7.10c). Finally, the sink $v_D \in V_D$ is the destination of the $k$ drivers, see (7.10d). We consider a min-cost flow problem where we intend to balance all stations with minimal costs (7.10a).

\[
\begin{align*}
\min & \sum_{a \in A_A} w(a)F(a) & (7.10a) \\
\sum_{a \in \delta^-(v)} f(a) - \sum_{a \in \delta^+(v)} f(a) &= b^+(v) & \text{for all } v \in V_O & (7.10b) \\
\sum_{a \in \delta^-(v)} f(a) - \sum_{a \in \delta^+(v)} f(a) &= b^-(v) & \text{for all } v \in V_U & (7.10c) \\
\sum_{a \in \delta^-(v_D)} F(a) &= \sum_{a \in \delta^+(v_D)} F(a) &= k & v_D \in V_S, v_D \in V_D & (7.10d) \\
\sum_{a \in \delta^-(v)} F(a) &= \sum_{a \in \delta^+(v)} F(a) & \text{for all } v \in V_O \cup V_U & (7.10e) \\
0 & \leq f(a) \leq L \cdot F(a) & \text{for all } a \in A_L & (7.10f) \\
f, F & \text{ integer,} & & (7.10g)
\end{align*}
\]

Note, due to constraints (7.10f), the above constraint matrix is again not totally unimodular.

Figure 7.9 gives an example for flows in an aggregated network.
7. Static Min-Cost Relocation Problem

Figure 7.9: This figure illustrates possible flows in the aggregated network $G_A$ from Figure 7.8. The flows are drawn as solid arcs, the numbers $x/y$ above the arcs correspond to $x$ drivers with $y$ cars in their convoy.

7.5.2 Second step: Compute transportation schedule

Next, we describe how to compute a transportation schedule from the solution of the first step. For that, we first compute "pre-moves", which have the origin and destination stations as well as the load of a move, but no times. With these pre-moves we compute "pre-tours" as sequences of "pre-moves". Formally, a pre-move $\hat{m} = (v, v', x)$ is a 3-tuple, where $v = \text{orig}(\hat{m})$ is the origin station, $v' = \text{dest}(\hat{m})$ the destination station and $x = \text{load}(\hat{m})$ the load of the pre-move; a pre-tour is a sequence of pre-moves.

Let $f^A$ be the car flow and $F^A$ the driver flow computed by the integer linear program (7.10) in the first step. Then every arc $a = (v, v') \in A_A$ with $F^A(a) > 0$ corresponds to a pre-move $\hat{m}_a = (v, v', x)$, with $x \leq f^A(a)$. All pre-moves have to be assigned to a pre-tour in a feasible order, i.e., the destination station of each pre-move has to be equal to the origin station of the successor pre-move. This can be done by searching for paths within the aggregated network. However, in general, there is not only a unique path within the aggregated network leading to several possible pre-tours. Note that the aggregated network is not cycle-free. Thus, there can be isolated cycles in the solution. For this section, let us assume that there are no such isolated cycles; a strategy to detect and handle isolated cycles is presented in the next section.

Since we consider the preemptive situation, it is possible that there are precedences between different tours. We define a precedence relation between pre-moves in an analog way to the definition of precedences between moves. For two different pre-tours $\hat{\Gamma}$ and $\hat{\Gamma}'$ there exists a potential precedence between two pre-moves $\hat{m}_i \in \hat{\Gamma}$ and $\hat{m}'_j \in \hat{\Gamma}'$ ($\hat{m}_i$ precedes $\hat{m}'_j$) if

- the destination station $v_o$ of $\hat{m}_i$ is an overfull station, $\hat{m}_i$ drops cars at $v_o$, and $\hat{m}'_j$ picks up cars at $v_o$; or
- the origin station $v_u$ of $\hat{m}'_j$ is an underfull station, $\hat{m}'_j$ picks up cars at $v_u$, and $\hat{m}_i$ drops cars at $v_u$.

A pre-tour without precedences to another tour, can be directly transformed to a tour, by computing the departure and arrival times of each (pre-)move, and then assigning all moves to a driver. Otherwise, there is a preemptive situation which means that one convoy transports cars to a station and another convoy picks up these cars afterwards. In order to ensure that the cars are dropped before they are picked up, we possibly have to add additional waiting moves to the final tour. For that we construct a precedence relation between pre-moves.

In some rare cases, the precedence relation is not acyclic. In this situation, we add an additional constraint to the integer linear program (7.10a)–(7.10g), to receive a new solution.
For that we add
\[ \sum_{a \in A} w(a)F(a) > \sum_{a \in A} w(a)F^A(a) \]
to the constraints \[7.10b\] - \[7.10g\] and recompute the steps above. In fact, in our set of randomly generated test-instances, this case never occurred, and we do not expect it to occur often in practice.

Thus, let us consider an acyclic precedence relation containing precedences between different pre-tours. The arrival and departure times of the moves are derived from the distances between the origin and destination stations of the pre-moves. When the departure time of a move is computed from a pre-move, having a precedence relation to a pre-move in another pre-tour then we have to compute the arrival time of the preceding pre-move before, in order to be able to compute the waiting time. If several pre-moves \( \tilde{m}_1, \ldots, \tilde{m}_\lambda \) precede a pre-move \( \tilde{m} \) then, in general, \( \tilde{m} \) does not need to wait for all preceding pre-moves but only until there are enough cars at \( \text{orig}(\tilde{m}) \). For that, we compute a minimal set \( S \subseteq \{ \tilde{m}_1, \ldots, \tilde{m}_\lambda \} \) by solving a minimum matching problem on the complete bipartite graph \( (\{ \tilde{m}_1, \ldots, \tilde{m}_\lambda \} \cup \{ \tilde{m} \}, E, w) \), where the arc weight \( w(a) \) of \( a = (\tilde{m}_j, \tilde{m}) \) corresponds to \( \text{load}(\tilde{m}_j) \). Hereby, the sum of the weights of the selected arcs and the number of cars at \( \text{orig}(\tilde{m}) \) must be at least \( \text{load}(\tilde{m}) \). The waiting time for \( \tilde{m} \) is then induced by the latest arrival time of all \( \tilde{m}_j \in S \).

After all waiting times have been computed, we construct a transportation schedule from the (waiting) moves. Hereby, we have to insert a pickup action between two moves \( m, m' \), if \( \text{load}(m') - \text{load}(m) > 0 \), and we have to insert a pickup action between \( m \) and \( m' \), if \( \text{load}(m') - \text{load}(m) < 0 \) holds. Otherwise, we insert an empty action.

### 7.5.3 Handling cycles in the lifted flows

In this section, we describe how isolated cycles in the lifted flows can be handled. The basic idea is to “break” the cycle and include the remaining path into a tour. The next lemma ensures that every cycle can be “broken”.

**Lemma 7.16.** Let \((G, z^0, z^T, \gamma, k, L, c^c, c^d)\) be a Static Relocation Problem. Let \( f^A \) (car flow) and \( F^A \) (driver flow) be an optimal solution in an aggregated network \( G^A \), so that there exists an isolated cycle \( C \). Then it is true:

(i) \( C \) contains at least one overfull and one underfull station, and

(ii) there exists an arc \((u, o) \in C\), where \( u \) is an underfull station, \( o \) is an overfull station, and so that \( f(u, o) = 0 \).

**Proof.** Let \( C = (v^1, \ldots, v^t, v^1) \) be an isolated cycle.

(i): let us assume that there are only overfull stations in \( C \). Then due to constraints \[7.10b\] it follows that
\[ f(v^1, v^2) - f(v^t, v^1) = b^+(v^1) \]
holds. Since \( b^+(v^1) > 0 \) by definition, it follows
\[ f(v^1, v^2) > f(v^t, v^1). \]

Analogously, we get
\[ f(v^2, v^3) > f(v^1, v^2) \] and, generally, \( f(v^i, v^{i+1}) > f(v^{i-1}, v^i) \).
Thus, finally it follows that
\[ f(v^j, v^{j+1}) > f(v^j, v^{j+1}) \]
which is a contradiction.

The case that there are not only underfull stations in \( C \) can be proved analogously.

\[ [ii] \]: let us assume that there is no arc \((u, o) \in C\) with \( f(a) = 0 \). Then there exists a minimal value \( x = \min_{a \in C^{UO}} f(a) \), where \( C^{UO} \) contains the arcs in \( C \) from underfull to overfull stations.

Then we subtract \( x \) from the car flow on every arc in \( C \), i.e., we consider a car flow \( f' \) with \( f'(a) = f(a) - x \) for any \( a \in C \). Obviously, for \( f' \) there exists an arc \( a' \in C^{UO} \) with \( f'(a') = 0 \).

Therefore, we have only to show that for every arc \( a \in C \) the flow remains non-negative, i.e., \( f'(a) \geq 0 \).

Since \( x \) is the minimal value for every arc from an underfull to an overfull station, it directly follows that \( f'(a) \geq 0 \) for every \( a \in C^{UO} \). From constraints \([7.10b]\) it follows that the flow value on an outgoing arc of an overfull station \( o \) is greater than the flow value on the incoming arc, i.e.,
\[ f(o, v) > f(v', o) \]
holds. Combined with above, this implies \( f(o, v) > x \) for every outgoing arc of an overfull station.

Analogously, it follows from constraints \([7.10c]\) that the flow value on an outgoing arc of an underfull station is greater than the flow value on the incoming arc. Thus, the minimal value is on an arc from an underfull to an overfull station. This implies that \( f(u^1, u^2) > x \) for every underfull stations \( u^1, u^2 \).

Putting all cases together yields that \( f'(a) \geq 0 \) for every \( a \in C \), proving the statement.

Now we describe in detail how to handle isolated cycles. For that, let \( v^1 \cdots v^\lambda v^1 \) be an isolated cycle with \( F(v^1, v^2) = \cdots = F(v^{\lambda-1}, v^\lambda) = F(v^\lambda, v^1) \). W.l.o.g. let the cycle be ordered so that \( v^1 \) is an overfull station and \( v^\lambda \) is an underfull station and so that \( f(v^\lambda, v^1) = 0 \). That isolated cycles contain overfull and underfull stations, as well as the existence of an arc from an underfull to an overfull station with \( f(v^\lambda, v^1) = 0 \) is ensured by Lemma \([7.16]\) Since the cycle is isolated, it holds by definition \( F(v^1, v^1) = F(v^1, v) = 0 \) for all \( v \in V_A \setminus \{v^1, \ldots, v^\lambda\} \).

Since \( v^1 \) is an overfull station and \( v^\lambda \) an underfull station, we can consider the path \( v^1 \cdots v^\lambda \) as a subsequence of pre-moves. Precedences within this subsequence are then handled as described in the previous paragraph.

Let \( \Gamma \) be a tour from the transportation schedule computed in Step 2, and let \( m \) be the last move from \( \Gamma \). Since there are no cars transferred from \( v^\lambda \) to \( v^1 \), we can modify \( \Gamma \) by removing \( m \) and adding a move from \( orig(m) \) to \( v^1 \), as well as the moves and actions induced from the path \( v^1 \cdots v^\lambda \). Finally, a move from \( v^\lambda \) to the depot \( dest(m) \) is added.

Since we can handle precedences between pre-moves and the case of isolated cycles in the two flows, we obtain:

**Theorem 7.17.** The approach LIFTFLOW computes a feasible (possibly preemptive) transportation schedule for the Static Relocation Problem.

### 7.5.4 Optimal Solution

In this section, we show that, under certain conditions, a computed solution by LIFTFLOW is the optimal solution. Hereby, we consider and compare a solution computed from the flows in aggregated networks (Section \([7.5.1]\)) with a solution computed by flows in time-expanded networks (Section \([7.1]\)). The considered restrictions are partly of general nature (large enough time horizon, and enough parking places at the stations), partly conditions on the quality of
an optimal solution (balanced stations are not used as preemption stations), and conditions on
the solution of the flows in the aggregated network (cycle-free precedence graph, and no isolated
cycles in the flows).

The first intermediate result is that from a solution in time-expanded networks we can con-
struct a solution in the aggregated network. Hereby, the objective function value remains equal.

**Lemma 7.18.** Let \((G, z^0, z^T, k, L)\) be a Static Relocation Problem. Let \(f^T\) (car flow) and \(F^T\)
(driver flow) be an optimal solution in a time-expanded network \(G^T\), so that no balanced station
is used as a preemption station. Then there exist feasible flows \(f^A\) (car flow) and \(F^A\) (driver
flow) in the aggregated network \(G^A\) so that the total tour lengths are equal, i.e.,

\[
\sum_{a \in A_L} d(a)F^T(a) = \sum_{a \in A_A} w(a)F^A(a).
\]  

(7.11)

**Proof.** In order to show the statement, we first construct a solution in the aggregated network
from the flows \(f^T\) and \(F^T\). Afterwards, we prove the correctness of the construction.

Let \(a = (u, v) \in A_L\) be a relocation arc in \(G^T\), then

(i) \(u\) and \(v\) are overfull or underfull stations or depots, i.e., \(u, v \in V_S \cup V_O \cup V_U \cup V_D;\) or

(ii) either \(u\) and/or \(v\) are balanced stations.

By assumption there are no balanced stations used as preemption station. Thus, it follows in
Case \(\text{[ii]}\) that there exists a path from an overfull station (or underfull station or depot)
to an overfull station (or underfull station or depot), i.e., \(v_1, \ldots, v_\ell\) where \(u = v_j, v = v_{j+1}\) for
\(1 \leq j \leq \ell\), and \(v_1, v_\ell \in V_S \cup V_O \cup V_U \cup V_D,\) and all other stations are balanced stations \(v_j \in V_B,\)
\(1 < j < \ell.\) Additionally, it follows that all car flows and driver flows on all these arcs are equal,
i.e., \(f^T(v_1, v_2) = \cdots = f^T(v_{\ell-1}, v_{\ell})\) and \(F^T(v_1, v_2) = \cdots = F^T(v_{\ell-1}, v_{\ell}).\)

Since \(f^T\) and \(F^T\) are optimal, it follows in Case \(\text{[ii]}\) that no cars are picked up or dropped
between \(v_1\) and \(v_2\), and we have

\[d(v_1, v_\ell) = d(v_1, v_2) + \cdots + d(v_{\ell-1}, v_{\ell}),\]

and thus, by definition

\[w(v_1, v_\ell) = w(v_1, v_2) + \cdots + w(v_{\ell-1}, v_{\ell}).\]

Therefore, and for the sake of simplicity, we can assume that Case \(\text{[i]}\) holds for all relocation
arcs.

Next, we construct the flows \(f^A\) and \(F^A\) in \(G^A\) from \(f^T\) and \(F^T\). For every arc \(a' = (u, v) \in
A_A\) we set the driver flow

\[F^A(a') := \sum_{a \in A_{uv}} F^T(a)\]  

(7.12)

where \(A_{uv} = \{(u, \cdot, v, \cdot) \in A_L\}\). Analogously, we set

\[f^A(a') := \sum_{a \in A_{uv}} f^T(a)\]  

(7.13)

for the car flows. By construction we have

\[\sum_{a \in A_L} d(a)F^T(a) = \sum_{a \in A_A} w(a)F^A(a)\]
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Finally, we show that these constructed flows are indeed a solution of (7.10) for the aggregated network $G_A$ by showing that all constraints of the integer linear program (7.10a)–(7.10g) are respected.

Let $v_o$ be an overfull station and $v_u$ an underfull station. By definition we have $b^+(v_o) = z^0 - z^T_v$ and $b^-(v_u) = z^0 - z^T_v$. Thus, subtracting (7.1c) from (7.1b) we gain

$$\sum_{a \in \delta^-(v_o, 0)} f(a) - \sum_{a \in \delta^+(v_o, T)} f(a) = z^0_{v_o} - z^T_{v_o} = b^+(v_o)$$

and

$$\sum_{a \in \delta^-(v_u, 0)} f(a) - \sum_{a \in \delta^+(v_u, T)} f(a) = z^0_{v_u} - z^T_{v_u} = b^-(v_u),$$

proving that (7.10b) and (7.10c) hold. Since all drivers start and end their tours in the depot, the equations for the drivers (7.10d) follow directly from the driver flow equations in (7.1c) and (7.1b).

From the flow conservation constraints (7.1c) follow the flow conservation constraints (7.10e). Drivers waiting at the depot correspond to flow on the depot arc. The coupling constraints (7.10f) hold due to the coupling constraints (7.1h) and due to (7.13) and (7.12). Finally, the constraints (7.10g) follow directly from (7.1h). Thus, the statement is proved.

Next, we show the main result of this section, namely that, under the stated preconditions at the beginning of this section, a solution computed from the aggregated network is optimal. This means that the objective function values from a solution computed by the integer linear program (7.1) and by the aggregated network (7.10) are equal.

**Theorem 7.19.** Let $(G, z^0, z^T, k, L)$ be a Static Relocation Problem. Let $f^A$ (car flow) and $F^A$ (driver flow) be an optimal solution in an aggregated network $G_A$, so that

(i) there are no cycles in the precedence graph,

(ii) there are no isolated cycles in the flows,

(iii) the capacities of the stations are sufficiently large,

(iv) the time horizon is sufficiently large, and

(v) there exists an optimal solution so that no balanced station is used as a preemption station.

Then there exist feasible flows $f^T$ (car flow) and $F^T$ (driver flow) in the time-expanded network $G^T$ so that

$$\sum_{a \in A_L} d(a)F^T(a) = \sum_{a \in A_A} w(a)F^A(a).$$

Furthermore, this solution is an optimal solution for $(G, z^0, z^T, k, L)$.

**Proof.** First, we show that there exist $k$ paths from the depot node in $V_S$ to the depot node in $V_D$. Driver flow on the depot arc, i.e., drivers waiting at their initial depot, obviously form a path from $V_S$ to $V_D$. Thus, we concentrate only on those drivers which leave the depot. For that we construct a directed graph $\mathcal{G} = (\mathcal{V}, \mathcal{A})$, where $\mathcal{V} = V$ and for every flow value $F(a) > 0$ there is an arc in $\mathcal{A}$ counting multiplicities. Furthermore, all nodes $v_T$ in $V_D$ are connected with $v_0 \in V_S$ (by adding an arc $(v_T, v_0)$ to $\mathcal{A}$), if there exists an arc $a \in A_{SO}$ with $F(a) > 0$ and there exists an arc $a \in A_{TD}$ with $F(a) > 0$. Then, from (7.10c) it follows that the number of incoming and outgoing arcs in the nodes in $\mathcal{V}$ which correspond to $V_O \cup V_T$ are equal. Since
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there is an arc between the nodes in $V_D$ to $V_S$ when there is an outgoing arc of $V_S$ with flow and there is an incoming arc of $V_D$ with flow, the number of incoming arcs and outgoing arcs of all nodes in $V_S \cup V_D$ are equal. Altogether, and from the condition that there are no isolated cycles (ii) it follows from Euler’s Theorem that there exist Euler paths in $G$. The subpaths of these Euler paths from the nodes from $V_S$ to $V_D$ correspond to $k$ paths from the depot nodes $V_S$ to the depot nodes $V_D$ in $G_A$.

By condition (iv) the time horizon is large enough so that the car flow $F_A$ and driver flow $F_A$ can be transformed to flows $f^T$ and $F^T$ in the time-expanded network, including any probable waiting times. Furthermore, due to conditions (ii) and (iii) it is ensured that all preemptive situations can be resolved and there is always enough space for the cars at the stations. As usual, flow on an arc $a \in A$ corresponds to flow on a corresponding relocation arc, and waiting times which may be induced by preemption to flow on holdover arcs. Note, whenever for an arc $(u,v) \in A$ no relocation arc $(u,t_u, v, t_v)$ exists then, by construction of the aggregated network, there exists a shortest path from $u$ to $v$ in $G$, which is then used instead. Furthermore, it is then easy to see that the costs of both solutions are equal.

Next, we show that all constraints of the integer linear program (7.1) are fulfilled. That the flows $f^T$ and $F^T$ are correctly initialized (Equations (7.1b) and (7.1c)) is ensured by (7.10b), (7.10c), and (7.10d). The flow conservation constraints (7.1d) and (7.1e) are ensured by construction. The upper bound of Estimates (7.1f) hold due to the condition (iii) that the capacities of the stations are sufficiently large. That the number of cars at a station is always non-negative is ensured by the start system state $z_0$ and the target system state $z_T$, which are both feasible system states. The coupling constraints (7.1g) are ensured due to the coupling constraints (7.10f) and due to additionally added waiting times if there are preemptions. Since the flows in the aggregated network are all integral (7.10g) it follows that the flows in the time-expanded network can be set integral as well, ensuring conditions (7.1h).

Finally, we prove that an optimal solution of the flows in the aggregated network lead to an optimal solution for $(G, z^0, z^T, k, L)$ (under the assumption of the stated conditions (i)–(v)).

Let us assume that the flows $f^T$ and $F^T$ are not optimal. Then there exist flows $\hat{f}^T$ and $\hat{F}^T$ in the time expanded network so that

$$\sum_{a \in A_L} d(a)\hat{F}^T(a) < \sum_{a \in A_L} d(a)F^T(a)$$

holds and so that there are no balanced station is used as a preemption station (Condition (vi)). From Lemma 7.18 it follows that there exist flows $\hat{f}^A$ and $\hat{F}^A$ in the aggregated network with the same costs as $\hat{f}^T$ and $\hat{F}^T$, i.e.,

$$\sum_{a \in A_A} w(a)\hat{F}^A(a) < \sum_{a \in A_A} w(a)F^A(a).$$

But this contradicts the condition that $f^A$ and $F^A$ are optimal.

Finally, we give a small discussion about the conditions (i) to (iv) from the previous theorem. Unfortunately, none of these conditions is in general known before we have computed the flows in the aggregated network and a solution from these flows. However, we show that most of them can be concluded from a solution. This gives us at least in several cases an optimal solution.

One of the main reasons for conditions (iii) and (iv) is to ensure that a feasible transportation schedule can be computed from the flows within the aggregated network.

Since the system states $z^0$ and $z^T$ must be feasible system states, it follows that enough cars can be picked up and dropped, respectively. Thus, if there is no preemption within the
solution then condition \((\text{iii})\) automatically follows. If additionally the first two conditions are satisfied, also Condition \((\text{v})\) is satisfied. Whether or not conditions \((\text{i})\) and \((\text{ii})\) hold, is always tested by the algorithm. If the computed solution contains preemption, one can still easily test if the capacities of the stations are violated by computing the intermediate system states, but one cannot conclude whether condition \((\text{v})\) holds or not.

Condition \((\text{iv})\) can also be tested easily by computing the makespan of the computed transportation schedule. However, in practice, it may be acceptable if the time horizon is slightly exceeded.

Finally, note that if condition \((\text{i})\) does not hold then the flows in the aggregated network have to be recomputed with some additional constraints (see Section 7.5). Then, the computed solution might no longer be optimal. Furthermore, if there are isolated cycles (i.e., if condition \((\text{ii})\) is violated), the ratio between the optimal solution value and the solution value computed from flows with isolated cycles cannot be bound from above as the next example shows.

**Example 7.20.** Let us consider a complete weighted graph $G = (V \cup \{v_0\}, E, w)$ with the node set $V = \{v_1, v_2\}$, and $w(v_0, v_1) = w(v_0, v_2) = x$ and $w(v_1, v_2) = 1$ (see Figure 7.10a for an illustration). Furthermore, let us consider the Static Min-Cost Relocation Problem $(G, x^0, z^T, 1, 1, L, 0, 1)$ with $x^0_{v_1} = 1$, $x^0_{v_2} = 0$ and $z^T_{v_1} = 0$, $z^T_{v_2} = 1$, and $T \geq 2x + 1$. This means that there is only one driver and only one car in the system. This induces the set of task $\{(v_1, 0, T, +1), (v_2, 0, T, -1)\}$.

Then an optimal transportation schedule for this relocation problem is given by

$(1, v_0, 0, v_1, x, 0)$, \hspace{1cm} % move from the depot to $v_1$
$(1, v_1, 1)$, \hspace{1cm} % pickup one car at $v_1$
$(1, v_1, x, v_2, x + 1, 1)$, \hspace{1cm} % transfer a car from $v_1$ to $v_2$
$(1, v_2, -1)$, \hspace{1cm} % drop one car at $v_2$
$(1, v_2, x + 1, v_0, 2x + 1, 0)$ \hspace{1cm} % return to the depot

and, thus, the total tour length is $\text{OPT} = 2x + 1$.

However, if we compute the flows in the corresponding aggregated network, if $x$ is large enough, there is an isolated cycle between $v_1$ and $v_2$, resulting in a lower bound of $\text{LB} = 2$ (see Figure 7.10b for an illustration of the aggregated network).

Thus, we have

$$\frac{\text{LB}}{\text{OPT}} = \frac{2x + 1}{2} > x,$$

and since $x$ can be selected arbitrarily large, it follows that the ratio between the lower bound computed by flows in the aggregated network and the total tour length of the optimal transportation schedule can be arbitrarily large.  

\[\diamond\]
7.6 Handling Solutions Exceeding the Time Horizon

Especially, heuristic approaches may not find a feasible solution within the given time horizon. In practice, this problem may occur with some approaches described in the previous sections: Greedy from Section 7.2, ReOpt from Section 7.4, and LiftFlow from Section 7.5. Therefore, we describe in this section how one can transform a collection of tours \( S' \) with makespan \( T' \) which exceeds the time horizon \( T \) into a transportation schedule. Hereby, \( S' \) is a feasible solution for the Static Min-Cost Relocation Problem \((G, z^0, z^T, \gamma, k, L)\).

For that, we construct a variation \( G'_{T,T'} = (V_T', A_{T}') \) of the time-expanded network \( G_T \) from Section 7.1 which concatenates the time-expanded network \( G_T \) with a smaller version \( G_{[T,T']} \) of the time-expanded network within the time window \( [T,T'] \). Hereby, \( G_{[T,T']} \) contains only those relocation arcs which are needed to represent \( S' \) in the time-expanded network within the time window \( [T,T'] \), i.e., for every (sub)move between two stations \( v \) and \( v' \) with an arrival time greater than \( T' \), we add a relocation \(((v, t_v), (v', t_{v'}))\) to \( A_{T}' \), where \( t_v \) is the departure time and \( t_{v'} \) the arrival time of the (sub)move.

Note that this approach can be used to compute a preemptive and a non-preemptive transportation schedule, depending on \( S' \), and the construction of \( G_{[T,T']} \) and their flows (see Section 7.1).

Each relocation arc \( a = ((v, t), (v', t + d(v,v'))), \) with \( t \leq T \), corresponding to edge \((v, v')\) has the original cost \( C(a) := d(v,v') \),

and each relocation arc \( a' = ((v, t), (v', t + d(v,v'))) \), with \( t \leq T \), corresponding to edge \((v, v')\) has increased cost \( C(a) := \text{cost}^{d'} \cdot d(v,v') \),

where \( \text{cost}^{d'} > 1 \) are penalty costs.

Then the integer linear program (7.1) (or (7.4)) can then be used by only modifying the objective function to

\[
\min \sum_{a \in A_L} C(a) F(a)
\]

and

\[
\min \sum_{a \in A_L} C(a) \sum_{i=1}^{k} F_i(a),
\]

respectively.

Finally, we give a small discussion about this approach. By definition of \( C \) and due to the higher penalty costs \( \text{cost}^{d'} > 1 \), it follows that the costs for moving cars or drivers on a relocation arc within the original time horizon induces smaller costs than moving cars or drivers within \([T,T']\). Thus, by solving the integer linear program (7.1) results (hopefully) in a feasible solution.

However, if there does not exist a solution with a makespan within the time horizon \( T \), this approach, in general, one can hardly prove the non-existence of a solution with a makespan of maximal \( T \). A way to prove that there does not exist a solution with a makespan of maximal \( T \) with the approach of this section is to set penalty unit costs \( \text{cost}^{d'} \) high enough, i.e., let \( d = \max_{v,v' \in V} d(v,v') \) be the maximal distance within \( G \), then set \( \text{cost}^{d'} > T \cdot k \). Then an optimal solution of the integer linear program (7.1) is a feasible solution \( S \), if and only if the makespan of \( S \) is less than or equal to \( T \). This result is stated and proved in the next theorem.
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**Theorem 7.21.** Let \( P = (G, z^0, z^T, \gamma, k, L) \) be a Static Relocation Problem. Furthermore, let the penalty costs \( \text{cost}^{d'} > T \cdot k \). Then an optimal solution of the integer linear program (7.1) on \( G'_{T,T'} \) is a solution \( S \) for \( P \), if and only if the makespan of \( S \) is less than or equal to \( T \). 

**Proof.** “\( \Leftarrow \)” Since by pre-condition the solution \( S \) has a makespan less than or equal to \( T \), then the statement follows from Theorem 7.2.

“\( \Rightarrow \)” Let us assume that there exists a solution \( S' \) with a makespan less than or equal to \( T \). Since \( S \) is optimal, it follows that the total costs \( c \) of \( S' \) are greater than or equal to the total costs \( c' \) of \( S \).

By assumption, the makespan of \( S \) is greater than \( T \), it follows that there exists a relocation arc \( a = ((v,t_v),(v',t_{v'})) \) with \( F(a) > 0 \), and \( T < t_{v'} \). Thus, due to the choice of cost \( d' \), the costs for traversing \( a \) is greater than \( T \cdot k \).

If every driver moved by one unit at each time then the costs for the drivers are \( T \cdot k \). Thus, the total costs for \( S' \) are bounded from above by \( T \cdot k \). But this means that \( c \leq T \cdot k < c' \), contradicting the assumption that \( S \) is an optimal solution.

Theoretically, one can select the penalty costs \( \text{cost}^{d'} \) arbitrarily high, and as the previous theorem shows this also might be necessary to choose high unit costs. In practice, one usually sets a time limit on solving the integer linear program, and thus, does not necessarily get an optimal solution. Hereby, one wants to gain a best possible result within the time limit. If the penalty costs are selected too high, i.e., with \( \text{cost}^{d'} \gg 1 \), then any feasible solution within the time horizon \( T \) may be chosen. However, this computed solution might be far away from an optimal solution. If one selects moderately penalty costs, the chances to receive a solution with costs close to the costs of the initial solution may increase. In our experiments, we usually set \( \text{cost}^{d'} = 2 \) and quickly gained a feasible solution with a smaller objective function.

The approach we described in this section, aims at finding a feasible solution with a makespan of less than or equal to \( T \) or returns the initial solution. If there does not exist a solution within the time horizon, it may be intended to have a solution with a smaller makespan. For that, the whole time-expanded network can be constructed, i.e., to add all nodes, relocation and holdover even in the time interval \([T,T']\). In this case, we set increasing costs for the relocation arcs, e.g., for \( a = ((v,t),(v',t')) \) with \( T \leq t' \) we set \( C(a) = \text{cost}^{d'} \cdot (t' - T) \cdot d(v, v') \). Then, the solver is rewarded in finding a solution with minimal makespan. However, since there are (in general) more arcs within the time-expanded network when the whole network is constructed than when only the arcs corresponding to the initial solution are added, the runtime may increase drastically.

**7.7 Lower Bounds**

Normally, heuristics are tested against known solutions in order to evaluate their efficiency. However, the computation of the optimal value takes a tremendous amount of time even for small systems. On the tested instances, the gap between a lower bound computed by an integer linear program solver\(^1\) and the computed solution can be quite large (see Section 9). This leads to the problem of finding a way to compute better lower bounds, so that we are at least able to compare the solutions computed by a heuristic approach against a lower bound.

\(^1\)Usually, solver for integer linear programs use a relaxed version of the given program to compute a lower bound. This bound is then iteratively improved, e.g., by a branch and bound algorithm.
In this section, we discuss some approaches to compute a lower bound for the Static Min-Cost Relocation Problem.

### 7.7.1 Reduction to the Vehicle Routing Problem

Let \((G, z^0, z^T, \gamma, k, L)\) be a Static Min-Cost Relocation Problem. Then we receive a lower bound by solving a vehicle routing problem \((G^{\text{tsp}}, v^0, k)\) on the weighted complete graph \(G^{\text{tsp}} = (V_{OU}, E, w)\), where \(V_{OU} \subseteq V\) is the set of overfull and underfull stations, \(E\) contains all edges between the stations, and \(w\) are the shortest path distances between the stations. That a solution to the vehicle routing problem indeed gives a lower bound can be seen as follows.

Let \(S\) be an optimal transportation schedule for the Static Min-Cost Relocation Problem, and let \(S^{\text{tsp}}\) be an optimal schedule for the vehicle routing problem. Let us assume that \(\ell(S) \leq \ell(S^{\text{tsp}})\) holds. Since all stations in \(V_{OU}\) must be visited by \(S\) it follows that \(S\) is a (generally non-optimal) solution for a traveling salesperson problem on the set of stations \(V_{OU}\). Since by assumption we have \(\ell(S) \leq \ell(S^{\text{tsp}})\), and thus, \(S^{\text{tsp}}\) could not be an optimal solution for the vehicle routing problem, contradicting our precondition.

Under certain circumstances this lower bound cannot be improved, as we show in the next lemma.

**Lemma 7.22.** Let \(S^{\text{tsp}}\) be an optimal schedule for a vehicle routing problem \((G^{\text{tsp}}, v_D, k)\). Then there exists a Static Min-Cost Relocation Problem \(P\) so that for every optimal solution \(S\) for \(P\)

\[ \ell(S) = \ell(S^{\text{tsp}}) \]

holds.

**Proof.** We show that from any vehicle routing problem \((G^{\text{tsp}}, v_D, k)\) with \(G^{\text{tsp}} = (V_{OU}, E, w)\), we can construct a Static Min-Cost Relocation Problem \((G, z^0, z^T, \gamma, k, L)\) so that the costs for an optimal solution for each of the problem are equal. For that we keep the graph, i.e., \(G = G^{\text{tsp}} \cup \{v_D\}\) and their weights, set the convoy capacity \(L = 2\), and define the start state \(z^0\) and destination state \(z^T\) as follows.

Let \(S^{\text{tsp}} = (\Gamma_1^{\text{tsp}}, \ldots, \Gamma_{k}^{\text{tsp}})\) be a schedule for \((G^{\text{tsp}}, v_D, k)\), with \(\Gamma_{j}^{\text{tsp}} = (v_D, v_{j1}, \ldots, v_{jl}, v_D)\). We consider each tour:

**Case 1** \((j_n\text{ is even}):\) then we alternatively set the visited stations in \(\Gamma_{j}^{\text{tsp}}\) to overfull and underfull stations. Hereby, each overfull station has one excess and each underfull station one deficit, i.e., we set

\[
    z^0_{v_{jl}} = \begin{cases} 
        1, & \text{if } l \text{ is odd} \\
        0, & \text{otherwise}, 
    \end{cases}
\]

and

\[
    z^T_{v_{jl}} = \begin{cases} 
        0, & \text{if } l \text{ is odd} \\
        1, & \text{otherwise}. 
    \end{cases}
\]

**Case 2** \((j_n\text{ is odd and } j_n \geq 3):\) then we set the first two visited stations to overfull stations each with an excess of one, the third visited station to an underfull station with a deficit of two, and afterwards we alternatively set the visited stations in \(\Gamma_{j}^{\text{tsp}}\) to overfull and underfull stations with an excess of one resp. deficit of one, i.e., we set

\[
    z^0_{v_{jl}} = \begin{cases} 
        1, & \text{if } l \text{ is even or } l \in \{1, 2\}, \\
        0, & \text{otherwise}, 
    \end{cases}
\]
and
\[ z^T_{v jl} = \begin{cases} 
0, & \text{if } l \text{ is odd and } l > 3, \\
2, & \text{if } l = 3, \\
1, & \text{otherwise.}
\end{cases} \]

**Case 3** \( (j_n = 1) \): in this case, we add another station to \( V \) with a distance of 0 to \( v^1 \). Then we can handle this case as done in Case 1.

**Case 4** \( (j_n = 0) \): this means, that the driver does not leave the depot. In this case, nothing has to be done.

In order to show, that there exists an optimal transportation schedule \( S \) for the Static Min-Cost Relocation Problem with \( \ell(S) = \ell(S^{tsp}) \), it is sufficient to show that for each tour \( \Gamma^{tsp} \in S^{tsp} \) there exists a tour \( \Gamma \) with \( \ell(\Gamma) = \ell(\Gamma^{tsp}) \). However, by construction of the overfull and underfull stations, in order to solve the Static Min-Cost Relocation Problem, the stations can be visited in the same order as they are visited by the salesperson. Hereby, the cars are picked up in the overfull stations and directly dropped in the underfull stations. Since \( S^{tsp} \) is an optimal solution for the vehicle routing problem, there does not exist a tour which visits all stations with less costs than \( \ell(S^{tsp}) \) and \( \ell(\Gamma) = \ell(\Gamma^{tsp}) \) as well as the optimal statement follow. Since the vehicle routing problem \( (G^{tsp}, v_D, k) \) was arbitrarily chosen, the statement is proved.

From above stated and previous lemma, we can conclude that solving a vehicle routing problem on the set of overfull and underfull stations, a lower bound is given. Due to Lemma 7.22 there are cases, when this lower bound cannot be improved. However, the gap between this lower bound and the optimal solution for a Static Min-Cost Relocation Problem can be arbitrarily high as the next example shows.

**Example 7.23.** Let us consider a the Static Min-Cost Relocation Problem \((G, z^0, z^T, \gamma, 1, 1)\) with the complete weighted graph \( G = (V \cup \{v_D\}, E, w) \) with \( V = \{v_1, v_2\} \) where \( w(v_D, v_1) = w(v_1, v_2) = w(v_2, v_D) = 1 \), and \( z^0_{v 1} = \gamma \) and \( z^T_{v 2} = \gamma \) (see Figure 7.11a for an illustration). Thus, the tasks are \((v_1, 0, T, \gamma)\) and \((v_2, 0, T, -\gamma)\), and since the capacity of the driver is 1, it follows that the driver has to move between \( v_1 \) and \( v_2 \) at least \( 2\gamma - 1 \) times. Since the driver has to drive from \( v_D \) to \( v_1 \) at the beginning and return to \( v_D \) from \( v_2 \) at the end of the tour, it follows that the minimal costs for an optimal transportation schedule for solving the Static Min-Cost Relocation Problem are \( 2\gamma + 1 \) (see Figure 7.11b for an illustration).

![Figure 7.11](image.png)

(a) This figure illustrates the complete weighted graph \( G \).

(b) This figure illustrates the optimal transportation schedule solving the Static Min-Cost Relocation Problem. The tour of the driver is indicated by the dashed arcs.

Figure 7.11: This figure illustrates that the ratio between the lower bound computed by solving a vehicle routing problem and the total tour length of the optimal transportation schedule can be arbitrarily large.

An optimal solution for the vehicle routing problem starting at the depot \( v_D \) is given by the tour \( \Gamma^{tsp} = (v_D, v_1, v_2) \) and its length is 3. Since \( \gamma \) can be selected arbitrarily high, the ratio...
between an optimal transportation schedule for the Static Min-Cost Relocation Problem and an optimal transportation schedule for the vehicle routing problem can be arbitrarily high.

7.7.2 Minimal Perfect $p$-Matching and Car Flows

The second lower bound we consider is computed from a minimal perfect $p$-matching (see Section 7.4.1). For that, we first consider a special case of Static Min-Cost Relocation Problems where there is only one driver and only one depot. Afterwards, we show some relations between transportation schedules using a different amount of drivers and multiple depots. However, every driver must return to its starting depot. From that we can conclude a lower bound for the Static Min-Cost Relocation Problem with backhaul.

The next theorem has been stated and proved in [40] by Chalasani, Motwani and Rao.

**Theorem 7.24.** Let $S^\lambda$ be an optimal transportation schedule for a Static Min-Cost Relocation Problem $(G, z^0, z^T, \gamma, 1, \lambda)$ with backhaul. Let $x$ be a minimal perfect $p$-matching and let $\ell(x)$ be the total length of $x$. Then it holds

- $\ell(x) \leq \ell(S^1)/2$,
- $\ell(S^1) \leq 2L \cdot \ell(S^L)$, for all $1 \leq L$.

The second statement of the previous theorem has been improved by a factor of 2 by Charikar, Khuller and Raghavachari in [42].

**Theorem 7.25.** Let $S^\lambda$ be an optimal transportation schedule for a Static Min-Cost Relocation Problem $(G, z^0, z^T, \gamma, 1, \lambda)$ with backhaul. Then it holds

$\ell(S^1) \leq L \cdot \ell(S^L)$.

From Theorem 7.24 and Theorem 7.25 Charikar, Khuller and Raghavachari then concluded the next corollary (see [42]).

**Corollary 7.26.** Let $S^L$ be an optimal transportation schedule for a Static Min-Cost Relocation Problem $(G, z^0, z^T, \gamma, 1, L)$ with backhaul. Let $x$ be a minimal perfect $p$-matching and let $\ell(x)$ be the total length of $x$. Then it holds

$\ell(x) \leq \frac{L \cdot \ell(S^L)}{2}$.

In order to apply this statement to the case that there are $k$ drivers in the system, we have to give some relations between the total tour lengths. For the case that there is only one depot, we already showed in Section 7.4.4 (see the proof of Theorem 7.15) that the total tour length of an optimal transportation schedule with $k$ drivers is equal to the total tour length of an optimal transportation schedule with only one driver. Therefore, we consider the case when there are multiple depots.

Let $S^L_K$ be an optimal transportation schedule for a Static Min-Cost Relocation Problem $(G, z^0, z^T, \gamma, k, L)$ with multiple depots $V^0$ and with backhaul, and let $S^L_{k+1}$ be an optimal transportation schedule for $(G, z^0, z^T, \gamma, k + 1, L)$. If the initial number of drivers is greater or equal in every depot in $S^L_{k+1}$ as in $S^L_K$ then it holds

$\ell(S^L_K) \geq \ell(S^L_{k+1})$. 
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This can be seen as follows. Let us assume that \( \ell(S^L_k) < \ell(S^L_{k+1}) \). Since the number of drivers in a depot for \( S^L_k \) is less than or equal to the number of drivers for \( S^L_{k+1} \), it follows that there exists a tour \( \Gamma^j \) in \( S^L_{k+1} \) which is not in \( S^L_k \). By fixing \( \Gamma^j = \emptyset \) to the empty tour, the transportation schedule \( S^L_k \cup \Gamma^j \) becomes a feasible solution for \( (G, z^0, z^T, k, L) \) with a smaller total tour length, which contradicts the condition that \( S^L_{k+1} \) is an optimal transportation schedule for \( (G, z^0, z^T, k, L) \).

Since every transportation schedule induces a perfect \( p \)-matching (see Section 7.4.4) whose length is greater than or equal to the length of a minimal perfect \( p \)-matching \( x \), it follows

\[
\ell(x) \leq \frac{L \cdot \ell(S^L_k)}{2}.
\]

From that we can directly develop a lower bound for any Static Min-Cost Relocation Problem \( (G, z^0, z^T, k, L) \) (with a set of depots \( V^0 \)) with backhaul

\[
\frac{2\ell(x)}{L} \leq \ell(S^L_k).
\] (7.14)

Also for this lower bound there exist examples when it cannot be improved.

**Example 7.27.** Let us consider the complete weighted graph \( G = (V, E, w) \) with \( V = \{v_D, v_{o1}, v_{o2}, v_{u1}, v_{u2}\} \), where \( v_D \) is the depot, \( v_{o1}, v_{o2} \) are overfull stations each with one excess car, and \( v_{u1}, v_{u2} \) are underfull stations each with one deficit car (see Figure 7.12). The weights between two stations are set to 1, the distance between \( v_D \) and \( v_{o1} \) is 0, the distance between \( v_D \) and all other stations is 1. There is only one driver with a convoy capacity of 1.

![Figure 7.12](image)

Figure 7.12: This figure illustrates a graph with five nodes, corresponding to one depot, two overfull and two underfull stations. The distance between two stations is set to 1, the distance between \( v_D \) and \( v_{o1} \) is 0, the distance between \( v_D \) and all other stations is 1. In this image, the solid arcs correspond to an optimal tour, the dashed arcs correspond to a minimal perfect \( p \)-matching.

A minimal perfect \( p \)-matching \( x \) has weight 2, and an optimal tour has length 4. Thus we have for any transportation schedule \( S \)

\[
\frac{2\ell(x)}{L} = 4 = \ell(S),
\]

showing that the lower bound can be equal to the total tour length of a transportation schedule. \( \diamond \)

That the lower bound does not necessarily hold for the Static Min-Cost Relocation Problem without backhaul can be easily seen by slightly modifying previous example.
Example 7.28. Let us consider the complete weighted graph $G = (V, E, w)$ with $V = \{v_{d1}, v_{d2}, v_{o1}, v_{o2}, v_{u1}, v_{u2}\}$, where $v_{d1}$, $v_{d2}$ are depots, $v_{o1}$, $v_{o2}$ are overfull stations with one excess car, and $v_{u1}$, $v_{u2}$ are underfull stations with one deficit car (see Figure 7.13). The weights between two stations are 1, the distance between $v_{d1}$ and $v_{o1}$ as well as the distance between $v_{d2}$ and $v_{u2}$ is 0, the other distances are 1. There is only one driver with a convoy capacity of 1.

![Figure 7.13](image)

Figure 7.13: This figure illustrates a complete graph with six nodes, corresponding to two depots, two overfull and two underfull stations. The distance between two stations is set to 1, the distance between $v_{d1}$ and $v_{o1}$ is 0, the distance between $v_{d2}$ and $v_{u2}$ is 0. In this image, the solid arcs correspond to an optimal tour, the dashed arcs correspond to a minimal perfect $p$-matching.

A minimal perfect $p$-matching $x$ has weight 2, and an optimal tour has length 3. Thus we have for any transportation schedule $S$

$$\frac{2\ell(x)}{L} = 4 > 3 = \ell(S),$$

showing that the lower bound can be greater than the total tour length of a transportation schedule when a tour can start and end in different depots.

The previous example motivates a deeper look into the computation of this lower bound. Hereby, we consider the Static Min-Cost Relocation Problem with multiple depots without backhaul. Then a minimal perfect $p$-matching $x$ gives a lower bound for the part of the transportation schedule where the cars are transferred between the stations. Twice the weight of a minimal perfect $p$-matching corresponds to a (or more) cycle(s) in the set of over- and underfull stations. However, when there is no backhaul, the tours may not traverse the arcs from the underfull to the overfull stations. Furthermore, neither the distances from the depots to the stations nor the distances from the stations to the depots are considered. In order to take these distances into account, we add the minimal distance from a depot to an overfull station and the minimal distance from an underfull station to a depot. From this description we gain the following formula for a lower bound for the Static Min-Cost Relocation Problem $(G, z^0, z^T, \gamma, k, L)$ with multiple depots without backhaul

$$\frac{\ell(x)}{L} + \min_{a \in V_D \times V_O} \ell(a) + \min_{a \in V_U \times V_D} \ell(a),$$

where $V_D$ is the set of depots, $V_O$ the set of overfull, and $V_U$ the set of underfull stations.

Example 7.29. We consider the graph from Example 7.28. Then the weight of a minimal perfect $p$-matching is 2, the arc with the maximal length has a length of 1, and the minimal distance between the depots and the overfull and underfull stations, respectively, is 0. Thus, we have

$$\frac{\ell(x)}{L} + \min_{a \in V_D \times V_O} \ell(a) + \min_{a \in V_U \times V_D} \ell(a) = \frac{2}{1} + 0 + 0 = 2,$$
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which is less than the total tour length of an optimal transportation schedule.

Until now, the convoy capacity has a relatively high impact on the value of the lower bound based on the minimal perfect $p$-matching. Therefore, we consider a lower bound where we try to reduce this impact. For that we compute a solution from a modified version of the integer linear program (7.1) where we consider only the car flow with the adjusted objective function $\sum_{a \in A_L} f(a)d(a)$. This gives us a solution with minimal costs for transferring the cars between the stations. Then we get the total distance for the drivers by computing

$$\sum_{a \in A_L} \left\lfloor \frac{f(a)}{L} \right\rfloor d(a),$$

where $d(a)$ is the distance between the two corresponding stations, i.e., for $a = ((v, t^v), (w, t^w))$ we have $d(a) = d(v, w)$. Hereby, only the minimal number of drivers needed to transfer the cars between the stations are taken into account. As before, we add the distances between the stations and the depots, which leads us to the formula

$$\sum_{a \in A_L} \left\lfloor \frac{f(a)}{L} \right\rfloor d(a) + \min_{a \in V_U \times V_D} \ell(a) + \min_{a \in V_U \times V_D} \ell(a). \quad (7.16)$$

Since the constraint matrix of the modified integer linear program is totally unimodular, this lower bound can be computed efficiently.

Finally, note that previous examples can be used to show that this lower bound cannot be improved in certain situations, or that the differences can be arbitrarily large between the computed lower bound and the total tour length of an optimal transportation schedule.

7.7.3 Lower Bounds Based on LiftFlow

In Section 7.5.4 we showed that the algorithm LiftFlow computes under certain conditions an optimal solution. In this section, we show that when “any” of these conditions does not hold, an optimal solution of the integer linear program (7.10) can still serve as a lower bound. Hereby, we must still assume that there exists an optimal solution, so that no balanced station is used as a preemption station. In other words, we show in the next theorem that if any of the conditions (i)–(iv) of Theorem 7.19 does not hold (but conditions (v) holds), then an optimal solution of the integer linear program 7.10 gives a lower bound for the Static Relocation Problem.

**Theorem 7.30.** Let $(G, z^0, z^T, \gamma, k, L)$ be a Static Relocation Problem. Let $f^A$ (car flow) and $F^A$ (driver flow) be an optimal solution in an aggregated network $G^A$, so that one of the following conditions holds:

(i) there is a cycle in the precedence graph,

(ii) there is an isolated cycle in the flows,

(iii) the capacities of the stations are not sufficiently large, and

(iv) the time horizon is not sufficiently large.

Furthermore, let there exist an optimal solution so that no balanced station is used as a preemption station. Then every feasible flows $f^T$ (car flow) and $F^T$ (driver flow) in the time-expanded network $G^T$ induce

$$\sum_{a \in A_L^T} d(a)F^T(a) \geq \sum_{a \in A^A} w(a)F^A(a). \quad (7.17)$$
Proof. Under the above assumptions, it follows from the optimality of $F^T$ and $f^T$, that (7.17) holds for any solution of $(G, z^0, z^T, k, L)$.

(iv): let $T^A$ be the makespan of the transportation schedule induced from the solution $f^A$ and $F^A$. Then every solution with a makespan of $T$ is also a solution for the Static Relocation Problem $(G, z^0, z^T, \gamma, k, L)$. Thus, the optimal solution for this problem cannot be greater than any solution for the original problem $(G, z^0, z^T, \gamma, k, L)$, and it follows that

$$\sum_{a \in A_L} d(a)F^T(a) \geq \sum_{a \in A_A} w(a)F^A(a),$$

holds, proving the statement if condition (iv) holds.

(iii): this condition only affects preemption stations. Otherwise, either $z^0$ or $z^T$ would be infeasible, contradicting the definition of a Static Relocation Problem.

If there exists an optimal solution so that condition (iii) does not hold, then two objective function values are equal. Otherwise, since $f^A$ and $F^A$ are optimal for the integer linear program (7.10), and due to Theorem 7.18 it follows that there exists an optimal solution $f^T$ and $F^T$ for the integer linear program (7.1), so that

$$\sum_{a \in A_L} d(a)f^T(a) \geq \sum_{a \in A_A} w(a)f^A(a),$$

holds.

(i): in order to prove this case, let us assume that neither (iii) nor (iv) holds. Otherwise, the statement is already shown above.

If there exists an optimal solution for the integer linear program (7.10) so that none of the stated conditions holds, then it follows from Theorem 7.19 that this solution is optimal for $(G, z^0, z^T, \gamma, k, L)$, proving the statement.

Therefore, let us assume that there does not exist an optimal solution for the integer linear program (7.10) so that none of the stated conditions holds. Since $f^A$ and $F^A$ are an optimal solution for the Static Relocation Problem, it follows from Theorem 7.18 that there exist flows $\tilde{f}^A$ and $\tilde{F}^A$ with

$$\sum_{a \in A_L} d(a)f^T(a) = \sum_{a \in A_A} w(a)\tilde{F}^A(a).$$

Since $f^A$ and $F^A$ are a minimal solution for the integer linear program (7.10) it follows that

$$\sum_{a \in A_A} w(a)F^A(a) \leq \sum_{a \in A_A} w(a)\tilde{F}^A(a),$$

holds, and thus,

$$\sum_{a \in A_A} w(a)F^A(a) \leq \sum_{a \in A_L} d(a)F^T(a),$$

proving the statement if condition (i) holds.

As we already stated above, whether condition (v) holds can (until now) only be ensured by optimally solving the Static Relocation Problem or by considering a further restricted problem, where only solutions are accepted which allow drivers to pickup or drop cars at overfull and underfull stations. However, in the case when condition (v) does not hold, we can still give a lower bound with the help of the maximal gaps between preemptive and non-preemptive transportation schedules (see Section 9.1). Since we consider the Static Relocation Problem with one depot, and we do not allow inner preemption in balanced stations, the next statement follows together with previous theorem and Theorem 9.3 (ii)
Corollary 7.31. Let \((G, z^0, z^T, \gamma, k, L)\) be a Static Relocation Problem. Let \(f^A\) and \(F^A\) be an optimal solution in an aggregated network \(G^A\). Then

\[
\frac{1}{8} \sum_{a \in A^A} C(a)F^A(a)
\]

is a lower bound for an optimal solution for \((G, z^0, z^T, \gamma, k, L)\).
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In general, there does not always exist a feasible solution for the Static Min-Cost Relocation Problem for the given time horizon $T$. In this case, it is generally of interest having a transportation schedule which transforms the start system state into a system state as similar as possible to the target system state. Therefore, we consider in this chapter, a max-profit version of the Static Relocation Problem, where the objective is to maximize the number of cars transferred to their destination, while minimizing the costs of transferring cars. That means, for a given destination system state $z^T$, the objective is to find a transportation schedule $S$ that minimizes $|z - z^T|_1 + \text{cost}(S)$, where $z$ is the state reached at the end of the time horizon, and $\text{cost}(S)$ are the costs induced by $S$. Since the target system state is not a hard constraint, as it is in the Static Min-Cost Relocation Problem, there is always a feasible solution for the Static Max-Profit Relocation Problem.

In order to solve the Static Max-Profit Relocation Problem, we present an exact solution based on flows in a time-expanded network. Firstly, we model the max-profit problem in a natural way. Obviously, the part of the objective function $|z - z^T|_1 = \sum_{v \in V} |z_v - z^T_v|$ is non-linear and, therefore, an integer linear program based on this objective function is non-linear as well (Section 8.1). Therefore, we give an alternative model for the Static Max-Profit Relocation Problem with an alternative linear objective function whose optimization problem is linear (Section 8.2).

In this chapter we consider the preemptive situation when there is only one depot in the system. In order to obtain a non-preemptive transportation schedule, and/or a transportation schedule with (resp. without) backhaul, one can adjust the flows in the network and apply the constructions and ideas from Sections 7.1.

The name for this problem is motivated by the consideration of profits attached to system states which are similar to the destination state. A further motivation is also given in the second section of this chapter.

8.1 Integer Non-Linear Program

For solving a max-profit version of the Static Relocation Problem, we construct a time-expanded version $G_T$ of the original graph $G$ as done before in Section 7.1. However, there are some small differences to that time-expanded network, which we briefly discuss in this section. The node set
V_T contains beside the nodes (v, t) ∈ V_T, representing station v at time t, also a sink node D. Additionally, the arc set A_T = A_H ∪ A_L ∪ A_S of G_T is extended by the set A_S of sink arcs connecting (v, T) to D.

As before, we define two flows on the time-expanded network, a driver and a car flow. The flows are initialized with the nodes (v, 0) ∈ V_T as sources, and on all internal nodes we use the standard flow conservation constraints. Unlike before, we ensure that the destination state can be reached and each driver returns to the depot, by bounding the flows on the sink arcs. On the sink arc a = [(v_D, T), D] ∈ A_S, connecting the node representing the depot to the sink, i.e., (v_D, T) ∈ V_T to D, we set F(a) = k (see (8.1c)), for all other sink arcs a' ∈ A_S \ {a} we set F(a') = 0 (see (8.1f)). For the car flow we set the sum of all sink arcs to the total number of cars, i.e., \[ \sum_{a \in A_S} F(a) = \sum_{v \in V} z_v^0 \] (see (8.1g)). With the help of the sink arcs, it is easier to count the number of cars reaching a certain station.

The objective function (8.1a) measures and minimizes the costs of transporting cars in convoys between the stations, while minimizing the difference between the final system state at time T and the target system state. Since car flow on the sink arcs corresponds to the number of cars at time t at the corresponding station, we have as objective function

\[
\sum_{a=((v,T),D) \in A_S} \Delta |f(a) - z_v^T| + \sum_{a \in A_L} c(a)f(a) + \sum_{a \in A_L} C(a)F(a).
\]

In order to force the solver to stress more on reaching a system state more similar to the destination state than on reducing the costs for transferring cars within the system, we add a constant \( \Delta \) to the objective function. Obviously, for this the constant must be selected sufficiently large.

In order to solve Static Max-Profit Relocation Problem exactly, we present an integer nonlinear programming formulation for a min-cost flow problem in the time-expanded network \( G_T = (V_T, A_T) \) as follows:

\[
\begin{align*}
\min & \quad \sum_{a=((v,T),D) \in A_S} \Delta |f(a) - z_v^T| + \sum_{a \in A_L} c(a)f(a) + \sum_{a \in A_L} C(a)F(a) \\
\text{subject to} & \quad \sum_{a \in \delta^-(v,0)} f(a) = z_v^0, \quad \sum_{a \in \delta^-(v_D,0)} F(a) = k \quad \forall (v, 0) \in V_T \quad (8.1b) \\
& \quad \sum_{a \in A_S} f(a) = \sum_{v \in V} z_v^T, \quad \sum_{a \in \delta^+(v_D,T)} F(a) = k \quad \forall (v, T) \in V_T \quad (8.1c) \\
& \quad f(a) = \sum_{a \in \delta^-(v,t)} f(a) \quad \forall (v, t) \in V_T, 0 < t < T \quad (8.1d) \\
& \quad F(a) = \sum_{a \in \delta^+(v,t)} F(a) \quad \forall (v, t) \in V_T, 0 < t < T \quad (8.1e) \\
& \quad 0 \leq f(a) \leq \text{cap}(v) \quad \forall a = [(v, t), (v, t + 1)] \in A_H \quad (8.1f) \\
& \quad f(a) \leq L \cdot F(a) \quad \forall a \in A_L \quad (8.1g) \\
& \quad f, F \text{ integer}. \quad (8.1h)
\end{align*}
\]

As before, the flows in the time-expanded network have to be interpreted as a transportation schedule. Due to the construction of the time-expanded network, all dependencies over time are properly respected by the constraints, implying the next theorem.

**Theorem 8.1.** Flows constrained by the system (8.1) correspond to a preemptive transportation schedule for the Static Max-Profit Relocation Problem \((G, z^0, z^T, \gamma, k, L)\).
8. Static Max-Profit Relocation Problem

8.2 Linearizing the Integer Non-Linear Program

The objective function can be modified to be quadratic

$$\min \sum_{a=(v,T,D) \in A_S} \Delta (f(a) - z^T) + \sum_{a \in A_L} \Delta (a) f(a) + \sum_{a \in A_L} C(a) F(a)$$

which may speed up the computation times of solving the problem.

However, usually the best performance improvement can be achieved by finding a natural formulation resulting in an integer linear program. In the literature, there exist several standard methods to linearize integer quadratic programs, e.g., [24, 89, 116]. In this section, we modify the construction of the time-expanded network of the previous section so that the resulting program is linear. This resulting integer linear program can then be used by standard solver to solve the Static Max-Profit Relocation Problem.

Underfull stations can be considered as stations from which customers will take cars early in the morning. Therefore, we artificially add some customer requests which represent the deficits of underfull stations. Thus, serving a customer request corresponds to bringing a car to an underfull station. There is a profit attached to each customer request, and serving a customer request increases the total profit. This forces the solver to find solutions where as many customer requests are served as possible. From that one can follow, that if every customer request is served, the target system state $z^T$ is reached at the end of the time horizon.

**Node Set.** In addition to the time-expanded network of previous section, we add a further sink node $D^{cr}$ to the node set $A_T$. This sink node corresponds to the “target station/node” of the artificially added customer requests.

**Customer Requests.** Next, we describe customer requests that we artificially add to the system. Every added customer request can be rejected. However, to ensure that as many customer requests are served as possible, there is a profit on each added customer request.

The set of customer requests $R = \emptyset$ is initialized with the empty set. For every underfull station $v \in V$, i.e., every station $v \in V$ with $z_0^v - z_T^v < 0$, we add $\lvert z_0^v - z_T^v \rvert$ customer requests of the form $(v,T,D^{cr},T)$ to the set $R$.

**Arc Set.** To the arc set $A_T = A_H \cup A_L \cup A_R \cup A_S$ of $G_T$ we append the set customer request arcs (denoted by $A_R$). Hereby, we add an arc to $A_R$, connecting $(v,T)$ to $D^{cr}$, for each customer request $r = (v,T,D^{cr},T) \in R$.

**Flow Model.** On the time-expanded network $G_T$, we define two different flows, the car flow $f$ and the driver flow $F$.

Customer request arcs can only be used by cars and not by drivers and, therefore, have an upper bound of 1 for the car flow $f$ (see (8.2h)) and an upper bound of 0 for the driver flow $F$ (see (8.2i)). In order to encourage the solver to serve as many customer requests as possible, there is a profit $p$ for each served customer request. Note that in the case when there are only depots separate from the stations, there cannot be a driver flow on a request arc, and the upper bound of 0 for the driver flow becomes obsolete.

To ensure that the destination state is reached and each driver returns to the depot, we use as sink $D$, for both flows, and the sink $D^{cr}$ only for the car flow. For the sink arc $a = [(v_D,T), D]$, connecting the depot $v_D$ to the sink $D$, we set $F(a) = k$, and for every other sink arc $F(a') = 0$ (see (8.2c)). With respect to the car flow $f$ the sink arcs are bounded to the capacities of the
corresponding station. Thus, we must take the cars moved to the station as well as the cars located from the beginning at the station into account (see (8.2c))

\[ \sum_{a \in \delta^+(v,T)} f(a) + b_v \leq \text{cap}(v), \]

with \( a = ((v,T), D) \) and

\[ b_v = \begin{cases} z_v^0 - \max\{z_v^0 - z_v^T, 0\} = z_v^T, & \text{if } v \text{ is overfull,} \\ z_v^0, & \text{otherwise.} \end{cases} \]

Hereby, remember that the flows are initialized only by the number of cars that need to be transferred from the overfull stations.

The objective function (8.2a) measures and minimizes the costs for transferring cars by the drivers through the system and maximizes the profit for serving customer requests.

To solve the Static Max-Profit Relocation Problem we give an integer linear programming formulation for a max-profit flow problem in the time-expanded network \( G_T = (V_T, A_T) \) as follows:

\[
\begin{align*}
\text{max} & \quad \sum_{a \in A_R} pf(a) - \sum_{a \in A_L} c(a)f(a) - \sum_{a \in A_L} C(a)F(a) \\
\sum_{a \in \delta^-(v,0)} f(a) & = \max\{z_v^0 - z_v^T, 0\}, \quad \sum_{a \in \delta^-(v,D,0)} F(a) = k \quad \forall (v,0) \in V_T \quad (8.2b) \\
\sum_{a \in \delta^+(v,T)} f(a) + b_v & \leq \text{cap}(v), \quad \sum_{a \in \delta^+(v,D,T)} F(a) = k \quad \forall (v,T) \in V_T \quad (8.2c) \\
\sum_{a \in \delta^-(v,t)} f(a) & = \sum_{a \in \delta^+(v,t)} f(a) \quad \forall (v,t) \in V_T, 0 < t < T \quad (8.2d) \\
\sum_{a \in \delta^-(v,t)} F(a) & = \sum_{a \in \delta^+(v,t)} F(a) \quad \forall (v,t) \in V_T, 0 < t < T \quad (8.2e) \\
0 & \leq f(a) + b_v \leq \text{cap}(v) \quad \forall a = [(v,t), (v,t+1)] \in A_H \quad (8.2f) \\
f(a) & \leq L \cdot F(a) \quad \forall a \in A_L \quad (8.2g) \\
f(a) & \leq 1 \quad \forall a \in A_R \quad (8.2h) \\
F(a) & = 0 \quad \forall a \in A_R \quad (8.2i) \\
f, F \text{ integer.} \quad (8.2j)
\end{align*}
\]

Finally, note that if all customer requests are served then the derived transportation schedule is also a feasible solution for the Static Min-Cost Relocation Problem. Thus, one can use this model to try to compute a solution for the min-cost version of the Static Relocation Problem, and has a fallback solution if there does not exist a transportation schedule with a makespan less than or equal to \( T \).
Chapter 9

Computational Results

In this chapter, we present some computational results for the Static Min-Cost Relocation Problem. Since some algorithms compute a preemptive and some a non-preemptive transportation schedule, we first give some theoretical results on the ratio between optimal preemptive and non-preemptive transportation schedules (Section 9.1). Hereby, we show that, under certain assumptions, the ratio is constant. Afterwards, in Section 9.2, we present and discuss the computational results.

9.1 Preemption vs Non-Preemption

In this section, we compare the optimal (probably) preemptive transportation schedule with the optimal non-preemptive transportation schedule. That means, we compare a transportation schedule $S_{\text{pre}}$ with a shortest total tour length $\ell(S_{\text{pre}})$ which can be preemptive (or not) with a transportation schedule $S_{\text{non}}$ with a shortest total tour length $\ell(S_{\text{non}})$ which is non-preemptive. Since $S_{\text{pre}}$ is allowed to be non-preemptive as well it is obvious that

$$\ell(S_{\text{pre}}) \leq \ell(S_{\text{non}})$$

holds, i.e., that the total tour length of an optimal preemptive transportation schedule is always smaller than or equal to the total tour length of a non-preemptive version. So the question we try to answer in this chapter is whether there exists a constant $c \in \mathbb{R}^+$ so that the total tour length of the non-preemptive transportation schedule $S_{\text{non}}$ can be bounded by $c \cdot \ell(S_{\text{pre}})$, i.e., so that

$$\ell(S_{\text{non}}) \leq c \cdot \ell(S_{\text{pre}})$$

(9.1)

holds.

Throughout this section we assume that the time horizon and capacity of the stations are infinite (resp. sufficiently large).

In the literature, there are some results known based on experimental comparison between generated preemptive and non-preemptive tours, see, e.g., for the dial-a-ride problem [62]. To the best of our knowledge, there is no theoretical result for the Relocation Problem with $k$ drivers with a constant worst-case ratio. A theoretical result for the case with only one driver is given by Charikar, Khuller and Raghavachari in [42].

Theorem 9.1 (Charikar, Khuller, and Raghavachari [42]). Let $(G, z^0, z^T, Z, \gamma, 1, L)$ be a Static Relocation Problem with only one driver. Let $S_{\text{pre}}$ be an optimal transportation schedule with
inner preemption and $S^{\text{non}}$ be an optimal transportation schedule without inner preemption. Then it holds

$$\ell(S^{\text{non}}) \leq 4 \cdot \ell(S^{\text{pre}}).$$

We concentrate on the case that there are $k$ drivers with $k \geq 2$, and that there are preemptions between the tours.

It is relatively easy to prove an upper bound on the gap which depends on the number of drivers in the system and their convoy capacities, respectively.

**Theorem 9.2.** Let $(G, z^0, z^T, \mathcal{Z}, \gamma, k, L)$ be a Static Relocation Problem. Let $S$ be an optimal transportation schedule with preemption, and let $S^*$ be an optimal transportation schedule without preemption. Then

$$\ell(S^*) \leq \min \{(8k - 1), (8L - 1)\} \cdot \ell(S)$$

holds. If $S^*$ is allowed to contain tours with inner preemption, then

$$\ell(S^*) \leq \min \{(2k - 1), (2L - 1)\} \cdot \ell(S)$$

holds.

Next, we state and prove the main statement of this section, the existence of a constant so that (9.1) holds when there are several drivers.

**Theorem 9.3.** Let $(G, z^0, z^T, \mathcal{Z}, k, L)$ be a Static Relocation Problem for $k$ drivers and so that there exists an optimal preemptive transportation schedule $S^{\text{pre}}$ and an optimal non-preemptive transportation schedule $S^{\text{non}}$.

If there is only one depot (or each driver can end its tour in any depot), then we have

(i) $\ell(S^{\text{non}}) < 2 \cdot \ell(S^{\text{pre}})$ if inner preemption is allowed, and

(ii) $\ell(S^{\text{non}}) < 8 \cdot \ell(S^{\text{pre}})$ if inner preemption is not allowed.

If there are several depots and each driver has to end its tour in a given depot, then we have

(iii) $\ell(S^{\text{non}}) \leq 3 \cdot \ell(S^{\text{pre}})$ if inner preemption is allowed, and

(iv) $\ell(S^{\text{non}}) \leq 12 \cdot \ell(S^{\text{pre}})$ if inner preemption is not allowed.

**Proof.** Obviously, it is sufficient to show that (i) [resp. (iii)] holds. Then statement (ii) [resp. (iv)] directly follow from Theorem 9.1. Furthermore, we show (i) and then conclude that (iii) holds as well. Hereby, the very basic idea is to construct a new tour with only one driver serving all transportation tasks and where the length of the constructed tour is at most twice the total tour length of the original preemptive transportation schedule. For that, the driver transfers “all” cars to the next precedence station before continuing the tours. Since there is only one tour in the end, there are obviously no precedences between the tours. However, in the constructed tour there are inner preemptions. Finally, note that the total tour length decreases when more drivers are used (if these transportation schedules are optimal).

For the first part of the proof, we assume, for the sake of simplicity, that there is only one depot. However, the proof can be easily generalized.

Let $S$ be a transportation schedule with at least two drivers and let there be preemption between the tours. Then there exists a precedence graph $G^P$. We start by considering the case when there are no undirected cycles in $G^P$. Afterwards, we show that the statement also holds when there are undirected cycles in the precedence graph. Furthermore, let $G^P$ be connected, otherwise we consider the components separately.
Next, we construct a directed graph $G^T$ from $G^P$. Afterwards, we construct a path in $G^T$ and then a tour from this path.

The tour construction graph $G^T = (V^T, A^T)$ is defined as follows. The node set $V^T$ contains the nodes from the precedence graph $G^P$, as well as two further nodes, a start node $v_S$ and an end node $v_E$. These two additional nodes correspond to the start and end node of the newly constructed tour. Due to technical reasons, the nodes $v_S$ and $v_E$ are empty actions in the depot.

The arc set $A^T$ contains all arcs from $G^P$. Furthermore, we add an arc from $v_S$ to a node in $G^P$ which corresponds to the first action of a tour, and an arc from a node in $G^P$ which corresponds to the last action of a tour. Finally, we add some more arcs to $G^T$ as follows: Let $\sigma$ be a path in $G^T$ from $v_S$ to $v_E$, the so-called main path. For every arc $(a_1, a_2) \in A^T$ with $(a_1, a_2) \notin \sigma$ we add a backward arc $(a_2, a_1)$ to $A^T$. Arcs in the set $A^T \setminus \sigma$ are called forward arcs. Note that forward and backward arcs can be canonically transformed to moves.

See Figure 9.1 for an illustration of the construction of $G^T$.

Figure 9.1: This figure illustrates the construction of the tour construction graph from the precedence graph of the transportation schedule from Example 2.4.

A forward arc which corresponds to a canonical precedence in a tour is called tour arc, and forward arcs corresponding to the precedences between tours are called precedence arcs.

If one contracts the two nodes $v_S$ and $v_E$, for each node the number of incoming arcs and the number of outgoing arcs are equal (see Figure 9.2 for an illustration). Thus, it follows from Euler’s theorem that there exists an Eulerian cycle in $G^T$, motivating that there exists a path in $G^T$ from that one can construct a tour with a tour length at most twice the total tour length of the original transportation schedule.

Next, we construct a path from $v_S$ to $v_E$ in $G^T$ traversing each arc exactly once and show how to construct a tour from this path.

Claim 9.3.1. Let the current node in Algorithm 15 be $v \in \sigma$. Then Algorithm 15 traverses all forward and back arcs that are reachable from $v$ and returns to $v$ without traversing an arc in $\sigma$.

Proof. Note, that Algorithm 15 is in fact a depth-first search algorithm with some special rules given to lead the direction of the search. One can easily prove the statement by transforming the subgraph $G$ of $G^T$, containing all forward and back arcs that are reachable from $v$ without traversing an arc in $\sigma$ and the respecting nodes, into a maze. Then Algorithm 15 corresponds to the Wall-Follower Algorithm (e.g., [23, 133, 142, 148]).
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Figure 9.2: This image illustrates how to prove that there always exists a path from $v_S$ to $v_E$ traversing every arc exactly once. For that, the two nodes $v_S$ and $v_E$ are merged to the node $v_{SE}$. Then there exists an Eulerian path in this graph. Since this walk has to traverse the incoming and outgoing arcs of $v_{SE}$, there exists a path in $G^T$ from $v_S$ to $v_E$.

Algorithm 15 Construct path in $G^T$

Input: a connected tour construction graph $G^T$
Output: a path traversing each arc $G^T$ exactly once

1: initialize the path $P \leftarrow \emptyset$
2: initialize current node $v \leftarrow v_S$
3: let $\sigma$ the be main path in $G^T$
4: follow the successor arc of $v_S$ and add it to $P$
5: while $v \neq v_E$ do
6:   if there is an unmarked outgoing backward arc $a_b$ from $v$ then
7:      follow and mark $a_b$ \Comment{updates $v$ as well}
8:   else if there is an unmarked outgoing forward arc $a_f$ from $v$ then
9:      follow and mark $a_f$
10:   else
11:      follow and mark the arc from $\sigma$
12: return the constructed path $P$

Next, we show the construction of a tour from the path $P = ((v_S, a_1), (a_1, a_2), \ldots, (a_q, v_E))$ returned by Algorithm 15. For that we iterate through the arcs of $P$, and, depending on the current arc $(a_i, a_{i+1})$, we add the following moves and actions to a sequence $\Phi$:

1. $(a_{i+1}, a_i)$ is a backward arc: add action that unloads all cars in the station $\text{loc}(a_{i+1})$, then add a move from $\text{loc}(a_{i+1})$ to $\text{loc}(a_i)$;

2. $(a_i, a_{i+1})$ is a tour arc: add $a_i$ to the tour, a move from $\text{loc}(a_i)$ to $\text{loc}(a_{i+1})$;

3. $(a_i, a_{i+1})$ is a precedence arc: add action that unloads all cars in the station $\text{loc}(a_i) = \text{loc}(a_{i+1})$. Add a pickup action which picks up that many cars as the original tour contains before performing $a_{i+1}$.

Afterwards, all empty actions and moves are removed from $\Phi$, and two successive actions (resp. moves) are contracted to one action (resp. move) to transform $\Phi$ into a tour.

Example. Let us consider the tour construction graph $G^T$ from Figure 9.1. Then we gain the
following sequence $\Phi$ from $G^T$

\{ 
(1, v_D, 0), \quad \% \text{add empty action at } v_D \ (\equiv v_S) \ (\text{Case } \text{ct.ii}), \text{ and}
(1, v_D, 0, U, 2), \quad \% \text{move to } U 
(1, U, +2),
(1, U, 2, CHU, 3),
(1, CHU, -1),
(1, CHU, 3, U, 4),
(1, U, +1),
(1, U, 4, B, 5),
(1, B, -1),
(1, B, 5, D, 6),
(1, D, -1),
(1, D, 0), \quad \% \text{unload all cars (Case ct.i), and}
(1, D, 6, B, 7), \quad \% \text{move to } B 
(1, B, 0), \quad \% \text{unload all cars in } B \ (\text{Case ct.iii}), \text{ and}
(1, B, 0), \quad \% \text{in the original tour there are 0 cars before arriving at } B 
(1, B, 0), \quad \% \text{unload all cars (Case ct.i), and}
(1, B, 7, B, 7), \quad \% \text{move to } B 
(1, B, 0), \quad \% \text{add action } (2, B, 0) \text{ with adjusted driver (Case ct.i), and}
(1, B, 7, B, 7), \quad \% \text{move to } B 
(1, B, 1), \quad \% \text{add action } (2, B, 1) \text{ with adjusted driver (Case ct.ii), and}
(1, B, 7, J, 9), \quad \% \text{move to } B 
(1, J, -1),
(1, J, 9, v_D, 13) \quad \% \text{after arriving at } v_D \text{ it is not necessary to add the artificially added action } v_S 
\}

Finally, the highlighted moves and actions at $B$ are either removed or contracted. ♦

Next, we show that this construction always constructs a feasible tour. Since all tours end in the depot, the last action of a tour unloads the remaining cars from a convoy. If the last action $a$ of a tour is on the main path, then it follows from (ct.ii) that all cars are unloaded, otherwise, it follows from either (ct.i) (if $a$ is a leaf in $G^P$) or (ct.iii) (if $a$ is the start or end node of a precedence arc).

Since the precedence graph is induced by a transportation schedule, it follows that one can always compute the number of cars in any point of time within a tour. Thus, the number needed for (ct.iii) can easily be computed. However, it is still necessary to show that there are enough cars available when the successive action is performed. However, this follows from the assumption that there are no cycles within the precedence graph, and that the outgoing backward arcs of a node $v$ are traversed before the outgoing forward arcs of $v$. Therefore, all precedences are satisfied and the number of cars at the corresponding station is sufficiently large.
Finally, note that all actions in $G^T$ are performed at most once, namely only when Case (ct.ii) is applied. Since every arc is traversed exactly once, it follows that each action is performed at most once.

Since every arc in $G^T$ is traversed exactly once, and the arcs correspond to moves in a tour within the original transportation schedule $S$ (or to a waiting move), it follows that the length of the newly constructed tour is at most twice the total tour length of $S$, and the statement follows for the case when there are no cycles in $G^P$.

Next, we prove the statement when there are (undirected) cycles in the precedence graph $G^P$. As before, we construct from $G^P$ the corresponding tour construction graph $G^T$. Then, we apply an algorithm on $G^T$, which “breaks” cycles in $G^T$ in such a way that Algorithm 15 can be applied to the tour construction graph and so that the resulting tours are feasible.

In order to compute a path in $G^T$, we extend Algorithm 15. Hereby, we dynamically “break” the cycles in a way such that it is ensured that the resulting path can be used to compute a feasible tour. In Figure 9.3 we give an illustration of Algorithm 15.

---

(a) This image shows a tour construction graph $G^T$.

(b) In this image, the current node $v$ is $a_{11}$. Since the arc $(a_{11}, a_{22})$ is in the main path, it follows that the arc $(a_{11}, a_{12})$ is considered first. However, this arc is within a cycle and, thus, it is removed (line 10). Furthermore, since $(a_{11}, a_{12})$ is a tour arc, a new node/action and arc are added to $G^T$ (lines 11–13). Afterwards, $G^T$ is cycle-free, and the remaining steps on this graph are like the steps of Algorithm 15.

(c) This image show the order in that the arcs are traversed by Algorithm 16. The number $j$ above the dotted arcs corresponds to the $j$th traversed arc. Hereby, the second arc is traversed after the cycle is “broken” as illustrated in 9.3b.

Figure 9.3: This image illustrates the breaking of a cycle as in Algorithm 15. For that we consider two tours with two preemptions so that the precedence graph contains an undirected cycle. From the precedence graph of these tours, a tour construction graph $G^T$ is computed. The dashed arcs correspond to the main path, the solid arcs to the forward and backward arcs.
Algorithm 16 Construct path in $G^T$ (induced from $G^P$ with cycles)

**Input:** a connected precedence graph $G^P$, the tour construction graph $G^T$ of $G^P$

**Output:** a path traversing each arc $G^T$ exactly once

1: initialize the path $P ← ∅$
2: initialize current node $v ← v_S$
3: let $σ$ the be main path in $G^T$
4: follow the successor arc of $v_S$ and add it to $P$

**while** $v ≠ v_E$ **do**
5: 
6: if there is an unmarked outgoing backward arc $a_b$ from $v$ **then**
7: follow and mark $a_b$  
8: else if there is an unmarked outgoing forward arc $a_f$ from $v$ **and** the corresponding backward arc $a_b$ to $a_f$ is also unmarked **then**
9: if $a_f$ is in a cycle in $G^P$ **then**
10: remove $a_f$ and $a_b$ (also from $G^P$)
11: if $a_f = (a_1, a_2)$ is a tour arc **then**
12: add action $a = (1, v, x)$ with $x$ is the number of cars in the convoy after $a_1$ is performed in the original tour
13: add tour arc $(a, a_2)$ and $(a_2, a)$ to $G^T$
14: else
15: follow and mark $a_f$
16: else if there is an unmarked outgoing forward arc $a_f$ from $v$ **then**  
17: follow and mark $a_f$  
18: else
19: follow and mark the arc from $σ$
20: return the constructed path $P$

In the following, we prove the correctness of Algorithm 16. Hereby, we also show that resulting path can be used to construct a feasible tour.

Since an outgoing forward of a node $v$ is traversed after all incoming forward arcs of $v$ are traversed, it is ensured that there are enough cars for the artificially added actions.

Next, we show that if an outgoing forward arc $a_f$ of $v$ is unmarked and the corresponding backward arc is marked, that $a_f$ cannot be in a cycle in $G^P$. Hereby, it is possible that $a_f$ was originally in a cycle but it has been removed in Line 10. Note, when there are no (undirected) cycles in $G^P$, the construction of a tour is independent of the order in which the forward arcs are traversed.

Since there are no directed cycles, it is not possible that $v$ can be reached twice by only traversing backward arcs. Cycles are removed when there are no outgoing backward arcs to a node. Therefore, if $v$ is the current node for the second time, all cycles “behind” $v$ must have already been removed and $v$ is reached for the second time by traversing a forward arc. Thus, it follows, whenever an outgoing forward arc $a_f$ is not marked, but the corresponding incoming backward arc is marked, that $a_f$ is not within a cycle.

Finally, since a tour can be constructed from the path returned by Algorithm 15 and the path traverses each arc in $G^T$ exactly once, the statement (i) follows in the case that there are cycles in $G^P$.

In order to prove statement (iii) note that all other driver follow their original tour without performing any action. Therefore, all tour arcs are traversed at most three times, all other arcs at
most twice, and the statement directly follows from above. This finally proves this theorem.

From the proof in previous theorem, one can ensure that the longest path in $G^P$ is traversed only once. Thus, one can easily follow that in the special case when there is only one precedence between two tours, then the maximal ratio between the preemptive and non-preemptive transportation schedule is at most $3/2$ if inner preemption is allowed (resp. $6$ if inner preemption is not allowed) and there is only one depot.

For the case when the capacities of the stations are limited, the ratio is unknown to the best of our knowledge. Until now, we have not found an example with a ratio larger than $4$. However, a proof or counter example that the ratio is maximal $4$ (or larger) is still an open task for the future.

9.2 Test Instances

The tests have been run on a server with Intel Xeon E7-8870 processors clocked at 2.40 GHz. In total there are 160 kernels, and in total 1 TB RAM available. The operating system is CentOS 6.6 with the Linux kernel 2.6.32.

The combinatorial approaches are implemented either in Java 6 or C++ (gcc 4.4.7). Optimization problems (i.e., the integer linear programs) are solved with Gurobi 6.0 using the Python interface. In order to run several instances at the same time we use the gnu tool “parallel” [151].

Besides the optimal approach with flows in time-expanded networks, we tested the following algorithms: Greedy, REOPT and LiftFlow. Since the solutions computed by Greedy and LiftFlow often exceed the time-horizon, they have been tested in combination with the approach to handle solutions exceeding the time-horizon from Section 7.6 together with the randomized approach from Section 7.3. Furthermore, we tested the lower bounds based on computing a minimal perfect $P$-matching or the car flows (see Section 7.7.2) and the lower bound based on the approach LiftFlow from Section 7.7.3.

Since the computation of a lower bound based on solving a vehicle routing problem (see Section 7.7) is itself an $NP$-hard problem, we did not test this lower bound as it does not give us any additional value.

All approaches have been tested on a total of 480 randomly generated “small” test instances. Hereby, the instances have 15 stations; the number of overfull and underfull is to 4 or 7, the number of drivers 2 and 5, convoy capacities of 2 and 5, time horizons are set to 90 time units, and the excess and deficit of the overfull and underfull stations is between 1 and 12. Furthermore, there are 30 instances per permutation, this means that there are, e.g., 30 instances with 2 drivers with a convoy capacity of 3, and 4 overfull and 7 underfull stations. Note that the sizes of these instances corresponds to small car- or bikesharing systems or to clusters of larger systems.

Furthermore, we tested the approaches on 30 medium sized test instances with 30 stations. The number of overfull and underfull stations are each set to 12, and the excess and deficit of the overfull and underfull stations is between 1 and 5. There are three drivers with a convoy size of 5 in the system. The time horizons are set to 300 time units.

Finally, we generated 30 “big” test instances. Each test instance contains 50 stations, 23 overfull and 23 underfull stations with an excess and deficit between 1 and 5. There are 5 drivers with a convoy size of 5. As for the medium sized test instances, the time horizons are set to 300 time units.

In all test instances, the stations are uniformly distributed over a plane with a width and height of 10 units (resp. 20 for the medium sized test instances), and added distances between two stations correspond to the rounded Euclidean distances. Hereby, not all roads are added to
the system, but it is ensured during the generation of the carsharing system that the resulting graphs are connected. Figure 9.4 illustrates an example for a graph of such a test instance.

Figure 9.4: The image shows the graph of a test instance. The weights of the edges correspond to the distances between the connecting stations.

For computing an exact solution, we set a time limit of 2 hours, for the greedy heuristic itself there is no time limit but for the randomized approach we set the time limit to 1 hour (60 iterations, each limited to 1 minute), LiftFlow has a time limit of 20 minutes which was never reached. The combinatorial approach ReOpt does not have a time limit. The exact approach found an optimal solution for five test instances within the given time limit. Finally, the approach LiftFlow always found an optimal solution in the aggregated network, thus, giving at least a lower bound on the other instances.

The results of the computational experiments are summarized in Table 9.1. Hereby, we give the averages of the percentages of the gaps between the different approaches and the best known lower bounds. That the gap becomes bigger with an increasing convoy capacity, can be explained due to the fact that the lower bounds depend on the convoy capacity (see Section 7.7).

In Table 9.2 we highlight the results for which an optimal solution is known. Note that the combinatorial algorithm ReOpt computes non-preemptive transportation schedules which may lead to larger total tour lengths even if the optimal (non-preemptive) solution is found. That in some cases no solution could be found may result from a too tight time horizon where either no or only few non-preemptive transportation schedules exists.

As expected the exact approach takes generally too much time to solve even small instances (see Table 9.3). The relative fast average computational times for the smaller instances can be explained since there are several infeasible test instances, which could be proven within seconds. Furthermore, it does not always find the best solution of all the tested approaches.

The relative fast computation times for the instances with 12 overfull and 12 underfull stations for the combinatorial approach ReOpt but the relative slow computation times for the instances with 7 overfull and 7 underfull stations can be explained by the (likely) tight time horizon of the “smaller” instances, while the “medium” sized instances have a generous time horizon. Interestingly, the computation times differ slightly but noticeable when there are more overfull than underfull stations and the inverse, respectively. Currently, it is unknown whether this is an effect of the considered test instances or a general phenomenon. However, since there are different numbers of infeasible test instances in both sets, it is not unlikely that this observation
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Table 9.1: This table summarizes the results of all approaches on the test instances and gives the percentage of the gap between the approach and the best known lower bound. In columns one to five, show the different variables of the test instances. The other columns show the total tour lengths by the corresponding algorithm. We consider the following algorithms: the exact approach (exact) with a time limit of 2 hours, Greedy with the randomized approach (greedy), LiftFlow with the randomized approach (liftflow), and ReOpt (reopt). Only those values are taken into account where a solution has been found with the corresponding approach.

<table>
<thead>
<tr>
<th>V</th>
<th>over / under</th>
<th>T</th>
<th>k</th>
<th>L</th>
<th>exact</th>
<th>greedy</th>
<th>aggnet</th>
<th>reopt</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>4/4</td>
<td>90</td>
<td>2</td>
<td>2</td>
<td>5.29</td>
<td>5.80</td>
<td>5.27</td>
<td>9.44</td>
</tr>
<tr>
<td>15</td>
<td>4/4</td>
<td>90</td>
<td>2</td>
<td>5</td>
<td>11.70</td>
<td>13.01</td>
<td>8.67</td>
<td>29.64</td>
</tr>
<tr>
<td>15</td>
<td>4/7</td>
<td>90</td>
<td>2</td>
<td>2</td>
<td>4.61</td>
<td>6.85</td>
<td>5.13</td>
<td>7.04</td>
</tr>
<tr>
<td>15</td>
<td>4/7</td>
<td>90</td>
<td>2</td>
<td>5</td>
<td>11.58</td>
<td>12.25</td>
<td>7.81</td>
<td>32.85</td>
</tr>
<tr>
<td>15</td>
<td>7/4</td>
<td>90</td>
<td>2</td>
<td>2</td>
<td>4.91</td>
<td>6.78</td>
<td>4.70</td>
<td>9.22</td>
</tr>
<tr>
<td>15</td>
<td>7/4</td>
<td>90</td>
<td>2</td>
<td>5</td>
<td>9.70</td>
<td>10.04</td>
<td>6.99</td>
<td>27.27</td>
</tr>
<tr>
<td>15</td>
<td>7/7</td>
<td>90</td>
<td>2</td>
<td>2</td>
<td>5.52</td>
<td>8.78</td>
<td>5.32</td>
<td>9.34</td>
</tr>
<tr>
<td>15</td>
<td>7/7</td>
<td>90</td>
<td>2</td>
<td>5</td>
<td>10.01</td>
<td>10.42</td>
<td>7.68</td>
<td>32.63</td>
</tr>
<tr>
<td>15</td>
<td>4/4</td>
<td>90</td>
<td>5</td>
<td>2</td>
<td>5.74</td>
<td>5.94</td>
<td>6.19</td>
<td>7.59</td>
</tr>
<tr>
<td>15</td>
<td>4/4</td>
<td>90</td>
<td>5</td>
<td>5</td>
<td>16.89</td>
<td>16.97</td>
<td>7.6</td>
<td>21.30</td>
</tr>
<tr>
<td>15</td>
<td>4/7</td>
<td>90</td>
<td>5</td>
<td>2</td>
<td>6.18</td>
<td>6.43</td>
<td>5.03</td>
<td>8.36</td>
</tr>
<tr>
<td>15</td>
<td>4/7</td>
<td>90</td>
<td>5</td>
<td>5</td>
<td>16.94</td>
<td>17.00</td>
<td>7.33</td>
<td>23.05</td>
</tr>
<tr>
<td>15</td>
<td>7/4</td>
<td>90</td>
<td>5</td>
<td>2</td>
<td>6.26</td>
<td>6.43</td>
<td>3.97</td>
<td>9.20</td>
</tr>
<tr>
<td>15</td>
<td>7/4</td>
<td>90</td>
<td>5</td>
<td>5</td>
<td>15.38</td>
<td>15.52</td>
<td>6.08</td>
<td>21.34</td>
</tr>
<tr>
<td>15</td>
<td>7/7</td>
<td>90</td>
<td>5</td>
<td>2</td>
<td>6.10</td>
<td>6.16</td>
<td>5.95</td>
<td>9.89</td>
</tr>
<tr>
<td>15</td>
<td>7/7</td>
<td>90</td>
<td>5</td>
<td>5</td>
<td>16.03</td>
<td>16.10</td>
<td>9.09</td>
<td>23.20</td>
</tr>
<tr>
<td>30</td>
<td>4/4</td>
<td>300</td>
<td>2</td>
<td>2</td>
<td>44.07</td>
<td>14.45</td>
<td>8.76</td>
<td>31.15</td>
</tr>
<tr>
<td>50</td>
<td>4/4</td>
<td>300</td>
<td>2</td>
<td>2</td>
<td>40.77</td>
<td>24.10</td>
<td>15.74</td>
<td>42.05</td>
</tr>
</tbody>
</table>

Table 9.2: This table highlights the results of all approaches on the test instances where an optimal solution is known. In columns one to four, show the different variables of the test instances. The other columns show the total tour lengths by the corresponding algorithm. We consider the following algorithms: the exact approach (exact) with a time limit of 2 hours, Greedy with the randomized approach (greedy), ReOpt (reopt), and LiftFlow with the randomized approach (liftflow). A hyphen '-' indicates that no solution has been found for the test instance.

<table>
<thead>
<tr>
<th>drivers</th>
<th>L</th>
<th>T</th>
<th>over/under</th>
<th>exact</th>
<th>greedy</th>
<th>reopt</th>
<th>liftflow</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2</td>
<td>90</td>
<td>4/4</td>
<td>123</td>
<td>123</td>
<td>-</td>
<td>123</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>90</td>
<td>4/4</td>
<td>151</td>
<td>152</td>
<td>-</td>
<td>151</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>90</td>
<td>4/4</td>
<td>122</td>
<td>122</td>
<td>123</td>
<td>122</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>90</td>
<td>4/4</td>
<td>124</td>
<td>124</td>
<td>130</td>
<td>124</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>90</td>
<td>7/7</td>
<td>155</td>
<td>155</td>
<td>164</td>
<td>155</td>
</tr>
</tbody>
</table>
is based on the considered test instances. The “other” runtimes correspond to the expectations, i.e., if the sum of overfull and underfull stations increases, then the runtimes for solving these instances increase as well.

As already mentioned, the exact approach could find an optimal solution for 8 test instances within the given time limit. Hereby, all the instances where in the set of the “small” instances. In 12 small instances, the exact approach could not find any solution within the time limit. For the medium sized test instances, the exact approach could find a solution only for four instances. Within the big sized test instances, only 2 instances lead to feasible solution for the exact approach.

In most cases, the approach LiftFlow combined with the randomized approach generally lead to the best results in acceptable time. That LiftFlow often shows better results than the exact approach can be explained by the fact that the exact approach nearly never found the optimal solution. In the small test instances, LiftFlow found the optimal solution of the first step in all cases. Furthermore, due to the tight time horizon, the tours constructed in the second step of LiftFlow almost always extend the time horizon. Only in six medium sized instances, the first step of LiftFlow did not find the optimal solution within the time limit. The maximal duality gap for these instances is 8.63% and the average is 4.9%. For the test instances with 50 stations, the approach LiftFlow found the optimal solution for the first step only in six cases. Hereby, we have a maximal duality gap of 10.18% and an average of 4.87%.

The results state that the Greedy approach combined with the randomized approach also lead to acceptable results in a reasonable time. That the results of LiftFlow are almost always better than the results of Greedy also shows that the start solution given to RandTEN plays an important role for the quality of the final solution. Furthermore, it follows that RandTEN can take a tremendous amount of time to find the optimal (or near optimal) solution. However, an advantage of Greedy over LiftFlow is that the runtime only increase slightly when the total number of overfull and underfull stations increase. Furthermore, Greedy was the algorithm which found the most feasible solutions.

Since the algorithm ReOpt computes only non-preemptive transportation schedules with backhaul, it is hard to compare this approach with the other three tested approaches. This most likely the reason, why this approach generally returns the transportation schedules with the largest total tour lengths. However, one can see that the ratio between the best known value and the solution computed by ReOpt is always much smaller than the theoretical upper bound (see Sections 7.4 and 9.1). Especially, ReOpt profits from adding drivers to the system. Hereby, not only the results get much closer to the other approaches but also the likeliness that a feasible solution is found. However, the algorithm ReOpt shows by far the best results w.r.t. the runtime.

Generally, adding more drivers seem to lead to better results and a higher probability for finding a feasible solution than increasing the capacity when the time horizon is (supposedly) tight. Hereby, the total tour lengths seem to increase only slightly. However, since the costs for moving a vehicle are not the only costs, but also paying more drivers and the need of purchasing more equipment, the overall costs for adding more drivers to the system may increase too much in practice.

Although, the randomized approach largely improves the given solution, it has the big disadvantage that infeasible test instances cannot be detected and the computation does not stop before the limits are reached. Since nowadays integer linear program solver can quickly detect infeasible models, we propose to check the instance for feasibility on the integer linear program of the exact approach before launching any other heuristic to calculate a solution.

While the exact approach benefits rather from a shorter than a large time-horizon, especially the algorithm ReOpt more likely finds a solution when the time-horizon is large.
Table 9.3: This table summarizes the average time in seconds needed to solve the instances. In columns one to four, show the different variables of the test instances. The other columns show the average time needed to solve a set of instances by the corresponding algorithm. We consider the following algorithms: the exact approach (exact) with a time limit of 2 hours, Greedy with the randomized approach (greedy), REOpt (reopt), and the total amount of time used by LiftFlow with the randomized approach (liftflow). Hereby, we had a closer look and also give the amount for solving the flows in the aggregated network (lf-agg), to compute the transportation schedule (lf-tour), and the time spent to optimize with the randomized approach (lf-rnd).

<table>
<thead>
<tr>
<th>over/under</th>
<th>exact</th>
<th>greedy</th>
<th>reopt</th>
<th>liftflow</th>
<th>lf-agg</th>
<th>lf-tour</th>
<th>lf-rnd</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 / 4</td>
<td>6852.82</td>
<td>1742.50</td>
<td>9.82</td>
<td>1739.09</td>
<td>0.19</td>
<td>0.31</td>
<td>1738.60</td>
</tr>
<tr>
<td>4 / 7</td>
<td>6783.98</td>
<td>1768.22</td>
<td>32.32</td>
<td>1788.65</td>
<td>0.98</td>
<td>1.41</td>
<td>1786.26</td>
</tr>
<tr>
<td>7 / 4</td>
<td>6600.62</td>
<td>1787.01</td>
<td>26.04</td>
<td>1794.87</td>
<td>1.01</td>
<td>6.09</td>
<td>1787.77</td>
</tr>
<tr>
<td>7 / 7</td>
<td>6420.83</td>
<td>1752.64</td>
<td>64.91</td>
<td>1797.66</td>
<td>6.60</td>
<td>10.62</td>
<td>1780.44</td>
</tr>
<tr>
<td>12 / 12</td>
<td>7205.84</td>
<td>1892.06</td>
<td>340.52</td>
<td>2170.16</td>
<td>340.52</td>
<td>19.66</td>
<td>2161.07</td>
</tr>
<tr>
<td>23 / 23</td>
<td>7203.21</td>
<td>1836.99</td>
<td>565.63</td>
<td>2982.85</td>
<td>1062.14</td>
<td>142.32</td>
<td>1839.71</td>
</tr>
</tbody>
</table>

Finally, we observed that the “best” lower bounds are computed during the computation of the exact approach and by LiftFlow. However, the lower bounds from Section 7.7.2 can be computed quickly and, thus, can provide some initial information. On the other hand, the gap between the lower bound and the optimal solution is quite large in general.
Part IV

Conclusions
In this thesis, we studied a carsharing system where customers can rent cars and take them from any station and return them at any time later at any station. Especially, when many customers use the carsharing system, the stations become imbalanced over time, i.e., some stations have a deficit of cars while others have a deficit of parking places. Therefore, an operator monitors the loads of the stations and relocates cars if necessary. Hereby, the operator has to decide when and how the cars have to be relocated, i.e., the operator has to solve a Relocation Problem.

The Relocation Problem is an \( \mathcal{NP} \)-hard problem which generalizes other known \( \mathcal{NP} \)-hard problems like the traveling salesperson problem. We considered the Relocation Problem from a theoretical point of view and performed computational experiments on the presented algorithms. Hereby, we focused on the dynamic and static aspects of this problem.

We modeled and analyzed the Dynamic Relocation Problem within the framework of online optimization. Hereby, we used two analysis tools to evaluate the performance of different online algorithms: the competitive analysis and the max/max ratio. While the max/max ratio never lead to a meaningful result, we could give some competitive online algorithms. Due to the pessimism of competitive analysis, we had to restrict the adversaries as well as the carsharing system to find a competitive online algorithm. Furthermore, we could show that the proper selection of the objective function is important in the question of the existence of a competitive online algorithm. Hereby, also problems which seem to be equal at first glance turn out to be extremely different w.r.t. this question, e.g., the Online Min-Reject Relocation Problem and the Online Max-Accept Relocation Problem, where the objective is to minimize the number of rejected customer requests and to maximize the number of accepted customer requests, respectively.

For the Online Min-Reject Relocation Problem, we could prove the non-existence of competitive online algorithms unless we restricted the considered adversary, the metric space induced by the carsharing system and the number of cars and drivers within the system. For the Online Max-Accept Relocation Problem, there are fewer restrictions necessary to find a competitive online algorithm. Considering these online problems, naturally lead to consider the offline version of these two Dynamic Relocation Problems. The online algorithm RePlan requires that instances of these offline problems have to be solved repeatedly. Our studies resulted in a fast flow-based heuristic which is able to solve even bigger instances (w.r.t. the number of stations in the system).

For the optimization problems where all customer requests have to be served while aiming at minimizing the waiting times of the customers, we could show that even in very restricted scenarios there does not exist a competitive online algorithm. To the best of our knowledge, it is still an open question how these online problems can be theoretically evaluated. The negative results and the positive results of the decision problems motivated to consider a mixed decision/optimization problem. However, aiming at minimizing the total tour length while getting negative profits for each non-served customer request, leads to competitive online algorithms MarkRePlan which recomputes the transportation schedule by taking only unmarked cars into account. Hereby, cars are marked when they serve a customer request.

For some problems we could state competitive online algorithms under certain conditions while for other problems, we could prove that none exist. We made experiments for the Online Max-Accept Relocation Problem on several test instances. To get a better overview of the performance of the online algorithms in practice, the parameters of these instances are set so that there does not exist a competitive online algorithm. The results, w.r.t. the number of accepted customer requests, point to two online algorithms: RePlan and EST. In some cases RePlan outperforms EST and in some cases EST outperforms RePlan. However, it is still an open question when the performance of RePlan is better and when EST shows better results. Furthermore, the theoretical background to explain the performances in more detail is still work.
IV. Conclusions

However, the runtimes of both online algorithms differ enormously. While EST needs in average 5 seconds to solve a big test instance with 250 stations, RePlan (and even its flow-based heuristic version) needs more than 50 seconds in average (resp. 7 seconds) even to solve a small test instance. Therefore, EST clearly outperforms RePlan when the runtimes are into account and, thus, should be used in practice.

Although, EST provides a good online algorithm, there is still room for improvements in the future.

Since in the static version of the Relocation Problem there are no customer requests which can be rejected, considering decision problems is not meaningful in this situation. Thus, for the static aspect, we focus only on optimization problems.

In order to solve the Static Min-Cost Relocation Problem, we provided an integer linear program with which one can compute an optimal solution. Since it can be $NP$-hard to find even a feasible solution, it is quite evident that this approach rarely finds the (proven) optimal solution within a reasonable time even for small carsharing systems (w.r.t. the number of stations), we presented some heuristic approaches. Although, some of these approaches alone do not lead to good results, a combination of these lead to astonishingly good results, e.g., the combination of using the solution from Greedy or LiftFlow as an initial solution for RandTen. Under certain conditions, the heuristic LiftFlow computes even an optimal solution. However, when these conditions are not satisfied, the approach LiftFlow provides at least a lower bound.

A possible practical disadvantage of LiftFlow may be that it (generally) computes preemptive transportation schedules. Non-preemptive transportation schedules are computed by the combinatorial approach ReOpt, which has a proven worst-case approximation ratio. However, in our experiments, this approach performed better and the worst-case ratio has never been reached.

The experiments could show that the given time horizon is responsible whether an instance is feasible or not. Thus, it would be interesting to have a good lower bound for a “feasible” time horizon. Hereby, the lower bound should not be too tight since otherwise finding a feasible solution becomes very hard. On the other hand, if the lower bound is chosen too large, finding an optimal or good solution becomes hard with some approaches. Furthermore, a large time horizon implies that the relocation process may take more time than necessary, which might not be useful in practice.

Since the number of drivers is highly responsible for the costs of a running system, it is of interest to have a lower and an upper bound for the number of drivers needed in order to solve an instance. This becomes even more interesting, when there is some other work for the drivers within the enterprise whenever they are idle. To the best of our knowledge, both bounds as well as a good bound for the time horizon are still open for future work.

Finally, we studied the worst-case ratio between preemptive and non-preemptive transportation schedules. Hereby, we could provide a constant ratio which, however, only holds when there are enough parking places at each station. When the number of parking places is not sufficiently large at the stations, it is still an open questions whether there exists a constant worst-case ratio between preemptive and non-preemptive transportation schedules. The examples we considered in order to find a way to prove a worst-case ratio, point to the existence of a constant worst-case ratio.
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Appendix A

Basic Definitions

A.1 Graph Theory

It is natural to model urban areas as graphs. Therefore, many routing and transportation problems are defined on graphs or metric spaces induced by graphs. In this section, we give a brief introduction in some basic notions of graph theory which are used throughout this thesis.

A graph $G = (V,E)$ is a tuple containing a set $V$ of nodes (also called vertices) and a set $E \subseteq V \times V$ of edges, connecting the nodes. Edges are undirected, i.e., if $(v,v') \in E$ then it follows that $(v',v) \in E$ as well. If $E$ contains all possible edges between two distinct nodes then $G$ is called complete.

In a directed graph $G = (V,A)$, the set $A \subseteq V \times V$ of arcs does not necessarily include both edges, i.e., from $(v,v') \in A$ does necessarily follow that $(v',v) \in A$. Let $a = (v,v') \in A$ be an arc. Then $a$ is said to be an outgoing arc of $v$ and an incoming arc of $v'$. Arcs (or edges) of the form $(v,v)$ are called loops.

A (directed) graph $H = (V',E')$ is a subgraph of a (directed) graph $G = (V,E)$ if $V' \subseteq V$ and $E' \subseteq E$.

A weighted graph $G = (V,E,w)$ contains besides the set of nodes and edges, an edge weight function $w : E \rightarrow \mathbb{N}$. If in a graph $G = (V,E,\text{cap})$ the nodes are weighted, i.e., if $\text{cap} : V \rightarrow \mathbb{N}$, then the function is called node weight function. When we simply write weight function, we mean an edge weight function. For a directed graph, these notations are defined analogously.

When a graph is illustrated, then the nodes usually correspond to cycles (or dots) and the edges (resp. arcs) to lines (resp. arrows) between the nodes (see Figure A.1 for an illustration).

A sequence $P = ((v_1,v_2),(v_2,v_3),\ldots,(v_{\ell-1},v_{\ell}))$ is a (directed) path if all edges (resp. arcs) are distinct from each other. In the case that $v_1 = v_{\ell}$ holds, then $P$ is a (directed) cycle. A node $v$ or an edge/arc $e$ that belongs to $P$ is denoted by $v \in P$ or $e \in P$. Graphs without cycles are called cycle-free or acyclic.

A graph $G$ is connected if for any two distinct nodes, there is a path one to the other. If there is a directed path between any two distinct nodes, then $G$ is strongly connected. Graphs which are not (strongly) connected, contain maximal connected subgraphs, the so-called (strongly) connected components.

If a directed path (or cycle) traverses every arc in $A$ exactly once, it is said to be Eulerian. The next well-known result gives conditions whether there exists an Eulerian cycle in a graph or

\footnote{An edge can also be defined as an unordered pair of nodes.}

\footnote{An arc can also be defined as an ordered pair of nodes.}

\footnote{A directed cycle is also called circuit.}
A. Basic Definitions

Figure A.1: This image shows a weighted graph with 11 nodes and 21 edges. The numbers next to the edges correspond to the edge weights. The graph corresponds to the bikesharing system from Figure 2.1.

not.

**Theorem A.1** (Euler’s Theorem). Let \( G = (V, A) \) be a strongly connected directed graph. There exists an Eulerian cycle in \( G \) if and only if for every node \( v \in V \) the number of incoming arcs and the number of outgoing arcs of \( v \) are equal.

Finally, we define two further properties on graph: a “minimum spanning tree” and a “perfect matching”.

A connected graph without cycles is called tree. Every connected graph contains a subgraph \( T \) which is a tree and so that between all distinct nodes of \( G \) there is a path in \( T \). Such a graph is called a spanning tree of \( G \).

Let \( G \) be a weighted graph \( G \) and \( T \) a spanning tree of \( G \). Then, the weight of a spanning tree is the sum of the weights of all edges in \( T \), and \( T \) is called minimum spanning tree if there does not exists another spanning tree \( T' \) of \( G \) with a weight strictly less than the weight of \( T \).

A minimum spanning tree can be computed in polynomial time with Prim’s algorithm [130]. The algorithm starts the construction of \( T \) at any arbitrary node \( v \). Afterwards, the least-weighted non-added edge is added to \( T \) as long as \( T \) remains a tree. The spanning tree shown in Figure A.2a has been constructed with Prim’s algorithm and, thus, is a minimum spanning tree. Note that there can be more than one minimum spanning tree in a graph.

Spanning trees are often used as a basis to solve some transportation problems (see Section 1.3). Especially, the problem of finding shortest tours can be solved with the help of (minimum) spanning trees. In certain transportation problems, e.g., where a pickup location must be visited before a corresponding delivery location, a “matching” can be used to find these pickup and delivery locations.

A matching in a graph is a set of edges without common nodes (see Figure A.2b for an illustration). When all nodes are connected by edges of a matching, then it is called a perfect matching. It is easy to see, that if the number of nodes in a graph \( G \) is odd, there cannot exist a perfect matching for \( G \).
A. Basic Definitions

1. Basic Definitions

(a) In this figure, a spanning tree is illustrated.

(b) This figure shows a matching. Since the number of nodes is odd, there cannot be a perfect matching for the graph.

Figure A.2: This image illustrates a spanning tree and a matching of the weighted graph from Figure A.1. The numbers next to the edges correspond to the edge weights.

A.2 Metric Space

A metric space \((X, d)\) is a pair containing a set \(X\) and a distance function \(d : X \times X \to \mathbb{R}\) with

(i) \(d(x, y) = d(y, x)\) for all \(x, y \in X\) (symmetry),

(ii) \(d(x, y) + d(y, z) \leq d(x, z)\) for all \(x, y, z \in X\) (triangular inequality), and

(iii) \(d(x, y) = 0\) if and only if \(x = y\) for all \(x, y \in X\) (identity of indiscernibles).

Note that \(d(x, y) \geq 0\) for all \(x, y \in X\).

Probably, the most famous metric space is the Euclidean metric space \((\mathbb{R}^n, d)\) with \(d(x, y) = \sqrt{\sum_{i=1}^{n} x_i^2 + y_i^2}\). In this thesis, we consider the special case of the Euclidean metric space where the set is the real line, and we simply denote this metric space by \(\mathbb{R}\).

Given a connected weighted graph \(G = (V, E, w)\), one can define a metric space \((V, d)\) by setting \(d(u, v)\) as the shortest path distance between the nodes \(u\) and \(v\).

A uniform metric space is a metric space where the distance between two distinct points is 1. When the set has a finite number \(n\) of nodes, the uniform metric space (denoted by \(U(n)\)) can be considered to be induced by a complete weighted graph, where the weights of the arcs are 1.
Optimal Offline Solution for the Online Min-Wait Relocation Problem

In this section, we give an integer linear program to compute an optimal offline solution for the Online Min-Wait Relocation Problem, where every request must be served so that the total waiting time for the customers is minimal. Hereby, we assume that customers spontaneously arrive at a station to take a car. If their request cannot be served immediately, they wait until there is a free car at the station and a free parking space at their destination station.

The Offline Min-Wait Relocation Problem \((G, z^0, z^d, \gamma, k, L, R)\) consists of the following data:

- a weighted graph \(G = (V, E, \text{cap}, w)\), where the nodes correspond to stations, edges to their links, node weights to the station’s capacities, and the edge weights \(w : E \to \mathbb{R}_+\) determine the driving times between two points \(v, v' \in V\) as length of a shortest path from \(v\) to \(v'\);
- the total number \(k\) of drivers, the maximum number \(L \in \mathbb{N}\) of cars which can be simultaneously moved in one convoy, the initial quantities \(0 \leq z^0_v \leq \text{cap}(v)\) and \(z^d_v\) of cars and drivers located at \(v\) at the start time \(t = 0\), with \(\gamma = |z^0|\) and \(k = |z^d|\); and
- a sequence \(R = (r_1, \ldots, r_\lambda)\) of floating customer requests.

The output of the Offline Min-Wait Relocation Problem is a transportation schedule for a metric task system, whose tasks are directly induced by the customer requests. Hereby, all customer requests are served. The objective function is to minimize the total waiting time for the customers, i.e.,

\[
\sum_{j=1}^{\lambda} \tau_j - t_j,
\]

is minimal and where \(\tau_j\) is the time when a floating customer request \(r_j = (t_j, v_j, v'_j, \delta_j)\) is served.

In order to solve the Offline Min-Wait Relocation Problem, we present an exact solution based on flows in a time-expanded network with two coupled flows: a car and a driver flow.

**Time-Expanded Networks.** We build a time-expanded version \(G_T = (V_T, A_T)\) of the original network \(G\).

The node set \(V_T\) is constructed as follows. Let \(T\) be a given time horizon. For each station \(v \in V\) and each time point \(t \in [0, T]\), there is a node \((v, t) \in V_T\) which represents station \(v\) at time \(t\) as a capacitated station where convoys can simply pass or cars can be picked up, delivered and exchanged by drivers.
The arc set $A_T = A_H \cup A_L \cup A_R$ of $G_T$ is composed of several subsets:

- $A_H$ contains, for each station $v \in V$ of the original network and each $t \in \{0, 1, \ldots, T - 1\}$, the holdover arc connecting $(v, t)$ to $(v, t + 1)$.

- $A_L$ contains, for each edge $(v, v')$ of $G$ and each point in time $t \in T$ such that $t + d(v, v') \leq T$, the relocation arc from $(v, t)$ to $(v', t + d(v, v'))$.

- $A_R$ contains, for each floating customer request $r_i = (t_i^{rel}, v_i, v'_i, \delta_i) \in R$, request arcs from $(v_i, t)$ to $(v'_i, t + \delta_i)$ for every $t_i^{rel} \leq t \leq T$ with $t + \delta_i \leq T$. Hereby, we denote a request arc corresponding to a floating customer request $r_i$ by $a_{ij}$ where the request arc connects the nodes $(v_i, t_i^{rel} + j)$ to $(v'_i, t_i^{rel} + j + \delta_i)$. The subset of $A_R$ containing all request arcs which correspond to $r_i$ is denoted by $A_{R_i}$.

Note, that the time-expanded network $G_T$ is acyclic by construction.

**A Min-Wait Flow Problem.** On the time-expanded network $G_T$, we define two different flows, the car flow $f$ and the driver flow $F$, to encode the relocation of cars in convoys.

Note that a flow on a relocation arc corresponds to a (sub)move in a tour, i.e., some cars are moved by drivers in a convoy from a station $v$ to another station $v'$. Thus, a relocation arc from $(v, t)$ to $(v', t + d(v, v'))$ has infinite capacity for the drivers, but to ensure that cars can be moved only in convoys and at most $L$ cars per driver, we require that $f(a) \leq L \cdot F(a)$ holds for all $a \in A_R$ (see (B.1h)). Thus, the capacities for $f$ on the relocation arcs are not given by constants but by a function. Note that due to these flow coupling constraints, the constraint matrix of the network is not totally unimodular (as in the case of uncoupled flows) and therefore integrality constraints for both flows are required (B.1h). Furthermore, these constraints reflect that solving the Offline Min-Wait Relocation Problem is $\mathcal{NP}$-hard.

Flows on holdover arcs correspond to cars and drivers remaining at the station in the time interval $[t, t + 1]$. Thus, the capacity of all holdover arcs for the car flow $f$ is set to $\text{cap}(v)$ (see (B.1g)), whereas there is no capacity constraint for $F$ on such arcs. Moreover, a car flow on a customer request arc corresponds to an accepted request, whereas driver flow is forbidden on such arcs (see (B.1)). To assure that a customer takes only one car, the car flow on customer request arcs is bounded by 1 (see (B.1)), and in order to ensure that every floating customer request $r_i = (t_i^{rel}, v_i, v'_i, \delta_i)$ is served exactly once, we couple all request arcs $a_{ij} \in A_{R_i}$ (see (B.1h)) by

$$\sum_{a_{ij} \in A_{R_i}} f(a_{ij}) = 1.$$  

The aim is to receive a transportation schedule so that the total waiting time is minimal. We reflect the waiting time of a customer by setting costs for serving a corresponding floating customer request $r_i = (t_i^{rel}, v_i, v'_i, \delta_i)$. For that we set on each customer request arc $a_{ij} = ((v, t_i^{rel} + j), (v', t_i^{rel} + j + \delta_i))$ the costs

$$c(a_{ij}) := j$$

where the arcs $a_{ij}$ correspond to $r_i$. One can easily see, that these costs correspond to the waiting time of the customer to whom $r_i$ corresponds. All other arcs have zero costs.

To correctly initialize the system, we use the nodes $(v, 0) \in V_T$ as sources for both flows and set their balances accordingly to the initial numbers of cars and drivers at station $v$ and time 0 in $z_v^c$ and $z_v^d$ (see (B.1b) and (B.1c)). For all internal nodes $(v, t) \in V_T$ with $t > 0$, we use normal flow conservation constraints (which is possible due to the fact that the entire flow of cars is
modeled by taking parked cars, convoy moves and customer actions into account), see (B.1d) and (B.1e). The flow conservation constraints also ensure that every car and driver finally arrives at a node \((v, T) \in V_T\).

The objective function (B.1a) minimizes the total waiting time, i.e., the total costs for serving all floating customer requests.

The corresponding integer linear program is as follows:

\[
\begin{align*}
\min_{a \in A_R} & \sum_{a \in A_R} c(a) f(a) \\
\sum_{a \in \delta^-(v,0)} f(a) &= z^0_v \quad \forall (v,0) \in V_T \\
\sum_{a \in \delta^+(v,0)} F(a) &= z^d_v \quad \forall (v,0) \in V_T \\
\sum_{a \in \delta^-(v,t)} f(a) &= \sum_{a \in \delta^+(v,t)} f(a) \quad \forall (v,t) \in V_T, t > 0 \\
\sum_{a \in \delta^-(v,t)} F(a) &= \sum_{a \in \delta^+(v,t)} F(a) \quad \forall (v,t) \in V_T, t > 0 \\
\sum_{a \in A_R} f(a) &= 1 \quad \forall r_i \in R \\
0 \leq f(a) &\leq \text{cap}(v) \quad \forall a = [(v,t), (v,t+1)] \in A_H \\
f(a) &\leq L \cdot F(a) \quad \forall a \in A_L \\
f(a) &\leq 1 \quad \forall a \in A_R \\
F(a) &= 0 \quad \forall a \in A_R \\
f, F &\text{ integer,}
\end{align*}
\]

where \(\delta^-(v,t)\) denotes the set of outgoing arcs of \((v,t)\), and \(\delta^+(v,t)\) denotes the set of incoming arcs of \((v,t)\).

In order to avoid unnecessary movements of the drivers one can set some costs for driver flows \(F\) on relocation arcs, e.g.,

\[C(a) := 1 \text{ for all } a \in A_L.\]

Then one can adjust the objective function by adding these costs to the objective function resulting in

\[\min_{a \in A_R} \sum_{a \in A_R} c(a)f(a) + \sum_{a \in A_L} C(a)F(a).\]

Finally note that the Offline Min-Wait Relocation Problem always has a feasible solution as long as the time horizon is chosen large enough.