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Spécialité : Modélisation et méthodes numériques pour l’étude du système
climatique
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Mme Béatrice Marticorena Examinateur
M. Cyrille Flamant Examinateur
M. Olivier Boucher Directeur de thèse
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Résumé

Dans cette thèse, nous concevons et appliquons un système d’assimilation de données pour
l’estimation des sources de poussières désertiques à l’échelle régionale. Nous assimilons des
données d’épaisseur optique des aérosols à partir de produits satellitaires dans une configura-
tion régionale d’un modèle de circulation générale, couplé à un modèle d’aérosol et à un module
de production de poussières. Le vecteur de contrôle dans le système d’assimilation est com-
posé des facteurs de correction pour les émissions obtenues par l’ébauche du module de pro-
duction de poussières. Nous concentrons nos inversions sur l’Afrique du Nord et la péninsule
arabique pour une période d’un an. Nous décrivons le module de production de poussières
et le système d’assimilation. Les résultats de l’inversion et la validation par rapport à des
mesures indépendantes sont ensuite présentés en détail. Nous poursuivons cette thèse en mettant
l’accent sur la sensibilité des émissions de poussières au jeu de données d’observation. Pour cela,
nous avons assimilé cinq produits différents d’épaisseur optique d’aérosols dans notre système
d’assimilation de données. Nous avons identifié des erreurs systématiques dans le modèle et dans
les observations, ainsi que les limites et les avantages de notre approche. Nous avons accordé une
attention particulière à la définition des statistiques d’erreur et à la procédure numérique pour
calculer les analyses. Nous proposons et mettons en oeuvre un schéma de correction de biais dans
l’espace des observations, et nous évaluons sa performance.

Abstract

In this thesis we design and apply a data assimilation system for the estimation of mineral
dust emission fluxes at the regional scale. We assimilate aerosol optical depth retrievals from
satellite-borned instruments in a regional configuration of a general circulation model, coupled
to an aerosol model and to a dust production module. The control variable in the assimilation
system are correction factors for the prior emissions of the dust production module. We focus our
inversions over North Africa and the Arabian Peninsula for a one-year period. We describe the
dust production module and the assimilation system. The inversion results and the validation
against independent measurements is presented in detail. We continue this thesis with a focus on
the sensitivity of the inferred dust emissions with respect to the observational dataset assimilated.
For this purpose, we have assimilated five different aerosol optical depth retrievals in our data
assimilation system. We have identified systematic errors in the model, in the observations and
limitations and advantages of our approach. We have given special attention to the definition
of the error statistics and the numerical procedure to compute the analyses. We propose and
implement a bias correction scheme in the observational space, and we evaluate its performance.
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Chapter 1

Introduction

1.1 Atmospheric aerosols (with an emphasis on dust)

1.1.1 Definitions and interest

Aerosols are solid or liquid particles suspended in a gaseous medium. The gas itself is part of the
aerosol, but for the sake of clarity in this work we follow the common usage of excluding both
hydrometeors and gas from the definition of atmospheric aerosols. Aerosol physical and chemical
properties are diverse and can vary considerably in space and time. An aerosol population is a
collection of aerosols that usually share similar physical or chemical characteristics.

Aerosol size can range from a few nanometres of diameter to several tens of microns. It is
common to group aerosol populations in size modes with the usual terminology of (from smaller
to larger): nucleation mode, Aitken mode, accumulation mode, coarse mode and super-coarse
mode. It is usual to represent an aerosol population with several modes that can overlap with
each other.

Aerosol morphology varies between simple and regular geometrical forms (such as spheres or
spheroids) to more complex non-regular shapes. As an illustrative example, particles resulting
from high-temperature combustion processes can be described as aggregates of smaller particles
formed from unburned or uncompletely burned material; aerosols resulting from the condensa-
tion of gaseous chemical species are usually spherical; asbestos particles usually have a cylindrical
shape and (dry) sea salt particles may be roughly described by a parallelepiped shape. More
complex morphologies can be found, for example, in biogenic particles (e.g. pollen) or aggregates
of heterogeneous smaller particles. Dust particles are highly non-spherical and their shape de-
pends on the composition and mixture of the particle. Figure 1.1 shows dust particles collected
during the SAMUM I (Saharan Mineral Dust Experiment I) campaign.

In terms of aerosol formation process, two types of aerosol are commonly described; primary
aerosols are directly emitted into the atmosphere, while secondary aerosols are formed by conden-

1



2 CHAPTER 1. INTRODUCTION

Figure 1.1: Images of dust particles collected during the SAMUM I campaign. The composition
of each particle is indicated at the bottom of the panels. Figure extracted from Knippertz
and Stuut (Ch. 2, 2014) with the following caption: Secondary electron images of typical
dust particles of northern Africa collected during the SAMUM I campaign in Morocco. At
the bottom of the images, the major elements analyzed by energy-dispersive X-ray technique
(EDX) are labelled. In the following, common atmospheric minerals with the specified com-
position (and matching the morphology of the particle) are given in parenthesis. (a) Si-rich
particle (quartz), (b) Na-bearing aluminosilicate (albite), (c) K-bearing aluminosilicate (illite),
(d) Mg-dominated silicate (palygorskite), (e) Ca sulfate and Ca-dominated mineral (gypsum
on calcite), (f) Fe-dominated mineral (iron oxide or iron hydroxide), (g) complex internally
mixed aluminosilicate with individual Fe-dominated phase (bright spot in center), (h) Ca-P-
S-bearing particle (biological?), (i) Si-dominated particle (opaline diatom), (j) aluminosilicate
(kaolin group?) with Ca(Na) sulfate (gypsum, thenardite, glauberite?), and (k) Si-rich particle
(quartz) with sulfate coating (overview). (l) Detail of coating with EDX spectra for rim and
core of the particle.
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sation of gases (such as sulphuric acid, nitric acid, and low-volatility organic compounds) in the
atmosphere. By source, aerosols can be differentiated if they are emitted by a natural (e.g. ma-
rine, vegetation fire, desert) or by an anthropogenic (e.g. industrial, urban, agricultural) source.
By chemical composition, it is common to identify inorganic aerosols (e.g., sulphate, nitrate,
ammonium, sea salt as a major component of sea spray), organic aerosols (whether primary or
secondary, also called carbonaceous aerosols) and mineral aerosols among others. The degree of
mixture between the different chemical compounds in an aerosol population could range between
an external mixture and an internal mixture, including special cases like coated particles or chain
particles consisting of aggregates of smaller aerosols.

Aerosol populations can be described using different criteria either by the physical and chem-
ical characteristics of the aerosol itself or by the capability of the aerosol population to interact
with the environment in relevant atmospheric processes. For instance aerosols can be hydrophilic
or hydrophobic depending on their ability to grow in size with relative humidity, and their degree
of hygroscopicity is a key property. In relation to their hygroscopicity, aerosols can be grouped
by their efficiency to act as cloud condensation nuclei (CCN) or ice nuclei (IN). Finally they can
also be characterised by their efficiency in absorbing or scattering radiation for a given part of the
electromagnetic spectrum (e.g. visible, infrared). Here the absorbing or non-absorbing character
of the aerosols is quite important.

Aerosols present in the lower part of the atmosphere, the troposphere, are called tropospheric
aerosols, while in the stratosphere are called stratospheric aerosols. Most of the aerosol descrip-
tions above are inter-related, and a general classification for the purpose of aerosol climate effects
can be done as in Boucher et al. (2013) by distinguishing sulphate, nitrate, black carbon, organic
aerosol, mineral dust and sea spray aerosols. While such a classification may be too simple in
light of observed aerosol degree of mixture, it is useful at least from a modelling perspective.

In the atmosphere, aerosols play a crucial role in radiation and cloud processes, which are key
processes for weather and climate. Aerosols also impact the whole climate system through their
interactions with atmospheric chemistry (e.g., actinic fluxes, heterogeneous chemistry, formation
of polar clouds), or with their interaction with the biosphere (e.g., fertilization effect in the
Amazon forest because of phosphorus deposition) or with the cryosphere (e.g., through deposition
of black carbon in the Artic).

At the moment, there is a large uncertainty in the quantification of aerosol impact in weather
and climate (e.g. Boucher et al., 2013). Along with the current lack of knowledge in some of
the physical and biogeochemical processes involving aerosols; the quantification of the global
aerosol mass balance is still highly uncertain. In terms of global aerosol mass, natural emissions
provide the largest source of aerosol, and within them, sea spray over ocean and mineral dust over
continent are the most important contributors to the global burden. It is worthy to note that
both sea spray and mineral dust emissions, are driven by near surface wind speed (depending on
the local atmospheric conditions) along with local surface characteristics complexifying the study
and understanding of both processes of emissions, which results in a large uncertainty of their
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respective contributions at global and local scales.

Linked with the uncertainties in the sources, transport, transformations and sink processes
of aerosols in the atmosphere are still not well characterized. All these factors together pose
difficulties in estimating the lifetime of aerosols in the atmosphere (see Huneeus et al. (2011) for
a comparison of dust lifetime in different models). In fact, the lifetime (τ) of aerosols in the
atmosphere can be defined by

τ = B

S
= B

R
,

where B is the aerosol burden, that is, the column integrated mass of aerosols, S is the source flux
(in terms of mass per time) and R is the sink flux (in the same unit). When all the sink and/or
source processes are included in the S and R terms of the previous equation, τ is often called
residence time. For aerosols, the sink term includes wet and dry deposition. The latter includes
the dry deposition for small aerosols (mainly driven by brownian motion) and sedimentation for
coarser particles (mainly driven by gravitational settling). For coarser aerosols as mineral dust
or sea spray, the sedimentation rate is highly dependent on the size of the particles. Thus the
residence time of these coarser aerosols depends on the cutoff size considered (larger aerosols will
have shorter residence time).

Radiative forcing and radiative effect are important concepts to describe and quantify per-
turbations to the climate system, as they diagnose changes in the energy balance in the system,
which then impact on the climate system. Conceptually, the aerosol-radiation radiative forcing
(RF) can be decomposed into four terms (Schulz et al., 2006), as is shown in Equation (1.1.1)
below:

RF = RF
AOD︸ ︷︷ ︸

(A)

× AOD
BURDEN︸ ︷︷ ︸

(B)

× BURDEN
EMISSIONS︸ ︷︷ ︸

(C)

× EMISSIONS︸ ︷︷ ︸
(D)

. (1.1.1)

The first term (A) is the radiative efficiency of the aerosol; the second (B) is related to the
aerosol microphysics (mass extinction efficiency). Aerosol residence time can be identified in term
C of Equation (1.1.1), while the emission rate represents term D. The aerosol chemical composition
is important for terms A, B (by their optical properties) and C (by their chemical reactions). The
size distribution is crucial for the aerosol residence time (C) and for term B of Equation (1.1.1).
Emissions are directly related to the aerosol residence time and to the RF. Radiative forcing due
to aerosol-cloud interactions is also sensitive to these parameters. In brief, uncertainties in sources
and sinks of aerosols propagate to all aerosol radiative forcing and radiative effect calculations
due to its high sensitivity of this quantity to the aerosol size distribution, spatial distribution and
composition (among others). Therefore, increasing the accuracy of aerosol emission estimates is
a necessary step to improve the current knowledge on the effects and interactions of aerosols in
the climate system.

As was mentioned before, the largest contributor to continental aerosols is mineral dust, but
their emission flux remains highly uncertain at the global scale. This work will focus on the
largest mineral dust emission region of the world, Africa, with the aim of narrowing uncertainties
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Figure 1.2: Representation of dust emission process. Panel (a) for direct emission from the saltation
process, panel (b) for the saltation (pink circles) and panels (b) (white circles) and (c) for the
sandblasting process. Figure from Shao et al. (2011).

in flux estimates.

1.1.2 Dust and African dust

As mentioned above, mineral dust is mostly emitted by natural processes (Ginoux et al., 2012).
Aeolian erosion of arid and semi-arid soils can produce mineral dust emissions, depending on
several factors including the wind speed, soil texture, soil moisture, the presence of available
erodible material, etc. Conceptually, mineral dust is the result of three main physical processes
(Ch. 5 from Knippertz and Stuut, 2014). First, the aeolian erosion is only reached when the wind
momentum is strong enough to lift particles from the soil. This threshold is usually defined by a
minimum friction velocity, which may depend on the size distribution of soil particles, the crusting
effects, soil moisture and the surface roughness. Secondly, the so called creeping and saltation
processes take place when the particles moves close to the ground either by “rolling” on the
surface or by making small jumps, impacting other particles in the soil. The fraction of particles
injected into the boundary layer through the saltation processes is estimated to be small (Ch. 5
from Knippertz and Stuut, 2014), but the impact of the saltation on the soil can release more
particles available for this process, or break the binding energies of soil particles themselves into
smaller ones that can be injected into the boundary layer. This last process is called sandblasting.
Figure 1.2 shows a schematic representation of these processes. A detailed description of the dust
production module used in this work which includes the three aforementioned processes can be
found in Section 2.1.3.

Figure 1.3 shows picture of a haboob, a dust storm generated by a strong downward flux of
air related to convective activity. A satellite view of a dust outbreak is also shown in Figure 1.4.
In this figure the dust plume can be noticed over the Atlantic Ocean.
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Figure 1.3: Haboob picture captured during the AMMA (Analyses Multidisciplinaires de la Mousson
Africaine) campaign at Hombori, Mali. (© Françoise Guichard/Laurent Kergoat/CNRS Pho-
tothèque).

Figure 1.4: Dust outbreak captured by the MODIS/Aqua instrument on 31 July 2013. Satellite image
obtained from the ICARE service (http://www.icare.univ-lille1.fr/).

http://www.icare.univ-lille1.fr/
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Region Emission
North Africa 792
Middle East 128
Asia 137
South America 9.8
South Africa 11.8
Australia 30.7
North America 2.0

Table 1.1: Median of mineral dust emission rate for the models shown in Huneeus et al. (2011). Values
are in teragrams per year (Tg yr−1). Obtained from Huneeus et al. (2011).

It is worthy to note that dust emission is a process that primarily occurs on a very local
scale (of the order of centimetres to meters). Due to the large variability of surface conditions,
the estimation of global or regional emission flux is therefore a difficult task. On the regional
scale, satellite-based observational studies have been successful in estimating the frequency of dust
events (over an emission threshold) (e.g. Schepanski et al., 2007) or directly estimating regional
dust emissions flux from satellite and model data as in Evan et al. (2014). For the first approach,
satellite imagery was used to track all recognizable dust plumes to the source pixel. The work by
Schepanski et al. (2007) is a good example on how to determine dust emission regions and their
frequency of emission, but it is only valid for dust that can be manually identified from satellite
images, which implicitly sets a threshold on the emission rate. With this methodology, it is not
possible to directly estimate the emitted flux. Evan et al. (2014) use dust emissions and aerosol
burden from models with aerosol burden estimated from satellite optical depth measurements.
This valuable first order approximation cannot well distinguish contributions of dust and sea
spray aerosols in the observationally-estimated dust burden.

Modelling studies have also been used to estimate emissions (Huneeus et al., 2011). Estimates
of dust emission over North Africa can range between hundreds to thousands of teragrams per
year (Tg yr−1), depending on the estimation methodology and tools used. Figure 1.5 shows
the estimated annual average dust emission flux over the globe by Ginoux et al. (2012). In the
work by Ginoux et al. (2012) they derived a preferential dust source map using AOD retrievals
from MODIS Deep Blue, and then they computed the emissions using the dust emission model
proposed in Ginoux et al. (2001). Despite the fact that the use of MODIS Deep Blue could be
less accurate than other methods (Schepanski et al. (2012) show that the afternoon sampling
of the MODIS/Aqua satellite impacts negatively the geographical identification of dust emission
sources with this method), Figure 1.5 shows that the largest region of mineral dust emission is the
Sahara Desert. However, non-negligible dust sources can be identified in Asia, North America,
South America and Australia. Table 1.1 shows the total dust emissions for the median of the
models analysed in Huneeus et al. (2011).

The importance of North Africa and the Arabian Peninsula in the global balance. can be
inferred from Table 1.1 and Figure 1.5. Additionally, the impact of the dust emitted in these
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Figure 1.5: Global emission fluxes from Ginoux et al. (2012). Dust flux is calculated using a preferential
source map derived from MODIS Deep Blue retrievals. Figure from Ginoux et al. (2012).

regions on the climate puts forward the need of improving our understanding and knowledge on
this topic.

Despite our incomplete knowledge on some key physical processes affecting mineral dust, it has
been shown that mineral dust plays an active role in the Earth system. Feldespar-rich mineral
dust is one of the most effective aerosols that could serve as ice nuclei (IN) (Atkinson et al.,
2013). Deposition of dust containing soluble iron over the ocean can be a limiting factor in the
marine productivity, with impacts in the oceanic biogeochemical cycles and potential impacts
in the climate system (Jickells et al., 2005). Mineral dust deposited over the Amazon rainforest
provides phosphorus to the vegetation (Yu et al., 2015). Yu et al. (2015) propose that the Saharan
dust deposition over the rainforest is necessary to avoid the depletion of phosphorus in tropical
ecosystems in the long term. Dust interactions with short-wave and long-wave radiation have
effects on the surface temperature and the vertical profile of temperature which could modulate a
large range of atmospheric variables (e.g., evaporation, vegetation, atmospheric stability, winds,
etc.), impacting clouds and the global radiative budget.

On the human dimension, dust can affect agriculture by the erosion of soils (removing fine
particles and nutrients from the soil) when dust is emitted and by the abrasion and deposition of
dust over crops and natural vegetation (Goudie and Middleton, 2006). Airborne dust reduce the
shortwave solar radiation flux at the surface, which decreases the production of electricity of solar
power plants. Dust particles, like other aerosols, also have an impact on human health, which is
potentially important for local African populations. Inhalation and ingestion of dust are the most
important routes of entrance of aerosols into the human body. Once deposited in the human body,
they can react with fluids and tissues (Knippertz and Stuut, 2014). Dust increases the incidence
of respiratory disease, eye infections, and cardiovascular mortality (Morman and Plumlee, 2013);
and has been associated to deadly epidemics of meningococcal meningitis in the African Sahel
(Martiny and Chiapello, 2013; Pérez Garćıa-Pando et al., 2014) and to coccidioidomycosis (valley
fever) in North America (e.g. Kirkland and Fierer, 1996; Goudie, 2014).
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In the previous paragraph we have spoken about aerosols and dust in the atmosphere, giving
the rationale and the interest of the dust emission estimation problem. We will continue this
chapter with a second topic, more related to the methodology that we have applied, and which
is present throughout all this thesis: data assimilation in atmospheric sciences.

1.2 Data assimilation and numerical models of the atmo-
sphere

Numerical weather prediction models are numerical implementations of the equations governing
the dynamics and the physics of the atmosphere. The equations themselves represent approxi-
mations of atmospheric processes and are therefore an integral part of such models. Atmospheric
models aim to solve, at least, the most important equations from fluid dynamics applied to the
atmosphere. These are the momentum equation, the continuity equation and thermodynamics
equations, where the variables are the so-called “state” or prognostic variables (i.e., wind field,
temperature, surface pressure) and mixing ratio of some important atmospheric trace gases or
particles (e.g., water vapour) among others. Numerically it is usual to split the process of solv-
ing the (discretized) equations into the “dynamics” (momentum and continuity equations) and
the “physics” parts of the model, the latter consisting of radiative transfer, boundary layer and
surface exchange, convection and other cloud processes.

Atmospheric observations consist of in situ and remote sensing measurements of the atmo-
sphere. Typically atmospheric remote sensing rely on measuring radiative quantities which can
be translated into relevant atmospheric variables (e.g., temperature) through a “retrieval scheme”
that is based on fundamental physical laws. If the source of the electromagnetic radiation em-
ployed by the sensor is a natural source (e.g., radiation emitted by the sun or terrestrial radiation
emitted by the Earth system), then the remote sensing is called passive. This is, for example,
the case of sunphotometers and of a range of passive satellite-borne (spectro)radiometers. When
the emitted source is artificial, then the retrieval technique is called active. Lidars and radars are
examples of this type of instruments (Liou, 2002). Information about the state or the composition
of the atmosphere can be retrieved by using remote sensing. In this case, the electromagnetic
spectrum is sampled depending on the variables of interest. For example, the visible and in-
frared parts of the spectrum are commonly used in cloud detection, the ultraviolet is useful to
determine ozone concentrations. Aerosols are usually retrieved by using the visible part of the
electromagnetic spectrum, but infrared radiation can also be useful to detect coarse mode aerosols
such as dust. Operational products developed for dust detection rely on visible (e.g., Levy et al.,
2013) or infrared (e.g., Peyridieu et al., 2013) electromagnetic radiation. In particular, infrared
dust retrievals can give information about dust size distribution and the height of the dust layer
(Peyridieu et al., 2013). We will describe the observations used in this thesis in Chapter 2.

Observations typically provide discrete information on the state of the atmosphere, while
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models try to provide a comprehensive and almost continuous view of the state of the atmosphere.
To achieve realistic forecast, models need observations. Weather and chemical weather forecasting
is modelled as a partial differential equation system, which includes the equation themselves, the
domain where the variables needs to be solved, the initial conditions and the boundary conditions.
Boundary conditions at the surface can be artificially imposed or they can be extracted from
observations, land and ocean models (also driven by observations) or a combination of both. At
the top of the atmosphere, the solar radiation is the most important boundary condition, which
is typically acquired from astronomical knowledge. For realistic forecasts, the initial conditions
have to be close to the real state of the atmosphere, and thus the incorporation of observations
of the atmosphere is fundamental.

Models are not perfect, and observations neither. How can we estimate the real state of
the atmosphere taking into account model and observational errors in a physically consistent
estimate? That is the principal subject of study of data assimilation, which we now discuss.

Data assimilation techniques have been developed since the pioneering works of Panofsky
(1949) and Cressman (1959). They have proven very successful to estimate the fundamental
variables of the atmosphere (temperature, pressure, ...) as shown by the accuracy of weather
forecasts (e.g., Buizza et al., 2005) and the quality of atmospheric reanalyses (e.g. Saha et al.,
2010; Dee et al., 2011). In the last decades data assimilation techniques have been used to
estimate the chemical state of the atmosphere (e.g. Bocquet et al., 2015, for a review). In this
work, we will focus on the variational approach.

In data assimilation (DA) the real state is unknown, but it can be approximated by a prior (or
first guess) and by the observations. The aim is to find the best estimate of the real state, using
these two approximations and descriptions of their statistical errors. To this effect, in variational
DA, a variable called control vector (or state vector) is controlled in the model domain, and the
best estimate of the state of the atmosphere is determined by the result of the minimization of a
cost function.

The formulation of a DA problem relies on two different spaces. The control vector is defined
in a subspace of Rn, i.e., it is a vector of n components corresponding to n model variables, while
the observation vector y is defined in Rp where p is the number of observations. In a typical
6-hour window of a numerical weather prediction assimilation, the number of model variables is
O(107 − 108) and the observations are O(105 − 106) (Nichols, 2010).

If x is the true continuous state of the atmosphere, we will denote by xt the projection of x
into the space of the control vector x through a projection operator Π, that is, xt = Π(x). The
prior (or background) represents the a priori information and it is denoted by xb (with xb ∈ Rn).
The prior is assumed unbiased and can be expressed as xb = xt + εb, with εb a random variable
with mathematical expectancy equal to zero (E(εb) = 0). The assumption that the prior is
unbiased is an important one, which we will come back to later in this work. The covariance
matrix of εb is denoted by B.
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Observations y have an instrumental error denoted by εi. In other words, there exists a map h
such that y = h(x)+εi (Bocquet, 2014). Elements in the control vector space are compared with
the observations using an observation operator H : Rn → Rp. The observations y can be written
as y = H(xt)+εo. The error εo is called the observational error, it is also assumed unbiased with
covariance matrix R, and it can be written as the sum of two errors: the instrumental error εi

and the representativeness error εr as in Bocquet (2014):

εo = εi + εr ,

with εr = h(x)−H(xt) = (h−H ◦Π)(x).

The representativeness error includes the discretization errors of the observations (e.g., sam-
pling and model grid approximation) and errors of the observation operator (e.g., errors or unre-
solved physical processes in the model) while the instrumental error basically corresponds to the
measurement and retrieval errors.

Non-diagonal terms of R are the covariances between the different elements of the observa-
tional error, while non-diagonal terms of B are the covariances between the different elements of
background error. It is usual to assume independence between the observational and background
errors probability density functions. In this work we will implicitly use this assumption. In data
assimilation, one of the main challenges is to properly estimate the covariance matrices B and
R, including their non-diagonal terms. Later in this thesis we will work on this topic, for both
covariance matrices.

With the definitions above, it is possible to define the cost function J as:

J(x) = 1
2(x− xb)TB−1(x− xb) + 1

2(y−H(x))TR−1(y−H(x)) . (1.2.1)

The solution of the minimization of Equation (1.2.1) over a feasible domain of x is called the
analysis and it is denoted by xa. The analysis is the best estimate of the state of the system, but
only under well defined assumptions such as unbiased errors and well defined error covariance
matrices.

In this work, we will perform the data assimilation minimizing Equation (1.2.1) in Chapter 4
and Chapter 5.

1.3 Aerosol data assimilation

Measurements of the amount of aerosols in the atmosphere can be assimilated into models through
filtering or variational approaches. Observational information of the amount of aerosols may come
from ground-based, airborne or spaceborne instruments.

Ground-based observations include direct measurements, such as surface aerosol mixing ra-
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tios, and indirect (remote-sensing) measurements, such as the Aerosol Optical Depth (AOD)
from sunphotometers which represent the column aerosol amount, or vertically- resolved aerosol
extinction coefficients retrieved from lidar systems.

Passive instruments on board satellites can measure the reflection of solar radiation by the
atmosphere and the surface at several wavelengths. Qualitative retrievals of the amount of aerosol
in the atmospheric are, for example, the aerosol index (AI) from the satellite-borne instruments
Total Ozone Mapping Spectrometer (TOMS) and Ozone Monitoring Instrument (OMI). Aerosol
optical depth is a quantitative measure of the aerosol burden and it can be retrieved by satellite-
borne instruments as the Moderate Resolution Imaging Spectroradiometer (MODIS), the Mul-
tiangle Imaging Spectroradiometer (MISR), the Advanced Infrared Radiation Sounder (AIRS),
the Infrared Atmospheric Sounder Interferometer (IASI), the Polarization and Directionality of
the Earth’s Reflectances instrument (POLDER) among others. Spaceborne active instruments
can also retrieve aerosol vertical profiles (e.g., Cloud-Aerosol Lidar with Orthogonal Polariza-
tion,CALIOP) but the current state of play makes it difficult to invert a consistent AOD given
the characteristics of current spaceborne lidars.

The aforementioned instruments are on-board low earth orbit (LEO) satellites with sub-
synchronous polar orbits. Instruments on-board LEO satellites typically cross the equator at
the same local time everyday, and thus they visit a point in the equator at most one time per
day and other at night. Depending on the instrument swath, a global coverage can be done in
a few days (one day for Visible/Infrared Imaging Radiometer Suite, VIIRS, 2 days for MODIS,
9 days for MISR, etc.). AOD can be also derived from measurements of instruments onboard
geostationary satellites, for example from the Spinning Enhanced Visible and Infrared Imager
(SEVIRI) instrument onboard Meteosat Second Generation (MSG) and the Advanced Himawari
Imager (AHI) onboard the Japanese geostationary meteorological satellite Himawari-8. These
measurements can be done at a high temporal frequency (15 minutes) but only cover a fixed
portion of the globe.

At the current state, AODs derived from satellite measurements are the most widely used
products in aerosol data assimilation. It can be assimilated at several wavelengths or from
several instruments simultaneously. Although AOD is a column integrated piece of information
with relatively large uncertainty at the pixel level, the large temporal and spatial coverage of
satellite retrievals can counteract these disadvantages. On the contrary, aerosol concentration
measurements at surface level can report a more detailed and accurate measurements than AOD
including, for example, size distribution or aerosol composition (but only at surface level). The
local nature of these measurements hampers their use in large scale studies, unless there exists
a dense observational network. Such measurements have been assimilated in chemical transport
models as well.

Instead of assimilating AOD, it is possible to directly assimilate the measured radiances. This
implies including the retrieval process in the observation operator, and consequently lessening
the possible inconsistencies between the aerosol model (in the observation operator) and the



1.4. INVERSION OF DUST FLUXES 13

retrieval algorithm. This approach also needs a more complex radiative transfer code, because
the measured radiances at the top of the atmosphere are also influenced by gases, clouds, surface
properties and viewing angles. Additionally and depending on the instrument, the radiative
transfer code should be able to handle polarized radiances at the top of the atmosphere (e.g.,
POLDER) or radiances measured in several viewing angles and wavelengths (e.g., MISR).

Such observational aerosol information can be assimilated in models at the global or regional
scale. Depending on the choice of the control vector, aerosol data assimilation can be used to
improve initial conditions in chemical weather forecast, improve modelled aerosol concentrations
for observed states (“reanalysis”) or estimate emissions using a top-down approach.

The control vector can be either the aerosol concentrations or aerosol emissions, or both.
In the former case, the size of the control vector is usually large (the order of magnitude of
the number of gridboxes in the model). In the case of AOD assimilation, it is necessary to
make assumptions on the aerosol vertical profile and the aerosol composition in the observation
operator. In this thesis, we will assimilate AOD by defining a control vector related to the aerosol
emissions. More precisely, we will use correction factors of the prior emissions for all the aerosols
and gaseous precursors simulated by the model.

1.4 Inversion of dust fluxes

The overall emission rate of mineral dust is estimated to range from hundreds to thousands of
teragrams per year (e.g. Huneeus et al., 2011), with a large associated uncertainty. As we stated in
previous sections, the knowledge about the amount of atmospheric aerosols in the climate system
is required for a better understanding of our environment. The estimation of these emissions is
not an easy task. Direct measurements of emissions are unpractical in large source regions, so an
indirect estimation has to be done.

Additionally, emissions of natural aerosols have a large temporal variability, and are modulated
on time scales from seconds to decades. There are several factors at different time and spatial
scales affecting dust production. The dust emission process itself has a scale of seconds, and can be
triggered by wind gusts and turbulence close to the surface. Diurnal cycle of winds and boundary
layer stability, with temporal scale from minutes to hours, are important for the characteristics of
near surface winds. Soil moisture is a variable that can decrease the soil capacity to produce dust,
with a variability from hours to months. It also influence the presence and growing of vegetation
in semi-arid or transition regions, having impacts on dust emissions from the seasonal to the
inter-annual scale. Meteorological conditions at the synoptic and seasonal scales also have an
impact onto the dust emission flux, through precipitation and near surface winds. Finally, long-
term changes in the climate system affects the meteorology and thus the ensemble of variables
mentioned below.

A large amount of observations is therefore needed to capture the sporadic nature of emissions
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of natural emissions. If the aerosol is measured downwind of its source region, other aerosol related
processes (such as transport or deposition) that are driven by complex physical mechanisms need
to be accounted for when estimating the source strength.

In this work we intend to tackle the issue of dust aerosol source in a systematic way, using
tools from data assimilation and thus including a large amount of satellite observations. We have
deliberately reduced the degrees of freedom of the problem by controlling regional emissions. To
this end, we have defined appropriate regions, in which an improved model of dust emissions
provides prior emission fields.

The main aim of this work is to perform dust inversions, giving new estimates of mineral
dust fluxes. However another aim is to study the quality of the assimilation system and the
scope of our estimates. Some work has been performed to compare the quality of the different
satellite retrievals of AOD and the feasibility to use them for aerosol data assimilation purposes,
with a special attention on their potential biases. We illustrate our methodology for dust source
inversion, but the methodology that we present here can easily be applied to a more general
assimilation framework with other aerosol species and for other regions.

1.5 Outline of this thesis

This thesis comes in 7 chapters. Chapter 2 describe the main tools used in this thesis: the
assimilated observations and the most important aspects of the observation operator, i.e., the
dust emissions, aerosol and meteorological model. Chapter 3 describes the choice of control
vector and the data assimilation system.

A first dust source inversion is shown in Chapter 4 and the sensitivity of the dust fluxes
inversion to the assimilated observation is discussed in Chapter 5. A proposed and implemented
bias correction scheme is shown in Chapter 6. Final conclusions and remarks follow in Chapter 7.



Chapter 2

Observation operator and observations

This Chapter presents two main pieces of the inversion system: the observation operator (H in
Equation (1.2.1)) and the assimilated observations (y in Equation (1.2.1)).

2.1 Observation operator

The observation operator is the function that maps elements of the control vector space into the
observational space. In our case, it maps the correction factors of dust emissions into simulated
AOD. Details about the control vector (emission correction factors) are given in Chapter 3.

The observation operator mainly relies on the combination of three coupled models: the dust
emission model, the aerosol model and the meteorological model. These are described in the next
three subsections. Technically speaking the observation operator also samples the simulated AOD
field according to the spatial and temporal coverage achieved by the AOD-measuring satellite
instrument.

2.1.1 LMDZ model

The general circulation model of the Laboratoire de Météorologie Dynamique (LMDZ, Hourdin
et al., 2013) is a hydrostatic model with a hybrid vertical coordinate and a stretchable latitude-
longitude horizontal grid. The model resolves a finite difference discretization of the equations
of motion, thermodynamics and mass conservation. The model also numerically solves the ad-
vection equations on a three dimensional grid (the so-called dynamics). Sub-grid scale processes,
including radiative transfer, cloud, convection, precipitation and boundary layer processes, are
parameterized as part of the physics part of the model. A detailed description of the model can
be found in Hourdin et al. (2013, and references therein). The aerosol model described in the
next section is coupled to the LMDZ model and is embedded in the physics part of the model.

15
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Giving initial and boundary conditions, the global LMDZ model develops its own solution
which diverges from the observed one given the chaotic nature of the atmospheric dynamics. To
avoid a large mismatch with the observations that would be due to the simulated meteorology,
the model can be run in “nudged” mode. This is achieved by adding additional terms in some
of the model prognostic equations in order to relax some of the model variables towards the
observations. According to Hourdin et al. (2015), a prognostic equation for a model variable X
(e.g. zonal wind, meridional wind, temperature, humidity) with the nudging term reads:

∂X(t)
∂t

= F (X(t)) + Xa(t)−X(t)
τ

,

where F represents the model physics and dynamics, t references the time, Xa is the (observed)
variable that X is nudged to and τ is the timescale of the nudging. Variable Xa is usually taken
from a reanalysis dataset (e.g., ERA-interim in our case, Dee et al. (2011)). A large timescale
τ would imply a weaker forcing. In the LMDZ model the nudging can be deactivated in the
planetary boundary layer.

We take advantage of the zoom capability of the model to simulate dust emission, transport
and deposition over North Africa and the Arabian Peninsula by defining an appropriate model
grid. The LMDZ model has been configured with 39 vertical levels and a horizontal grid shown
in Figure 4.2. In the latitude dimension, the grid has 88 gridpoints while in longitude it has 128
gridpoints. Over the Saharan desert, the mean gridbox size horizontal resolution is close to 1◦.
Hourdin et al. (2015) perform dust simulations for a zoomed grid and model version similar to
the grid used in this work. Following their results, we use the same nudging parameters used
in Hourdin et al. (2015). In this thesis, we nudge the model using ERA-Interim (Dee et al.,
2011) zonal and meridional winds. ERA-Interim reanalysis are linearly interpolated to the model
grid prior the nudging. Nudging inside the planetary boundary layer is deactivated. Outside the
zoom, the nudging timescale parameter is set to 3 hours and inside the zoom is set to 48 hours.

2.1.2 SPLA model

The SimPLified Aerosol model (SPLA) is an aerosol model of intermediate complexity, which in
its original version of fully described in Huneeus et al. (2009). The version presented in Huneeus
et al. (2009) was coupled to version 4 of the LMDZ model (through offline coupling). In this
work, we have used the LMDZ model to its 5B version, and have incorporated the SPLA model
with an online coupling.

The model presented in Huneeus et al. (2009) had four tracers: gaseous precursors of aerosols,
coarse mode sea salt (with diameters between 1 and 40 µm), fine mode aerosols (including fine
mode dust) and coarse mode dust. In the present work, mineral dust aerosols are distributed
in three bins that represent super-coarse dust (between 6 and 30 µm of diameter), coarse mode
dust (between 1 and 6 µm of diameter), and fine mode dust (with diameter smaller than 1 µm).
After emission, fine mode dust is included in the fine mode aerosols tracer (which also includes
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black carbon, particulate organic matter and sulphate aerosols), so in practice the SPLA model
now has five tracers.

SPLA had been designed for data assimilation purposes, meaning that the current computa-
tional capability is an important factor to be considered that limits the level of detail that can be
implemented in a model. With this aim, the number of tracers represents a compromise between
computational capability (or practical feasibility of the assimilation) and expected performance
of the model. Huneeus et al. (2009) compare the four-tracer SPLA model with a more complex
model, with satisfactory results in terms of monthly variation and magnitude of AOD fields.
They also validate the linear and adjoint SPLA model, and evaluate the model performance with
respect to AOD observations.

The SPLA model presented in Huneeus et al. (2009) included the following processes:

• Emissions of dust, coarse sea salt, fine mode aerosols, and gaseous precursors

• Dry deposition

• Boundary layer mixing

• Sedimentation of coarse mode aerosols

• Gas to particle conversion

• In cloud scavenging:

– from large scale precipitation

– from convective precipitation

• Below-cloud scavenging

– from large scale precipitation

– from convective precipitation

• Convective transport

The updated version of the SPLA model has four major changes. One of them is the number
of tracers –already mentioned above– splitting the original coarse dust mode into a coarse and
a super-coarse dust mode. This is done in this work because we are focused on dust emissions
at a regional scale while Huneeus et al. (2009) performed global aerosol inversions, for all types
of aerosols described in the model. Hence more detail on atmospheric dust is desirable. In
particular, as we have seen in the introduction, one of the most important characteristics of
an aerosol population is it size distribution, which, in the case of mineral dust of homogeneous
composition and shape, determines its optical properties and its lifetime in the atmosphere.
On the one hand, the optical properties of dust will directly impact the aerosol optical depth
assimilation and on the other hand, the large-scale transport of dust makes the aerosol lifetime
a key parameter in the modelling. In this work, the parametrization of dust sedimentation and
optical parameters have been changed accordingly to the new aerosol discretization parameters.
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These changes are associated to the redefinition of the dust bins and they will be explained later
in this section.

A second major change is the inclusion in SPLA of a scheme that simultaneously calculates
the convective transport and scavenging of aerosols, initially developed and implemented in the
LMDZ model by Pilon et al. (2015). Following the latest developments of the LMDZ model, the
parameterization of thermals in the boundary layer (Hourdin et al., 2015) has also been included
in SPLA. For the convective scavenging of aerosols, we kept the same parameters of aerosol
solubility from Huneeus et al. (2009).

Finally, the dust emission module used in Menut et al. (2013) (see Section 2.1.3) has been
coupled to the SPLA model. To achieve a successful coupling of the dust module, a large number
of tests have been done using low and high model resolutions, in conjunction with correction of
errors in the original code, and the selection of some model parameters. We will describe some
of improvements in Section 2.1.3.

The updated version of SPLA include the following processes:

• Emissions of dust (fine mode, coarse mode, supercoarse mode), coarse sea salt, fine mode
aerosols, gaseous precursors

• Dry deposition

• Boundary layer mixing

• Mixing by thermals

• Sedimentation of coarse mode aerosols

• Gas to particle conversion

• Coupled convective transport and convective wet deposition

• Large scale scavenging

Because of the coupling of the dust emission model (described in the next section), parameters
determining the optical properties and sedimentation velocity of dust have been updated in SPLA.
Both parameters depend on the underlying dust size distribution and they are calculated for each
of the three dust bins assuming that the dust size distribution in the atmosphere within each
bin is the same as at the emission point. The dust size distribution at the emission point is
calculated by the dust emission module averaging the dust distribution over the domain over a
one-year period. Figure 2.1 shows the assumed dust size distribution.

Sedimentation velocity of coarse mode particles (sea salt, coarse and super- coarse dust) in
SPLA depends on the particle size. For a set of given atmospheric conditions, the sedimentation
velocity is shown in Figure 2.2. It is calculated online in SPLA and it is parameterized as a
function of the Mass Median Diameter (MMD) of the underlying size distribution. For each of
the two dust bins, the MMD used in SPLA does not follow the strict definition of MMD. In
fact, the MMD parameter in SPLA is such that the mass-weighted sedimentation velocity of
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Figure 2.1: Dust mass size distribution at the emission point. The flux is normalized to 1 g cm−2 s−1.
Cut-off diameters for the SPLA dust bins are indicated in gray. Please note the logarithmic
scale on the x-axis.

the underlying distribution (of each bin) matches the sedimentation velocity calculated with the
MMD. In summary, for the coarse dust (between 1 and 6 µm of diameter), the MMD for the
sedimentation is equal to 3.9 µm and for the super-coarse dust (between 6 and 30 µm of diameter)
it is 15.1 µm.

As stated above, sedimentation velocity and mass extinction coefficients are model parameters
which depend on the underlying aerosol size distribution. In the next paragraph we will describe
the model update regarding the mass extinction coefficient.

Aerosols interact with solar radiation through the processes of scattering and absorption. For
a single particle in the atmosphere illuminated by a monochromatic irradiance beam Fλ (units of
W m−2 = J s−1 m−2) with wavelength λ, the absorption (Caλ) and scattering (Csλ) cross sections
are defined as (Bohren and Clothiaux, 2006):

Caλ = Uaλ
Fλ

, Csλ = U sλ
Fλ

,

with Uaλ and U sλ the energy absorbed and scattered by the particle per unit of time (units of
W=J s−1). The cross sections can be interpreted as the effective area that interact with the
radiation in a plane perpendicular to the beam direction and they have units of m2. Related
to these quantities, the effective cross section is the normalization of the cross section by the
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Figure 2.2: Sedimentation velocity of a single spherical particle as a function of aerosol diameter.
Particle density is assumed to be 2.61 g cm−3. Please note the logarithmic scale on both axis.

geometric area of the particle (perpendicular to the beam, A), denoted by Qaλ and Qsλ:

Qaλ = Caλ
A

, Qsλ = Csλ
A

.

These quantities are also termed absorption and scattering efficiencies. The extinction is
defined by the sum of the absorption and scattering, that is,

Ceλ = Caλ + Csλ , Qeλ = Qaλ +Qsλ .

For an aerosol population of spherical particles with number size distribution noted n(r) (in
radius), the integrated quantities of scattering, absorption and extinction coefficients are:

σeλ =
∫ ∞
0

π r2Qeλ(r)n(r) dr ,

σaλ =
∫ ∞
0

π r2Qaλ(r)n(r) dr ,

σsλ =
∫ ∞
0

π r2Qsλ(r)n(r) dr ,

with units of m−1. The normalized quantities by the mass concentration of the particle size
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distribution are called the mass extinction, absorption and scattering efficiencies (in m2 g−1) by:

σem,λ = σeλ∫ ∞
0

4
3 π r

3 n(r) ρp dr
,

σam,λ = σaλ∫ ∞
0

4
3 π r

3 n(r) ρp dr
,

σsm,λ = σsλ∫ ∞
0

4
3 π r

3 n(r) ρp dr
,

where ρp is the density of the particle. In the SPLA model, the mass extinction efficiency is
prescribed. In this work, the mineral dust is considered hydrophobic, so the mass extinction
efficiency for coarse and super-coarse dust is a fixed parameter. For sea spray and fine mode
aerosols, the mass extinction efficiency is a function of the ambient relative humidity. More
details on the dependency of the mass extinction efficiency due to water uptake can be found in
Huneeus et al. (2009).

The aerosol optical thickness (AOT) is the integral of the extinction coefficient between the
surface and the top of the atmosphere. If the integration path is oriented vertically, this quantity
has no unit, it is called aerosol optical depth (AOD or τλ) and can be calculated by:

τλ =
∫ zmax

zmin
σeλ(ξ) dξ ,

where zmin is the height of the surface and zmax is the so-called top of the atmosphere (TOA).

Assuming a given refractive index and spherical particles, the mass extinction efficiency is
calculated using Mie theory through the calculation ofQe and the underlying dust size distribution
(Figure 2.1). The Mie calculation is done for a number of wavelengths for which the refractive
index of dust is available. These wavelengths are not the same as in the original SPLA wavelength,
so the mass extinction efficiency is interpolated using the Ångström coefficient of the closest
wavelengths. If λ1 and λ2 are two wavelengths close to λ, the Ångström coefficient is calculated
by:

α = −
ln(σem,λ1

/σem,λ2
)

ln(λ1/λ2)
,

and the mass extinction efficiency is interpolated by

σem,λ = σem,λ1

(
λ

λ1

)−α
.

Values of the complex refractive index and the calculated mass extinction efficiencies are
shown in Table 2.1. We have included in this table the calculated mass extinction efficiency for
fine dust (which is not used in this work).
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Wavelength (λ) Refractive index σm,λ [m2 g−1]
Fine dust Coarse dust Super-coarse dust

545 nm 1.494 - 0.00225 i 2.899 0.4851 0.10012
550 nm 2.897 0.4868 0.10021
605 nm 1.493 - 0.00225 i 2.876 0.5051 0.10039
665 nm 1.491 - 0.00174 i 2.748 0.5292 0.10110
670 nm 2.730 0.5318 0.10110
720 nm 1.487 - 0.00140 i 2.565 0.5573 0.10108
825 nm 1.487 - 0.000699 i 2.217 0.5936 0.10231
865 nm 2.066 0.6057 0.10234
935 nm 1.487 - 0.000408 i 1.839 0.6269 0.10238

Table 2.1: Mass extinction efficiency in m2 g−1 for coarse and super-coarse dust used in SPLA model
(in bold) and refractive index of the known wavelengths used to interpolate SPLA extinction
coefficients.

2.1.3 Dust emission model

There are two dust emission schemes implemented in SPLA. Outside the Sahara desert and the
Arabian Peninsula the dust emission scheme is the same as in Huneeus et al. (2009) and is
described in Schulz et al. (1998) and Guelle et al. (2000). Dust emissions are calculated offline
using 10-meter wind speed from the ERA-interim reanalyses. The emissions are computed on
the ERA-interim grid (regular latitude-longitude of 1.125 degrees of resolution) which is itself
interpolated from the original ERA-interim grid. Then the emissions are interpolated to the
LMDZ model grid. This emission scheme combines the saltation scheme from Marticorena and
Bergametti (1995) and a semi-empirical scheme for emissions, which is useful for global studies.
However, to better represent the diurnal cycle and the spatial variability of dust emissions at the
regional scale, a more sophisticated dust emission scheme has been included in the model, which
is based on the physics on dust emission. This more sophisticated scheme is activated over the
region where the input data for this scheme are available. Hereafter our focus will be on this
scheme which is used for the North African and Arabian Peninsula regions.

The dust emission scheme (or Dust Production Module, DPM) was adapted from the LMDZ
implementation (Hourdin et al., 2015) of the CHIMERE-DUST emission module (Menut et al.,
2013). Emission fluxes are calculated online using the LMDZ near-surface (i.e., 10-meter) wind.
This allows to have consistency between the dust emissions and the local meteorological condi-
tions.

The DPM is composed essentially of a saltation flux scheme from Marticorena and Bergametti
(1995) and a sandblasting model from Alfaro and Gomes (2001). In principle, the components of
the DPM used in this work are fully described in Marticorena and Bergametti (1995), Marticorena
et al. (1997), Shao and Lu (2000), Alfaro and Gomes (2001), Menut et al. (2013) and Hourdin
et al. (2015). In this section we will describe the complete DPM using a consistent notation and
we will highlight our modifications to the code.
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The relevant input parameters to the DPM are the soil type, the soil size distribution, the
surface roughness length, the near-surface (i.e., 10-meter) wind and the proportion of erodible
elements per unit area. The soil properties over the Sahara desert and the Arabian Peninsula
are taken from the Laboratoire Interuniversitaire des Systèmes Atmosphériques (LISA) database
(available at http://www.lisa.univ-paris12.fr/mod/data/index.php).

2.1.3.1 Soil texture and size distribution

The LISA input files have spatially-distributed information of the five predominant soil types in
each gridbox with a resolution of one by one degree over the Sahara and the Arabian Peninsula.
In other words, for each gridbox, from the 18 predefined soil types (Laurent et al., 2008) only the
five predominant soil types are reported in the LISA input file. All the soil categories are shown
in Table 2.2.

The input data from LISA database contains an map of 1◦ by 1◦ of resolution for the following
variables:

• SOL: soil label for soil type (ST , from Table 2.2)

• P : fraction of the gridbox covered by SOL

• Z0s: smooth roughness length

• Z01: aerodynamic roughness length

• Z02: aerodynamic roughness length

• D: distance between two roughness elements

• A: erodible fraction of the surface

Some of these variables (SOL, P , A, Z01 and Z0s) are shown in Figure 2.3.

The soil size distribution is discretized in bins between 0.0001 and 0.2 cm, equally spaced in
a logarithmic scale. In our implementation of the DPM, the width of the bin (in log space) is
equal to:

∆ ln(Di
p) = ln(Di+1/2

p )− ln(Di−1/2
p ) = 0.0005 ,

where i indicates the bin number, D1
p is the smallest diameter and DN

p the largest one. With
∆ ln(Di

p) = 0.0005, the total number of bins used is N = 15201. For each discretized diameter
Di
p we will notate by Di

p and by Di
p the boundaries of the i-th bin, noting that Di

p = Di+1
p .

For the continuous representation of the size distribution, the particle diameter is written as Dp.
Using the notation from Seinfeld and Pandis (2012), the mass distribution of soil particles for
each mode and soil type is:

nem(lnDp) = dM
d(lnDp)

= Mp√
2π (ln σ)

exp
(
−1

2
(lnDp − lnDmed)2

(ln σ)2

)
, (2.1.1)

http://www.lisa.univ-paris12.fr/mod/data/index.php
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where Mp is the total mass of the mode. Here we assume that it is possible to approximate the
proportion of the surface covered by particles of type ST and diameterDp by the proportion of the
cross section of the particles of type ST and diameter Dp to the total cross section (Marticorena
and Bergametti, 1995). The size distribution of the soil particle cross section is related to the
mass size distribution through the equation

nec(lnDp) = nem(lnDp)
2
3 ρpDp

,

where c denotes the cross section and we assume that the particles are spheres with density ρp.
For each soil type ST , the normalized soil cross section distribution is calculated as

dS(ST )
d lnDp

=
3∑
j=1

1
2
3 ρpDp

pj√
2π (ln σj(ST ))

exp
(
−1

2
(lnDp − lnDmed,j(ST ))2

(ln σj(ST ))2

)
,

with j the index for each mode from Table 2.2. Recalling that

nc(Dp) = nec(lnDp)/Dp ,

then
dS(ST )
dDp

= 1
Dp

dSe(ST )
d lnDp

.

We will define the relative surface contribution of each soil type and particle diameter by

dSrel(ST )
dDp

= 1
Stot(ST )

dS(ST )
dDp

, (2.1.2)

with
Stot(ST ) =

∫ Dmax

Dmin

dS(ST )
dDp

dDp ,

where Dmin and Dmax are the boundaries of the soil size distribution.

2.1.3.2 Wind velocity

The wind velocity from the model is the mean over the gridbox of the wind velocity. The dust
emission flux being roughly proportional to the cube of the wind velocity, an accurate description
of the subgrid wind velocity variability is important. The near-surface wind from the LMDZ
model can be considered as being the mean over the gridbox. To have realistic dust emissions
it is therefore necessary to parameterize the sub-grid scale variability of the wind velocity. We
assume here that the sub-grid wind velocity can be described by a Weibull distribution which, in
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its continuous form, is given by the following probability density function:

p(u, k,A) = k

A

(
u

A

)k−1
exp

[
−
(
u

A

)k]
,

where u is the subgrid-scale wind speed, and (k,A) are parameters of the Weibull distribution.
The shape parameter k has been set equal to 3 as in Hourdin et al. (2015), and the A parameter
is calculated for each grid cell and each timestep to fit the Weibull distribution expectancy with
the mean wind velocity from the LMDZ model:

U = AΓ(1 + 1/k) , (2.1.3)

where U is the 10-meter mean wind for each gridcell and Γ the Gamma function. Previous
versions of this DPM (e.g., Menut et al., 2013) assumed A = U . This approximation decreases
the expectancy of the wind in the gridbox once the Weibull subgrid wind distribution is applied.
As the DPM is highly sensitive to near surface wind velocity, the impact of this choice is important.
Figure 2.4 shows both subgrid Weibull wind distributions, one calculated with Equation (2.1.3)
and the other one calculated with A = U . It is clear from the upper panel that the A = U

has smaller values in the right tail of the distribution and thus the dust flux is expected to be
lower. The lower panel shows the probability of both Weibull distributions of being larger than
α times the mean wind, and the ratio between them. In the lower panel, the choice A = U is
always smaller than our choice (so the ratio between them is always larger than unity) and the
ratio between them increases with α. This means that for larger winds (compared to the mean
wind in the gridbox), this correction is significant. This impacts the dust emission fluxes by its
polynomial dependence on the wind speed (as we will see later in Equation (2.1.4)). In practice,
the sub-grid wind distribution is discretized in 12 bins, with the maximum value equal to twice
the 10-meter mean wind velocity.

Over the surface, the wind friction velocity is the physical quantity that carries the wind
energy information and exchanges momentum with the surface. In the DPM, the wind friction
velocity is calculated assuming neutral conditions of stability, and with the LISA roughness length
Z02:

U∗(ST ) = u
k

ln(z10m/Z02(ST )) ,

with k = 0.41 the von Karman constant, z10m = 10 m and u the 10-meter wind velocity (for each
bin of the Weibull discretization).

The DPM only emits dust if the wind friction velocity is over a threshold. In principle, the
threshold friction velocity U∗Shao(Dp) (in units of [m s−1]) is calculated according to Shao and Lu
(2000) as

U∗Shao(Dp) =
√
an

(
ρp
ρa
g Dp + γ

ρaDp

)
,

where Dp is the soil particle diameter (in units of [in m]), an = 0.0123, ρp = 2.63 × 103 [kg m−3]
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Figure 2.4: Probability density function of Weibull distribution for the original (Old) and the corrected
(New) A parameter for several mean wind velocities and k = 3. Upper panel show the
probability density function between 0 and 2× U for several values of U . Lower panel shows
the probability of being larger than α times the mean wind U for both A parameters (blue
and red lines) and the ratio between them (green line).

is the particle density, ρa = 1.227 [kg m−3] the air density at the surface, γ = 3 × 10−4 [kg s−2]
and g = 9.81 [m s−2].

The threshold friction velocity is increased depending on the surface properties in order to
account for the kinetic energy partition between the soil and the roughness elements. The cor-
rection of the threshold wind velocity is calculated as in Marticorena et al. (1997) by a drag
efficiency coefficient:

feff(ST ) = 1−
(

ln(Z01(ST )/Z0s(ST ))
ln(aeff(xeff/Z0s(ST ))0.8)

)
.

If DST > 0, the partition is calculated by a partition between the erodible surface and the
roughness elements (as in the previous equation), multiplied by a partition between two kinds of
roughness elements (Marticorena et al., 1997) as:

feff(ST ) =
[
1−

(
ln(Z02(ST )/Z01(ST ))

ln(aeff(DST /Z01(ST ))0.8)

)][
1−

(
ln(Z01(ST )/Z0s(ST ))

ln(aeff(xeff/Z0s(ST ))0.8)

)]
,

with aeff = 0.35, xeff = 10 and the others parameters taken from the LISA database. Finally, the
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used threshold friction velocity is:

U∗t (Dp, ST ) = U∗Shao(Dp)
feff(ST ) .

2.1.3.3 Horizontal flux

The horizontal flux dust is calculated according to the Marticorena and Bergametti (1995) salta-
tion scheme, and multiplied by the contributions of the ST to the total soil surface (P from
Figure 2.3) and by the fraction of erodible surface (A from Figure 2.3) as in Laurent et al. (2008):

dFh(ST )
dDp

= P (ST )A(ST )
K ρa U

∗(ST )3 dSrel(ST )
dDp

g

(
1 + U∗t (Dp, ST )

U∗(ST )

)(
1− U∗t (Dp, ST )2

U∗(ST )2

)
,

(2.1.4)
where ST is the soil type, Dp is the soil particle diameter, K is a constant value, ρa is the air
density, g is the gravitational constant, U∗ is the friction velocity (which depends on the soil
type through the saltation roughness length parameter), U∗t is the threshold friction velocity, and
dSrel(ST )/dDp is defined in Equation (2.1.2). In the case of U∗t (Dp, ST ) > U∗(s), the friction
velocity threshold is not reached by the model and there is no emission (dFh(ST )/dDp = 0). In
this work, the value of K was set to its original value of 2.61 (Marticorena and Bergametti, 1995)
instead of the value of 1.0 used in Hourdin et al. (2015) and in Menut et al. (2013). We will
justify this choice later in this section.

As a side note, Equation (2.1.4) is derived from the formulation of White (1979). In this
article the equation is written twice, in the abstract and in Eq. 22; but one of them is wrong. In
fact, the abstract equation reads:

q = 2.61 ρ
g

(V∗ − V∗t)(V∗ + V∗t)2 ,

with q the emitted flux (in units of [g cm−1 s−1]), while the Eq. 22 is written as

q = 2.61 ρ V∗
g

(
1− V∗t

V∗

)(
1 + V 2

∗t
V 2
∗

)
.

These two equations are actually not equivalent. The mistake in White (1979) is the derivation
of Eq. 22 from Eq. 17. The correct equation is the one in the abstract, which is consistent with the
one used by Marticorena and Bergametti (1995). However, a couple of publications copied the
incorrect formulation, as in Chapter 5 of Knippertz and Stuut (2014) or in Menut et al. (2005)
(but later corrected in Menut et al. (2013)).
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Mode 1 Mode 2 Mode 3
d 1.5 6.7 14.2
σ 1.7 1.6 1.5
e 3.61 3.52 3.46

Table 2.3: Dust mass size distribution and binding energies parameters for the sandblasting scheme
(from Alfaro and Gomes (2001)). The parameters from the log-normal size distribution (similar
to Equation (2.1.1)) are the median diameter (d) in µm and the geometric standard deviation
σ. Binding energies e are expressed in [g cm2 s−2]. Binding energies used in this work differ
from the energies shown in this table by a factor 1/6 (see text).

Case p1 p2 p3

ec < e3 < e2 < e1 0 0 0
e3 < ec < e2 < e1 0 0 1
e3 < e2 < ec < e1 0 (ec − e2)/(ec − e3) 1− p2
e3 < e2 < e1 < ec (ec − e1)/(ec − e3) (1− p1)(ec − e2)/(ec − e3) 1− p2 − p1

Table 2.4: Fractions (pi) of kinetic energy used to release particles from the three aerosol modes (from
Alfaro and Gomes (2001)).

2.1.3.4 Vertical flux

The vertical flux is calculated according to Alfaro and Gomes (2001) sandblasting flux scheme.
In this model, dust particles are emitted into the atmosphere (vertical flux) due to the impact
between particles in the horizontal flux and the soil. Released particles can be either from the
saltation flux or from the soil. The model assumes that the emitted particles are described using
a combination of three fixed modes, independent from the soil type (Table 2.3).

Kinetic energy of each dust particle (in the horizontal flux) is calculated as:

ec(Dp, ST ) = 100π
3 ρpD

3
p U
∗(ST )2 .

The model assumes that the quantity of dust emitted by each of the three modes from Table 2.3
depends on the kinetic energy of the saltation particles and the binding energy of each mode. The
relative proportion of emitted dust of each mode is calculated from Table 2.4. For low kinetic
energy of the particles (resulting, for example, from weak –but above the threshold– surface
winds), only coarser mode particles (i.e., Mode 3 from Table 2.3) can be emitted due to its lower
binding energy. In the case of larger kinetic energy the soil will release particles of the Mode 2
(from Table 2.3), and if the kinetic energy is large enough, it will emit the finer mode particles
(i.e., Mode 1 from Table 2.3).

The vertical (sandblasting) flux is calculated for each of the three modes (j = 1, 2, 3) by

dFv,j(ST )
dDp

= π

6 β ρp
pj(Dp, ST ) d3

j

ej

dFh(ST )
dDp

,
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where β = 16300 cm s−2, ρp is the particle density [in g cm−3], dj is the mass median diameter
for the mode j of Table 2.3 [in cm], ej is the binding energy for mode j, pj is the fraction of
kinetic energy for the mode j for a particle with kinetic energy ec(Dp, ST ). For each of the three
modes of the sandblasting scheme, the total dust flux for mode j is calculated by the sum of the
contributions of all soil types and soil particle diameters:

Fv,j =
∑
ST

∫ Dmax
p

Dmin
p

dFv,j(ST )
dDp

dDp .

The previous equation is discretized as

Fv,j =
∑
ST

N∑
i=1

∫ Dip

Dip

dFv,j(ST )
dDp

dDp ,

where the integral is calculated as

∫ Dip

Dip

dFv,j(ST )
dDp

dDp = π

6 β ρp
pj(Di

p, ST ) d3
j

ej

∫ Dip

Dip

dFh(ST )
dDp

dDp ,

and the discretization of the horizontal flux is given by
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The vertical flux is calculated for each dust mode and bin of the discretization of the wind
velocity. The vertical flux by dust mode is calculated as the sum of the contributions of each
wind bin discretization and then distributed in the three SPLA aerosol modes: fine mode aerosols,
coarse mode dust and super-coarse mode dust.

Some of the key parameters of this scheme are the binding energy parameters (ej from Ta-
ble 2.3), that account for the necessary energy to release particles in the sandblasting processes
for each soil mode used in the scheme. The work by Sow et al. (2011) shows that these binding
energy parameters cannot be constant if emissions are to be fitted to in situ emission flux mea-
surements. They may instead depend on the strength of the dust event. Sow et al. (2011) divide
the binding energy parameters by a factor 2.5 in the case of a strong dust event, and by a factor
of 5 in the case of a weaker event to fit in situ emission flux measurements. We also chose to tune
the binding energy parameters and divide it by a factor 6. This is somewhat an arbitrary choice
but is partly justified by the fact that we are interested in simulating the dust flux emission for
a long period (and not only for dust events).

Data assimilation systems are sensitive to biases. In particular biases in the observations
and in the observation operator (the LMDZ-SPLA model in our case) could deteriorate the
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analyses performance. To avoid this problem and to have a mean simulated AOD in the range of
the (satellite and ground-based) observations, we apply an additional tuning multiplicative factor
equal to 3.25 to the coarse and super-coarse dust emissions and 0.8 to the fine mode dust emissions.
The tuning factor is not the same for the three emission bins due to the known overestimation
of fine mode dust emissions in the DPM relative to the coarser modes (Nabat et al., 2012). This
tuning has the only objective of making the prior AOD unbiased for the assimilation, and it was
estimated by comparing the model mean AOD (and Ångström coefficient) and the observational
one. The tuning factor (per emission bin) is unique for all periods and all regions. Later in this
thesis we will show the assimilation results, where the elements in the control vector are indeed
correction factors over the emissions, but with larger spatial and temporal variability. The analysis
correction factors can be interpreted as multiplicative factors of these tuning parameters, after
the information of the assimilated observations are incorporated into the system.

A second parameter was modified from the Hourdin et al. (2015) DPM, and it is the K

parameter from Equation (2.1.4). This parameter is also a multiplicative factor of the emission
flux. The model proposed by White (1979) (and then by Marticorena and Bergametti (1995))
uses K = 2.61. Later, Menut et al. (2005, 2013) and Hourdin et al. (2015) have used K = 1,
based on the work by Gomes et al. (2003) who cites the work of Gillette and Chen (2001). In this
latter work, the authors do not use exactly the same equation as White and they recommend to
use smaller values (less than the unity) for supply-limited sources and larger values for supply-
unlimited sources. Following the results of their field experiment, they recommend a mean value
of K = 1.1 for a typical dust emission event. However, the experiment was performed in a site
in the Chihuahuan desert (in New Mexico, United States) and they found a large dispersion of
the calculated K value, ranging between 0.007 to 20 depending on the surface properties and the
dust event. We think that an extrapolation of K = 1 (calculated in a sandy soil texture) to the
whole Sahara desert is as arbitrary as choosing K = 2.61, the value proposed by White (1979).
Additionally, this K parameter scales the emissions, so in practice, if we had chosen K = 1 we
would have multiplied by 2.61 the tuning factors described in the previous paragraph in order to
have an unbiased AOD suitable for the assimilation.

Figure 2.5 shows the calculated dust flux emission for the year 2006 over the Sahara and the
Arabian Peninsula with the DPM described in this Section. Figure 2.6 shows the total emissions
by month for the three dust modes of SPLA. The hour of emission is indicated in colors in the
Figure. These emissions have been approximated using hourly instantaneous outputs from the
model. More accurate emission fluxes are show in Figure 4.6. Figure 2.6 shows that a large part
of the emission occurs before midday, in qualitative concordance with the daily cycle of dust
emissions described in Tegen et al. (2013).

2.1.4 Other emissions

Along with the dust emissions presented in the previous section, we have included emissions for
sea spray, biomass burning and industrial emissions. The configuration for these emissions is
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Figure 2.5: Monthly averages of dust emissions for the year 2006 (in units of g m−2 s−1). Please note
the logarithmic color scale.
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Figure 2.6: Total flux by month approximated from the hourly instantaneous outputs of the model.
The Saharan desert is split into two regions, East (20◦W to 14◦W) and West (14◦W to the
Red sea). The Arabian region includes the Arabian Peninsula and the near the Middle East
(eastern limit of 65◦W and 40◦N in the north). The colors represent the quantity of dust
emitted for each time windows, in the local time (solar time).
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described in Huneeus et al. (2013). As a brief summary, biomass burning (BB) emissions are
taken from the GFED 3.1 inventory (van der Werf et al., 2010). The species used in this thesis
from this inventory are black carbon (BC), particulate organic matter (POM) and SO2.

Fossil fuel and industrial emissions were taken from the Lamarque et al. (2010) inventory,
also for BC, POM and SO2. Terpene emissions are taken from Lathière et al. (2006), Volcanic
emission (SO2) are prescribed, as in Huneeus et al. (2013), by the inventory prepared in Dentener
et al. (2006). Sea salt emissions are calculated with the parameterization of Monahan et al. (1986)
using ERA-Interim 10-meter wind speed. Dimethyl sulphide (DMS) emissions were updated with
the near-surface climatology of DMS provided in Lana et al. (2011), and the fluxes were calculated
with the parameterization of Nightingale et al. (2000) with ERA-Interim 10-meter wind speed.

2.2 Observations

In this section we will describe the observations used in this work. We assimilate the AOD derived
from five satellite-borne instruments and we evaluate the analysis simulations using independent
AOD measurements from the ground-based Aerosol Robotic Network (AERONET).

2.2.1 Satellite observations

Satellite observations are shown in Figure 2.7. This section describes the source of the information
and the preprocessing procedures applied to the AOD products of Figure 2.7.

2.2.1.1 MODIS observations

The MODIS instrument is a 36 spectral band spectroradiometer on-board two low-orbiting sun-
synchronous satellites, Terra and Aqua. The instrument has a swath of 2330 km at nadir and a
spatial resolution of 1 km (or less, depending on the channel) for visible and near-visible bands.
MODIS/Terra was launched in December 1999 in a near-polar descending orbit (i.e., that crosses
the Equator from north to south at daytime). MODIS/Aqua was launched in the year 2002
with a near-polar ascending orbit. Aqua is part of the “A-Train” constellation. Terra overpasses
the Equator at ≈ 10:30 Local Time (LT), while Aqua does it at ≈ 13:30 LT. Since the satellite
launch, the AOD retrieval procedures have been continuously improving. We use Collection 6
of the MODIS AOD products, which use the same retrieval scheme for both platforms (Aqua
and Terra). However the calibration of the two instruments differ, hence there could still be
some (small) inconsistencies between the two MODIS aerosol products in addition to a different
overpass time.

The MODIS retrieval algorithm uses reflected radiances at four wavelengths to calculate AOD
at 550 nm. There are three algorithms to calculate AOD from MODIS radiances. Over ocean it is
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Figure 2.7: Averages for the year 2006 of the satellite-derived AOD used in this study, in a regular
latitude-longitude grid of 0.5 degree resolution. Total AOD is shown on the left column and
fine mode AOD on the right column (when available). Please note the different color scales
between both columns and the different wavelengths of the reported AOD.
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calculated with the “Dark Target” (DT) algorithm (Levy et al., 2013) which reports total 550 nm
AOD and the proportion of this AOD due to fine aerosols (fine AOD) at 550 nm. Over land
where the surface is “dark” enough (reflectance less 0.25 at the near infrared MODIS channel),
only total AOD from the DT over land algorithm (Levy et al., 2013) is reported. Over brighter
surfaces, the “Deep Blue” (DB) algorithm (Sayer et al., 2013) is preferred. Despite the fact that
MODIS retrievals are reported in several wavelengths (e.g. 550, 670 and 865 nm for DT), in this
work we only use AOD at 550 nm.

MODIS AOD retrievals are reported at horizontal resolutions of 3 and 10 km in their Level 2
product. MODIS 550 nm AOD uncertainties are quantified against a reference AOD (AERONET).
Levy et al. (2013) define the expected error (EE) as the bounds that contains the 67% of the
matchups between the reference AOD and the satellite AOD. For DT over land, this envelope is
symmetrical around zero:

EE = ±(0.05 + 0.15 τA) ,

where τA is the reference AOD. Over ocean, the bounds for the EE are:

[−(0.02 + 0.1 τA) , +(0.04 + 0.1 τA)] .

Despite the fact that the EE for the DB product in Sayer et al. (2013) is calculated using
a reference AOD, Sayer et al. (2013) develop an expected error as a function of the DB AOD,
and not against a reference AOD. Additionally and by the nature of the DB algorithm (that uses
radiances at shorter wavelengths), the error of the DB AOD is highly dependent on the satellite
viewing angle. This is quantified by the geometric atmospheric mass factor (AMF, the sum of
the cosines of the solar and viewing angles). The EE envelope given by (Sayer et al., 2013) is:

EE = ±0.086 + 0.56 τM
AMF ,

where τM is the DB AOD. Smaller AMFs (≈ 2) are reached when the satellite crosses the Equator,
while larger ones can be found at mid and high latitudes. For an average AMF of the MODIS
overpass (AMF= 2.8), they define an EE by:

EE = ±(0.03 + 0.2 τM ) .

We use the Level 3 product, also provided by the MODIS team, which is calculated from the
Level 2 product with additional filters over the quality of the AOD data. Horizontal resolutions
of the Level 3 AOD is 1 degree in a latitude-longitude projection and additionally to the DT and
DB products, a “Merged” product (Sayer et al., 2014) is produced and distributed. Over ocean
the Merged AOD is the same as the DT AOD, but over land, if both DB and DT report valid
AOD in the Level 2, the Merged product is a combination of both, and in general it is more
accurate than either one of DT or DB (Sayer et al., 2014).
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Due to the difference in type of surfaces and algorithms, the Merged product can exhibit
discontinuities in the horizontal AOD field, especially along the coast and over transition regions
(e.g. between an arid/semi-arid region and a vegetated region). Additionally, Sayer et al. (2013)
indicates that the DB product is likely to underestimate AOD over deserts, and we will be
concerned about this problem in the design of the adaptive bias correction in Chapter 6.

The Level 3 Merged 550 nm AOD is interpolated onto the model grid before the assimilation.
The interpolation process will be presented in Section 2.2.1.5

2.2.1.2 MISR observations

The Multiangle Imaging SpectroRadiometer instrument (MISR, Diner et al., 1998) on-board the
Terra satellite is a spectroradiometer with 36 channels, with four visible and near-infrared spectral
bands. It can measure radiances from a given target with up to nine viewing angles (Kahn and
Gaitley, 2015). At nadir, the swath of MISR is 380 km and the Level 2 AOD retrieval is reported
at approximately 17.6 km resolution. The instrument observes the same atmospheric column
from different viewing angles and for several air mass factors in a short period of time, which
allows the retrieval algorithm to distinguish contributions from the surface and the atmosphere
in the observed reflectance. Thus more information regarding the aerosol microphysics (Kahn
et al., 2005) can be retrieved than for nadir-only instruments (e.g., MODIS).

Level 3 products are calculated from Level 2 AOD gridded in a regular latitude- longitude
mesh of 0.5 degrees of resolution. Total AOD in Levels 2 and 3 are reported for the following
wavelengths: 446, 557, 672 and 867 nm. The 557 nm wavelength is usually considered equivalent
to 555 nm. The retrieval AOD is split into the AOD due to spherical and non-spherical aerosols,
and into the AOD due to small (less than 0.35 µm of radii), medium (between 0.35 µm and 0.7
µm of radii) and large (more than 0.7 µm of radii) aerosols.

For the total AOD, Kahn et al. (2005) estimate the EE at 555 nm by

EE = ±max(0.05, 0.2 τA) ,

with τA the AERONET AOD.

In this work use the Level 2 AOD, from the algorithm version 22 (Kahn and Gaitley, 2015).
The process of estimating MISR AODs for total and fine mode (less than 0.5 µm of radii) as per
our observation operator is described in Section 2.2.1.5.

2.2.1.3 PARASOL observations

Onboard the Polarization and Anisotropy of Reflectances for Atmospheric Sciences coupled with
Observations from a Lidar (PARASOL) satellite, the POLarization and Directionality of the
Earth’s Reflectances (POLDER, Tanré et al., 2011) instrument measures reflected radiance in
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9 spectral bands in the visible and near-infrared part of the electromagnetic spectrum. The
POLDER instrument measures polarization in three of the 9 channels, and has several viewing
directions along track and across track. Between the PARASOL launch in December 2004 and
December 2009, the satellite was orbiting in the “A-train”, along with the Aqua satellite.

The AOD retrieval algorithm takes advantage of the instrument polarization and multi-
directional capabilities and report fine and coarse 670 and 865 nm AOD over ocean and the
865 nm fine AOD over land with their corresponding Ångström coefficient. The native resolution
of Level 2 (daily) products is 18.5 km at nadir.

From Level 2 binary files (from Cloud-Aerosol-Water-Radiation Interactions, ICARE) the
AOD is interpolated to 550 nm and then regridded onto a regular latitude-longitude with a
resolution of 0.5 degrees using routines provided by François-Marie Bréon (LSCE). The data are
then interpolated to the model grid with the procedure described in Section 2.2.1.5.

The “typical accuracy” of the ocean total AOD is shown in Tanré et al. (2011) by

±0.05 ± 0.05 τ ,

where τ is the reference AOD. This estimate was calculated in Goloub et al. (1999) for the same
algorithm, but for a previous POLDER instrument. Over land, the AOD is calculated only for
the accumulation mode, because the algorithm only uses measured polarized radiance which are
only sensitive to the smaller particles. To calculate AOD over land, the algorithm assumes that
there are no coarser particles and uses a refractive index typical of biomass burning or polluted
conditions (Tanré et al., 2011) of 1.47+0.01 i. Over bright (land) surfaces and over source regions
the quality of the retrieved AOD could be lower than the ocean retrievals (Tanré et al., 2011),
and also large amounts of coarse dust over land can contribute to the measured polarized light,
a signal that can be misinterpreted by the retrieval algorithm as fine dust.

2.2.1.4 SEVIRI-AERUS observations

The above-mentioned instruments are carried by low orbiting satellites in sun-synchronous orbits.
They overpass a point of the Earth over the Equator at most once during daylight and once during
nighttime (keeping in mind that passive instruments cannot retrieve visible AOD in nighttime).
On the contrary, the SEVIRI instrument on-board the geostationary satellite MSG (Meteosat
Second Generation) captures a full-disk image of the Earth each 15 minutes; covering Europe,
Africa and the eastern Atlantic Ocean.

All the above-mentioned satellite derived AOD products use the spectral signature of aerosols
and surface reflectance to estimate the AOD. In contrast, Carrer et al. (2010) and Carrer et al.
(2014) take advantage from the high temporal and spatial resolution of the SEVIRI images to
produce an AOD product at 630 nm. The algorithm uses the multiple radiance measurements
for different solar angles to derive, using only the 630 nm SEVIRI channel, surface reflectance
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and AOD simultaneously. Over land, the surface is modelled with a Bidirectional Reflectance
Distribution Function (BRDF) and over ocean is assumed Lambertian. The parameters of the
surface reflectance models are calculated for each day (along with the AOD), with assumptions
on their timescales. For each day, the final AOD product is calculated with a filtering method
using the 15-minute acquired images. The variance of the AOD error reported in the daily AOD
is the variance of the analysis errors from this filter. We will use this error estimate in Chapter 5.

In this work, we filter the SEVIRI AOD products by only using the AOD calculated with
information from the same day of the measurements; i.e., only using pixels when the flag “ZAge”
is equal zero (D. Carrer, personal communication). This filter eliminates suspicious large and
isolated AOD values over the tropical Atlantic Ocean.

2.2.1.5 Satellite interpolation procedure

To be compared with the model outputs, all observations are gridded into the model grid, which
is a latitude–longitude grid with a zoom in it, which means that the grid size is not the same in
all the pixels. Figure 4.2 shows the model grid used in this work. The source (observational) grid
is usually finer than the model grid.

There are several standard interpolation procedures for meteorological data which can be used
for our purposes. The “nearest neighbour” method finds the closest grid center of the source grid
to the new grid and assigns this value to the new field. This could be highly inaccurate if the
two grids have different resolutions, in addition with the potential large information loss. Linear
and bilinear interpolation are a common choices for interpolating meteorological model data. For
each grid point in the new grid, these methods need valid data from all the source grid points that
provide information to the new grid point (close in latitude and longitude). Satellite observations
usually show large amounts of pixels with missing data, which propagates the missing data to
the new grid if it is coarser than the source grid, leading to an important information loss.

The general interpolation procedure for satellite observations used in this work is similar to
the bilinear method, but it can handle the quantity of missing data in the new grid. We have
written a weighted-average interpolation method that we will describe in the following paragraph.

For each model gridbox (blue lines in Figure 2.8), the area contribution of each source gridbox
(green lines in Figure 2.8) to the model gridbox (most of them will be zero but not if both
gridboxes overlap) is calculated. If the area covered by valid data in the source grid (green filled
squares in Figure 2.8) is larger than a (configurable) threshold, then the value of the observation
in the model grid is the average of the observations in the source grid, weighted by their relative
contribution to the covered area of the model grid. If the threshold is not reached, the model
observation is set to missing data.

In this work, the threshold parameter is set to 30%, which means that at least 30% of the area
(per gridbox) have to be covered by valid observations to calculate the interpolated observations.
If the threshold was set to 100%, only fully-covered gridbox would be set as valid data in the
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Figure 2.8: Schematic showing our interpolation method for observations. The blue lines represent the
model grid, and the green lines the source grid. Square painted green represent valid data.

interpolated grid (number 2 in Figure 2.8). On the contrary, if the threshold is small, gridboxes
like the numbers 3 or 4 of Figure 2.8 can be set as valid data, even though the overlap with valid
source data is small. A value of 30% is a compromise between these two extremes, that gives a
total data coverage similar to the source data. If the source data has all the gridbox with valid
values, our method should give the same interpolated field as the one resulting from a bilinear
interpolation. This method could be easily adapted to interpolate emission fluxes, changing the
average operator by a weighted sum of the input data, and setting the threshold to zero.

MODIS and PARASOL data were interpolated with the method described above from a
0.5 degree resolution latitude-longitude grid to the model grid. SEVIRI AOD product has a
higher resolution over North Africa (order of km), so the interpolation was done directly into the
model grid. SEVIRI products reports the variance of the AOD error by pixels. To calculate the
interpolated variance of AOD errors for this product, we assume that all the SEVIRI AOD errors
within each model grid are fully correlated and gaussian distributed. This was done because the
error covariances between nearby pixels are not reported in the standard SEVIRI product, and
a fully correlation assumption seems to be more plausible than a zero-correlation assumption.
However, it is expected that the true covariance lies between these two extremes. Additionally,
with this assumption of fully-correlated errors it is possible to conserve the spatial structure of
the errors variance in the model grid.

The interpolation procedure for MISR AOD was done in two steps. First, the fine and total
AOD is calculated from Level 2 outputs and interpolated to a regular latitude-longitude grid of
0.5 degrees of resolution. Secondly, the above-mentioned interpolation method was use to regrid
the AOD to the model grid. The next paragraph explains the first step of the MISR interpolation
procedure.

2.2.1.6 MISR AOD redefinition of bins

As stated earlier, the standard MISR Level 3 product reports AOD for three aerosol size ranges:
small, medium and coarse. Regrettably, the cut-off sizes of these bins do not match with the
SPLA bins, with the cut-off between coarse and fine modes being close to the center of the MISR
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medium size classification.

The MISR algorithm finds the best fit between the simulated radiances given by 74 aerosol
mixture models (Kahn and Gaitley, 2015) and the radiances observed by the satellite. The
mixture models are themselves combinations of 8 basic aerosol types.

Fortunately, the key parameters of these models are well documented, and they are part of the
standard Level 2 products. Additionally, optimum fit parameters for each model are also reported
in the Level 2 products, along with the optical properties and parameters of the size distributions
of the aerosol models. With this information, it is possible to calculate the contribution of each
of the 8 basic aerosol types to the optimal fit given by the MISR algorithm.

With this disaggregated AOD by aerosol type and with the size distribution and optical aerosol
parameters it is possible to approximately calculate the contribution arbitrary defined size bins
to the total AOD. The approximation is because the size dependent extinction coefficients for
each model are not reported in the Level 2 products and only the bulk extinction coefficients are
given. In this step we assume homogeneity of the extinction coefficient over all the aerosol model
size range. The error produced by the extinction coefficient assumption is in practice less than
5% of the total AOD value, for less than the 5% of the recalculated pixels.

The size bins were defined by the SPLA size bins limits, and then the MISR Level 2 AOD
were calculated for these size bins. The last step is to filter the AOD by the quality flags reported
in the MISR product, and regrid the data from the native Level 2 MISR grid (Space Oblique
Mercator projection) to a regular latitude-longitude grid.

2.2.2 Ground-based observations

For validation purposes, we use AOD from the AERONET ground-based network of sunpho-
tometers (Holben et al., 1998). It is common that the satellite AOD products are evaluated and,
sometimes adjusted, by using AERONET data. Despite this, we will consider AERONET data
and satellite-derived AOD to be independent observations, even if strictly speaking they are not
independent.

AERONET is a network of sunphotometers with a large global and temporal coverage. The
network is composed by hundreds of CIMEL sunphotometers over the globe, which are calibrated
regularly (approximately once per year). Some standard wavelengths for the AOD measured by
sunphotometers of this network are 440, 675, 870 and 1020 nm. AOD at 500 nm is measured in
a large quantity of stations, and some of them also measure radiances at 340, 380 and 1640 nm.

In this work, we use Level 2 products from the algorithm version 2. Level 2 products are
the final quality assured data provided by the AERONET team. This product is cloud-screened
(Level 1.5) and post-calibrated (Level 2). The measurements are taken during daylight each 15
minutes approximately. We use the daily average of these measurements, also provided by the
AERONET team.



Chapter 3

Emission fluxes inversion system

In the previous Chapter we have described two key components of the dust flux inversion system,
namely the observations and the observation operator. In this chapter we describe the remaining
ingredients of the flux inversion: the definition of the control vector, the error covariance matrices,
the cost function and the procedure used to minimize the cost function.

We are interested in mineral dust emissions over North Africa and the Arabian Peninsula,
so the observations are assimilated only over this region and the adjacent Atlantic Ocean. More
precisely, the observations are assimilated in the area between 70◦W and 65◦E in longitude and
between 0◦N and 40◦N in latitude.

Consequently, the control vector has been defined with the aim of better estimating the
mineral dust emissions in this region, knowing that dominant aerosol types are of natural origin
with mineral dust emitted over land and sea spray emitted over ocean.

3.1 Cost function and control vector

In this work, the control vector is composed of correction factors of the prior emissions. This is
not the only possible choice for the control vector, however. In a source inversion problem, we
can choose to directly control the aerosol emissions or a monotonic transformation of the aerosol
emissions. For instance the control vector could consist of correction factors on the logarithm
of the prior emissions. It would also be possible to control parameters of the emission model,
but due to the non-linearities of these parameters with respect to the AOD, we have chosen to
correct directly the fluxes. The advantage of using correction factors is that the prior emissions
can be modified only in terms of their quantity without changing the spatio-temporal variability
in emissions on scales smaller than the control vector resolution.

We adapt the approach used by Huneeus et al. (2012) to the dust source inversion problem
with a focus on the Sahara desert and the Arabian Peninsula. This approach assumes that there
exists a group of homogeneous geographical sub-regions in terms of prior emission errors. In
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practice this means that we assume that model gridboxes can be grouped into such geographical
subregions with a similar emission correction in the analysis. This is a strong assumption but it
allows to perform source inversions with current computing capabilities.

We determine the correction factor by partitioning the geographical and temporal space of
the aerosol sources and we assume that the correction is a constant value on each element of the
partition. This partition is done in geographical regions (sub-regions), aerosol source type (cate-
gories) and time periods (sub-periods). We will describe this partitioning in the next paragraphs,
which effectively defines the control vector.

The emission categories are similar to those described in Huneeus et al. (2012), that is, they
are associated to the aerosol types themselves defined from source types and modes of the size
distribution. In this work, the following categories are defined:

• Fine dust

• Coarse dust

• Super coarse dust

• Biomass burning emissions

• Anthropogenic SO2 and fossil fuel emissions

• Fine sea spray

• Coarse sea spray

For the inversion presented in Chapter 4, the coarse and super-coarse dust categories are
lumped together, while in Chapter 5, the fine and coarse dust categories are lumped together.
It would be possible define the three categories in the control vector, but preliminary tests have
indicated that (i) the quality of the analysis does not improve and (ii) the computational burden
increases considerably (which is an important constraint in Chapter 5).

Sub-periods are defined differently for each category of emission. Anthropogenic SO2 and fossil
fuel emissions have sub-periods of one month. In other words, the correction of the emissions is
done only with a monthly resolution for each sub-region. This one-month resolution is consistent
with the expected seasonal variability of the anthropogenic emissions. Moreover, this emission
category can be seen almost as a boundary condition for the AOD field on the region of study, thus
a finer temporal resolution of this control vector is not strictly needed. The same time resolution
of the control vector applies for the biomass burning emissions. In this case, the biomass burning
inventory has a daily resolution. With a monthly correction factor of this category is expected
to control the emissions at the seasonal scale, without changing the (assumed correct) variability
to the inventory within each month.

Dust correction factors have a time resolution of one month for the experiments of Chapter 4,
and only three days for experiments of Chapter 5. To choose this time resolution of the dust
control vector, we have performed several tests with the time resolution ranging from three days
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Category Number of sub-regions Temporal resolution
Exp. 1 Exp. 2

Fine dust 19 1 month 3 daysCoarse dust 19 1 monthSuper-coarse dust 19 3 days
Biomass burning 2 1 month 1 month
Anthropogenic SO2 and

fossil fuel emissions 1 1 month 1 month

Fine sea spray 1 1 year 1 year
Coarse sea spray 1 1 year 1 year

Table 3.1: Summary of the control vector definition. Experiment 1 (Exp. 1) is shown in Chapter 4
and Experiment 2 (Exp. 2) in Chapter 5.

to one month. We realize that the three days control vector is a better compromise between the
computational burden necessary to run the inversions and leaving the assimilation system enough
freedom to be able to correct some dust events at the synoptic and sub-synoptic scale.

3.1.1 Control vector sub-regions

For sea spray and anthropogenic SO2 and fossil fuel emissions only one (global) region is consid-
ered. For biomass burning (BB) emissions two sub-regions were considered and the classification
was done based on the land cover class map of Kaiser et al. (2012). One BB sub-region, (forest)
is composed by following land cover class of Kaiser et al. (2012):

• tropical forest

• extratropical forest

• extratropical forest with organic soil.

The rest of the land class cover types are grouped in the grass sub-region, that is,

• savannah

• savannah with organic soil

• agriculture

• agriculture with organic soil

• peat.

Figure 3.1 shows the BB sub-regions on the model grid.
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Figure 3.1: Description of biomass burning sub-regions. The forest sub-region is in dark grey and grass
sub-region is in light grey. Latitude and longitude are expressed in degrees north and east
respectively.

3.1.1.1 Dust sub-regions

The focus of this work is the Saharan desert and the Arabian Peninsula. We have constructed
a set of 18 regions over this domain to which we add a 19th region covering the rest of the
globe. This 19th region allows the assimilation system to control the dust emissions that can be
transported to the region where the observations are assimilated.

The number of regions is a trade-off between the current computing capabilities and com-
putational cost of the inversion system and the expected spatial resolution of the analysis. The
18 sub-regions were constructed by using clustering techniques over the prior simulation of dust
fluxes. The control vector is constant over each sub-regions, so the aim of this procedure is to
find sub-regions where the dust emissions could be homogeneously corrected. For this purpose,
we will focus on the temporal behaviour of the aerosol emissions, in particular, on the relations
between emissions of different model pixels in the temporal dimension.

In order to create the sub-regions, we only use information from the dust emissions of the
prior simulation. We calculate, for each gridbox, the temporal correlation of this gridbox with
the rest of the grid-boxes. Highly-correlated grid-boxes would have similar temporal emission
patterns (if they have a linear relation). In that case, the heterogeneity of the emissions would
be only in the spatial dimension within each sub-region.

To create the sub-regions partition, we use one year of hourly outputs of the total mineral
dust flux and the correlation maps were calculated. Clustering analysis were applied to this
correlation maps, creating close to 15 clusters. The clustering were performed with two standard
methods: the K-means and the Gaussian Mixture Model (GMM). Both methods try to group
similar correlation maps under different metrics and procedures. After the clusters are created,



3.1. COST FUNCTION AND CONTROL VECTOR 47

Figure 3.2: Clustering results from the K-Means (upper panel) and Gaussian Mixture Model (lower
panel) methods. We combine both maps to create the dust sub-regions as is explained in the
text. Lines in the figure show the first attempt to define the regions, using only information
from the literature. The regions delimited by black lines are not used in this work.
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the next step is to “predict” which correlation map belongs to which element in the cluster.
The result of this step is shown in Figure 3.2 for the two methods used, setting the number
of clusters to 15. It is not by chance that the regions predicted by the clustering methods are
“agglomerated” and each region is mostly composed by only one (connected) component. For
our purpose this is a desired behaviour because it allows geographically differentiating the sub-
regions and it facilitates the analysis of the assimilation results. This behaviour is due to two
main reasons. The first one is that the surface wind is the main driver of the temporal variability
in dust emissions, so the synoptic patterns should be reflected in the correlation maps. Secondly,
both methods (K-means and GMM) by construction, try to cluster the sample in groups with
the least possible intra-group dispersion and with a group center laying inside the group, which
results in “agglomerated” groups. We have manually combined the results from both methods
in the constructing process of the dust sub-regions, along with the information described in the
next paragraph.

Additional information is included into the sub-region creation process, extending the number
of regions from 15 to 18 over North Africa and the Arabian Peninsula. With the aim of isolating
known dust emission hot-spots of geographical features, we overlap these maps (Figure 3.2) with
some literature information. In particular, works by Ginoux et al. (2012) and Schepanski et al.
(2012) suggest source sub-regions based on an analysis of satellite retrievals. This additional
information was manually included in our analysis, along with the GOCART preferential sources
map by Ginoux et al. (2001) and Menut et al. (2013). Figure 3.3 shows the main information from
the literature included in the sub-region creation process. The final 18 sub-regions are shown in
Figure 4.1, which is reproduced here (Figure 3.4) for clarity.

3.1.2 Cost function

In this section we define the cost function used throughout this work. This form of the cost
function is used in Chapters 4 and 5. Giving the control vector (x) described in the previous
section, the cost function reads

J(x) = 1
2 (x− xb)T B−1 (x− xb) + 1

2 (y−H(x))T R−1 (y−H(x)) , (3.1.1)

with xb the prior control vector (equal to unity in our case), B the covariance matrix of the back-
ground errors, R the covariance matrix of the observation errors, y the observations (Section 2.2.1)
and H the observation operator (Section 2.1). The observation operator H is approximated by
its linear form, denoted by H. In this work, the linear approximation is made around the prior
by:

H(x) ≈ H(xb) + H(x− xb) . (3.1.2)

Physically-consistent emissions are non-negative and hence all elements of the control vector
have to be non-negative. This restriction is written as a constraint in the minimization of the
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Figure 3.3: Additional information included in the sub-region creation process: dust source activation
count from the work of Schepanski et al. (2012) on the upper panel, GOCART preferential
sources map from the work of Ginoux et al. (2001) on the lower panel. The GOCART figure
is extracted from Menut et al. (2013).

Figure 3.4: Numbered dust sub-regions used in this thesis. Figure from Escribano et al. (2016).
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cost function. We will come back to this later in Section 3.3 and Chapter 6.
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3.2 Error covariance matrices

Error covariance matrices B and R are two fundamental elements of the assimilation system.
Equation (3.1.1) is a quadratic form on x, and it can be seen as the sum of two terms, the cost
of the observation (Jo) and the cost of the background (Jb) such that:

J(x) = Jb(x) + Jo(x) , (3.2.1)

Jb(x) = 1
2 (x− xb)T B−1 (x− xb) ,

Jo(x) = 1
2 (y−H(x))T R−1 (y−H(x)) .

The assimilation system minimizes Equation (3.2.1) in order to find the optimum value of x,
called the analysis (xa). Each term, Jo and Jb, can be interpreted as the square of the norm of
a variable in the adequate space. We will clarify this statement in the next paragraphs.

Given a symmetric and positive definite matrix M ∈ Rn×n, the following bilinear form can
be defined

< x,y >M = xT My ,

for x ∈ Rn , y ∈ Rn. Consequently, the following expression is a norm in Rn:

‖x‖M =
√

xT Mx .

As B and R are covariance matrices, they are symmetric and semi-positive definite. However,
to properly define Equation (3.2.1) it is necessary to require the positive definiteness of B and
R. In this case, it is possible to show that their inverses, B−1 and R−1, are also positive definite
(and symmetric). With this in mind, it is possible to write the cost function as:

J(x) = 1
2 ‖x− xb‖2B−1 + 1

2 ‖y−H(x)‖2R−1 .

Therefore, Jb(x) is the square of the norm of the difference between the control vector and
the prior, with the norm induced by the background precision matrix B−1. Similarly, Jo(x) is
the square of the norm of the departures between the observations and the observation operator
(evaluated in x), with the norm induced by the precision matrix R−1. Thus, B and R define, at
the end, the normed spaces where the cost function is minimized.

Any covariance matrix can be written as the product between a diagonal matrix, a correlation
matrix and the same diagonal matrix. More precisely, if M is a covariance matrix, it can be
written as:

M = DCD , (3.2.2)

with C the associated correlation matrix and D a diagonal matrix composed by the square roots



52 CHAPTER 3. EMISSION FLUXES INVERSION SYSTEM

of the elements in the diagonal of M, i.e., for the element of M in the row i and column j,

Di,j =


√

Mi,j , if i = j

0, otherwise.

Hereinafter, we will implicitly use Equation (3.2.2) when we refer to the correlation matrix of
the observational or backgrounds errors.

3.2.1 Covariance matrix of the background errors

We recall from Chapter 1 that the covariance matrix of the background errors B is defined as the
covariance matrix of the random variable εb:

xb = xt + εb ,

with xt the true correction factors, projected in the control vector space. The mathematical
expectancy of εb is assumed equal to zero, i.e., it is assumed that the prior xb is unbiased. In this
thesis, the elements of the control vector (x) are correction factors for the sub-regions, periods
and categories defined in Section 3.1. The prior, xb is equal to the unity vector in all of this
thesis, that is, the prior emissions are those from Section 2.1.3.

In principle, the standard deviation of the background errors are the same as in Huneeus et al.
(2013). Biomass burning correction factors errors have a standard deviation of 1.3, anthropogenic
and fossil fuel emissions a standard deviation of 0.18, sea salt correction factor errors a standard
deviation of 2 and dust correction factors have a standard deviation of 3. The latter is for each
dust emission mode namely fine, coarse and super-coarse.

We have included two correlation terms in the background error matrix, a temporal correlation
and a correlation between the dust categories. The temporal correlation was imposed for each
sub-region and dust emission category, that is, two elements in the control vector are temporally
correlated if and only if they belong to the same sub-region and emission category. The temporal
correlation was assumed Gaussian, and following Pannekoucke et al. (2008) is written as:

ρL = exp
(
−(∆T )2

2L2

)
, (3.2.3)

with ∆T the time (in days) between the two sub-periods, and L the temporal correlation length
(in days). This parameter L was set to 20 days in Chapter 4, where the temporal resolution of
the dust control vector is one month. In Chapter 5 this parameter was fixed in 3 days, due to
the shortened time resolution of the dust control vector. This was done to fully take advantage
of the shortened timescale, with the aim to better capture some dust events in the analysis.

In addition to the temporal correlations, we add a correlation between different categories of
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dust correction factors. We set this correlation to ρc = 0.6. The justification for this value will
be explained in Section 3.2.3.

The construction of the correlation matrix from the individual pairs of correlation described
above is not direct. In fact, the correlation matrix has to be symmetric, semi-positive definite,
with values between −1 and 1 and with ones in the diagonal. Just including the above mentioned
correlations in a matrix does not necessary construct a correlation matrix. From these require-
ments, the semi-positiveness of the matrix is the most difficult property to fulfil. In practice, if
the matrix is not semi-positive definite, the cost function could be not convex and the numerical
minimizer could fail in the convergence to the optimum. To sort out of this problem, the following
heuristic was applied.

First, we extrapolated the known (e.g., Olkin, 1981) constraints for a 3×3 correlation matrix
to the whole correlation matrix. If two variables, let say, x and y are correlated by ρxy and, on
the other side, a third variable z is correlated with x by ρxz, then the correlation between y and
z is bounded by:

ρxy ρxz − (1− ρ2
xy)(1− ρ2

xz) ≤ ρyz ≤ ρxy ρxz + (1− ρ2
xy)(1− ρ2

xz) .

In particular, the value ρyz = ρxy ρxz is within the bounds. To construct the whole correlation
matrix, we recursively calculate the third correlated variable with this estimate. For example,
the correction factor of fine mode dust associated to the sub-region m in the sub-period p is
correlated to the correction factor of the fine mode dust in the same sub-region m in the period
p + 1 by Equation (3.2.3) which itself is correlated with the super-coarse dust correction factor
in the same sub-region m and sub-period p+ 1 by the fixed correlation ρc = 0.6 presented above.
Then the correlation between the last correction factor and the first one (fine mode correction
factor in the sub-region m and period p) is estimated by the product of the two correlations. This
is repeated iteratively until all the pairs of correlations are processed. At this stage, we cannot
guarantee that the constructed matrix is a correlation matrix.

The second step is to force the positiveness of the constructed matrix. This is done using the
work of Qi and Sun (2006), which is an optimization algorithm which find the closest correlation
matrix (in the Frobenius norm) of the input matrix. This was done by adapting the work of
Qi and Sun (2006) to our needs. We translate the algorithm (originally written in MATLAB)
into FORTRAN, with the technical advantages of a faster computing time and the possibility of
handling large matrices. It is worth noting that, for most of the cases we have tested, this last
step was not strictly necessary since the matrix was already a correlation matrix after the first
step.
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3.2.2 Covariance matrix of the observation errors

In Chapter 1 we defined the covariance matrix of the observation errors (R matrix) by the
covariance matrix of the random variable εo, where

y = H(xt) + εo ,

with y the observations, H the observation operator and xt the true correction factors (in the
control vector space). For the moment, the observations are assumed unbiased. We will discuss
this assumption later in Chapter 6.

Two different definitions were used for the diagonal elements of the R matrix. In Chapter 4
only MODIS/Aqua total 550 nm AOD is assimilated. Here we follow the AOD error estimates
used in Huneeus et al. (2013) for this satellite product, that is, to define a constant value of 0.2 as
the standard deviation of the MODIS/Aqua AOD errors over land and a value of 0.1 over ocean.
For the experiments in Chapter 5 we follow the error estimated given in the literature and shown
in Section 2.2.1. Table 5.1 summarizes the pixel-wise AOD errors used.

In both cases, the model error was defined with a standard deviation of 0.02, thus the total
error in R is the sum of the model and the observational AOD error. Huneeus et al. (2012) show
the low sensitivity of their analysis with respect to the model error, ranging between 0.02 to 0.5
in AOD.

For the results shown in Chapter 4 and Chapter 5 the R matrix is assumed diagonal. This
assumption is not necessarily true because several sources of correlation in the AOD errors could
exist. For example, collocated total and fine AOD from MODIS/Aqua should be correlated
because both retrievals are calculated using the same radiance measurements, the same algorithm
with similar assumptions. AOD errors from nearby pixels in a retrieval could also be correlated,
as the AOD error could depend on the viewing geometry and/or surface properties.

Similarly, for the experiments in Chapter 5 would be necessary to include the correlations
between simulated fine and total AOD errors. These errors should be included as part of the
representativeness error (cf. Section 1.2), which is included in the model error in the R matrix.
The above mentioned correlations were not included in this thesis due to the high complexity on
their estimation.

3.2.3 Desroziers diagnostics

In this section we present the consistency diagnostics used in the assimilation system. These
diagnostics were applied only for the inversion presented in Chapter 4. They are taken from
the work of Desroziers et al. (2005) and further interpreted in this study. These consistency
diagnostics are based on the solution for the minimization of the cost function (Equation (3.1.1))
under the linear approximation of the observation operator (Equation (3.1.2)), assuming (as
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usual) unbiased prior and observation errors and uncorrelated with each other. First, we recall
that the solution of the minimization of the cost function is called analysis and it is denoted by
xa. It can be proven that, under these assumptions, the covariance matrix of the analysis (A)
can be calculated by:

A = (B−1 + HT R−1 H)−1 .

The so-called Desroziers diagnostics are relations between the prescribed and the observed
error covariance matrices in the observation space. They can be summarized through the following
equations:

E[dab (dob)T ] = HBHT , (3.2.4)
E[dob (dob)T ] = HBHT + R ,

E[doa (dob)T ] = R , (3.2.5)
E[dab (doa)T ] = HAHT , (3.2.6)

where E stands for the mathematical expectancy and the departures d are defined by:

dob = y−H(xb) ,

dab = H(xa)−H(xb) ,

doa = y−H(xa) .

These matrices are in the observation space (of dimension p), so in practice the diagnostic
is said to be fulfilled if the traces of the matrices on each side of Equations (3.2.4) to (3.2.6)
are equal. To enforce the diagnostics, Desroziers et al. (2005) propose an iterative method to
compute inflation factors αB and αR for the covariance matrices.

In order to calculate the temporal correlation length from Equation (3.2.3), the correlation
between the errors of two different categories of correction factors, and the inflation factors for
the B and R matrices, we have implemented some of these diagnostics in our assimilation system.

Before explaining how we calculated these values, we highlight that our methodology is not
derived completely rigorously. It is based on the diagnostic presented before, including the as-
sumptions made to derive these diagnostics. The objective of this methodology is to have a fair
idea of the unknown parameters of the above-mentioned covariance matrices. In consequence,
some decisions made in the process are arbitrary but they are nonetheless based on intuition and
experience.

To complete the construction of B and R we have four free parameters: the inflation factor
for the error covariance matrix (αR), the inflation factor for the background covariance matrix
(αB), the temporal correlation length (L) of Equation (3.2.3) and the correlation between two
related emission categories for the same sub-period and sub-region (ρc). The criteria to choose
these parameters aim to:
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• try to fulfil Desroziers’s analysis diagnostic (Equation (3.2.6))

• try to fulfil Desroziers’s observation diagnostic (Equation (3.2.5))

• have a realistic uncertainty in the dust prior emissions.

It is possible to design an algorithm to calculate the four free parameters simultaneously, but
our preliminary tests indicate that this requires a considerable amount of computing resources
(see also Berchet et al. (2015)). In addition, the nonlinearities in the analysis diagnostic increases
the complexity of the problem to be solved. Instead, a second approach was implemented in
order to get the B and R matrices. It consists in dividing the problem into two parts. First, we
fix L and ρc and we get the best values of αR and αB that are consistent with the Desroziers
diagnostics, and secondly we choose L and ρc such that the uncertainty of the background dust
emissions is realistic. The next paragraphs detail how the process is done, and what “realistic”
means in our case.

For fixed L and ρc, the B matrix depends only on the αB value, so we define the BαB matrix
as:

BαB = αB B̂ ,

where

B̂ = B̃1/2 CB B̃1/2 ,

with CB the correlation matrix constructed with L and ρc, B̃ is the diagonal covariance ma-
trix with the errors defined in Section 3.2.1 and the notation M1/2 for the matrix such that
M1/2 M1/2 = M. We assume that the covariance matrix of the observation errors is diagonal,
and then

RαR = αR R̃ ,

with R̃ the diagonal error covariance matrix defined in Section 3.2.1. Similarly, the matrix

AαB,αR = (B−1
αB + HT R−1

αR H)−1 ,

is the covariance matrix of the analysis errors. Following Equations (3.2.5) and (3.2.6), we define
the departures as a function of the inflation factors (where applicable):

dob = y−H(xb) ,

dab (αB, αR) = H(xaαB,αR)−H(xb) ,

doa(αB, αR) = y−H(xaαB,αR) ,

and the analysis xaαB,αR depends on the inflation factors because it is the minimum of the cost
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function:

JαB,αR(x) = 1
2 (x− xb)T B−1

αB (x− xb) + 1
2 (y−H(x))T R−1

αR (y−H(x)) .

The computation of the inflation factors is done by minimizing another cost function, F ,
which relates the trace of both matrices of the Desroziers diagnostics:

co(αB, αR) = Tr(doa(αB, αR) (dob)T )
Tr(RαR) ,

ca(αB, αR) = Tr (dab (αB, αR) (doa(αB, αR))T )
Tr (HAαB,αR HT )

,

F (αB, αR) = |ca − 1|+
∣∣∣∣ 1
ca
− 1

∣∣∣∣+ |co − 1|+
∣∣∣∣ 1co − 1

∣∣∣∣ ,

(3.2.7)

where Tr denotes the trace of a matrix. The constraints αB ≥ 0 and αR ≥ 0 are imposed
in the minimization of F . Each evaluation of F implies the minimization of the cost function
JαB,αR(x). Note that the cost function F is left bounded by zero, and if it is equal to zero, the
observation and analysis diagnostics will be satisfied in the sense of the trace of the matrices. Also
note that we have included the fractional terms in the cost function F only to weight similarly
the denominator and numerator of the co and ca terms in the minimization procedure. This
problem (Equation (3.2.7)) is solved using a nonlinear minimizer for F . The subproblem of the
minimization of J will be described in Section 3.3.

With the procedure described in the previous paragraphs we can obtain the best inflation
parameters (according to our criteria) αR and αB for a given pair of ρc and L values.

Finally, we obtain the four free parameters by computing for different values of L and ρc,
their corresponding inflation parameters αR and αB. Now we can see these inflation parameters
as functions of ρc and L : αR(L, ρc) and αB(L, ρc). The pairs of (L,ρc) were all the combinations
of a sequence of ρc between ρc = 0.0 and ρc = 0.9 with a step of 0.1 (10 values in total), and L

between L = 5 and L = 85 days with a step of 5 days (17 values in total). In total we calculated
170 pairs of αB and αR.

The uncertainty in the model dust emissions can be estimated with the B matrix and the
emission fluxes of the background simulation. If we denote by f the prior emission flux, it is
composed in its i-th element by the total emission flux (integrated by time and space) associated
to the i-th component of the control vector. The uncertainty of the emission flux (expressed as
standard deviation) can be computed by:√

Var(fT (xt − xb)) =
√

fT Bf ,

where Var is the variance operator.

The last step is to choose the pair (L,ρc) such that the uncertainty of the background emissions
is “realistic”. To do this, we consider that the standard deviation of a multimodel comparison is a
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realistic proxy for the background emission flux errors. From the AEROCOM project (Huneeus
et al., 2011), the mean dust emission for dust over the Sahara and Middle East was approximately
1370 Tg yr−1, and the standard deviation (std) between the models was 863 Tg yr−1. These
numbers give a std/mean ratio of 0.63, so the last criteria to choose L and ρc is to have a
std/mean ratio of prior emission fluxes close to 0.63.

We have imposed F < 0.5 as a condition, to ensure that the Desroziers diagnostics are close
to be satisfied. With this constraint, the group of parameters with std/mean ratio of emission
fluxes close to 0.63 is ρc = 0.6, L = 20 days, αB = 4.08 and αR = 1.095.

3.3 Minimization

3.3.1 Technical aspects of the sensitivity matrix computation

An important aspect of the assimilation system is the computation of the derivative of the ob-
servation operator (also called sensitivity matrix). It is denoted by H and it is the linear ap-
proximation of the observation operator (Equation (3.1.2)) evaluated on the prior control vector.
Most variational data assimilation systems avoid the explicit form of this matrix, and instead of
computing H, they compute the product of H with a vector by using an tangent linear model. In
our assimilation system the H matrix is computed through finite difference, hence avoiding the
development of a tangent linear (and adjoint) model. The accuracy of the linear approximation
of Equation (3.1.2) is somehow evaluated in Section 5.2.

The sensitivity matrix H is calculated through forward finite differences, around the prior.
The element in row i and column j of the H matrix is computed as:

Hi,j = H(xb + δxj)i −H(xb)i
δxjj

,

where δxj a vector in Rn with a nonzero value in the component j and zero in the rest of them;
and the subscript notation indicates an element of the vector (or matrix). The perturbations δxj

can be defined for each category of emissions in the assimilation system. In our case they form
the canonical base of Rn, that is, the perturbed observation operator is computed with twice the
prior emissions for all categories of emissions, sub-regions and sub-periods.

The j index ranges between 1 and n (the length of the control vector), while the i index
ranges between 1 and p (the quantity of observations), thus the H matrix has p rows and n

columns. In order to explicitly handle this large matrix, the computation of H is made only when
it is necessary, avoiding zero-values entries. This also allows saving computing time. The next
paragraphs explain how H is computed in the assimilation system.

Figure 3.5 is a schematic representation of the sensitivity matrix computation in the assim-
ilation system. This Figure shows an example of the computation of one dust category and
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sub-region (dust in the figure); and one biomass burning category and sub-region (biomass burn-
ing in the figure) for the firsts months of the experiments of Chapter 5. In Figure 3.5 we have
omitted the spin-up of the model for clarity. To consider the spin-up, the first sub-period per-
turbation of each category and sub-region of emission should be extended back in time by one
month, that is, starting on 1 December. In Figure 3.5, the temporal resolution of the dust control
vector is three days and the temporal resolution of the biomass burning control vector is one
month. Each row of Figure 3.5 is associated to one element in the control vector (i.e., a column
in the H matrix) and each column is associated with one day in the simulation, representing all
the observations of assimilated for each day, which is usually more than one row in the H matrix.

Obviously, the AOD can only be affected by an emission event after the event, so the compu-
tation of the perturbed AOD for each control vector element starts only when the perturbation
starts; instead of simulating the whole year and only perturbing when it is necessary. Before the
perturbation is made, all elements in the sensitivity matrix elements are set to zero. In the same
way, as the aerosol has a residence time in the order of days, we decided to stop the perturbed
simulations 15 days after the perturbation is made. In Figure 3.5, the dark color indicates a
simulation with the perturbed emissions (i.e., the double of emissions in our case) while the light
color indicates a simulation without perturbing emissions, but with the initial conditions of the
end of the perturbed simulation. The latter is important to take into account the effect of the
emissions in the AOD (especially when the time resolution of the control vector is high).

Giving the prescribed time resolutions of the control vector, the assimilation system calculates
the dates when at least one perturbed simulation has to be started. This is indicated with black
dashed lines in Figure 3.5. For each of them, the initial conditions are taken from the prior
simulation (black arrows in Figure 3.5). Due to an unresolved problem in the nudged mode of
LMDZ-SPLA model, the simulations have to be stopped and restarted at each day indicated with
the dashed line, for all the perturbations.

We take advantage of the linearity of the output and the null interaction between the aerosol
species to decrease the number of simulations. This is because the simulated AOD is computed
as the addition of the AOD contributions of each aerosol specie in the model. For example, the
total AOD is the sum of the fine mode AOD, the coarse sea salt AOD, coarse dust AOD and
super-coarse dust AOD. As we have each of them as independent variables in the model output,
it is possible to decrease the quantity of perturbations by grouping the perturbations of all the
dust categories together, and do some post-processing to split them into the required categories.
This efficiently reduces the needed computing time to create the H matrix. As H has a large
quantity of zeros (before the perturbations and after 15 days of the perturbations) only the non-
zero values are stored. This allows explicitly handling this matrix in the assimilation system and
not having memory overflows during the computations. Also, the largest matrices needed for the
assimilation (as the R−1 matrix or any p by n matrix) are stored in sparse format, along with
useful routines to deal with these matrices, as for example, dot products by using block matrices.

From a more technical perspective, our assimilation system is written in PYTHON language,
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with some routines (as the nearest correlation matrix routine or the minimization solver of Chap-
ter 6) in FORTRAN or C languages, and with interfaces to bash scripting. As it handles the
dates where each perturbation is simulated, it also handles the preparation of input files for each
simulation. Finally, it automatically launches the jobs to the queue system available on the su-
percomputer. The latter is driven by the progress of the prior simulation, and constrained by the
number of active (or in queue) jobs that can be submitted to the supercomputer by the user.

3.3.2 Cost function minimization

As we have seen before, the cost function (Equation (3.1.1)) is the sum of two terms. Numerically,
for each evaluation of the cost function two dot products have to be calculated for each of
the two terms of Equation (3.1.1). We stated in Section 1.2 that for standard meteorological
data assimilation the number of elements in the control vector is larger that the number of
observations. In contrast, in this work, the quantity of assimilated observations (105 to 106) is
orders of magnitude larger than the size of the control vector (500 to 5000). Therefore we could
efficiently reduce the computational burden and increase the precision of the solution by reducing
the quantity of operations needed to evaluate the cost function. In this section, we will show
the exact form of the cost function minimized by the assimilation system. This cost function is
conveniently written in the control vector space, avoiding as much as possible computations in
the observation space.

We recall that the cost function is defined by:

J(x) = 1
2(x− xb)T B−1 (x− xb) + 1

2(y−H(x))T R−1 (y−H(x)) . (3.3.1)

In a more general form, the control vector could be bounded by two vectors. Later in this
thesis we will use one of the bounds to avoid negative emissions of aerosols. For cmin and cmax

in Rn, the feasible domain is defined by:

{x ∈ Rn | cmin ≤ x ≤ cmax} (3.3.2)

where the inequalities are taken element-wise.

In order to efficiently minimize the cost function we include a preconditioning given by the
Cholesky factorization of the symmetric and positive semi-definite covariance matrix B. We
define the vectors ξ and ξb by:

ξ = L−1 x ,

ξb = L−1 xb ,
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with B = LLT . Equation (3.3.1) can be written as:

J̃(ξ) = J(L ξ) = J(x)

= 1
2(L ξ − L ξb)T B−1 (L ξ − L ξb)

+ 1
2(y−H(L ξ))T R−1 (y−H(L ξ)) .

Hereinafter, we will assume a linearised observation operator around the prior by:

H(x) = H(xb) + H(x− xb) ,

with H the derivative of H evaluated in xb. Under this assumption, the cost function becomes:

H̃(ξ) = H(L ξ) = H(x) ,

H̃(ξ) = H̃(ξb) + H̃(ξ − ξb) .

For numerical convenience, we can write all equations in terms of departures from ξb and from
xb:

δx = x− xb = L δξ ,

δξ = ξ − ξb .

Finally the cost function in term of the departures of the ξ variable can be expressed as:

J̃(δξ) = 1
2 (δξ)T LT B−1 L δξ

+ 1
2 (y−H(xb))T R−1 (y−H(xb))

− (y−H(xb))T R−1 HL δξ

+ 1
2 (δξ)T LT HT R−1 HL δξ ,

(3.3.3)

which can be reduced to the standard quadratic form of:

J̃(δξ) = (δξ)T Q (δξ) + qT δ ξ + c ,

where,

Q = 1
2 (I + LT HT R−1 HL) ,

q = −LT HT R−1 (y−H(xb)) ,

c = 1
2 (y−H(xb))T R−1 (y−H(xb)) .

The minimization of the cost function from Equation (3.3.3) over the domain (3.3.2) is equiv-
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alent to solve

minimize (δξ)T Q (δξ) + qT δξ

subject to − L δξ − xb ≤ cmin

L δξ + xb ≤ cmax .

(3.3.4)

We recall here that the covariance matrix R is symmetric and positive definite, thus the
matrix Q is also symmetric and positive definite so there exists a unique matrix Q1/2 such that
Q1/2Q1/2 = Q. It can be shown that the problem defined in (3.3.4) is equivalent to:

minimize ‖Q1/2 (δξ) + 1
2 Q−1/2 q‖2

subject to − L δξ − xb ≤ cmin

L δξ + xb ≤ cmax ,

which is equivalent to:

minimize t

subject to ‖Q1/2 (δξ) + 1
2 Q−1/2 q‖ ≤ t

− L δξ − xb ≤ cmin

L δξ + xb ≤ cmax .

We have taken advantage of the quadratic form of the cost function and the convexity of the
constraints to rewrite the minimization problem as a convex minimization problem. Consequently
we can solve the minimization problem with numerical solvers designed for convex problems,
instead of more general non-linear numerical solvers.

In our assimilation system, we use the software interface developed by Diamond and Boyd
(2016). Within this interface we have used two different algorithms, depending on the size of
the control vector. For the smaller control vector in Chapter 4 we have use the ECOS software
developed by Domahidi et al. (2013). For the larger control vector (Chapter 5), we found that
the CVXOPT solver was considerably faster and more stable. The CVXOPT package is available
at http://cvxopt.org/. In both cases we have set the lower bound (cmin) to zero and we did
not set an upper bound (cmax =∞).

http://cvxopt.org/
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Chapter 4

Article: Subregional inversions of North
African dust sources

This Chapter presents our first subregional inversions of North African dust sources as an article
published in the Journal of Geophysical Research Escribano et al. (2016). For copyright issues,
we present here the last manuscript sent to the Journal which is almost identical to the published
version. In this article we briefly describe the observation operator and the data assimilation
system, and then we estimate dust emission sources for a one-year period with our inversion
system. We evaluate the consistency of the inversion by comparing the analysis AOD against the
assimilated observations, we analyse the behaviour of the analysis control vector, we compare our
results against independent AOD observations and finally we estimate the dust emission flux.

We have also included in this chapter some interesting additional material about this work
in Section 4.2. In this Section we show a comparison between the mean 10-meter wind velocity
for three different datasets, the vertical structure of the simulated aerosol for the prior and the
analysis, and we briefly show the AOD simulated for the dust outbreak of March 7–13 2006.

4.1 Published article

Subregional inversion of North African dust sources

Jerónimo Escribano1, Olivier Boucher1, Frédéric Chevallier2 and Nicolás Huneeus3,4

1Laboratoire de Météorologie Dynamique, Université Pierre et Marie Curie / CNRS, Paris, France,
2Laboratoire des Sciences du Climat et de l’Environnement, CEA, Saclay, France, 3Geophysics

Departement, University of Chile, Santiago, Chile, 4Center for Climate and Resilience Research (CR)2,
Santiago, Chile.
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Abstract

The emission of mineral dust aerosols in arid and semi-arid regions is a complex process whose
representation in atmospheric models remains crude, due to insufficient knowledge about the
aerosol lifting process itself, the lack of global data on soil characteristics, and the impossibility
for the models to resolve the fine-scale variability in the wind field that drives some of the dust
events. As a result, there are large uncertainties in the total emission flux of mineral dust, its
natural variability at various timescales, and the possible contribution from anthropogenic land
use changes. This work aims for estimating dust emissions and reduce their uncertainty over
the Sahara Desert and the Arabian Peninsula –the largest dust source region of the globe. We
use a data assimilation approach to constrain dust emission fluxes at a monthly resolution for
18 sub-regions. The MODIS satellite-derived aerosol optical depth is assimilated in a regional
configuration of a general circulation model coupled to an aerosol model. We describe this data
assimilation system and apply it for one year, resulting in a total mineral dust emissions flux
estimate of 2900 Tg year−1 over the Sahara Desert and the Arabian Peninsula for the year
2006. The analysis field of aerosol optical depth shows an improved fit relative to independent
AERONET measurements as compared to the model prior field.

4.1.1 Introduction

The role of desert dust in the climate system has been studied intensively in the past years
(Knippertz and Stuut, 2014, and references therein). It has been shown that atmospheric mineral
dust has a number of impacts on a wide range of components and scales in the Earth system.
Saharan dust has a fertilization effect in the Atlantic Ocean and the Mediterranean Sea because
of its iron content that can become biologically available to phytoplankton when dust is deposited
at the ocean surface (Jickells et al., 2005; Mahowald et al., 2014). It also brings a large fraction
of the aeolian input of phosphorus (a limiting nutrient) over the Amazon forest ecosystem (Koren
et al., 2006; Mahowald et al., 2014). Mineral dust has impacts on air quality and human health
(Goudie, 2014). Finally mineral dust also interacts with radiation and clouds in the atmosphere
(e.g., Haywood et al., 2005; Atkinson et al., 2013), with gas-phase species through heterogeneous
chemistry (Dentener et al., 1996) and it has been hypothesized that it may influence microphysical
related processes in the cyclogenesis over the Atlantic Ocean (Bretl et al., 2015).

Despite the important and central roles of desert dust in the Earth system, the total mass
of aerosol emissions is still highly uncertain (Huneeus et al., 2011). Observations, modeling and
combined approaches have been used to narrow the uncertainty in emissions both at the global
(Cakmur et al., 2006; Huneeus et al., 2012) and regional (Yumimoto et al., 2008; Huneeus et al.,
2011) scales. Models continue to experience difficulties to simulate the correct seasonal cycle of
dust emissions probably for a variety of reasons. First of all, the emission process is not well
understood even though dust lifting models have been improved and complexified (Woodward,
2001; Zender et al., 2003; Kok, 2011). We also lack reliable data on soil characteristics (size
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distribution, mineral composition, crusting effect, etc) despite recent progress in mapping soil
mineralogy (Journet et al., 2014). Furthermore atmospheric models do not resolve the fine-scale
variability in the surface wind and parametrizations have to be introduced to represent these
effects (Zhang et al., 2016).

The amount of dust in the atmosphere can be estimated from satellite-borne passive instru-
ments, both in the ultraviolet-visible part of the electromagnetic spectrum with e.g. the MODer-
ate resolution Imaging Spectroradiometer (MODIS, Levy et al., 2013), the Multi-angle Imaging
SpectroRadiometer (MISR, Kahn et al., 2009), the Polarization and Anisotropy of Reflectances
for Atmospheric Sciences coupled with Observations from a Lidar (PARASOL, Tanré et al., 2011)
and in the infrared with e.g. the Infrared Atmospheric Sounder Interferometer (IASI, Peyridieu
et al., 2013), as well as from ground-based passive instruments (e.g., sunphotometers). Active
remote sensing methods can also be used in the visible part of the spectrum with either ground-
based or satellite-based lidar systems. All these measurements are based on the interpretation of
the interactions between dust aerosols and radiation, which introduces some uncertainty in the
estimate because of uncertainties in dust morphology and particle shape, size distribution, and
hence optical properties, as well as in the surface scattering properties. Several aerosol chemical
and physical properties have been assessed in intensive measurement campaigns (Redelsperger
et al., 2006; Washington et al., 2006; Ansmann et al., 2011; Washington et al., 2012), giving
valuable information on dust aerosol emissions, transport, deposition processes and chemical and
physical properties. However such surface or atmospheric measurements are very sparse in space
and time, which limits their usefulness for constraining the regional or global cycle of mineral
dust. Many studies rely on long-term series of observations (e.g. ground-based sunphotometers,
ground-based lidar and satellite-borne instruments) to constrain the dust cycle. Regrettably,
these long-term observations report the amount of atmospheric dust; they cannot be directly
translated into estimates of dust fluxes and they are not enough on their own to constrain dust
fluxes for large areas (such as the Sahara Desert or eastern Asia). In this context, data assimi-
lation is an attractive tool that allows combining available observations with existing modeling
tools in order to estimate emissions.

Data assimilation techniques are widely used in atmospheric chemistry to improve the mod-
elled concentrations of various chemical species (Bocquet et al., 2015) and are necessary to pro-
duce realistic forecasts (Benedetti et al., 2009). These techniques also constitute a useful tool
to constrain the atmospheric fluxes of a number of chemical species whether they are short-lived
such as HCHO and CO (e.g., Fortems-Cheiney et al., 2012), or longer-lived such as CO2 (e.g.,
Chevallier et al., 2010) or CH4 (e.g., Bousquet et al., 2006). Such techniques have also been used
for aerosol species, assimilating surface concentration observations (e.g., Hakami et al., 2005),
aerosol extinction coefficients from lidar instruments (e.g., Yumimoto et al., 2008) or aerosol op-
tical depth (e.g., Dubovik et al., 2008; Schutgens et al., 2012; Huneeus et al., 2012; Yumimoto
and Takemura, 2013). One of the difficulty associated with aerosols is that aerosol optical depth
(AOD) observations do not usually distinguish the chemical composition of the aerosol, which
makes the inversion problem particularly underconstrained. For mineral dust, there is an addi-
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tional difficulty in that the background emission flux need to be computed in the model rather
than prescribed from an emission inventory.

The aim of this study is to quantify the dust flux emissions over the Sahara Desert and the
Arabian Peninsula with sufficient temporal and spatial resolution to be able to capture the main
emission features and variability over a one-year period. For this reason our emphasis is on a
regional source inversion that can take full benefit of satellite data and increased model resolution.

Section 4.1.2 presents the data assimilation system used in this work, including the meteo-
rological model, the dust emission model, the aerosol model and the assimilated observations.
We show results of the AOD assimilation in Section 4.1.3, comparing model simulations with
observations and estimating dust fluxes. Results and performance of the assimilation system are
discussed in Section 4.1.4. We present our conclusions in Section 4.1.5.

4.1.2 Data and Methods

4.1.2.1 LMDz-SPLA Model

Meteorological and Aerosol Model

We use the simplified aerosol model (SPLA, Huneeus et al., 2009) coupled to the general circu-
lation model of the Laboratoire de Météorologie Dynamique (LMDz, Hourdin et al., 2013). The
LMDz is a hydrostatic model with hybrid vertical coordinate and a stretchable latitude-longitude
horizontal grid. The model numerically solves the advection equations on a three dimensional
grid (the so-called “dynamics”). Sub-grid scale processes, including radiative transfer, cloud, and
boundary layer processes, are parameterized as part of the “physics” part of the model. The
SPLA model is an aerosol model of intermediate complexity that is fully embedded in the LMDz
model; it was originally designed for data assimilation purposes but has evolved in several aspects
since then. Major changes of SPLA are listed in the next paragraphs of this Section, mainly asso-
ciated to updates in emissions of natural aerosols and in physical processes parameterizations and
also associated to changes in aerosol bin definitions (with a consistent update of sedimentation
velocities and optical aerosol properties). The SPLA model has been used to estimate global
aerosol emissions in Huneeus et al. (2012).

The following processes are included in the aerosol model for aerosols and their gaseous pre-
cursors: surface and elevated emissions, dry deposition, boundary layer mixing, transport from
subgrid-scale thermals (Hourdin et al., 2015), sedimentation for coarse mode aerosols, gas-to-
particle conversions, in-cloud and below-cloud scavenging, convective transport and large-scale
transport.

As stated above, we have performed major updates to the SPLA model. The number of
modelled species has been increased. The model presented in Huneeus et al. (2009) had four
tracers: gaseous precursors of aerosols, coarse mode sea salt (with diameters between 1 and
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40 µm), fine mode aerosols and coarse mode dust. In the present work, mineral dust aerosols are
distributed in three bins that represent super-coarse dust (between 6 and 30 µm of diameter),
coarse mode dust (between 1 and 6 µm of diameter), and fine mode dust (with diameter smaller
than 1 µm). After emission, fine mode dust is included in the fine mode aerosols tracer (which
also includes black carbon, particulate organic matter and sulfate aerosols), so in practice the
SPLA model has only five tracers now. Additional work has been done to update the SPLA
model according to the latest developments of the LMDz model, including the parameterization of
thermals in the boundary layer (Hourdin et al., 2015) and the convective transport and scavenging
scheme (Pilon et al., 2015).

Dust Emission Model

Over the Sahara Desert and the Arabian Peninsula, the mineral dust emissions are calculated
online using a parametrization described below.

The dust production module (DPM) originally used in the CHIMERE-DUST air quality
model (Menut et al., 2013) has been embedded in the SPLA model. Our implementation is
based on the DPM adaptation from Hourdin et al. (2015), which calculates mineral dust emis-
sions online and only over the Sahara Desert and the Arabian Peninsula. The DPM is composed
essentially of a saltation flux scheme from Marticorena and Bergametti (1995) and a sandblast-
ing model from Alfaro and Gomes (2001). Threshold friction velocities are estimated follow-
ing Shao and Lu (2000) and corrected by a drag efficiency coefficient as in Marticorena et al.
(1997). Input soil data over the Sahara Desert and the Arabian Peninsula are taken from
the Laboratoire Interuniversitaire des Systèmes Atmosphériques (LISA) database (available at
http://www.lisa.univ-paris12.fr/mod/data/index.php).

The DPM scheme includes a Weilbull-like wind speed distribution to represent subgrid-scale
variability as explained in Hourdin et al. (2015). The dust fluxes are calculated and summed over
the bins of the discretized wind speed distribution, for each gridbox and each timestep of the
physics of the model (set to 15 minutes). The subgrid wind speed distribution, in its continuous
form, is given by the following probability density function:

p(u, k,A) = k

A

(
u

A

)k−1
exp

[
−
(
u

A

)k]
,

where u is the subgrid-scale wind speed, and (k,A) are parameters of the Weibull distribution.
The shape parameter k has been set equal to 3 as in Hourdin et al. (2015), and the A parameter
is calculated for each grid cell and each timestep to fit the Weibull distribution expectancy with
the mean wind velocity from the LMDz model: U = AΓ(1+1/k) where U is the 10–meter mean
wind for each gridcell and Γ the Gamma function.

For each soil type from the LISA database, the horizontal saltation flux Fh is calculated
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according to Marticorena and Bergametti (1995) as

Fh(Dp, s) = K ρa U
∗(s)3 Srel(Dp, s)

g

(
1 + U∗t (Dp, s)

U∗(s)

) (
1− U∗t (Dp, s)2

U∗(s)2

)
,

where s is the soil type, Dp is the soil particle diameter, K is a constant value, ρa is the air
density, g is the gravitational constant, U∗ is the friction velocity (which depends on the soil type
through the saltation roughness length parameter), U∗t is the threshold friction velocity, and Srel
is the proportion of the surface covered by particles of type s with diameter Dp. In the case
of U∗t (Dp, s) > U∗(s), the friction velocity threshold is not reached by the model and there are
no emissions (Fh(Dp, s) = 0). In this work, the value of K is set to its original value of 2.61
(Marticorena and Bergametti, 1995) instead of the value of 1.0 used in Hourdin et al. (2015) and
in Menut et al. (2013).

After the saltation scheme, the sandblasting model is used to calculate the vertical dust flux
assuming that it is emitted by three soil modes (Alfaro and Gomes, 2001). For each soil type s,
soil particle diameter Dp and soil mode i, the vertical flux Fv is

Fv,i(Dp, s) = π

6 β ρp
pi(Dp, s) d3

i

ei
Fh(Dp, s) ,

where β = 16300 cm s−2, ρp is the particle density, di is the mass median diameter for the mode i,
ei is the binding energy for the mode i, pi is the fraction of kinetic energy for the binding energy
ei, calculated as in Alfaro and Gomes (2001). The total dust flux for the mode i is calculated by
the sum of the contributions of all the soil types:

Fv,i =
∑
s

∫ Dmax
p

Dmin
p

Fv,i(Dp, s) dDp ,

where Dmax
p and Dmin

p are the maximum and minimum particle diameters for the soil size distri-
bution. Finally, the vertical flux of the three modes from Alfaro and Gomes (2001) scheme are
redistributed into the SPLA tracers for fine, coarse and super-coarse mode dust.

Some of the key parameters of this scheme are the binding energy parameters, which account
for the necessary energy to release particles in the sandblasting processes for each soil mode
used in the scheme. The work by Sow et al. (2011) shows that these binding energy parameters
should not be constant to fit in situ emission flux measurements, instead they may depend on the
strength of the dust event. Sow et al. (2011) divide the binding energy parameters by a factor
2.5 in the case of a strong dust event, and by a factor of 5 in the case of a weaker event to fit
in situ emission flux measurements. We also choose to tune the binding energy parameters and
divide it by a six-fold factor. This is somewhat an arbitrary choice but is partly justified by the
fact that we are interested in simulating the dust flux emission for a long period (and not only
for dust events).

Data assimilation systems are sensitive to biases in the observations and in the observation
operator (the LMDz-SPLA model in our case). Biases can be propagated to the analysis and
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deteriorate the analysis performance (e.g. Dee, 2005). The simulated AOD from the LMDz-SPLA
model is systematically low over the region of focus, and the study of the source of this bias is
out of the scope of this work. To avoid a bias in the observation operator and in order to have a
mean simulated AOD in the range of the (satellite and ground-based) observations, we apply a
tuning multiplicative factor equal to 3.25 to the coarse and super-coarse dust emissions and 0.8
to the fine mode dust emissions. The tuning factor is not the same for the three emission bins
due to the known overestimation of fine mode dust emissions in the DPM relative to the coarser
modes (Nabat et al., 2012).

Although our focus is over the Sahara and the Arabian Peninsula, it is likely that dust emitted
outside this region can be advected to our region of interest. To address this, dust emissions
outside the Sahara and the Arabian Peninsula are calculated offline from ERA-Interim 10-meter
wind speed as in Huneeus et al. (2013).

Other Emissions

Emissions of remaining aerosol species and gaseous precursors, except DMS, are similar to those
used in Huneeus et al. (2013). The climatology of ocean near-surface dimethlysulfide (DMS)
concentration has been updated with the work of Lana et al. (2011), and the DMS emission flux
is calculated (like in Huneeus et al. (2013)) with the parameterization by Nightingale et al. (2000).
Anthropogenic emissions for the year 2000 from Lamarque et al. (2010) have been used. Daily
biomass burning (BB) emissions fluxes are taken from the GFED 3.1 inventory (van der Werf
et al., 2010). In the region of interest, almost all BB emissions fluxes are located south to the
Saharan desert, and they have a strong annual cycle with BB emissions being maximum between
November and February.

4.1.2.2 Observations

Total AOD at 550 nm is assimilated from satellite retrievals, while ground-based measurements
are used only for validation purposes. We use total 550 nm AOD retrievals from the daily Level 3
Merged Dark Target/Deep Blue (Levy et al., 2013) product from the Moderate resolution Imaging
Spectroradiometer (MODIS) instrument, on-board the polar sun-synchronous orbit satellite Aqua.

For validation purpose, we use daily 500 nm AOD Level 2 retrievals from the Aerosol Robotic
Network (AERONET) sunphotometers (Holben et al., 1998), without any post- or pre-processing.
For satellite data only, we regrid the AOD retrievals into the model grid.

4.1.2.3 Data Assimilation System

Our objective is to find the best emission estimate, combining information from models and obser-
vations. The optimality of the assimilated emissions is formulated in terms of the minimization,
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over the control vector x, of the following cost function:

J(x) = 1
2 (x− xb)T B−1 (x− xb) + 1

2 (yo −H(x))T R−1 (yo −H(x)) , (4.1.1)

where xb is the background (or prior) control vector, yo is the observation vector, H is the
observation operator, B is the covariance matrix of the background errors and R is the covariance
matrix of the observations errors. The minimum of the cost function is achieved for the “analysis”,
it is denoted xa and calculated in this work through the use of a constrained minimization
algorithm, given the constraints over the control vector, as explained in the next sections.

Control Vector

The control vector x is composed of multiplicative correction factors of the model emissions. We
split the spatial domain of interest in a number of “sub-regions”, and the temporal domain in a
number of “sub-periods”. We also define a number of emission “categories”, which are related to
the type of aerosol (or aerosol precursor) included in the emission scheme of the model.

We assume constant correction factors over each sub-region, sub-period and emission category.
The number of sub-regions and sub-periods depend on the category of emission. Following the
approach applied in Huneeus et al. (2013), we define 6 emission categories: fine desert dust,
coarse and super-coarse desert dust, biomass burning emissions, fine mode sea salt, coarse mode
sea salt, and anthropogenic SO2 and fossil fuel emissions. Only one region is considered for fine
sea salt, coarse sea salt, anthropogenic SO2 and fossil fuel emissions, which covers the entire
globe. The seasonality of sea salt emissions is assumed to be correct in the model and only one
time period (of one year) is used for sea salt. For biomass burning emissions, two sub-regions
are constructed based on the land cover class map of Kaiser et al. (2012), one for grassland-like
(including savannah) land cover and a second one for forest-like land cover. The correction factors
have a monthly resolution for biomass burning.

We define 18 dust sub-regions over the area of interest (Figure 4.1) as we expect that most of
the AOD observed in the assimilation region (Figure 4.2) is due to aerosol emitted over the Sahara
Desert, the Arabian Peninsula and over the Atlantic Ocean. However, a 19th dust sub-region is
also defined for the rest of the globe, because its emissions can also occasionally influence the
AOD in the region of interest. The sub-regions are the same for the three categories of dust.
Their number is a trade off between the expected spatial resolution of the analysis and the
computational cost of our inversion system. The maximum possible number of sub-regions would
correspond to the number of model grid-boxes. The main idea is to construct sub-regions that
are as large as possible but also homogeneous, so as to get an affordable quantity of sub-regions
consistent with the information content of the observations.

We define the dust sub-regions in the following way: first, the distribution of the dust emitted
flux is calculated for a long period (one year in our case) at an hourly output resolution. We then
compute the temporal correlation of the emission flux in each grid-box with the other grid-boxes.
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Figure 4.1: Numbered sub-regions for fine dust and coarse and super-coarse dust correction factors
(composing the control vector elements). AERONET sites used in this study (Figure 4.5
and Table 4.1) are shown with letters A–F (squares). Remainig AERONET sites (circles) of
Table 4.1 are shown with letters G–M. The AERONET sites are: Granada (A), Ilorin (B),
La Parguera (C, not shown in this Figure), Santa Cruz Tenerife (D), Sede Boker (E), Solar
Village (F), Bahrain (G), Blida (H), Dhabi (I), Dhadnah (J), Forth Crete (K), Hamim (L)
and Nes Ziona (M).

Figure 4.2: Representation of the LMDz grid. The blue rectangle depicts the assimilation region as
described in the text.
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With this calculation, we obtain a correlation map for each grid-box in the region of interest
(not shown). The idea is then to group the most similar grid-boxes into sub-regions, so that the
temporal emission patterns of grid-boxes within a given subregion are similar. For this purpose,
two clustering methods have been used: K-means and Gaussian Mixture Model (implemented by
Pedregosa et al., 2011). These two methods allow creating a spatial partition of the region of
interest, but they only use information from the model dust fluxes. The final step is to manually
modify the sub-regions created by the clustering analysis by including information on the dust
source that is available in the literature (Schepanski et al., 2007; Ginoux et al., 2012), and to join
or split the sub-regions in order to i) keep a known dust source location into a single sub-region,
and ii) keep well-known dust sources as separate sub-regions. This last step in the sub-region
construction has an arbitrary or subjective component, but is a way to include key information
in the construction process.

Alternatively, it would be possible to define the sub-regions based on the AOD retrievals
within the inversion process itself (Bocquet et al., 2011). However, given the associated substantial
increase of the computational burden, we prefer to define the sub-regions using model information
only.

In terms of temporal resolution, our inversion system allows for a different number of sub-
periods for each category of correction factors in the control vector. In this work, coarse sea salt
and fine sea salt are defined with one element per year, which means that the correction factors
for fine and coarse sea salt emissions have a yearly resolution. For the rest of the elements in the
control vector, we set a monthly resolution, which means that we have one element in the control
vector per category of emissions, sub-region and month. In summary, for a one-year assimilation,
the number of elements in the control vector is 19 × 12 for fine dust, 19 × 12 for coarse and
super-coarse mode dust (lumped together), 2× 12 for biomass burning, 1× 12 for anthropogenic
and fossil fuel emissions, 1 for fine sea salt and 1 for coarse sea salt, which gives a total of 494
elements for the control vector.

Observation Operator and Minimization Procedure

The 550 nm AOD estimation by the LMDz-SPLA model from the emissions is used as the
observation operator. To compare the model output with the MODIS/Aqua retrievals, the model
AOD is sampled at 13:30 equatorial local time to match the satellite overpass time. We discard
all the pixels with an AOD difference larger than 1 with regard to the prior simulation because
large differences between the prior simulation and the observations can deteriorate the quality of
the analysis (Lorenc and Hammon, 1988). The number of observations discarded by this filter
is less than the 2 percent of the total number of observations. Comparison with AERONET is
done using the model daily mean AOD at the model grid-box level. We extrapolate the simulated
550 nm AOD into a 500 nm AOD using the 550-670 Ångström coefficient that is also computed
in the model. As neither the linear tangent nor the adjoint model have been coded for the
new version of LMDz-SPLA model, the minimization of Equation (4.1.1) is done only using the
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forward model. In order to minimize Equation (4.1.1), the observation operator is approximated
by:

H(x) = H(xb) + H(x− xb) ,

where H is the Jacobian of the nonlinear observation operator H, evaluated at the xb point, and
calculated trough finite differences. Perturbations are chosen equal to one, and they are within
the expected order of magnitude of correction factor differences between the analysis and the
prior.

In principle it is necessary to perform a number of forward simulations (at least) equal to
the number of elements in the control vector plus one (for the background or prior simulation),
to fully construct the H matrix. With the aim of saving computing time, only the background
simulation is made for the whole one-year period. To compute the AOD due to perturbations
in the elements of the control vector (and to reduce the computing time), we take advantage of
the relative short residence time of atmospheric aerosols and we assume that the effect of the
perturbation in emission is negligible beyond 15 days after the end of the perturbation for each
sub-period, and by definition is equal to zero for all the days before the emission perturbation
is perturbed. Under this assumption, each simulation associated with a one-month sub-period
is calculated by simulating only one and a half month instead of a whole year, thus saving a
considerable amount of computing time.

With the linear approximation of H, the cost function is a quadratic function, and the solution
space is bounded by the constraint of the non-negativeness of the control vector that we choose
to impose. As the solution space of the optimization problem is bounded, we cannot use the
standard linear algebra solution from the unconstrained problem. Instead we directly minimize
the cost function using an appropriate numerical solver, which takes advantage of the convexity
of the optimization problem. The minimization is performed for all the elements of the control
vector simultaneously.

We use the inverse of the Hessian of the cost function (evaluated at the analysis point) to
estimate the analysis error covariance matrix A. In an unconstrained framework, the A matrix
is estimated as :

A = (HT R−1 H + B−1)−1 . (4.1.2)

In the constrained case, the computation of A is the same as in Equation (4.1.2), because the
bounds do not change the Hessian of the cost function in the solution space. Standard deviations
of analysis errors are estimated as the square root of the diagonal terms of A.

B and R Matrices

In principle we use variances of background (B) and observations (R) errors from Huneeus et al.
(2013). Standard deviations of the observational errors are set to 0.2 for MODIS AOD over land
and 0.1 for MODIS AOD over ocean in R. Standard deviation of the model error is set to 0.02
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in R. Errors associated with dust bin discretization and other model equation discretizations
are implicitly embedded in the model error in the R matrix. Huneeus et al. (2012) show that
0.02 is an appropriate value for the model error of the LMDz-SPLA AOD observation opera-
tor. Standard deviations of the background errors are set as 3.0 for dust emissions (coarse and
super-coarse modes lumped together and fine mode), 1.3 for biomass burning emissions, 2.0 for
sea salt emissions (fine and coarse) and 0.18 for anthropogenic and fossil fuel emissions in B.
Unlike Huneeus et al. (2013), we have included two types of non-diagonal terms in the B matrix.
The first accounts for the correlation between the errors in the dust emission of the two dust
categories in a same sub-period. We have fixed this through a correlation coefficient of 0.6. A
second correlation has been introduced between different sub-periods for the same sub-region and
category of emission. We assume a Gaussian correlation (Pannekoucke et al., 2008) and we use a
time scale L of 20 days so that:

ρL = exp
(
−(∆T )2

2L2

)
,

where ∆T is the time between the two sub-periods associated to the pair of elements in the
control vector, in the same units as the time scale L.

The matrices B and R have been inflated to satisfy two of the a posteriori diagnostics pre-
sented in Desroziers et al. (2005) for the trace of the matrices, and specifically the diagnostic
related to the observational errors and the one related to the analysis errors. In other words, we
have calculated two scalars αB and αR such that:

Tr(doa(dob)T ) = Tr(RαR) ,

Tr(dab (doa)T ) = Tr(HAαB,αR HT ) ,

where Tr is the trace of the matrix and

dob = yo −H(xb) ,

dab = H(xa)−H(xb) ,

doa = yo −H(xa) ,

RαR = αRR ,

AαB,αR =
(
HT (αRR)−1 H + (αBB)−1

)−1
,

H(x) = H(xb) + H(x− xb) ,

and

xa = argminx≥0

{1
2(x− xb)T B−1

αB (x− xb) + 1
2 (yo −H(x))T R−1

αR (yo −H(x))
}

.

After calculations, the inflation factor for the R matrix (αR) is equal to 1.09 and the inflation
factor for the B matrix (αB) is 4.08. Consequently, we define B′ = 4.08×B and R′ = 1.09×R.
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The factor αB = 4.08 may account for missing covariances of the background errors. The factor
is calculated in the observational space using diagnostics of the analysis, thus the interpretation
of the factor αB in the parameter space is not direct. However, this factor leads to a prior
uncertainty of the dust fluxes in the expected range (see Section 4.1.3.5).

4.1.2.4 Experimental Configuration

We focus this study on the Sahara Desert and Arabian Peninsula region, and we take advantage of
the zoom capability of the atmospheric model to choose a model grid with a horizontal resolution
close to 1◦ by 1◦ over the Sahara Desert (Figure 4.2). The model grid has an average resolution of
1◦ in latitude and 1.4◦ in longitude in the latitude-longitude box defined by the corners [0◦N,70◦W]
and [40◦N,70◦E]. This grid is a compromise between the computing cost of the system and our
computing capabilities; it is also selected to reduce the impact of the regridding process of the
dust emission model input data, which is provided at the 1◦ by 1◦ resolution, into the atmospheric
model grid. The global atmospheric model has an horizontal grid of 128 by 88 points, and 39 levels
in the vertical coordinate. The model zonal and meridional winds are nudged to the ECMWF
ERA-Interim reanalysis (Dee et al., 2011), as described in Hourdin et al. (2015). The nudging of
the model is performed with a relaxation time of 48 hours inside the zoom and 3 hours outside
the zoom. The nudging (or relaxation) of the model winds consists in adding a non-physical term
into the model equations to push the model to follow the reanalysis winds. Outside the zoom, the
short relaxation time forces the model to follow closely the reanalysis winds. However, inside the
zoom, the model is able to develop its own diurnal cycle and the features of the model physics
and dynamics can fully develop (for example, the near surface wind in Hourdin et al. (2015)).
Sea surface temperature and surface ice and snow cover are also prescribed from ERA-Interim.
The simulation period is the year 2006 for all our simulations and analysis, and the spin up was
performed over one year with nudged winds from ERA-Interim reanalysis.

Despite the global coverage of the model and the observations, we only assimilate observations
in a reduced region of the globe. The selected assimilation region, defined as a rectangle with co-
ordinates ranging from 70◦W to 65◦E in longitude and 0◦N to 40◦N in latitude, allows the system
to assimilate both the aerosol AOD over Africa and the adjacent Atlantic Ocean (Figure 4.2).

4.1.3 Results

4.1.3.1 Cost Function Decrease

The data assimilation system successfully reduces the cost function J(x) (Equation (4.1.1)) to
a value close to 2/3 of the prior cost function value. In a consistent data assimilation system,
the final value of J(x) should be close to half the number of the observations (Talagrand, 1998).
In our case, with ≈ 709, 000 observations and with an initial value of the cost function equal
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Figure 4.3: Analysis correction factors by sub-period (months) on the ordinate axis and sub-region
and category of emission on the abscissa axis. BB stands for biomass burning, IND for
anthropogenic and fossil fuel emissions and SS for sea salt emissions.

to ≈ 650, 000, the system reaches the cost function value of ≈ 431, 000 in the analysis, which is
somewhat larger than the ideal expected value of the cost function minimum.

This result could be explained by an imbalance between the prescribed R matrix and the
covariance matrix of the innovation vector (y−H(xb)) and/or a systematic bias in the observation
or in the observation operator (model simulated AOD). In our case, the use of the Desroziers
diagnostics to inflate R prevents the unbalance between the diagonal terms of the R matrix and
the innovation vector, so we think that the difficulty to reach the theoretical minimum is more
likely to be due to a combination of a bias in the observations, a bias in the observation operator
and the lack of off-diagonal terms in the R matrix.

It is interesting to note that the value of the cost function in the analysis is equal to ≈ 431, 000
when the full nonlinear model is used as observation operator, and ≈ 434, 000 when the linear
approximation of the model is used instead. The small difference between the two values gives a
qualitative confidence to the linear assumption of the observation operator, which is applied in
the cost function minimization.

4.1.3.2 Correction Factors

Figure 4.3 shows the analysis control vector values (xa), i.e., the optimal correction factors for
the emission fluxes calculated with the data assimilation system. Given the information provided,
the analysis is the most likely assignment for different aerosol types, sub-regions and sub-periods.
In Figure 4.3 the control vector elements are grouped by sub-region and by category of emission
in the abscissa and by sub-period (months) in the ordinate.

For fine mode dust, 84% of the analysis correction factors are less than unity, which means
that most corrections reduce fine dust model emissions. For the fine mode emissions, 60% of the
elements of the analysis xa equal zero but some elements have relatively large values.

For the coarse and super-coarse mode dust, 77% of the analysis correction factors are less
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than unity, but unlike for the fine mode dust, the correction factors have a rather homogeneous
distribution, with only 15% of the values close to zero and 8% of values greater than 2. It seems to
be contradictory to have, for the same sub-region and sub-period, positive coarse and super-coarse
dust emission and zero fine mode dust emissions. We will address this in Section 4.1.4.

We can identify three groups of dust sub-regions in Figure 4.3. The eastern group includes
sub-regions ranging from 1 to 8, where coarse and super-coarse dust correction factors are mostly
smaller than 1 and fine mode dust correction factors are predominantly either close to zero or
larger than 2 (except in November). In particular, the transatlantic dust plume between March
and September is generated by strongly emitting fine mode dust and decreasing coarse and super-
coarse mode dust emissions. We distinguish a second group of sub-regions numbered between 9
to 14 where coarse and super-coarse dust correction factors are larger than the correction factors
of the first group, and between May and November fine mode correction factors are small. A
third group (composed by sub-regions numbered between 15 and 18) has a more heterogeneous
behavior of dust correction factors than the two previous groups. This last group of correction
factors is sensitive to the assimilated observations over the Arabian Peninsula and the Arabian
Sea, while the other two previous groups are sensitive to assimilated AOD over the Sahara, the
Sahel and the Atlantic Ocean.

Forest biomass burning correction factors are greater than 2 between February and November,
but these large correction factors do not strongly impact the analysis because the months with
more forest biomass burning emission fluxes are December and January. On the other side, grass
biomass burning correction factors in November, December and between January and April do
impact the analysis emissions. For sea salt emissions, Figure 4.3 shows an optimal correction
factor of 3.2 for coarse mode sea salt emissions and 0.6 for fine mode emissions. This is associated
with a strong posterior error anticorrelation (correlation factor of −0.9) between both elements
in the control vector. As both fine and coarse mode sea salt correction factors share the same
geographical emission region, the data assimilation system is unable to separate their relative
contributions to the total 550 nm AOD and thus, what is really optimized is the sum of both
contributions to the total AOD.

4.1.3.3 Comparison with MODIS

The internal consistency of the inversion system can be qualitatively assessed by comparing the
assimilated observations with the simulated AOD. A quantitative validation is given later in
Section 4.1.3.4.

Qualitatively, the prior model can reproduce the main features in AOD observed in the
monthly averages (Figure 4.4). To some extent, the transported dust plume is well represented
in the months when the dust emission is maximum, from June to August, and the model can
produce dust levels in the Bodélé depression (17◦N, 18◦E) throughout the year. The local maxi-
mum of AOD in the Arabian Sea is also simulated. The westward transport of biomass burning
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Figure 4.4: Monthly averages of 550 nm AOD from the MODIS/Aqua product (left), the prior simu-
lation (center) and the analysis simulation (right). The latitude is in the ordinate (in degrees
north) and the longitude in the abscissa (degrees east). All the monthly averages were calcu-
lated by sampling only times when the MODIS product reports valid data. Complete lack of
data for the month is depicted in white.
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aerosols to Central and South America in the boreal winter, as visible in the southern part of the
panels, is noticeable.

The analysis efficiently reduces emissions in the northern part of the Sahara Desert, and
achieves a better agreement with the assimilated AOD than the prior, as can be seen between
March and August. A similar feature is found in the reduction of model emissions in the prior
emission hotspot close to 10◦W in longitude and 20◦N in latitude; and in the prior emission
hotspot in the Iranian desert.

It appears that generally speaking the data assimilation system is more efficient in decreasing
emissions than in increasing them. However there are cases where the assimilation system can
effectively increase emissions. For example, in the dust outbreak of March 7–13 (showed in
Figure 4.4 as an AOD maximum close to [10◦E,7◦N] given the MODIS/Aqua sampling), it is
clear that the assimilation system improves the fit with the observations by increasing emissions
of fine mode dust in sub-regions 12 and 14. Even though this increase is not large enough to
allow reproducing the AOD maximum, it represents an improvement with respect to the prior.
Another example of the increase of AOD is for the month of July, when the analysis AOD over
the Sahara is, in general, larger than the prior AOD.

The inversion system is designed to optimize not only dust emissions but rather all the emis-
sions detailed in Figure 4.3. In particular, an increase of AOD of the analysis with respect to the
prior can be seen over the Atlantic Ocean close to 35◦N, which is the least dust–influenced area
of Figure 4.4. These increase of AOD can be likely attributed to an increase in the local sea spray
emissions or/and to an increase in emissions outside the assimilation region that are transported
into the ocean.

4.1.3.4 Comparison with AERONET

To evaluate the performance of the analysis in comparison to the prior simulation, we select
AERONET stations in the region of interest with a number of daily observations greater than
half of the maximum number of observations in the year, i.e. stations with at least 182 daily AOD
retrievals. This resulted in 13 stations for which the statistics against the two model simulations
are presented in Table 4.1. We group the 13 stations into 6 groups according to their geographic
locations, and for each group we select the one station with the longest record for which we show
the time series of the simulated and observed AOD in Figure 4.5. The geographic location of
AERONET sites is shown in Figure 4.1.

The overall statistics of the model performance against AERONET are summarized in Ta-
ble 4.1. It should be noted that the AOD of the analysis is smaller than the AOD of the prior at
all AERONET stations except Ilorin and La Parguera. The increase in AOD over the Caribbean
station La Parguera is consistent with the larger fine mode dust fluxes of the analysis, as we will
show in Section 4.1.3.5. There is a clear improvement of the analysis simulation with respect to
the prior one in two of our skill scores: the root mean square error (RMSE) is smaller for all the
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Figure 4.5: Model/AERONET comparison over 6 selected AERONET sites. Time series of AERONET
500 nm AOD (in black) and the two simulations with the prior simulation in green and the
analysis simulation in orange. The name of each AERONET station is indicated on each
panel. MODIS/Aqua retrievals are shown in purple. Simulated AOD is shown only for days
when AERONET reports valid data.
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stations in the analysis run, and the Pearson correlation coefficient is also closer to unity in all the
analysis simulations. The absolute value of the bias is reduced in 5 stations and it is increased in
other 7 stations, and in general terms, the prior simulation is positively biased, while the analysis
simulation is negatively biased.

Time series of simulated and observed AOD are shown in Figure 4.5. In general terms, the
analysis simulation is capable of reducing a large number of AOD peaks of the prior simulations
that are not observed by AERONET (e.g., at the Granada site in April, Santa Cruz Tenerife site
in October or Solar Village site in September). In some cases the assimilation system increases
the AOD towards the observations, as for example in March at the Ilorin site. Even though
the bias in La Parguera site is increased in the analysis, the variability of the observed minus
simulated AOD is improved by the analysis. Part of the errors in the analysis simulation can be
attributed to the mismatch between AERONET and MODIS AOD, the assimilated product. For
example, most of the model inaccuracy at Ilorin site (see Table 4.1) comes from the first three
months of simulation, where the AERONET observations are considerably larger than both the
model simulations and the MODIS/Aqua retrievals.

On monthly to seasonal temporal scales (not shown), the analysis performance is rather
homogeneous, with calculated statistics similar to those of the whole year (Table 4.1) except for
the bias and root mean square error (RMSE) for Granada and Blida stations (northern stations
of Figure 4.1) where the improvement of the analysis is better in April, May and June; in La
Parguera, where there is a significant improvement of the bias and RMSE in September; and
in Santa Cruz Tenerife where the bias and RMSE of the analysis are smaller than the prior
simulation in September and October.

4.1.3.5 Emission Fluxes

Dust and biomass burning emission fluxes are summarized in Figure 4.6. The total amount of
emitted dust in the prior simulation is 6690 Tg, of which 4095 Tg are emitted in Northern Africa
and 2595 Tg in the rest of the domain (sub-regions 16, 17 and 18 of Figure 4.1). The total dust
flux is reduced to 2897 Tg in the analysis simulation (2179 Tg emitted in Northern Africa and
718 Tg in the rest of the domain). The AEROCOM project (Huneeus et al., 2011) reports a
plausible range of emissions between 400 and 2200 Tg yr−1 for North Africa and between 26 and
526 Tg yr−1 for Middle East. Although the analysis simulation is in the higher limit of this range,
more recent studies suggest larger values of Saharan (Evan et al., 2014) (4500 ± 1500 Tg yr−1)
and global (Zhao et al., 2013) (≈ 6000 Tg yr−1) dust emission fluxes.

Dust emission of coarse and super-coarse mode bins are orders of magnitude larger than that
for the fine mode, so the total amount of dust fluxes (in terms of mass) is controlled by the
emission of the coarser particles. In the prior simulation, the flux of the coarse and super-coarse
modes is 6662 Tg while in the analysis this flux is 2866 Tg, with the reduction occurring for all
months. The seasonal cycle of the coarser emissions is slightly different between the analysis and
the prior simulations. Both of them show larger values in boreal summer than in winter, but the
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Figure 4.6: Dust emission fluxes in Tg for the two model (prior and analysis) simulations. Upper panels
show the emission fluxes for the fine mode and lower panels show the coarse and super-coarse
modes. Monthly sums of emissions are shown on the left panels, and yearly 2006 emissions
disaggregated by sub-region are presented on the right panels. Total flux for northern Africa
(sub-regions 1 to 15) is indicated with a hatch pattern in the left panels.
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months of maximum emission are not the same: July, September and March for the prior and
June, August and April for the analysis. In the spatial distribution, only two sub-regions (11
and 15) have more coarse and super-coarse dust emissions in the analysis simulation than in the
prior one. The data assimilation system identifies large observational departures of AOD over
sub-region 18 (see Figure 4.4) and consequently produces a strong decrease of the analysis dust
coarse mode emissions in this sub-region (compared to prior emission).

On the contrary, fine mode dust emissions are larger in the analysis (30 Tg) than in the
prior simulation (27.6 Tg), despite the suppression of the fine mode dust emissions in several
sub-regions of the analysis due to the null correction factor shown in Figure 4.3. Fine mode dust
emissions are less important in terms of mass flux, but they are crucial for the 550 nm AOD field
due to their larger mass extinction coefficient and longer residence time than the coarser dust.
There is an important decrease of emissions between the prior and the analysis in sub-regions
3 and 11, but in both cases, an adjacent sub-region (4 and 12, respectively) strongly increases
emissions. The fine mode emission increase in July is due to values of the analysis correction
factor larger than 3 in the eastern part of the region (sub-regions between 15 and 18), and it is
also reflected in the large value of the overall emission flux for sub-region 18.

In terms of flux uncertainty, we deliberately inflate the background error covariance matrix
to obtain a prior dust emission flux uncertainty in the range of the dust flux spread reported in
Huneeus et al. (2011). The standard deviation of the prior dust flux error for the whole region is
therefore close to 4140 Tg. For the analysis, this uncertainty measure is reduced to 31 Tg, which
seems to be unrealistically low and will be discussed in Section 4.1.4.

4.1.4 Discussion

The data assimilation system successfully modifies the dust fluxes in order to improve the agree-
ment with the AOD observations, but there are pending challenges to be solved.

Over the Sahara, the shorter residence time of the coarse mode dust (relative to the fine mode)
incites the assimilation system to preferably adjust the coarse mode dust emissions to get closer to
the MODIS observations over land, while MODIS observations over the ocean are more relevant
to the fine mode dust because of its longer residence time (Figure 4.4, left column). However dust
AOD over the ocean results from dust emitted over a large source area (e.g. Schepanski et al.,
2007; Ginoux et al., 2012) in the Sahara and is subject to long-range transport and mixing along
the air mass trajectory. The convergence of the fine mode dust emitted over the desert into a
single dust plume over the Atlantic Ocean, results in a difficult inversion problem for fine mode
dust. In order to reduce the model AOD departures with respect to MODIS over the dust plume,
the data assimilation system has various ways to adjust the fine mode dust emissions (Huneeus
et al. (2016) showed how different emissions lead to a similar AOD behaviour after long-range
transport). In this context, the assimilation system prefers strongly decreasing the emissions
for a large number of sub-regions and increasing the emissions for some sub-regions. It should
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be noticed that zero emissions for the fine mode dust cannot realistically coexist with non-zero
emissions for the coarse and super-coarse mode dust.

In order to address the above, a higher quality total AOD and fine mode AOD product over
land would be needed. The impact of including this product into assimilated observations has
not been addressed yet, but we think that it could help the assimilation system to differentiate
between fine and coarse mode dust emissions, and hopefully avoid the problem of having zero
dust fluxes in the fine mode. Preliminary tests indicate that assimilating MODIS fine mode
AOD over ocean in addition to total AOD does not significantly improve neither the simulated
comparison against AERONET nor the issue of having large number of sub-regions with zero
fine mode emissions. For this reason, we think that fine mode AOD over land would be a more
beneficial piece of information that is not currently available from MODIS.

A valuable product of the data assimilation is the quantification the analysis uncertainty.
Our system underestimates the uncertainty of the analysis fluxes (see Section 4.1.3.5). We have
performed several sensitivity experiments (not shown) over the inflation parameters of R and
B matrices (see Section 4.1.2.3), concluding that neither the analysis control vector nor the A
matrix are highly sensitive to these parameters. Off-diagonal terms in R are usually omitted and
the inflation of the R matrix should be enough to compensate the lack of these terms in most of
the variational sub–optimal assimilations systems (Rabier, 2005). We would like to investigate
if this holds for our inversion system, but more work is needed in order to properly define the
off-diagonal terms of R and to quantify the impact of these terms in our analysis uncertainty.

Another question is whether there is a possible bias in the assimilated observations that
should be corrected. MODIS AOD is retrieved from the Dark Target algorithm over ocean, and
we use the retrievals either from the Deep Blue algorithm (for bright surfaces, as the desert) or
from the Dark Target algorithm over land (Levy et al., 2013). Therefore, a discontinuity in the
AOD field is possible close to the coast. In Figure 4.4, this discontinuity can be noted mostly
between the months of June and September, where the AOD close to the coast over land is
smaller than that over the ocean at the same latitude. In this region, the AOD maximum is
due to mineral dust emissions, which are only emitted over land and then transported westward.
Over the desert, the Deep Blue algorithm systematically underestimates the AOD (Sayer et al.,
2013) and the (assimilated) combined product could have discontinuities in regions where both
Deep Blue and Dark Target algorithms report successful retrievals (Sayer et al., 2014). This
systematic bias between both MODIS AOD retrievals close to the coast may affect the analysis,
providing contradictory information to the assimilation system. However, our tests indicates that
assimilating data over the desert leads to better results than assimilating only the Dark Target
product.

Besides the land/ocean bias described above, recent progress has been done to properly define
and narrow the expected error (EE) estimates for the MODIS AOD products (Levy et al., 2013;
Sayer et al., 2013). In order to take advantage of these developments in a data assimilation
framework, it would be necessary to include these EE in the R matrix. Preliminary tests show
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that the analysis performance decreases when the observational error is defined by a linear function
of the MODIS AOD, and thus we set a constant value for the observational error. However, these
could change if the full EE derived in Sayer et al. (2013) is used (including the dependence of
the error to the satellite viewing geometry). This EE has not been addressed yet in the source
inversion system and would be interesting to implement it in the near future.

An additional source of error could come from the design of the data assimilation system. We
assimilate daily AOD observations but the control vector has only a monthly resolution. The
variability of dust emissions at the scale of the sub-regions and sub-periods is completely deter-
mined by the atmospheric and the dust production model, and errors at these scales negatively
impact the inversion system, as they cannot be corrected by the assimilation system. Manual
inspection of the model performance suggests that the issues discussed in the previous paragraphs
are not necessarily associated with errors of sub-monthly scales of dust emission or transport, but
further work should be done to quantify these errors.

4.1.5 Conclusions

We have estimated one year of dust fluxes over the Sahara and the Arabian Peninsula, by as-
similating total AOD from MODIS in the aerosol transport model coupled to a dust production
model and to the zoomed version of a general circulation model. Our adjoint-free assimilation
system allows calculating correction factors for 18 sub-regions at a monthly resolution, and at an
affordable computational cost over a one year period.

We present and apply an assimilation system that can perform natural aerosol source inver-
sions over larger time-windows and spatial coverage (e.g., by including the Arabian Peninsula)
than previous regional studies with reasonable results.

In general terms, the analysis simulation is closer to the AOD observations than the prior
simulation over the available AERONET stations. The data assimilation system is capable of
improving spatial features observed in MODIS AOD with respect to the free-assimilation simu-
lation.

The total amount of dust emitted in the region is estimated to be ca. 2900 Tg for the 2006
year, with most of the mass flux emitted by the coarse and super-coarse mode bins of the DPM
(with diameters over 1 µm).

A large temporal window for the source inversion (of at least one decade) is needed in order
to create a useful dataset to be used by the aerosol and climate community, and would help
to have a more robust estimate of the annual dust emission over the region. The well known
interannual variability of dust sources is an interesting question to address, but before applying
our framework to this problem it is necessary to solve some critical issues detailed in the previous
Section.

The quality of the analysis partially depends on the quality of the atmospheric model. In
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particular, dust flux calculations improve when the model resolution increases. The source esti-
mation approach presented in this work is applicable to other modeling systems (without needing
an adjoint model) with increased horizontal resolution. We expect that the application of this
inversion system in higher resolution models will lead to a better and more accurate estimate of
mineral dust fluxes.

This inversion system could be applied to tune parameters in the dust emission model in-
stead of correction factors of the emissions, but this could be done in this framework only if
perturbations of the parameters lead to linear (or approximatively linear) perturbations in the
simulated observations. In this case, the assimilation system would need minimal modifications to
attempt this task. More work is needed in order to identify and estimate plausible dust emissions
parameters in the DPM that can be efficiently adjusted through this method.

In the near future, we will try to assimilate more information than the total 550 nm AOD
in order to improve our results in terms of fine mode emissions. To this end, a satellite retrieval
with similar spatial and temporal coverage of MODIS total AOD, but only for fine mode aerosols
550 nm AOD over the desert would be useful. Alternatively, it is also possible to modify the
SPLA model to have more dust bins, but with cut-off diameters that are compatible with the
small, medium and large AOD retrievals from the MISR satellite, or with the small and coarse
cut-off radii of the POLDER/PARASOL instrument.
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4.2 Further information

4.2.1 Near surface winds

Wind velocity near the surface is an important factor in the dust production module. In this
thesis, the LMDZ simulated 10-meter surface wind is used to compute dust emissions over North
Africa and the Arabian Peninsula. The strong relation between dust emissions and wind velocity

http://modis-atmos.gsfc.nasa.gov
http://aeronet.gsfc.nasa.gov
http://www.lisa.univ-paris12.fr/mod/data/index.php
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(roughly power of 3) makes it necessary to asses the performance of the simulated surface winds
in a dust emission problem.

In practice, it is difficult to directly validate the model winds against measurements of wind
velocity over the Sahara, due to the lack of measurements on this region. Instead, a common
practice is to evaluate model variables against reanalysis datasets. However, this approach is
not exempt of problems. Largeron et al. (2015) evaluated the surface wind velocity from three
different reanalysis products (ERA-Interim, NCEP-CFSR and MERRA) over the Sahelian region,
founding seasonal biases and deficiencies in the representation of the wind velocity diurnal cycle
in all three analysed datasets.

We show in Figures 4.7 and 4.8 the average of the (instantaneous) 10-meter wind velocity for
three different datasets: LMDZ simulated 10-meter wind (this work), ERA-Interim and CRU-
NCEP analysed 10-meter winds. We recall here that the LMDZ simulations are nudged by the
ERA-Interim winds (above the boundary layer). The three datasets are regridded and shown on
the LMDZ grid. The latter dataset is a mixture between the NCEP reanalysis diurnal cycle of the
near-surface winds and the gridded CRU observational climatology (http://www.cru.uea.ac.
uk/data), prepared originally as a forcing dataset for land surface models such as ORCHIDEE
at the LSCE.

The mean value of the wind velocity is in general larger for the ERA-Interim reanalysis than
for the other two datasets (Figure 4.7). It also can be seen that the LMDZ mean winds are closer
to the CRU-NCEP winds than to the ERA-Interim ones. As the CRU-NCEP wind is adjusted
to fit the monthly wind observations measured and gridded in the CRU dataset, we expect that
the CRU-NCEP mean wind velocity is fairly close to the true mean wind velocity at 10 m.

The diurnal cycle of the 10-meter wind can be seen in Figure 4.8. In this case, we cannot
assert which of the three datasets has the best representation of the diurnal cycle of the winds.
In particular, the CRU-NCEP diurnal cycle is driven by the NCEP reanalysis wind diurnal cycle.
Nevertheless, the wind velocity maxima over the desert are clearly reached at 6 and 12 UTC
for the ERA-Interim dataset and at 12 UTC for the LMDZ simulations, while the CRU-NCEP
diurnal cycle is less strong.

In this Section we cannot state that the LMDZ near surface winds overperform those from the
ERA-Interim or CRU-NCEP datasets, because we do not have enough observations to carry out a

Figure 4.7: Average of the 10-meter wind velocity for three datasets over the year 2006 [units of m s−1].
From left to right: LMDZ simulations (this work), ERA-Interim reanalysis and CRU-NCEP.

http://www.cru.uea.ac.uk/data
http://www.cru.uea.ac.uk/data
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Figure 4.8: Surface wind velocity average for three datasets over the year 2006 [units of m s−1]. The
three columns represent the average 10-meter wind for the LMDZ simulation, the ERA-Interim
reanalysis, and the CRU-NCEP dataset. The rows indicates the time (UTC), with the first
row at 0 UTC, the second at 6 UTC, the third at 12 UTC and the fourth at 18 UTC.
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proper evaluation. We can nevertheless comment on this as our model version and configuration
is similar to the one used in Hourdin et al. (2015). This work (to which I contributed) performed
a comparison against wind velocity measurements over the Sahelian region. Figures 4 and 7 (for
the “NP48” simulation) of the Hourdin et al. (2015) article show a relatively good agreement
between the model and the observations.

4.2.2 Dust outbreak

Figure 4.4 of the above presented article (Section 4.1) shows monthly averages of AOD for the
assimilated observation, the prior and the analysis simulations. Even though these monthly
averages can qualitatively describe the seasonal behaviour of the AOD, they can easily mask
the AOD variability at shorter scales, and they can conceal possible sampling issues on the
observations.

It is well known that large amounts of dust can be released into the atmosphere in relatively
short periods of time. As we said, these events are hardly noticed in the monthly averages of
AOD but they can be significant for the net flux of dust, even at the monthly scale. One example
of a dust event occurred in March 2006, and it is responsible for the relative maximum of AOD
shown in Figure 4.4 of Section 4.1 for the March panel (as is discussed in the text of the article).
We found it interesting to qualitatively evaluate the performance of the prior simulation on this
event, and how the analysis tries to be closer to the assimilated observations.

Daily values of MODIS AOD, prior and analysis AOD are shown in Figure 4.9 for the dust
outbreak that occurred between March 6 and 13. The prior cannot fully reproduce the strength
of the event, but it is possible to see the right timing of emissions in northern Sahara and the
propagation of the dust load of the prior with respect to the MODIS AOD. The analysis decreases
the AOD in the western part of the dust plume and increases it in the southern part (between
days 11 to 13).

4.2.3 Vertical profile

We have focused our analysis assessment on the (column integrated) AOD. In this section we will
justify this choice, showing the vertical profile of the extinction coefficient for both simulations,
the prior and the analysis.

Figure 4.10 shows the mean vertical profile of aerosol mid-visible extinction coefficient across
the Atlantic Ocean and Saharan region for a latitude band between 10 and 30 ◦N (the same
latitude band shown in Peyridieu et al. (2013)). The first panel is the average of all the
available CALIOP extinction profiles for year 2006 (from CALIPSO launch in June to De-
cember), calculated from quality-assured (QA) filtered Level 2 data included both day and
night profiles, and regridded to the model horizontal grid. The filtering process of the Level
2 data was done following the recommendations from the CALIOP/CALIPSO team (https:

https://www-calipso.larc.nasa.gov
https://www-calipso.larc.nasa.gov
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Figure 4.9: March 6-13 dust outbreak. AOD at 550-nm derived from MODIS/Aqua product (left),
prior simulation (center) and analysis (right). Each row corresponds to one day (see left
labels)

https://www-calipso.larc.nasa.gov
https://www-calipso.larc.nasa.gov
https://www-calipso.larc.nasa.gov
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Figure 4.10: Vertical profile of the mean extinction coefficient (km−1) at 532 nm from CALIOP (upper
panel), prior (middle panel) and analysis (lower panel). The figure shows the average of the
retrievals (and their coincident simulated extinction coefficient at 550 nm) for all the available
period (June to December) for the year 2006. The data here shown is also averaged in a
latitude band between 10◦ N and 30◦ N.

https://www-calipso.larc.nasa.gov
https://www-calipso.larc.nasa.gov
https://www-calipso.larc.nasa.gov
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//www-calipso.larc.nasa.gov). The two following panels show the prior and the analysis ex-
tinction coefficients, interpolated to the vertical resolution of the CALIOP data (60 meters), and
sampled from the model output daily average for grid-boxes where CALIOP reports QA data
(in this case we use daily averages because for this experiment we do not have the simulation
outputs of the aerosol extinction coefficient for Aqua overpass time). Despite the small remaining
differences in temporal and spatial sampling, the model is able to reproduce the low altitude layer
over the Atlantic Ocean (likely sea spray in the boundary layer), the height of the aerosol layer
top, and in some cases, the vertical profile of extinction coefficient observed by CALIOP.

Over the continent and over the Atlantic ocean (excluding the planetary boundary layer)
the aerosol layer is expected to be mainly dust and some differences between the prior and the
analysis can be highlighted. Consistently with Section 3 of the article presented above discussing
the AOD results, the analysis extinction coefficients are systematically smaller than the prior, due
to the overall reduction in dust emissions in the analysis. The vertical pattern of the extinction
profile remains similar between the two runs, and this is due to the same meteorological conditions
between the two simulations, the linear correction of the emission in the analysis and the relatively
long assimilation period (1 month) for each element in the control vector.

In this Chapter we have performed the first inversion of mineral dust emission fluxes of
this thesis, and we have evaluated the performance of the analysis. We have assimilated total
AOD retrievals from the MODIS/Aqua instrument, but as we said in the last paragraph of the
conclusions (in Section 4.1), this work can be extended to the assimilation of several satellite
retrievals. Doing this, we expect to better identify model biases and to narrow estimates on
the uncertainties of mineral dust fluxes. Furthermore, by exploring the assimilation of different
satellite retrievals we are able to draw an inference on the strengths and limitations of each dataset
in this context. We show this sensitivity study in the next Chapter.

https://www-calipso.larc.nasa.gov
https://www-calipso.larc.nasa.gov
https://www-calipso.larc.nasa.gov
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Chapter 5

Article: Impact of the choice of the satel-
lite AOD product in a sub-regional dust
emission inversion

This chapter presents the second submitted article issued from this thesis (Escribano et al.,
2017). We have noticed that most of the source inversion studies in the literature rely on a
single assimilated observational dataset (usually AOD from MODIS), even though there are
several satellite retrievals suitable for the assimilation. In this work we explore the impact on the
assimilation and the dust flux estimates of assimilating five different AOD retrievals. It should be
noted that we as simulate the AOD retrievals one by one and do not attempt to assimilate more
than one product at a time. For this task, we take advantage of the design of the assimilation
system, which does not requires extra computing time to assimilate more than one AOD dataset
once the sensitivity matrix is computed. We have been careful in keeping the assimilation system
configuration as fixed as possible, except for the observational errors, that are now computed
with the error estimates from the literature (cf. Section 2.2).

We present the transcription of the submitted article, and continue with some sub-products
of this inversion. Through this thesis we have claimed that the linear form of the observation
operator is a good approximation of the fully non-linear observation operator, and we have trusted
the optimality of the analysis to this claim. This strong assumption will be justified in Section 5.2,
where we will use the AOD simulated by the non-linear observation operator computed from the
five analyses (from the article below, Section 5.1) to evaluate the accuracy of the AOD computed
by the linear observation operator at these points. We will see that the linear approximation is
good enough in that case. Finally, we show an alternative to this sensitivity study in Section 5.3.

97
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5.1 Submitted article

Impact of the choice of the satellite AOD product in a
sub-regional dust emission inversion

Jerónimo Escribano1, Olivier Boucher1, Frédéric Chevallier2 and Nicolás Huneeus3,4

1Laboratoire de Météorologie Dynamique, Université Pierre et Marie Curie / CNRS, Paris, France,
2Laboratoire des Sciences du Climat et de l’Environnement, CEA, Saclay, France, 3Geophysics

Departement, University of Chile, Santiago, Chile, 4Center for Climate and Resilience Research (CR)2,
Santiago, Chile.

Abstract

Mineral dust is the major continental contributor to the global atmospheric aerosol burden with
important effects on the climate system. Regionally, a large fraction of the emitted dust is pro-
duced in North Africa, however the total emission flux from this region is still highly uncertain.
In order to reduce these uncertainties, emission estimates through top-down approaches (i.e., usu-
ally models constrained by observations) had been successfully developed and implemented. Such
studies usually rely on a single observational dataset and propagate the possible observational
errors of this dataset onto the emission estimates. In this study, aerosol optical depth (AOD)
products from five different satellites are assimilated one by one in a source inversion system
to estimate dust emission fluxes over northern Africa and the Arabian Peninsula. We estimate
mineral dust emissions for the year 2006 and discuss the impact of the assimilated dataset on
the analysis. We find a relatively large dispersion in flux estimates among the five experiments,
which can likely be attributed to differences in the assimilated observation datasets and their
associated error statistics. We also show how the assimilation of a variety of AOD products can
help to identify systematic errors in models.

5.1.1 Introduction

Aerosol optical depth (AOD) retrieved from satellites is probably the most used indirect measure-
ment of aerosol in atmospheric and climate modelling studies. The large temporal and spatial
coverage of satellite AOD makes these retrievals a unique and useful product, however they cannot
provide a complete four-dimensional description of the atmospheric aerosol. Data assimilation
techniques have been developed to combine in the best possible way model and observational
information and their application results in new aerosol analysis and reanalysis products (e.g.,
Benedetti et al., 2009; Lynch et al., 2016). In the recent years, satellite-derived AOD has been
also used to estimate aerosol surface emissions in the so-called top-down approach (e.g., Dubovik
et al., 2008; Schutgens et al., 2012; Huneeus et al., 2012). This approach is often embedded in a
data assimilation framework, where observations and model are systematically combined in order
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to estimate emissions. With these methodologies, estimates of aerosol emissions depends on the
model performance, on the detail of the data assimilation system and on the quality and coverage
of the observations.

Mineral dust is the major continental contributor to the global atmospheric aerosol burden.
Airborne dust interacts with clouds, solar and terrestrial radiation and atmospheric chemistry.
Deposition over the cryosphere has effects on surface albedo (Bond et al., 2013), which modulates
the impact of black carbon deposition on snow and ice surfaces. Dust is a source of Fe and P nu-
trients. The deposition of dust on some continental ecosystems has some impact on the vegetation
and the carbon cycle. Deposition at the surface of the oceans can also fertilize the phytoplankton
in so-called high-nutrient low-chlorophyll regions, with impacts on marine biogeochemical cycles
(Wang et al., 2015). Atmospheric dust is also known to affect human health and air quality.
Among others uncertainties, emission fluxes of mineral dust are still highly uncertain. For in-
stance dust emissions from the Saharan desert, a key dust region worldwide, have been estimated
to range between 400 Tg yr−1 (e.g., Huneeus et al., 2011) to 4500 Tg yr−1 (e.g., Evan et al., 2014).
While some of the uncertainty may be related to the choice of the cut-off size for dust emissions,
with larger cut-off size resulting in larger dust emission fluxes and shorter atmospheric residence
time, it is nevertheless desirable to decrease the uncertainty in the dust emission flux.

Satellite observations can help reducing these emission uncertainties. The combined use of
satellite observations and models may potentially lead to superior estimates of aerosol emissions
(e.g. Dubovik et al., 2008; Huneeus et al., 2012). In this study we focus on the role of ob-
servations and we quantify the plausible range of emissions uncertainties as a function of the
chosen observational dataset. To this aim, we assimilate AOD from five different datasets in the
data assimilation system presented in Escribano et al. (2016, hereafter EBCH16) with a fixed
configuration for both the model and the assimilation system.

Moderate Resolution Imaging Spectroradiometer (MODIS) aerosol products have been largely
used for aerosol data assimilation (e.g., Dubovik et al., 2008; Benedetti et al., 2009; Lynch et al.,
2016, EBCH16). This is not surprising because the MODIS aerosol retrieval algorithms have
received a lot of attention for over a decade (e.g., Remer et al., 2005, 2008; Levy et al., 2010)
and, as a result, the MODIS aerosol products are of a relatively high quality (Levy et al., 2013).
Over ocean and dark land surfaces, the MODIS Dark Target (MODIS-DT) algorithm is capable
of retrieving AOD at visible wavelengths, while over bright surfaces AOD is retrieved through the
MODIS Deep Blue (MODIS-DB) algorithm. Furthermore the MODIS instrument is onboard both
the Aqua and Terra satellites, with morning and afternoon overpasses respectively, allowing for a
large temporal and spatial coverage. However MODIS products are not totally free of problems.
Sayer et al. (2013) evaluated the latest collection of MODIS Deep Blue aerosol product and found
a low bias in AOD over the Sahara Desert. On the contrary, it is possible that MODIS-DT is
biased high over the ocean, at least in dust outflow regions (Levy et al., 2003).

Aerosol products from other satellite sensors are also suitable for use in aerosol data assimi-
lation. In the visible spectrum, this includes aerosol products from several instruments onboard
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low-Earth orbiting satellites like the Multiangle Imaging Spectroradiometer (MISR), Polariza-
tion and Anisotropy of Reflectances for Atmospheric Sciences Coupled with Observations from a
Lidar (PARASOL), Advanced Along-Track Scanning Radiometer (AATSR) and Visible/Infrared
Imaging Radiometer Suite (VIIRS). From geostationary satellites, AOD is available from the
Spinning Enhanced Visible and Infrared Imager (SEVIRI) instrument onboard Meteosat Second
Generation (MSG) and the Advanced Himawari Imager (AHI) onboard the Japanese geostation-
ary meteorological satellite Himawari-8. In the infrared, aerosol products are available from the
Advanced Infrared Radiation Sounder (AIRS) and the Infrared Atmospheric Sounder Interferom-
eter (IASI) instruments, particularly for dust aerosols that have a strong signature in the longer
wavelengths. Finally it is also possible to assimilate the vertical profile of the extinction coeffi-
cient from the Cloud-Aerosol Lidar with Orthogonal Polarization (CALIOP) sensor onboard the
Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observation (CALIPSO) mission but this
is also fraught with difficulties as such inversion is fairly sensitive to assumptions made on the
aerosol model.

An evaluation of some of these products is done in de Leeuw et al. (2015). The authors found
that most of the compared satellite products have a good performance of AOD retrievals with
respect to ground-based AOD measurements. In theory it should be possible to take advantage of
their complementarity either in terms of aerosol information content or in terms of temporal and
spatial coverage. In practice, assimilating several aerosol products simultaneously is fraught with
difficulties because the satellite products may be inconsistent with each other, or inconsistent
with the aerosol model. To our knowledge there are few (e.g., Saide et al., 2014; Zhang et al.,
2014) data assimilation studies that seek to combine different aerosol products.

In EBCH16 we described an inversion system and presented a dust source inversion for North
Africa assimilating 550 nm AOD from the MODIS/Aqua instrument. We now broaden the analy-
sis and consider several retrieval products. Rather than combining different aerosol products, we
seek to understand how different aerosol products perform on their own in the data assimilation
system, in order to assess the strengths and weaknesses of each aerosol dataset in the context
of Saharan dust and possible inconsistencies between the products. We thus compare the as-
similation of five satellite AOD retrievals with the aim to narrow uncertainties in dust emission
estimates for North Africa and the Arabian Peninsula.

The next Section presents the assimilated observations and the observations used in the valida-
tion. The assimilation system is briefly described in Sect. 5.1.2, the main results and mineral dust
flux estimates are shown in Sect. 5.1.3. We finish this work with our conclusions in Sect. 5.1.4.
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5.1.2 Inversion system

5.1.2.1 Observation operator

The observation operator is described in EBCH16 and references therein. As a brief summary,
the observation operator consists of the AOD estimation given by the coupling of the LMDz
meteorological model (Hourdin et al., 2013) with a simplified aerosol model (Huneeus et al.,
2009, hereafter referred as SPLA). The dust emissions are calculated as in EBCH16, which itself
follows the Alfaro and Gomes (2001) and Marticorena and Bergametti (1995) emission scheme.
The SPLA model is an Eulerian aerosol model of intermediate complexity (Huneeus et al., 2009)
with four aerosol species (fine mode aerosols, coarse sea salt, coarse mineral dust and super-coarse
mineral dust) and one tracer for gaseous aerosol precursors. In this model we parameterized
the processes of boundary layer mixing, dry and wet deposition and sedimentation (for coarser
particles). In the model, mineral dust aerosol are emitted in three bins. Fine mode dust has
diameter less than 1 µm, coarse dust has diameter between 1 µm and 6 µm and super-coarse dust
is between 6 µm and 30 µm in diameter. Once in the atmosphere, coarse and super-coarse dust
are both independent model species, while fine dust is treated in the fine mode aerosols tracer.
A detailed description of the aerosol model is provided in Huneeus et al. (2009) and updated in
EBCH16.

In this work, the model has been configured with 39 vertical levels, and with an horizontal
zoom centered over North Africa. The horizontal resolution over North Africa is approximately
1◦ by 1◦, and the average horizontal resolution in between 70◦W and 70◦E; and 0◦N and 40◦N
is approximately 1◦ in latitude and 1.4◦ in longitude. The one-year spin-up and the model sim-
ulations for the year 2006 where performed with a wind nudging from ERA-Intermim reanalysis
(Dee et al., 2011) as is explained in EBCH16.

5.1.2.2 Control vector

The control vector is composed of multiplicative correction factors of the model emissions as in
EBCH16. These correction factors are assumed homogeneous for each element of a partition of
the emission flux in space (sub-regions), time (sub-periods) and type of aerosol (categories). Five
categories of emissions are defined (as in EBCH16) namely i) sea salt, ii) biomass burning emis-
sions, iii) fine dust and coarse dust, iv) super-coarse dust, and v) fossil fuel and anthropogenic
SO2 emissions. In this work, correction factors of fine dust and coarse dust are lumped together,
while super-coarse dust has separate correction factors. Preliminary test have shown low sen-
sitivity of the analysis to the to the grouping of the three dust correction factors in only two,
either fine and coarse dust together and supercoarse independent (as in this work) or coarse and
super-coarse dust lumped together and fine dust independent (as in EBCH16). Additionally, our
test show that if the three dust correction factors are independent elements in the control vector,
the assimilation results do not improve and the computational burden increases.
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Sub-regions are defined depending on the emission category and they are the same as in
EBCH16. For fossil fuel and anthropogenic SO2 emissions and for sea salt emissions only one
global sub-region is considered. For biomass burning emissions, two sub-regions have been defined,
according to a grass-like and forest-like land cover maps. For both categories of mineral dust, 19
sub-regions are been defined: 15 of the over northern Africa, 3 of them over the Arabian Peninsula
and Middle East and one sub-region for the rest of the globe. We refer to Fig. 1 of EBCH16 for
a map of the dust sub-regions.

The correction factors are assumed constant within each sub-period. Like EBCH16, sea salt
has a sub-period of one year, biomass burning and fossil fuel and anthropogenic SO2 emissions
have a sub-period of one month. A substantial difference with EBCH16 is the length of the sub-
period for dust emissions. It was set to one month in EBCH16 but is reduced in this work to only
three days. With this shorter sub-period (corresponding to the sub-synoptic to synoptic scale),
we expect to better capture the dust emission variability in the analysis. This results in a control
vector of 4674 components (that is about 10 times larger than in EBCH16), which required some
modifications in how to deal with the inversion matrices. The later is mainly relates to technical
concerns, as carefully avoid numerical errors in matrices multiplication and inversions, the use of
efficient algorithms to ensure semi positiveness of some matrices involved in the inversion, and a
satisfactory computational memory management of these large matrices.

5.1.2.3 Observations

In addition to the MODIS/Aqua total 550-nm AOD retrievals that we used in EBCH16, we now
also assimilate fine mode 550-nm AOD over ocean in this study. Furthermore we consider a
range of other aerosol products from passive instruments measuring solar reflectances. We do
not consider aerosol products from passive instruments operating in the infrared or from active
instruments as they would require different observational operators, which would introduce further
complications in the interpretation of the results.

MODIS/Terra is a MODIS instrument on-board the low Earth orbiting satellite Terra (with
equatorial overpass around 10:30 Local Time). The AOD retrievals from MODIS/Terra are
calculated with the same algorithms than for MODIS/Aqua (Levy et al. (2013); Sayer et al.
(2013, 2014)) providing total 550-nm AOD over land (Deep Blue and Dark Target algorithms)
and fine mode and total 550-nm AOD over ocean (Dark Target algorithm only). We use the Level
3 AOD merged product from the Collection 6 for MODIS/Terra and MODIS/Aqua.

The POLarization and Directionality of the Earth’s Reflectances instrument (POLDER, Tanré
et al., 2011) onboard the PARASOL satellite measures radiances in 9 narrow channels in the visible
to near-infrared spectrum with up to 16 viewing geometries and information on polarization in
3 of the channels. Through an advanced algorithm it reports total 670 and 865-nm AOD over
ocean and the 865 nm fine AOD over land with their corresponding Ångström coefficient. Using
this coefficient we derive the 550-nm AOD from these retrievals, for total and fine mode over
ocean and fine mode over land. During year 2006, this instrument was orbiting in the “A-Train”
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along with the Aqua satellite. As the swath of the POLDER instrument onboard PARASOL
(1600 km) is relatively close to that of MODIS (2330 km), PARASOL and MODIS/Aqua have
fairly similar spatial and temporal coverage although the two algorithms differ in the clear-sky
mask they use, and hence on the spatial coverage of the AOD products.

The MISR instrument onboard the Terra satellite reports 555 nm AOD over land and ocean
(Kahn et al., 2009). The MISR algorithm uses multi-angular and multi-spectral information
to retrieve the AOD. The swath of this instrument is smaller than the swath of MODIS which
results in less coverage. Specifically, the standard Level 2 (individual soundings) and Level 3
(daily mean maps) MISR products report 555 nm AOD for fine (less than 0.7 µm of diameter),
medium (between 0.7 and 1.4 µm of diameter) and large (more than 1.4 µm of diameter) aerosols.
Regrettably, the size cut-off between the MISR products and the SPLA model are not compatible
so we need to post-process the MISR products before assimilation. We do it in the following way.
The MISR retrieval algorithm calculates the best linear combination of 74 aerosol mixture models
in order to fit the measured radiances for each observed pixel. These fitting parameters and the
main parameters of the aerosol models are reported in Level 2 of the MISR products. With this
information and with the reported Level 2 AOD, we have calculated an estimate of the MISR
555 nm AODs with the same diameter cut-off than the SPLA model, i.e., for fine (less than
1 µm of diameter), coarse (between 1 and 6 µm of diameter) and super-coarse (larger than 6 µm
of diameter) aerosols. Briefly, the post-processing of the MISR AOD was the following: (i) we
calculated the contribution of each aerosol model to the total AOD, using the reported fitting
parameters and considering the 8 basic aerosol models of MISR algorithm; (ii) assuming that
the reported extinction coefficient for each model is independent from the size distribution, we
estimated the contribution of each bin (as the SPLA definitions) to the total AOD. In practice,
our approximation of the AOD reprojected on the three modes of the SPLA model is accurate
with a relative error of (maximum) 5% of the total AOD for the 5% less accurate recomputed
retrievals. In this work we only used the recomputed fine mode and total 555-nm MISR AOD.

The AERUS-GEO product (Aerosol and surface albEdo Retrieval Using a directional Splitting
method-application to GEOstationary data, Carrer et al., 2010, 2014) is a full-disk daily 630 nm
AOD retrieval calculated from the measured radiances of the SEVIRI instrument. These retrievals
cover Europe and Africa. Unlike the above mentioned products, AERUS-GEO uses only one
spectral band to calculate the daily AOD product, based on measurements done in a relatively
high spatial and temporal resolution in different (i.e. time-varying) conditions of solar angles.
The native spatial resolution of this product is 3 km by 3 km close to the Equator. We use
the total 630 nm AOD from this product. We have screened all the pixels where the “ZAge”
flag of the product is greater than zero [D. Carrer, personal communication]. This filter removes
suspicious large and persistent AOD values in the equatorial Atlantic ocean which are related to
a time persistence assumption in the algorithm. After this screening, the 80 % of the full-disk
valid data is kept over land and the 56 % over ocean.

Most common regridding techniques have problems handling missing data (e.g. bilinear in-
terpolation) or can be inaccurate when the spatial resolutions of the input and output grids are
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too different (e.g. nearest neighbour). In the present work the regridding of all AOD satellite
products into the model grid was performed with a weighted-area procedure. Furthermore only
the model grid-boxes covered with 30% or more of satellite valid data are considered; they are
otherwise set to a missing value. This arbitrary value of 30% approximately propagates the same
coverage area of the satellite products into the model grid. This regridding method successfully
handles the missing values and large differences in grid resolutions. Moreover, if the input field
has no missing values and both are latitude-longitude grids, this method is equivalent to a bilinear
interpolation.

Figure 5.1 shows the average AOD for the year 2006 for each instrument described above. It
is important to note the difference in the sampling time of each product. The SEVIRI product
is retrieved using a combination of all the available observations per day, thus achieving a mean
coverage of 75% per day in our assimilation region for the year 2006. The low Earth orbiting
satellites typically sample only once per day our region of interest coverage. However MISR has
a more narrow swath than MODIS and POLDER (on PARASOL) so its coverage is less. We say
more about the number of observations in the next Section.

5.1.2.4 Error covariance matrices and assimilation configuration

The covariance matrix of the background errors B is defined with similar values to the ones from
EBCH16. The standard deviation of the control vector errors (i.e. the square root of the diagonal
terms of B) are 1.3 for for biomass burning emissions, 3.0 for mineral dust emissions, 2.0 for sea
salt emissions and 0.18 for anthropogenic and fossil fuel emissions. We have included correlations
between control vector errors. For the same sub-region and category of dust emission (fine and
coarse dust, super-coarse dust) we have defined a Gaussian correlation between sub-periods with
a time-length scale of three days. In comparison with EBCH16, this shortened timescale giving
more freedom to the assimilation system. It allows the assimilation system to take advantage of
the shortened sub-period, with the aim of improving the representation of dust events at these
scales. Furthermore, the shorter sub-period of the dust control vector of this work compared to
EBCH16 (3 days versus 1 month) raises the size of the control vector from 494 to 4,674 elements.
For the same sub-region and sub-period, the correlation of errors between the fine and coarse
dust emission correction factors and the super-coarse correction factor is set to 0.7.

A substantial difference with EBCH16 is the construction of the covariance matrix of the
observational errors (R). In EBCH16 the standard deviation of the observational errors were set
to a fixed value of 0.2 and 0.1 for MODIS AOD products over land and ocean, respectively. In this
work we keep a diagonal R matrix but the errors are defined according to the observational errors
reported in the literature. A summary of these definitions is shown in Table 5.1. For the sake
of simplicity, the errors were calculated using the satellite AOD as the reference AOD, despite
the fact that most of the derivations of these error formulae were done using an independent
AOD dataset as a reference. The standard deviation of the observational errors have to be
prescribed to the data assimilation system. For MODIS and MISR, the errors are characterized
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Figure 5.1: Averages for the year 2006 of the satellite-derived AOD products used in this study. The
AOD products are all regridded to a regular latitude-longitude grid of 0.5◦ resolution for
MISR and SEVIRI and 1◦ for MODIS and PARASOL. The total AOD is shown on the left
column and the fine mode AOD (when available) on the right column. Please note that the
different color scales between the two columns and the (somewhat) different wavelengths of
the reported AOD.
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Dataset Error estimate (from reference) Error adapted to this work Reference
MODIS-DB ±(0.03 + 0.2τ) 0.03 + 0.2τ Sayer et al. (2013)
MODIS-DT ocean [−(0.02 + 0.1τ),+(0.04 + 0.1τ)] 0.03 + 0.1τ Levy et al. (2013)
MODIS-DT land ±(0.05 + 0.15τ) 0.05 + 0.15τ Levy et al. (2013)
MISR ±max(0.05, 0.2τ) max(0.05, 0.2τ) Kahn et al. (2005)
PARASOL ±0.05± 0.05τ

√
0.052 + (0.05τ)2 Tanré et al. (2011)

SEVIRI
√
Ck

√
Ck Carrer et al. (2010, 2014)

Table 5.1: Definitions of diagonal terms in the observational error covariance matrix. The main
references for the errors are shown in the table. The original error formulae were adapted for
the assimilation purposes. The error shown for MODIS-DT over land is not used in this work.
Errors for the SEVIRI dataset (Ck) are described in Carrer et al. (2010, 2014).

by an expected error (EE) which defines the boundaries of a region that contains the 67% of the
matchups between the satellite AOD and the reference AOD. For the MODIS merged product
over land there is no equivalent error quantification. In this work, the majority of the assimilated
observations over land are over North Africa and the Arabian Peninsula, where most of the AOD
is retrieved by the MODIS-DB algorithm. Hence, we adopt MODIS-DB error quantification as
the standard deviation for MODIS land AOD. Over ocean, the MODIS merged AOD is the same
as the Dark Target product, but the DT EE is not centered on zero. We adopt the approximation
shown in Table 5.1 for MODIS over ocean, shifting the EE to be symmetrical around zero at their
minima. For PARASOL AOD, we assume that both terms shown in Table 5.1 are independent
and Gaussian distributed in order to calculate the error estimate for the data assimilation system.
Due to the lack of separate error estimates of fine AOD, we assume the error estimates of Table 5.1
for fine AOD of MODIS, MISR and PARASOL. SEVIRI reports pixel-wise variance of the errors
which are themselves the diagonal elements of the covariance matrix of the analysis errors in
the AERUS-GEO retrieval algorithm. As we do not have information about the correlation of
the errors of nearby pixels, we compute the regridded SEVIRI AOD error assuming that all the
SEVIRI pixels in the native grid are fully correlated within each model gridbox. In our case this
assumption conserves the spatial structure of the AOD errors. This is done only for SEVIRI
AOD, as they report pixel-wise AOD error variance in their daily product.

Unlike EBCH16, we do not inflate the covariance matrices in order to fulfil the Desroziers
et al. (2005) diagnostics. Desroziers et al. (2005) diagnostics help to detect and correct possible
imbalances between the error covariance matrices in a variational assimilation framework in the
observational space. These diagnostics assume that both the observations and the prior control
vector do not have any bias. This assumption does not necessarily hold for all the experiments in
this work, so we decided not to inflate the covariance matrices. Additionally, a common config-
uration for all the inversions is fairer to draw consistent conclusions across the five observational
datasets.

The number of assimilated observations (once reprojected onto the model grid) is considerably
larger than the ones used in EBCH16 due to the inclusion of fine AOD. The number of assimilated
observations is 1,469,252 for MODIS/Aqua, 1,486,774 for MODIS/Terra, 906,949 for PARASOL,
385,638 for MISR, and 1,299,764 for SEVIRI. As discussed previously the differences for the
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instruments onboard sun-synchronous orbit satellites arise from the swath of the instruments,
the amount of land retrievals, and details of the cloud masking algorithm that may reject more
or less satellite pixels during the retrieval.

We compute the analysis with the assimilation system described below for five satellite re-
trievals dataset (MODIS/Aqua, MODIS/Terra, MISR, PARASOL and SEVIRI) for the year
2006. The assimilated observations are total AOD and fine AOD where it is available, that is,
total AOD over ocean for all the retrievals; total AOD over land for MODIS, MISR and SEVIRI
retrieval; fine AOD over ocean for MODIS, MISR and PARASOL; and fine AOD over land for
MISR and PARASOL datasets. For satellites in the “A-Train” (MODIS/Aqua and PARASOL)
the sampling is done at 13:30 local time. For instruments on-board the Terra satellite (MISR,
MODIS/Terra) the sampling is done at 10:30 local time. For SEVIRI, the whole day average is
considered. Only observations between 70◦W and 65◦E in longitude and between 0◦N and 40◦N
in latitude are assimilated.

It is necessary to note that the fine AOD derived from the satellite observations is comparable
to the model fine mode AOD but there are small differences across instruments. For MODIS and
PARASOL products, the fine AOD is the contribution of preselected fine mode aerosol models
to the total AOD in their respective retrieval algorithms, and they are comparable (but not
necessarily equivalent) to the LMDZ-SPLA fine mode AOD. For fine AOD from MISR, our post-
processing of the MISR products ensures the equivalence and comparability between the model
and the assimilated fine mode AOD.

As a consequence of the structure of the control vector, where fine and coarse dust correction
factors are lumped together, the assimilated fine AOD partially constrains the coarse dust cor-
rection factor. In contrast the super coarse dust correction factors are solely directly constrained
by the Total dust AOD. Finally, the nonzero covariances between errors of both dust correction
factors propagate the assimilation of the fine mode AOD to the super-coarse dust correction
factor.

5.1.3 Results

5.1.3.1 Some words about the observations

Figure 5.1 shows the annual average for year 2006 of the observations described in Sect. 5.1.2.3.
Several characteristics can be identified in these yearly averages of AOD and they will impact
the assimilation analysis. All panels clearly show the transatlantic dust plume and the local
maximum of AOD in the south of the Red Sea. However, maximum values of AOD over and
downwind Bodélé depression are hardly shown in the SEVIRI and PARASOL observations. For
total AOD, the SEVIRI plume over the Atlantic seems to be more extended than the rest of the
products. Maximum values of total AOD over the Atlantic ocean are found close the African
coast except for SEVIRI. MODIS retrievals share similar yearly AOD means for fine AOD and
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total AOD. In comparison, MISR AOD shows a local maximum of AOD close to (18◦N, 5◦W)
that is not observed in the rest of the products, while an AOD local maximum at (12◦N, 9◦E) is
only observed in the MODIS products.

For the fine AOD there are notorious differences between PARASOL and MISR products,
especially over the Sahara. PARASOL AODs are significantly smaller than MISR fine mode
AOD over land and ocean.

To (roughly) be able to discriminate the effect of the satellite coverage against the effect
of the sampling time of the assimilated products, we have computed an equivalent of Fig. 5.1
but only for pairs of simultaneous AOD retrievals that correspond to (approximately) the same
overpass time. These yearly averages are shown in Fig. 5.2. In Fig. 5.2 the observations of
two instruments onboard the Terra satellite (MISR and MODIS/Terra) were screened in order to
compute the yearly average with pixels where both MISR and MODIS/Terra report valid data. A
similar procedure was applied to the instruments onboard satellites of the A-train constellation,
MODIS/Aqua and PARASOL. This screening allows a fair comparison between two pairs of
retrievals.

For the collocated averages over the ocean, MODIS/Aqua and PARASOL show a similar
spatial pattern for the total AOD, with collocated maxima of AOD over the Atlantic Ocean in
the 5 to 15◦N latitude band; both share a relative large AOD over the Gulf of Guinea and the
AOD gradient in the Red Sea (with larger values in the south of the Sea). However total AOD
from MODIS/Aqua panel in Fig. 5.2 is slightly smaller than its PARASOL counterpart on the
eastern transatlantic dust plume, while for the fine mode AOD, PARASOL shows smaller values.

For MODIS/Terra and MISR the differences mentioned in the description of Fig. 5.1 still holds
when the observations are collocated (Fig. 5.2). Over the Arabian Peninsula, a spatial mismatch
between MODIS products and MISR AOD can be identified in both Fig. 5.1 and Fig. 5.2.

5.1.3.2 Assimilation results: Departures

The assimilation performance will be explained only in terms of observation departures. Com-
parisons with the assimilated AOD are qualitatively similar to those presented in EBCH16.

Figure 5.3 shows histograms (in 200 bins) of the departures of the prior AOD (i.e., the
difference between assimilated observations and the simulated prior AOD) and the departures
of the analysis (i.e., the difference between the assimilated observations and the analysis AOD).
This is shown for all 5 experiments. A common and expected feature of Fig. 5.3 is the smaller
dispersion of the analysis departures with respect to the prior ones. The mode value of the
histogram of the departures for the analysis is also closer to zero than for the prior in all the
panels for the total AOD.

All prior histograms except PARASOL, are slightly shifted to the right instead of being
centered on zero, which means that the observations are generally larger than the prior, or said
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Figure 5.2: Averages for the year 2006 of the satellite-derived AOD products, similar to Fig. 5.1 but for
colocated MISR and MODIS/Terra observations, and colocated PARASOL and MODIS/Aqua
observations.
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Figure 5.3: Frequency plot of departures. Observational departures with respect to the prior simulation
are shown on the left column and departures with respect to the analysis are shown on the
right column. Histograms are plotted between -1 and 1 in 200 bins each. Pixels over land are
in green, over ocean in blue and both of them in black. Fine mode AOD in dotted lines and
Total AOD in dashed lines.
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differently that the model has a low bias. This is repeated to a lesser extent in the analysis
histograms for MODIS/Terra, MODIS/Aqua and MISR. For these three instruments, the land
and ocean departures of the total AOD share similar characteristics, that is, ocean departures
have less spread than land departures, and the right tails of land departures are heavier than
their ocean counterpart.

We recall that the prior simulation is the same for all panels, and the difference in prior lies
in the local time and gridboxes for which the model values are sampled. Despite the sampling
difference and given the differences between the collocated AODs (above explained) we never-
theless think that most differences between the histograms of Fig. 5.3 are due to observational
differences.

The only instrument that does not have available total AOD over land is the PARASOL
instrument. Departures of total AOD over ocean are larger in the PARASOL panel than for
the rest of the satellites, with a notable shift to the right, meaning that the observations are, in
most of the cases, larger than the prior and analysis simulations. These large departures in the
prior are mostly related to the large AOD values of the dust transatlantic plume over the Eastern
Atlantic Ocean.

Validation against Aerosol Robotic Network (AERONET Holben et al., 1998) is qualitatively
similar to the one shown in EBCH16 for all the experiments. A table summarizing the main
statistics for each experiment is included in Appendix 5.1.5.

5.1.3.3 Analysis AOD

Figure 5.4 shows the simulated 550 nm AOD for the prior and the 5 analyses. Larger AOD values
are simulated in boreal summer (June-July-August or JJA) for all the analysis and the prior.
Compared to the prior, the analysis decreases AOD in the northern Sahara for all the analysis
except PARASOL in JJA and boreal spring (March-April-May or MAM). There is not a large
difference in AOD when the two MODIS analyses are compared between them, which is consistent
with the discussion of the observations in Sect. 5.1.3.1. AOD from the MISR assimilation is larger
in MAM than in the MODIS analysis.

In the PARASOL analysis the assimilation system increases the coarser dust emissions in
order to improve the fit over the ocean. As PARASOL does not report total AOD over land,
dust emissions of the coarser dust bins (and thus also with the shorter atmospheric residence
time) are not fully constrained by near-source observations. This results in a large and possible
unrealistic increase in coarser mode dust emissions. For this reason we exclude this dataset from
our emission flux analysis.

The SEVIRI analysis shows a larger transatlantic dust plume in MAM and JJA along with
larger values of AOD over land. Observational uncertainties for SEVIRI are generally larger over
land than over ocean. This allows the assimilation system to favour a better fit of the AOD over
the ocean than over land, which results in large AOD values over land.
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Prior MODIS/Terra MODIS/Aqua MISR PARASOL SEVIRI
Total AP+Africa 6657 3267 2697 3680 15748 2547
Total Africa 4085 2788 2361 2638 9447 2404
Total AP 2571 478 337 1043 6301 143
Total Africa West 3161 1808 1484 1699 6672 1544
Total Africa East 924 980 877 938 2775 860
Fine and Coarse AP+Africa 1087 644 630 853 874 670
Fine and Coarse Africa 709 452 431 585 527 567
Fine and Coarse AP 378 192 199 268 347 103
Fine and Coarse Africa West 526 294 290 376 357 379
Fine and Coarse Africa East 183 158 141 209 170 188
Super-coarse AP+Africa 5570 2623 2067 2827 14873 1877
Super-coarse Africa 3376 2336 1930 2052 8920 1837
Super-coarse AP 2193 287 138 775 5954 39
Super-coarse Africa West 2635 1514 1194 1324 6314 1165
Super-coarse Africa East 741 822 736 729 2605 672

Table 5.2: Total emission flux by region and by observational dataset for the year 2006 in Tg year−1.
AP stands for Arabian Peninsula. Western Africa refers to the longitude band between the
Atlantic coast and approximately 16◦E corresponding to regions 01 to 09 in EBCH16. East
Africa refers to regions 10 to 16 in EBCH16, that is, to a longitude band between approximately
16◦E and the Red Sea.

The relatively large AOD over land of the last two analyses (PARASOL and SEVIRI) could
indicate a deficiency in the model in the transport of the dust plume. We will come back to this
point later in this work.

5.1.3.4 Mineral dust flux

Mineral dust emissions were estimated with the data assimilation system using the five satellite
products one by one. Total estimated flux over the Sahara and the Arabian Peninsula are shown
in Table 5.2. Excluding the PARASOL analysis, the total mineral dust fluxes for the year 2006
ranges between 2547 and 3680 Tg. We recall that these estimates are for emitted dust particles
in a diameter range between 0.06 and 30 µm. The emission estimate is highly dependent on the
size cut-off of the emitted particles. For airborne dust smaller than 6 µm of diameter, the total
flux is estimated between 630 and 853 Tg for the year 2006. The range is therefore much smaller
when we exclude the largest dust mode. Table 5.2 shows detailed estimates for these categories
and for three geographical regions: Western North Africa, Eastern North Africa and the Arabian
Peninsula.

Similarly to the emissions presented in Laurent et al. (2008), Western Sahara has larger
emissions than Eastern Sahara. This is indeed the case in all the analysis. For both fine and
coarse dust emissions, the contribution of the Arabian Peninsula (AP) is significant, indicating
that is an important dust source even though it does not receive much attention in the literature.
However, super-coarse dust emissions of AP are, in general, one order of magnitude smaller than
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North African emissions.

Figure 5.5 shows emission fluxes split by month for the three bins of SPLA. It can be seen
that most of the dust emission flux is achieved in the super-coarse size range. For the reasons
explained above, super-coarse dust emissions of the PARASOL analysis are much larger than
expected. However, this is not the case for the coarse dust flux of the PARASOL analysis due
to the structure of the control vector, where the fine and coarse dust correction factors are
lumped together. As it was the case in EBCH16, the dust emission fluxes from the analysis are
systematically smaller than for the prior simulation, for almost all dust bins, regions and months.
This is largely noticeable for the super-coarse dust emission panel.

In general, coarse and fine dust emissions have maximum values in July, June, March and
December while the super-coarse dust emission peaks on September. Throughout the year, coarse
and fine dust fluxes share the same emission cycle, indicating consistent seasonality across the
various assimilated observational datasets. However, we cannot completely discard that a model
bias (at the seasonal scale) generates this feature.

Sensitivity to the observation sampling time and coverage is not explored in this work explic-
itly, but the impact of the sampling time can be somehow inferred from a comparison between
the two MODIS analyses. Both MODIS retrievals are expected to have similar performance when
compared against reference datasets (Levy et al., 2015; Sayer et al., 2015). Our results indicate
that, despite the relatively large spread (hundreds of Tg per year) on the overall analysed dust
flux from the two instruments, the seasonal cycle of these two analyses is similar.

If both instruments are unbiased (or at least if they have the same bias), the sampling time of
the products would be the most important difference in the data assimilation system. In this case,
the mismatch on the overall emission flux, which is controlled by emissions from the super-coarse
dust, can be likely attributed to the representation of the diurnal cycle of model emissions and
boundary layer processes.

5.1.4 Conclusions

We have assimilated AOD from five satellite retrievals into a common data assimilation system.
The control vector elements consist of correction factors for the prior aerosol emission flux over
sub-regions of the Sahara and the Arabian Peninsula. Observational error statistics were adapted
from the literature. For four of the five AOD datasets fine mode AOD was assimilated when it was
available. As expected, the analysis departures are, in general, smaller than the prior departures.
The a posteriori estimated mineral dust flux shares a common seasonal variation between the
various data assimilation configurations, but there is a relative large spread in the yearly total
amount. This work estimates a total amount of emitted mineral dust over North Africa and the
Arabian Peninsula ranging between 2550 and 3680 Tg yr−1, for mineral dust particles smaller
than 30 µm of diameter in the year 2006. For mineral dust smaller than 6 µm of diameter, the
estimated flux is between 630 and 850 Tg yr−1.
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Figure 5.5: Total dust flux per month over the Sahara and the Arabian Peninsula. Fine mode dust is
shown in the first panel, coarse mode dust in the middle panel and super-coarse mode dust
in the lower panel. The different bars show the total mineral dust flux over the Sahara and
the Arabian Peninsula by experiment and month. The three plots use different scales.
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We isolated the role of the assimilated observation dataset (by freezing the rest of the inversion
configuration) and showed that the large spread of these fluxes is likely associated to differences
between these datasets (including their associated error statistics) rather than to model biases or
deficiencies in the data assimilation system. This is despite the satellite AOD observations being
similarly good quality (or at least perceived as such). The dust emission fluxes are nevertheless
sensitive to model biases or missing or under-represented processes in the model. In fact, the
large emission of super-coarse dust in the PARASOL experiment could indicate that the model
is not able to well reproduce airborne dust transport and removal processes. For this product, a
coarse AOD retrieval over land would be beneficial in the assimilation.

Despite the fact that MISR has a smaller swath compared to the other assimilated products,
the capability of report total and fine AOD over land is beneficial to the assimilation. This
can be seen when the analysis was compared against AERONET AOD (Appendix 5.1.5), the
MISR analysis skills are similar to the rest of the analyses although the number of assimilated
observations is smaller.

It is important to maintain the variety of current AOD retrieval approaches, explored by differ-
ent groups with different algorithms, while improving the quality and achieving some convergence
(through error reduction of the individual products). There are however two limitations in our
treatment of observational errors due to the lack of information about the assimilated products.
First, the assimilated fine AOD error variance was assumed to be similar to the total AOD error
variance. Indeed, the characteristics of fine AOD errors are unknown, but this information would
be useful and could, in principle, improve the analysis. Secondly, we assumed uncorrelated errors
between fine and total assimilated AOD. As both AODs are computed simultaneously in the
retrievals using similar hypotheses and radiance measurements, this assumption does not neces-
sarily hold. Ideally, these statistics should be provided by the retrieval algorithm and reported
along with the observations. Likewise it would be useful to consider error covariances in space
(and possibly in time). A new generation of aerosol retrieval algorithms based on statistically
optimized fitting of observations, such as that of GRASP (Dubovik et al., 2014), can in principle
provide such information. It would be interesting to test the impact of including such improved
error statistics in the source inversion.

The year-to-year variability of dust emission fluxes was not considered in this study. It could
increase or decrease the spread in dust emission fluxes estimates. Although different satellite
aerosol instruments are available for different periods, there are sufficient overlaps between in-
struments to gain understanding from multi-year retrievals.

Finally reducing modelled and observational biases is another key to improve top-down emis-
sion flux estimates. Pope et al. (2016) evaluated the analysis increments in a data assimilation
framework and found that large increments were associated with meteorological conditions for
which the model lacks performance. Another approach which we leave for future work would be
to optimize some of key model parameters in the dust source function.
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5.1.5 Appendix: Comparison with AERONET

For validation, we select AERONET stations in the same way as in EBCH16. We only consider
stations with at least 182 valid daily 500 nm AOD retrievals of Level 2 product (Version 2).
The following stations meet this criteria for the year 2006 in the region of interest: Bahrain,
Blida, Dhabi, Dhadnah, Forth Crete, Granada, Hamim, Ilorin, La Parguera, Nes Ziona, Santa
Cruz Tenerife, Sede Boker and Solar Village. The model AOD is recomputed at 500 nm for
comparison with the AERONET AOD. The summary of statistics is shown in Table 5.3.
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5.2 About the linear approximation

In our assimilation system, the optimality of the analysis relies on the assumption of the linear
approximation of Equation (3.1.2), that we recall here:

H(x) ≈ H(xb) + H(x− xb) . (5.2.1)

In this section, we will compare the AOD simulated by the fully non-linear observation oper-
ator (H) and by the linear approximation of the observation operator. For this purpose, we take
advantage of the already computed non-linear simulations of Section 5.1, that is, the non-linear
observation operator evaluated in the analysis for the five experiments (which correspond to the
five assimilated satellite retrievals). These AODs are compared with the linear approximations
of the observation operator (Equation (5.2.1)) as can be seen in Figure 5.6.

Figure 5.6 shows the comparison of both observation operators, when they are evaluated for
(five) different values of the control vector. We have used only the AODs over the Arabian
Peninsula, North Africa and the neighbouring Atlantic Ocean (blue rectangle of Figure 4.2). As
expected, the correlation coefficient in the figures is almost unity, and the slope and intercept of
the linear regression are close to one and zero, respectively. Most of the matchups are close in
the 1:1 line, indicating that the linear approximation is excellent in our inversions.

A second view of this comparison is shown in Figure 5.7. On this figure we intend to show
how large the errors made by the linear approximation are, as a function of the distribution of the
errors percentiles. In general, for the five analyses, the absolute error of the linear approximation
is less than 0.01 for 80% of the AOD. While both MODIS experiments and the SEVIRI experiment
share a similar curve in the absolute error of Figure 5.7, the PARASOL experiment has larger
errors. This could be due to the larger analysis values of this experiment as compared to the
rest of the assimilations, thus the linear approximation (which is local by nature), will have
larger errors. The upper right panel of Figure 5.7 is a zoom over the larger values on the x-
axis. It shows, for example, that 3% of the AOD approximations have errors larger than 0.02 for
MODIS/Aqua, MODIS/Terra and SEVIRI, while this value is reached for 1% of the AOD in the
MISR experiment and for more than 5% of the AOD in the PARASOL experiment.

The lower panels of Figure 5.7 show the same error as the upper panels, but relative to the
AOD (i.e., relative error). Similarly, larger errors are found in the PARASOL experiment, both
MODIS assimilations have similar errors and the MISR experiment has lower errors.

It is not worth showing monthly (or even daily) maps of AOD for the two AOD computations
since their differences are hardly perceptible in a color scale. However, we show in Figure 5.8
a comparison of both approximations against AERONET observations for the MODIS/Aqua
experiments. We have chosen the same stations selected in Chapter 4. It can be seen that the
AOD simulated by the linear approximation is similar to the AOD simulated by the non-linear
observation operator, for almost all the time series. Small differences can be appreciated in the
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Figure 5.6: Frequency plots comparison between non-linear (NL) and linear (L) simulated AODs.
The panels correspond to the analyses of the assimilated satellite experiments described in
Section 5.1. The two-dimensional histograms are made of 200 bins, so the color scale indicates
the quantity of matchups between the NL and L AOD in a range of ∆AOD = 0.025. In
each panel we also indicate the linear regression fit, the R2 determination coefficient of the
regression and the Pearson correlation coefficient (ρ) between the two simulated AODs. Please
note the logarithmic color scale.
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Figure 5.7: Absolute and relative errors of the linear approximation. On the x-axis is shown the
percentile of the distribution for the absolute error (upper panels) and for the relative error
(lower panels). AODNL and AODL stand for AODs computed with the non-linear and linear
observation operators, respectively. Panels on the right column show a zoom of the left column
panels for the tail of the distribution of the approximation errors.



122 CHAPTER 5. ARTICLE: IMPACT OF THE CHOICE OF THE SATELLITE
AOD PRODUCT IN A SUB-REGIONAL DUST EMISSION INVERSION

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

5
0

0
 n

m
 A

O
D

Granada
AERONET

Prior

AN (NL)

AN (L)

Ilorin
AERONET

Prior

AN (NL)

AN (L)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

5
0

0
 n

m
 A

O
D

La Parguera
AERONET

Prior

AN (NL)

AN (L)

Santa Cruz Tenerife
AERONET

Prior

AN (NL)

AN (L)

2006-01

2006-02

2006-03

2006-04

2006-05

2006-06

2006-07

2006-08

2006-09

2006-10

2006-11

2006-12

2007-01

Date

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

5
0

0
 n

m
 A

O
D

Sede Boker
AERONET

Prior

AN (NL)

AN (L)

2006-01

2006-02

2006-03

2006-04

2006-05

2006-06

2006-07

2006-08

2006-09

2006-10

2006-11

2006-12

2007-01

Date

Solar Village
AERONET

Prior

AN (NL)

AN (L)

Figure 5.8: Model/AERONET comparison over 6 selected AERONET sites. Time series of AERONET
500 nm AOD (in black) and the three simulations with the prior simulation in green, the non-
linear analysis simulation in orange (AN (NL)) and the linear simulated AOD in purple (AN
(L)). The simulations correspond to the MODIS/Aqua experiment of Section 5.1. The name
of each AERONET station is indicated on each panel. Simulated AOD is shown only for days
when AERONET reports valid data.
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La Parguera and Ilorin panels.

Even though this cannot be considered a strict evaluation of the quality of the linear hypoth-
esis, we think that this hypothesis is good enough for our needs.

5.3 Coarse and fine AOD assimilation

In this section we will present an alternative way to assimilate the size distribution information
content of the observations. In Chapter 4, we have only assimilated total AOD, while in Section 5.1
of this chapter we have included the fine AOD reported by the satellite retrieval, when it is
available.

In principle, the assimilation of total AOD and fine AOD should be, more or less, equivalent
to assimilating the coarse AOD and fine AOD. For the satellite products used in this thesis, the
reported fine AOD is associated to the contribution of AOD from the fine mode aerosol models
to the total AOD in the satellite retrieval algorithms. For MODIS, PARASOL and MISR, fine
and total AOD are retrieved simultaneously from the same radiance measurements, and the total
AOD is computed as the sum of the AOD due to the fine and coarser aerosol models fitted by the
algorithms. We think that total AOD and fine AOD errors could be correlated, even though we
have assumed that they are not correlated in Section 5.1. This assumption was made because we
do not have any information about these correlations. For the same reason, we can alternatively
choose to assimilate coarse AOD and fine AOD instead of total AOD and fine AOD. Correlations
between coarse and fine AOD errors could still exist, but no information about them is provided
by the retrieval teams. From this perspective, it would be possible (and equivalent) to consider
the total AOD as the sum of coarse and fine AOD. However, the most important advantage of
assimilate total and fine AOD instead of coarse and fine AOD is the availability of the error
statistics (only for total AOD) and the documented validation of the (total) AOD products by
the scientific community.

As the coarse AOD is not a standard product of the retrieval algorithms (excepted MISR),
we could roughly understand as coarse AOD the difference between the total and fine AOD. In
terms of the model AOD, the observational coarse AOD is compared to the (simulated) total
AOD minus the (simulated) AOD attributed to fine mode aerosols; or equivalently, the sum of
the coarse dust, super-coarse dust and coarse sea spray contributions to the AOD of the SPLA
model.

The main goal of this section is to evaluate the arbitrary decision of assimilating total–fine
AOD versus the, also arbitrary, decision of assimilating coarse–fine AOD. The differences will be
presented in the same way as in Section 5.1, that is, by the analysis AOD spatial field, comparisons
with AERONET measurements and dust flux estimates. At this point, we will anticipate that
this comparison will be not consistent, but the results presented in this section are still valid
independently from Section 5.1, or in other words, as an alternative to the work presented in
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Land Ocean
Fine Coarse Total Fine Coarse Total

MODIS/Aqua X X X
MODIS/Aqua-fc X X X
MODIS/Terra X X X
MODIS/Terra-fc X X X
MISR X X X X
MISR-fc X X X X
PARASOL X X X
PARASOL-fc X X X
SEVIRI X X

Table 5.4: Summary of the assimilated observations used in this Section (tagged with “fc”); and the
assimilated observation of Section 5.1.

Section 5.1.

The configurations of the observation operator and of the assimilation system are the same
as in Section 5.1. The only changes with respect to Section 5.1 are the assimilated observations
and their error statistics. The assimilated observations are as described below, that is, instead of
assimilating total AOD, we try to assimilate coarse AOD. This can be done only if it is possible
to compute the coarse AOD, that is, when total and fine AOD are available. If fine AOD is
not available, we assimilate total AOD. We summarize the assimilated AOD, for each dataset, in
Table 5.4. Hereafter we tag these experiments with the “fc” label.

As is shown in Table 5.4, the SEVIRI dataset does not report fine AOD, so we will exclude
this dataset in this section. For MISR, it is possible to compute coarse AOD over land and ocean,
while for the MODIS product it is only possible to compute the coarse AOD over ocean because
the fine AOD over land is not reported in their standard products. PARASOL only retrieves fine
AOD over land, but over ocean it is possible to compute the coarse AOD along with the reported
fine AOD.

One of the issues on using coarse AOD instead of total AOD is that the coarse (as well as the
fine) AOD usually are not validated by the retrieval teams. Consequently, they lack a description
of the statistics of their observational errors. In Section 5.1 we have handled this issue by defining
the fine AOD errors using the same total AOD error definitions (described in Table 5.1). In this
section, we keep the same assumptions for the fine AOD; and we define the coarse AOD errors
statistics following the same assumptions, that is, by using the error characterization of total
AOD of Table 5.1. We note here that this is our best guess of the observational error descriptions
for fine and coarse AOD, but it is likely that this assumption do not hold.

Before presenting the assimilation results, we would like to justify why the assimilations
performed in Section 5.1 cannot be directly compared with those performed here. The main
reason is due to the definition of the observational errors. Both definitions would be inconsistent
if we put them together, as we will briefly show with the following example. For a given instrument
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(e.g., MODIS/Aqua), the total retrieved AOD will be notated by τt. This is, in our framework,
an estimate of the true total AOD in the observation space (τ tt ) with an unbiased error εt, as:

τt = τ tt + εt .

By our definitions of coarse and fine AOD, the following relations have to be fulfilled:

τc = τ tc + εc ,

τf = τ tf + εf ,

τt = τf + τc ,

τ tt = τ tf + τ tc ,

where the subscript c stands for coarse AOD, f for fine AOD, the superscript t for the true AOD
and ε for their errors.

Now we will include the errors defined in Table 5.1. We can write the MODIS errors as
Var(εo) = (a τ+b)2, for two constants a and b. The consistency between the error definitions from
Section 5.1 and those from this section is quantified by the conservation of the error budget, which
at the end is the conservation of the quantity of information contained in the observational errors.
We will now show that if we simultaneously assume that fine, coarse and total observational AOD
errors are estimated with the same values of Table 5.1, and additionally that the errors between
total and fine AOD are uncorrelated, the variance of the errors is not, in general, conserved.
More precisely, we will give a necessary (but not sufficient) condition for which the variance of
the errors is conserved, which is not physically achievable for all cases.

First, we will note that:

τ tt = τ tf + τ tc ,

then,
εt = εf + εc ,

so,
Var(εt) = Var(εf + εc) .

We include now the assumption of uncorrelated errors between fine and total AOD used in
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Section 5.1:

0 = Cov(εt, εf ) = Cov(εc + εf , εf )
= Var(εf ) + Cov(εc, εf )

=⇒ −Var(εf ) = Cov(εc, εf )
=⇒ Var(εf )2 =Cov(εc, εf )2

≤Var(εc) Var(εf )

where the last step is due to the Cauchy-Schwarz inequality. We will assume that Var(εf ) is
strictly positive, then:

Var(εf ) ≤ Var(εc) .

Now we assume that the error standard deviation is in the form of aτ+b, with a and b positive
(or zero) values. Then:

aτf + b ≤ aτc + b .

If a > 0 then the following condition is needed:

τf ≤ τc ,

which does not necessarily hold in realistic situations.

In the previous lines we have shown one necessary (but not sufficient) condition that have
to be met in order to conserve the variance of the errors within our hypotheses, but there could
exist other (maybe more restrictive) conditions that make a straightforward comparison between
the results from this section and those from Section 5.1 incompatible.

5.3.1 Results

We have performed the four “fc” experiments (Table 5.4) with the same configuration of the
observation operator and the assimilation system described in Section 5.1, except for the observa-
tions. Figure 5.9 shows the average analysis AOD for the four experiments. For practical reasons,
in this section we use the linear version of the model (cf. Section 5.2). Similarly to Section 5.1,
the analyses decrease the AOD in the northern part of the African continent in th MAM and
JJA panels. Both MODIS analyses are qualitatively similar, while the PARASOL analysis shows
larger AOD values over land, with maximum values in MAM and JJA. A small difference with
respect to the AOD maps presented in Section 5.1 is the MISR AOD in comparison with MODIS
AOD. In Figure 5.9, MISR analysis AOD is, in general, smaller than both MODIS analyses AOD,
while in Section 5.1 MISR AOD is larger than those from MODIS analyses.
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We summarize the estimated analyses flux for mineral dust in the region of study in Table 5.5.
Following the same arguments presented in Section 5.1, we will exclude the PARASOL experiment
from our dust fluxes estimates. For the rest, the total dust flux ranges between 1800 and 2850
Tg year−1 for the year 2006. Unlike Section 5.1, the lower bound is due to the MISR analysis
and MODIS/Terra is the upper bound of our estimates. In consistency with Chapter 4 and
Section 5.1, the analysis fluxes are smaller than the prior dust flux.

The last figure shown is this section is Figure 5.10. Like in Figure 5.5, all the analyses share
a similar dust emission seasonal cycle. For fine and coarse emissions, the analyses are, in general,
smaller than the prior for all months except July. Only for information, the main statistics on
the comparison with AERONET AOD at 500 nm are shown in Table 5.6. Qualitatively, the
analysis AOD for these experiments is roughly similar to the one presented in Section 5.1 when
it is compared against AERONET measurements. Even though the MISR experiment reports
almost the half of the emission fluxes, the AOD coincident with AERONET is slightly smaller,
leading to a larger (in absolute value) bias; but the root mean square error is decreased.
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Figure 5.10: Total dust flux per month over the Sahara and the Arabian Peninsula for the experiments
of this Section. Fine mode dust is shown in the first panel, coarse mode dust in the middle
panel and super-coarse mode dust in the lower panel. The different bars show the total
mineral dust flux over the Sahara and the Arabian Peninsula by experiment and month.
The three plots use different scales.
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Chapter 6

Inversion with bias correction

6.1 Motivation

We mentioned in Chapter 4 the possibility of a discontinuity of the AOD field close to the Western
North African coast. We recall here that it can be appreciated in Figure 4.4 for the MODIS AOD
column between June and September. In these months, the AOD over the continent (close to
the ocean) is larger than the AOD over ocean (close to the continent). This discontinuity can
be also noticed in the yearly averages of Figure 5.1 for both MODIS products. We stated in
that chapter that this discontinuity is not surprising, since MODIS retrievals are computed with
different algorithms over land and ocean. We also mentioned that Levy et al. (2003) suspect an
overestimation of dust AOD over ocean due to the assumption of spherical aerosols in the retrieval
algorithm, that could lead to errors for the typical viewing geometry of the MODIS instrument
[A. Sayer, personal communication]. On the contrary, MODIS Deep-Blue could underestimate
AOD over the Saharan desert (Sayer et al., 2013).

All algorithms that retrieve AOD from passive radiance measurements of instruments on-
board satellites basically share the same principles. The algorithms have to differentiate the
contributions to the reflected radiance of the surface and the atmosphere, in order to calculate
the AOD. The strong differences between land and ocean reflectance properties, and the use of
different algorithms over land and ocean, lead us to think that all assimilated observations would
present this kind of problem at some degree.

For MODIS products, the dataset described in Zhang and Reid (2006) and Hyer et al. (2011)
is available for operational purposes. This product is specially designed for data assimilation, and
it consists in MODIS level 2 visible AOD, after a strict cloud screening process and an offline
bias correction. The bias correction algorithm was based on the comparison between MODIS
AOD and AERONET AOD. The last version of the MODIS-NRT product is based on an older
version of the MODIS product (Collection 5). Instead, in this work, we prefer the latest MODIS
Collection 6 retrievals: thus we do not use this product in this chapter. We are not aware of the
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availability of this kind of products for other satellite retrievals.

Biases are the black beast of all assimilations systems. Throughout this thesis we have assumed
that both the prior and the observations are unbiased. This is an usual assumption in data
assimilation, that does not necessarily hold that well. In this chapter we explore the possibility
to perform an online bias correction of the AOD observations.

6.2 Cost function with bias correction

Once more time, we recall the cost function minimized in Chapters 4 and 5:

J(x) = 1
2 (x− xb)T B−1 (x− xb) + 1

2 (y−H(x))T R−1 (y−H(x)) . (6.2.1)

We aim to include a bias correction term in the cost function. Unless it is stated otherwise,
we assume that the bias is only due to the observations. The new cost function is defined as:

J(x, β) = 1
2 (x− xb)T B−1 (x− xb)

+ 1
2 (y− b(β,y)−H(x))T R−1 (y− b(β,y)−H(x))

+ 1
2 (β − βb)T B−1

β (β − βb) ,

(6.2.2)

where b is a bias function depending on parameters β and Bβ is the error covariance matrix of the
β parameters of the bias function. The observation operator is linearized around the background
control vector as:

H(x) = H(xb) + H(x− xb) ,

with H the Jacobian of the observation operator evaluated in xb. The bias correction is noticed in
Equation (6.2.2) by the inclusion of the correction term in the observational departures (b(β,y))
and by the inclusion of a prior for the β variable (with the corresponding covariance matrix of
its errors, Bβ). The online character of this correction is clear from the left side of the equation:
the cost function depends on both the control vector and the β variable at the same time.

The bias correction is designed here as a multiplicative factor of the observations with only
two values, one value for observations over land and the other for observations over ocean, i.e.,
β = (βland, βocean). This is justified by the use of different retrieval algorithms and different
surface types over land and ocean, as discussed above. The bias function b is therefore defined
as:
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b(β,y) = (βi yi)i=1...p ,

where p is the number of observations, i is the i-th element of the vector y, βi is equal to βland if the
observation yi is over land and βi is equal to βocean otherwise. In other words, β are homogeneous
multiplicative factors of the assimilated observations, with one value for the retrievals over land
and another one over ocean.

To avoid unrealistic negative emission fluxes, we have imposed a non-negativity constraint over
x (i.e., x ≥ 0 ). Given the definition of the control vector as correction factors for the emissions,
the minimum of the second term of the cost function (the observational term) of Equation (6.2.2)
is reached when x = 0 and β = 1 component-wise. This would mean that y − b(β,y) = 0 and
H(x) = 0. To avoid this unphysical solution of the minimization, we assume that the overall
average of the bias function is zero, i.e., we assume that the bias is compensated between land
and ocean. We include the additional constraint over β:

p∑
i=1

βi yi δi = 0 ,

where the constraint is active only in a subset of the observations defined by the delta function δi.
The subset depends on the observation dataset used. As a general rule, when the observational
dataset reports values of the same type over land and ocean then δi = 1 and δi = 0 otherwise.
For example the MODIS merged product (Collection 6) reports data of total AOD over land and
ocean, so for total AOD δi = 1 , while δi = 0 for fine mode AOD due to the lack of this product over
land. For the sake of simplicity, we have omitted the grid-box size in this constraint formulation.
However, each term should be weighted by the grid area in a more accurate formulation.

Similarly to the previous experiments, the prior value of x is set to unity. For the bias
correction variable, the prior of β is zero.

6.3 Implementation

The minimization of the cost function in Equation (6.2.2) is to some extent similar to the min-
imization of the cost function in Equation (6.2.1). The most important difference is that this
new cost function is not convex. Following the same arguments presented in Section 3.3.2, we
have written the cost function (and its derivatives) in a similar way to the Equation (3.3.4) but
including the bias term. We do not to explicitly show this formulation in this chapter.

In Section 3.3.2 we solved the minimization problem by using a numerical solver designed for
convex problems. In this case, as the function is not convex, we use the more general nonlinear
minimization solver L-BFGS-B (Zhu et al., 1997). This algorithm allows including bounds in the
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control vector (and the bias variable β), however, in our case the use of bounds in this solver
will not allow the use of the preconditioning L of Section 3.3.2. Without preconditioning, the
minimizer usually cannot find the optimum value, so we decided to keep L and, instead of using
the bounds capability of the numerical solver, we include the constraints in the cost function with
a quadratic penalty function. The cost function with penalty term writes:

J̃M (x, β) = J(x, β) +M P (x, β) , (6.3.1)

with M a positive real value, and P the penalty function, which is zero when the constraint are
fulfilled and positive if not. We can decompose this penalty function into two functions, which
correspond to the constraints over the control vector and over the bias variables:

P (x, β) = Px(x) + Pβ(β) ,

with

Px(x) =
∑
i∈D

x2
i with D = {i ∈ {1, 2, . . . , p} : xi < 0} ,

Pβ(β) = 1
p

( p∑
i=1

βi yi δi

)2

,

where 1/p is only used as a normalizing factor for the penalty term associated to the bias variables.
The parameter M controls the accepted tolerance in violating the constraints. Theoretically, if
M =∞ the optimal value of the (unconstrained) minimization of Equation (6.3.1) will be inside
the feasible domain (of the constrained optimization problem). However, if M is large, the cost
function will have a large slope close to the borders of the feasible domain, which pose problems to
the numerical solver. In practice, we did not find any adequate M parameter that could be useful
for a straightforward minimization of Equation (6.3.1). Instead, we solve the problem iteratively.

First, we define the starting point of the numerical solver as the prior. We consider a mono-
tonically increasing sequence of M , let us say, {Mi}i. For each Mi, we minimize the cost function:

J̃Mi(x, β) = J(x, β) +Mi P (x, β) ,

from which we compute the optimum value of (xai , βi). Then, we use this value as the starting
point for the minimization of JMi+1 , and so on.

In our minimization, we select a {Mi}i set of 15 values, ranging between 10−6 to 10, logarithmic-
equally spaced. We have tested (not shown here) the performance of this minimization against
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the one described in Section 3.3.2, with the convex cost function defined in Section 3.3.2. Our
tests indicates that this method (L-BFGS-B plus the sequence of M) reaches the same optimum
value that the numerical solver used in Chapters 4 and 5, but it needs considerably more com-
puting time. Other minimization approaches could be also tested (as for example interior-point
methods) or we could replace the penalty function by a barrier function. However, we think that
the method presented here is sufficient for our work.

6.4 Results

For this chapter we combined the inversion configuration from both Chapters 4 and 5. In the
model space, we use the same control vector definitions of Chapter 4, that is, dust correction
factors with a monthly resolution. In comparison with those of Chapter 5 (3 day resolution),
the number of variables to minimize is affordable (ca. 500) with the method described in the
previous section. In terms of observations, we consider the same observations than those of Chap-
ter 5, that is, the retrievals of five instruments onboard the following satellites: MODIS/Aqua,
MODIS/Terra, MISR, PARASOL and SEVIRI.

The covariance matrix of the observation errors is the same as in Chapter 5, that is, computed
with the error estimates from the literature. In this chapter we do not use the diagnostics of the
departures to compute inflation factors, as we expect to compare these results with those of
Chapter 5. The covariance matrix of the background errors is also similar to the one described
in Chapter 5. For the bias variable β, the covariance matrix of the β errors is assumed diagonal,
with a standard deviation of 0.1. The temporal correlation length for the correlation of the
background errors (Equation (3.2.3)) is fixed to 20 days; while the correlation ρc that accounts
for correlations between correction factors errors between the same sub-region and sub-period,
but different between categories of emissions (cf. Section 3.2.1) is fixed to ρc = 0.7.

In this section we will show some equivalent figures to those of Chapter 5, but with our
adaptive bias correction. In first place, we show in Figure 6.1 the simulated AOD for the five
experiments (equivalent to Figure 5.4). We can appreciate that, in general terms the simulated
AOD is smaller than the one in Chapter 5. PARASOL and SEVIRI analyses do not show as large
AOD as in Chapter 5, as the observations over land are strongly corrected by the bias term, so
their large AOD over land is not as strong as in Chapter 5. We still can identify maximum values
of AOD in the boreal summer, the local maximum of AOD near the Bodélé depression and the
mineral dust plume over the Atlantic.

The above mentioned differences with respect to the previous chapter are mostly due to the
inclusion of the bias correction term in the cost function. Table 6.1 shows the analysis β values,
that is, the bias parameters for these experiments.

If we assume that all the bias comes from the observations, negative β values mean that
the corresponding observations have to be increased and positive values mean that they have to
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βland βocean

MODIS/Aqua –0.16 0.24
MODIS/Terra –0.13 0.21
MISR 0.06 –0.09
PARASOL –0.39 0.49
SEVIRI –0.33 0.37

Table 6.1: Adaptive bias results. Analysis of the β variables, which control the bias correction in the
observational space.

βland βocean

MODIS/Aqua-nS –0.13 0.2
MODIS/Terra-nS –0.11 0.18
MISR-nS 0.04 –0.06
PARASOL-nS –0.36 0.45
SEVIRI-nS –0.32 0.35

Table 6.2: Adaptive bias results, but with a fixed sea spray correction factor of 1.25.

be decreased. All experiments, except MISR, show negative β over land, and positive β over
ocean. This means either an underestimate of AOD over land (or equivalently an overestimate
over ocean), or an underestimate of the simulated AOD over ocean with respect to the AOD over
land, or a combination of both factors. It is important to note that, for MODIS products, the β
values of Table 6.1 are consistent with the above mentioned overestimation of AOD over ocean
and underestimation of AOD over land.

At this point we have realized that the prior underestimates the AOD over ocean with respect
to all the assimilated observations. This underestimation negatively impacts the bias correction
analysis, as it assumes that the departures are due to observational biases. As the adaptive
bias correction cannot differentiate between biases in the observation operator and errors in the
observations, we have set the sea-salt bias correction to a 1.25 multiplicative factor, in order to
have an unbiased estimate of the sea salt AOD in the model in dust-free regions and improve the
performance of the bias correction for dust aerosols.

The computed βland and βocean for these new experiments are shown in Table 6.2. Hereafter
we have tagged these experiment with the “nS” label.

Even though the bias correction analysis in Table 6.1 are, in magnitude, smaller than those of
Table 6.2, they are still very large. Values close to 0.1 would mean that, under our assumptions,
the AOD retrieved is biased by 10%. For the cases of SEVIRI and PARASOL experiments, the
biases computed by our system are estimated between 32% and 45%. We have already noticed,
in Chapter 5, that the PARASOL assimilation experiment is not convincing because of the lack
of total AOD over land. Based on the results shown in this chapter, the conclusions regarding
this dataset still holds.

In term of fluxes, Figure 6.2 shows the estimated dust emission flux for the experiments
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performed in this chapter. For each assimilated satellite, there is no strong difference in the
dust emission flux between both analyses (one with sea spray correction factor in the control
vector, and the other without sea spray correction, and with a prior of 1.25 on this control vector
element). In comparison with the experiments without bias correction (previous chapters), the
emissions computed in this chapter are, in general, of the same magnitude. The large emissions of
the super-coarse dust for the PARASOL experiment of Chapter 5 are drastically decreased in this
experiments. This is mainly for two reasons. In first place, in Chapter 5 we had two categories
of dust correction factors: one for fine and coarse dust emissions (lumped together) and other for
super-coarse dust emissions. In this chapter, the two categories for dust correction factors are
the coarse and the super-coarse dust emissions (lumped together), and fine mode dust; similar
to the simulations of Chapter 4. Secondly, the large value of the analysis of the βocean variable,
means that the effective AOD assimilated over ocean is almost the half of the AOD assimilated
in Chapter 5 over ocean. As PARASOL lacks a total AOD product over land, the main piece
of information about total AOD (that the inferred coarse and super-coarse emissions are aware
of) to the assimilation system is due to the ocean AOD. To some extent, the assimilation of fine
AOD over land could also impact the coarse dust emissions through the non-diagonal terms in
the background error covariance matrix. Both reasons contribute to the fact that, at the end,
the analysis control vector in the PARASOL experiment does not produce large emissions of
super-coarse dust.

In the same way as Chapter 5, both datasets MODIS/Terra and MODIS/Aqua have similar
performance. This is true in terms of bias corrections, dust flux seasonality and simulated AOD
in the analyses.

In a more quantitative approach, the overall fluxes for the ten experiments are shown in
Table 6.3. This time we have included the total dust emissions only, for the same geographical
regions than in Chapter 5. It can be noticed that for each experiment, there are no large differences
in the total fluxes between the two configurations of the assimilation system (with or without
sea spray correction factor). MISR analysis emissions are 10 % larger than those of Chapter 5,
but for the SEVIRI experiments, the total emissions are smaller. Most important differences
can be found in the PARASOL experiment which estimates the total emission within the range
of the estimated emission from the other experiments. Both MODIS experiments increase their
emissions with respect to the Chapter 5 results (and Chapter 4 for MODIS/Aqua). We attribute
this increase to the bias correction scheme which has, in the analysis, negative values of βland

thus the effective AOD assimilated by the system is larger over land, and lower over ocean than
those assimilated in previous Chapters.

We finish this section by showing the statistics of the analysis AOD against AERONET mea-
surements in Table 6.4. Most of the results stated in Chapters 4 and 5 regarding the AERONET
validation still hold. We are referring to the reduction of the root square mean error, the increase
of the bias of the analysis AOD with respect to the prior simulation, and the better performance
of the Pearson correlation coefficient of the analyses with respect to the prior simulation. With
respect to the bias, we show that the simulations performed in this chapter have, in general, a
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AP+Africa Africa AP Africa West Africa East
Prior 6657 4085 2571 3161 924
MODIS/Aqua 3422 2560 862 1656 904
MODIS/Aqua-nS 3313 2464 849 1597 867
MODIS/Terra 3730 2869 860 1842 1028
MODIS/Terra-nS 3657 2799 859 1806 993
MISR 3344 2241 1103 1454 787
MISR-nS 3348 2243 1105 1446 797
PARASOL 3193 1835 1357 1386 449
PARASOL-nS 3640 2122 1518 1509 613
SEVIRI 2408 2307 101 1392 916
SEVIRI-nS 2382 2264 118 1369 895

Table 6.3: Total emission flux by region and by observational dataset for the year 2006 in Tg year−1.
AP stands for Arabian Peninsula. Western Africa refers to the longitudinal band between
the Atlantic coast and approximately 16◦E corresponding to regions 01 to 09 in Figure 3.4.
East Africa refers to regions 10 to 16 in Figure 3.4, that is, to a longitudinal band between
approximately 16◦E and the Red Sea.

larger bias than those from the previous chapters. This results indicate that the bias correction
scheme implemented in this section would not be satisfactory, in the sense that the analyses
presented here are more biased than those without the adaptive bias correction. In summary,
our results indicate that for these experiments the model biases are more important than the
observational ones. We will further explore with this idea in the next section.
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Station Bahrain Blida Dhabi Dhadnah Forth Crete Granada Hamim Ilorin La Parguera Nes Ziona Santa Cruz Tenerife Sede Boker Solar Village
Latitude (◦N) 26.21 36.51 24.48 25.51 35.33 37.16 22.97 8.32 17.97 31.92 28.47 30.86 24.91
Longitude (◦E) 50.61 2.88 54.38 56.32 25.28 -3.6 54.3 4.34 -67.05 34.79 -16.25 34.78 46.4
Elevation (m.a.s.l.) 25 230 15 81 20 680 209 350 12 40 52 480 764
N obs. 201 195 243 324 283 276 263 270 251 185 233 335 335
Mean Obs 0.433 0.258 0.434 0.404 0.196 0.177 0.314 0.705 0.148 0.226 0.171 0.200 0.372

Prior 0.472 0.313 0.411 0.454 0.273 0.209 0.346 0.434 0.145 0.245 0.178 0.263 0.370
MODIS/Aqua 0.281 0.173 0.217 0.221 0.174 0.122 0.187 0.299 0.099 0.127 0.098 0.167 0.264
MODIS/Aqua-nS 0.277 0.176 0.217 0.220 0.177 0.125 0.185 0.300 0.111 0.125 0.106 0.165 0.261
MODIS/Terra 0.292 0.186 0.222 0.223 0.188 0.132 0.188 0.315 0.105 0.144 0.105 0.189 0.281
MODIS/Terra-nS 0.290 0.188 0.224 0.223 0.190 0.134 0.188 0.316 0.116 0.141 0.112 0.186 0.278
MISR 0.337 0.219 0.259 0.265 0.224 0.165 0.226 0.361 0.154 0.194 0.139 0.231 0.318
MISR-nS 0.345 0.220 0.265 0.270 0.225 0.165 0.232 0.367 0.139 0.200 0.131 0.237 0.327
PARASOL 0.249 0.123 0.194 0.198 0.132 0.087 0.160 0.252 0.072 0.104 0.076 0.124 0.240
PARASOL-nS 0.263 0.130 0.204 0.208 0.136 0.092 0.167 0.266 0.086 0.105 0.088 0.128 0.253
SEVIRI 0.303 0.193 0.266 0.254 0.207 0.149 0.244 0.476 0.141 0.185 0.109 0.212 0.329
SEVIRI-nS 0.315 0.197 0.288 0.271 0.210 0.150 0.261 0.483 0.143 0.181 0.113 0.214 0.342

Bias Prior 0.040 0.056 -0.023 0.050 0.076 0.032 0.032 -0.271 -0.003 0.019 0.007 0.063 -0.00
MODIS/Aqua -0.152 -0.085 -0.217 -0.183 -0.022 -0.055 -0.128 -0.406 -0.048 -0.099 -0.073 -0.033 -0.10
MODIS/Aqua-nS -0.156 -0.082 -0.217 -0.184 -0.019 -0.052 -0.130 -0.406 -0.037 -0.101 -0.065 -0.034 -0.11
MODIS/Terra -0.140 -0.072 -0.212 -0.181 -0.009 -0.045 -0.126 -0.390 -0.042 -0.082 -0.066 -0.011 -0.09
MODIS/Terra-nS -0.143 -0.070 -0.211 -0.181 -0.007 -0.043 -0.126 -0.390 -0.032 -0.085 -0.059 -0.013 -0.09
MISR -0.096 -0.039 -0.175 -0.139 0.027 -0.011 -0.088 -0.344 0.006 -0.032 -0.032 0.032 -0.05
MISR-nS -0.088 -0.038 -0.170 -0.134 0.029 -0.012 -0.082 -0.338 -0.009 -0.026 -0.040 0.038 -0.04
PARASOL -0.184 -0.135 -0.240 -0.206 -0.065 -0.089 -0.154 -0.453 -0.076 -0.122 -0.094 -0.076 -0.13
PARASOL-nS -0.169 -0.128 -0.230 -0.196 -0.060 -0.085 -0.148 -0.439 -0.061 -0.121 -0.083 -0.072 -0.11
SEVIRI -0.129 -0.065 -0.168 -0.150 0.011 -0.028 -0.070 -0.229 -0.006 -0.041 -0.062 0.012 -0.04
SEVIRI-nS -0.117 -0.061 -0.146 -0.133 0.013 -0.027 -0.053 -0.223 -0.005 -0.045 -0.058 0.014 -0.03

RMSE Prior 0.365 0.349 0.397 0.465 0.266 0.229 0.257 0.598 0.146 0.144 0.176 0.235 0.272
MODIS/Aqua 0.274 0.176 0.314 0.291 0.154 0.109 0.199 0.641 0.097 0.146 0.132 0.145 0.279
MODIS/Aqua-nS 0.276 0.176 0.314 0.291 0.154 0.110 0.201 0.640 0.094 0.147 0.129 0.144 0.280
MODIS/Terra 0.271 0.176 0.311 0.287 0.155 0.108 0.195 0.635 0.096 0.137 0.127 0.165 0.267
MODIS/Terra-nS 0.273 0.176 0.312 0.288 0.155 0.110 0.197 0.634 0.094 0.138 0.125 0.163 0.267
MISR 0.260 0.179 0.295 0.274 0.169 0.116 0.180 0.588 0.099 0.129 0.122 0.228 0.262
MISR-nS 0.257 0.181 0.292 0.271 0.169 0.116 0.178 0.584 0.096 0.130 0.121 0.233 0.261
PARASOL 0.317 0.205 0.342 0.314 0.148 0.122 0.224 0.634 0.110 0.162 0.144 0.145 0.378
PARASOL-nS 0.322 0.202 0.340 0.313 0.148 0.121 0.223 0.621 0.104 0.163 0.139 0.146 0.385
SEVIRI 0.260 0.178 0.277 0.252 0.142 0.108 0.173 0.524 0.106 0.124 0.126 0.147 0.270
SEVIRI-nS 0.262 0.181 0.274 0.249 0.147 0.115 0.178 0.524 0.105 0.123 0.124 0.155 0.277

ρ Prior 0.256 0.572 0.232 0.147 0.367 0.658 0.454 0.086 0.284 0.464 0.396 0.546 0.393
MODIS/Aqua 0.483 0.658 0.425 0.300 0.329 0.721 0.583 0.250 0.381 0.457 0.571 0.589 0.410
MODIS/Aqua-nS 0.482 0.656 0.419 0.301 0.331 0.712 0.580 0.265 0.355 0.461 0.552 0.592 0.409
MODIS/Terra 0.483 0.653 0.419 0.304 0.325 0.719 0.599 0.220 0.355 0.443 0.580 0.590 0.448
MODIS/Terra-nS 0.477 0.651 0.397 0.295 0.329 0.712 0.586 0.224 0.339 0.448 0.561 0.593 0.448
MISR 0.467 0.623 0.371 0.274 0.360 0.703 0.570 0.389 0.329 0.421 0.501 0.592 0.439
MISR-nS 0.471 0.626 0.373 0.277 0.367 0.714 0.568 0.388 0.369 0.420 0.532 0.592 0.442
PARASOL 0.465 0.583 0.368 0.309 0.334 0.676 0.532 0.585 0.368 0.442 0.605 0.483 0.174
PARASOL-nS 0.458 0.575 0.359 0.303 0.339 0.663 0.520 0.582 0.294 0.438 0.571 0.483 0.170
SEVIRI 0.456 0.621 0.470 0.458 0.422 0.701 0.614 0.397 0.335 0.478 0.573 0.519 0.401
SEVIRI-nS 0.423 0.625 0.427 0.440 0.435 0.699 0.595 0.382 0.354 0.488 0.570 0.522 0.374

Table 6.4: Statistics of the analyses against AERONET 500 nm AOD for selected sites. The acronym
m.a.s.l. stands for meters above sea level, RMSE for root mean square error and ρ is the
Pearson correlation coefficient.
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6.5 Conclusions

We have shown the results of the assimilation system with the proposed bias correction in the
observational space. We think that, even though the adaptive bias correction is reasonable, in
the sense of the sign of the correction, the magnitude of the correction is in general too large. We
therefore have to revisit our first assumption that all the bias is observational. In Chapter 5 we
suggest that a bias in the model is likely, as the extent of the dust plume over the Atlantic ocean
is not fully represented in the model. Now, we confirm our hypothesis by noting that the bias
correction tries to fit the observations to the model, increasing the assimilated AOD over land and
decreasing it over ocean. This behaviour deteriorates the analyses statistics against AERONET
AOD. We conclude that, in our case, it is not possible to successfully implement this particular
scheme of bias correction with the current state of the observation operator. However, it is still
an open question if this scheme is applicable with a (likely) unbiased observation operator.



Chapter 7

Conclusions and perspectives

7.1 Summary

Mineral dust is an important component of the Earth system. It is the major continental con-
tributor to the global aerosol burden. Mineral dust interacts with meteorology, climate, and
biogeochemical cycles. It also affects human health.

Large uncertainties about mineral dust propagate to uncertainties in the global radiative
balance. Part of them are due to the lack of understanding of processes such as dust dry and
wet deposition and sedimentation, or the interaction with clouds and to uncertainties in radiative
parameters, or to the quantity, timing and location of dust emission. We have focused this work
on the reduction of the uncertainties in the latter processes, that is, the mineral dust emission
fluxes.

Over the globe, the major source of dust is North Africa. The amount of emissions from
this region is still highly uncertain. To improve our knowledge in this research field, we have
used both observation and models. Indirect observations of aerosols are currently available from
several satellite-borned instruments, mostly in the form of aerosol optical depth which is a column-
integrated measure of light extinction by the aerosols. Models provide a global and comprehensive
picture of aerosol processes. Even though they may be incomplete and simplified, these modelling
systems are a useful tool for the study the physical (and chemical) drivers of mineral dust in the
Earth system.

We have combined both types of information in a variational data assimilation system in
order to estimate mineral dust emissions for North Africa and the Arabian Peninsula for a one
year period. The observation operator includes a dust production module, which is coupled
to an atmospheric chemistry-transport model. We have tested, coupled and adjusted the dust
production model for our purposes. In this thesis we have fully described this module, which
is a partially described in previous publications. The aerosol model has been updated and we
have updated the dust size distribution and incremented their quantity of bins in the SPLA
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aerosol model. Observations were taken from either one or several satellite retrievals. We have
processed these observations and, in some cases, we have recomputed them with the aim to make
them appropriate to our needs. We have compared and evaluated the performance of the prior
simulation, the analysis simulations and the assimilation system in a systematic manner; we have
tried to identify the main limitations and strengths of our approach and we have drawn our
conclusions accordingly.

We have explored the sensitivity of the inferred mineral dust fluxes with respect to the as-
similated observational dataset. To our knowledge, this is the first work that has studied and
compared the assimilation of different observational datasets in the context of aerosol inversions.
In this part of the work, we have isolated the effect of the choice of the assimilated dataset in
the assimilation system, and thus we have been able to quantify their effect on the dust emission
estimation. We have identified biases and deficiency in both the model and the observations that
could be helpful for further developments in this research field.

Our estimates of mineral dust fluxes are roughly in the mid-top range of previous mineral dust
emission estimates. Our assimilation system can modify the spatial distribution of the prior dust
emissions (e.g., incrementing the emissions on Eastern North Africa, Figure 4.3 (sub-region 15)),
and adjust the temporal behaviour of such emissions (e.g. Figure 5.5), in consistency with the
assimilated observations. We think that, in comparison to a purely modelling or observational
approach, the estimation of dust fluxes using both observations and models can effectively increase
the robustness of dust emission estimates. Nonetheless, we are aware that these inferred fluxes
are highly dependent on the aerosol size cut-off. Further, we have focused our study on the year
2006 and could therefore not study the inter-annual variability of the emissions.

Throughout this work, we have taken advantage of the design of the assimilation system,
which allows us to include an implementation of statistical diagnostics in the observational space
in our inversions (with the aim to balance the observation and background errors statistics in
the assimilation system). The design also allowed us to perform several AOD assimilation from
a variety of satellite retrievals almost without extra computational cost, and to estimate the
non-diagonal element of the background error covariance matrix.

We have given special attention to the data assimilation system and to the observation treat-
ment. Observational and background error statistics have been defined accordingly. However, we
have stressed the need for more detailed information concerning these statistics that, we think,
could further improve our results. In particular, a step forward would be validation of a wider
range of AOD products, as the fine mode AOD or the multi-wavelength AOD retrievals. It would
also be useful to have available of a more detailed description of error statistics for fine, coarse
and total AOD, for AOD at several wavelengths, correlation of errors among nearby AOD pixels,
correlations of errors between fine, coarse and total AOD or between AOD errors at several wave-
lengths. These statistics would certainly help the aerosol data assimilation community, and they
would have to be provided by the retrieval teams, ideally computed in the retrieval algorithm
along with the AOD products.
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7.2 Perspectives

In this section we present some possible further work that could be done after this thesis.

As a first point, we should revisit the limitations of the assimilation system. Two important
decisions were made in the source inversion system. In particular, the spatial and time resolution
of the control vector was a choice (somewhat based on our computational capabilities) that could
be modified. We have already evaluated a change in the time resolution of the control vector
(1 month in Chapter 4 against 3 days in Chapter 5), but we think that there are still some room
for improvements. If the information content of the observation is enough, we could increase
the resolution of the control vector up to the gridbox level, and the daily variability of the
dust emissions could be directly inferred from the model inversion (e.g. Dubovik et al., 2008).
In contrast, we think that we would still require a dust production module in the observation
operator. This constraint leads to physically consistent emissions (taking into account the soil
texture and dust availability, for example), besides with the advantageous decrease of the degrees
of freedom of the inversion system.

A second and non-negligible choice was the form of the control vector. In this work we have
defined correction factors for the prior emissions. In a more physical approach, the optimization
of parameters in the dust production module would be more appropriate. We have not followed
this path due to the above-mentioned practical advantages of our current formulation of the
inversion. Moreover, the linear relation between the simulated AOD and the correction factors
is fundamental for the accuracy of the results here presented. In the case of parameters in the
dust production module, this linear relation would be more difficult to fulfil, which implies that,
either the assimilation system would have to be updated and modified to be able to handle such
non-linearities, or further work would have to be done in order to find possible linear relations
between the dust production model parameters (or transformations of such parameters) and the
simulated AOD. Besides, additional efforts would have to be done in order to properly define
the background error covariance matrix (which is a fundamental element of the data assimilation
system); and the observational errors should be increased in order to account for the errors of the
dust production module parameterizations (as part of the observation operator).

Biases in the model hampered our attempts of computing non-diagonal terms of the obser-
vational error covariance matrix. In this direction, an efficient bias correction system would be
largely beneficial.

It is not outside our perspectives to use this work to improve the performance of the prior
model itself. By finding the correct linear relations (or modifying the assimilation system to
be able to handle non-linear relations), it would be possible to estimate sensitive parameters in
the aerosol model. Parameters related to dry deposition, sedimentation velocity or to the large
scale and convective scavenging parameters are suitable for this procedure. In this work, we have
(mostly) used the original parameters from the SPLA model, but a fine tuning of them would
improve the analysis, and they will also be useful for future simulations with our model. We note
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that, along with the identification of the parameters, it is also necessary to quantify the main
statistics of their errors.

Other aerosol measurements could be assimilated in the inversion system. By including
infrared optics in the aerosol model, it would be possible to assimilate retrievals of aerosol
(dust) optical depth from IASI or AIRS instruments. Doing this, vertical profile information
of aerosols could be assimilated. From the visible part of the electromagnetic spectrum measured
by CALIOP, vertical profiles of extinction coefficients are retrieved. In the current state of the
assimilation system, the straightforward assimilation of these retrievals would be possible after
minor modifications. However, we think that an important amount of work would have to be
done in order to define the associated observational error statistics.

Estimating emissions of mineral dust is a complex problem. They are difficult to measure
and hard to model. From the modelling point of view there are several conditions that have to
be met in order to accurately estimate the total amount of emissions. Along with a fairly good
estimate of the near surface winds, the process of dust emission has to be well represented in the
dust production models, and the soil properties have to be well characterized. If these conditions
are met, models with higher resolution could compute better estimates of emissions. Then, our
assimilation system would be a useful tool to improve these (prior) emissions by including in the
estimating processes the observed information about aerosols in the atmosphere.

We think that we have moved towards a more accurate estimation of mineral dust emissions,
despite all the limitations of assimilation system, observations and observation operator. We also
think that it is important to include both, the observations about aerosols and the modelling of
the emissions and transport (representing the physical drivers) in these estimates. Both parts
help to constrain, as much as possible, the uncertainties associated with dust fluxes.

We have focused our work on mineral dust emissions. Our assimilation system is easily
applicable to other types of aerosols. In the near future, we will use this assimilation system
to estimate biomass burning emissions. To do this, some modifications have to be done in the
aerosol model: splitting the fine aerosol model into several aerosol types, and including the optics
for the absorbing part of the AOD, in order to assimilate (and validate against) absorbing aerosol
optical depth form the AERONET network.
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List of acronyms

AATSR Advanced Along-Track Scanning Radiometer
AEROCOM Aerosol Comparison between Observations and Models
AERONET Aerosol Robotic Network
AERUS-GEO Aerosol and surface albEdo Retrieval Using a directional Splitting

method-application to GEOstationary data
AHI Advanced Himawari Imager
AIRS Advanced Infrared Radiation Sounder
AI Aerosol index
AMF Geometric atmospheric mass factor
AMMA Analyses Multidisciplinaires de la Mousson Africaine
AOD Aerosol optical depth
AOT Aerosol optical thickness
AP Arabian Peninsula
BB Biomass burning
BC Black carbon
BRDF Bidirectional reflectance distribution function
CALIOP Cloud-Aerosol Lidar with Orthogonal Polarization
CALIPSO Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observation
CCN Cloud condensation nuclei
CFSR Climate Forecast System Reanalysis
DA Data assimilation
DB Deep Blue
DJF December-January-February
DMS Dimethyl sulfide
DPM Dust production module
DT Dark Target
ECMWF European Centre for Medium-Range Weather Forecasts
EDX Energy-dispersive X-ray
EE Expected error
ERA-Interim European Centre for Medium-Range Weather Forecasts interim

reanalysis
FG First guess
GFED Global Fire Emissions Database
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GMM Gaussian mixture model
GOCART Goddard Chemistry Aerosol Radiation and Transport model
GRASP General Retrieval of Aerosol and Surface Properties
IASI Infrared Atmospheric Sounder Interferometer
IN Ice nuclei
JJA June-July-August
L-BFGS-B Limited-memory Broyden–Fletcher–Goldfarb–Shanno algorithm

for bound constrained optimization
LEO Low earth orbit
LISA Laboratoire Interuniversitaire des Systèmes Atmosphériques
LMDZ Laboratoire de Météorologie Dynamique zoom model
LSCE Laboratoire des Sciences du Climat et de l’Environnement
LT Local time
MAM March-April-May
MERRA Modern-Era Retrospective Analysis for Research and Applications
MISR Multiangle Imaging Spectroradiometer
MMD Mass median diameter
MODIS Moderate Resolution Imaging Spectroradiometer
MSG Meteosat Second Generation
NASA National Aeronautics and Space Administration
NCEP National Centers for Environmental Prediction
NRT Near real time
OMI Ozone Monitoring Instrument
ORCHIDEE Organizing Carbon and Hydrology in Dynamic Ecosystems
PARASOL Polarization and Anisotropy of Reflectances for Atmospheric

Sciences coupled with Observations from a Lidar
POLDER Polarization and Directionality of the Earth’s Reflectances
POM Particulate organic matter
QA Quality-assured
RF Radiative forcing
RMSE Root mean square error
SAMUM Saharan Mineral Dust Experiment
SEVIRI Spinning Enhanced Visible and Infrared Imager
SON September-October-November
SPLA SimPlified Aerosol model
SS Sea spray
ST Soil type
TOA Top of the atmosphere
TOMS Total Ozone Mapping Spectrometer
UTC Coordinated universal time
VIIRS Visible/Infrared Imaging Radiometer Suite
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Sujet : Inversion régionale des sources de poussières désertiques

Résumé : Dans cette thèse, nous concevons et appliquons un système d’assimilation de
données pour l’estimation des sources de poussières désertiques à l’échelle régionale. Nous
assimilons des données d’épaisseur optique des aérosols à partir de produits satellitaires
dans une configuration régionale d’un modèle de circulation générale, couplé à un modèle
d’aérosol et à un module de production de poussières. Le vecteur de contrôle dans le
système d’assimilation est composé des facteurs de correction pour les émissions obtenues
par l’ébauche du module de production de poussières. Nous concentrons nos inversions sur
l’Afrique du Nord et la péninsule arabique pour une période d’un an. Nous décrivons
le module de production de poussières et le système d’assimilation. Les résultats de
l’inversion et la validation par rapport à des mesures indépendantes sont ensuite présentés
en détail. Nous poursuivons cette thèse en mettant l’accent sur la sensibilité des émissions
de poussières au jeu de données d’observation. Pour cela, nous avons assimilé cinq pro-
duits différents d’épaisseur optique d’aérosols dans notre système d’assimilation de données.
Nous avons identifié des erreurs systématiques dans le modèle et dans les observations, ainsi
que les limites et les avantages de notre approche. Nous avons accordé une attention par-
ticulière à la définition des statistiques d’erreur et à la procédure numérique pour calculer
les analyses. Nous proposons et mettons en oeuvre un schéma de correction de biais dans
l’espace des observations, et nous évaluons sa performance.

Mots clés : inversion, poussières désertiques, assimilation de données, modèle atmo-
sphérique LMDZ, aérosols, donnés satellitaires

Subject : Regional inversion of desert dust sources

Abstract : In this thesis we design and apply a data assimilation system for the estima-
tion of mineral dust emission fluxes at the regional scale. We assimilate aerosol optical
depth retrievals from satellite-borned instruments in a regional configuration of a general
circulation model, coupled to an aerosol model and to a dust production module. The
control variable in the assimilation system are correction factors for the prior emissions of
the dust production module. We focus our inversions over North Africa and the Arabian
Peninsula for a one-year period. We describe the dust production module and the assimila-
tion system. The inversion results and the validation against independent measurements is
presented in detail. We continue this thesis with a focus on the sensitivity of the inferred
dust emissions with respect to the observational dataset assimilated. For this purpose,
we have assimilated five different aerosol optical depth retrievals in our data assimilation
system. We have identified systematic errors in the model, in the observations and limi-
tations and advantages of our approach. We have given special attention to the definition
of the error statistics and the numerical procedure to compute the analyses. We propose
and implement a bias correction scheme in the observational space, and we evaluate its
performance.

Keywords : inversion, desert dust, data assimilation, LMDZ atmospheric model, aerosols,
satellite data


