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 13 Summary 

Summary 

Interphase chromatin compaction has been described to follow a recurrent 

pattern that could be observed in a variety of organisms, such as bacteria, the 

fruit fly, and human. Genome-wide DNA contact mapping has revealed that in all 

of these organisms some sequences are preferentially found in proximity with 

one another and thus form Topologically Associating Domains (TADs). These are 

in turn separated by regions of low contact, termed TAD borders. What are the 

determinants of this particular type of chromatin organization and what are its 

functional implications is still largely unknown. 

Genomic sequences analyses have demonstrated that genes within TADs are 

frequently regulated in a cell type and differentiation stage-dependent manner, 

while TAD borders are enriched in actively transcribed and housekeeping genes. 

Moreover, the epigenetic landscape that characterizes TADs changes at the 

borders of a given domain. Remarkably, the genome-wide binding profiles of a 

variety of gene regulation effectors including transcription factors, chromatin 

remodellers and insulator proteins revealed a strong preference for binding at 

TAD borders. The last category is of particular interest, since its members have 

the property of establishing long-range gene interactions through the formation 

of chromatin loops. In an emerging hypothesis TADs could be formed through 

contacts between TAD border sequences stabilized by the looping activity of 

architectural proteins. 

The present work investigates the roles of insulator proteins in the TAD formation 

mechanism using Drosophila melanogaster as model system. For this purpose, 
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superresolution imaging was implemented and a series of developments were 

performed in Structured Illumination Microscopy (SIM) and Single-molecule 

Localization Microscopy (SMLM). Sample preparation was carefully optimized to 

fit the specific requirements of both SIM and SMLM, with particular attention on 

fluorescent labeling for single-molecule detection. SIM and SMLM are young 

techniques, which provide high detail in the visualization of biological structures. 

In this context, robust acquisition, quantitative analysis and image quality control 

procedures were established for multicolor SMLM. These developments were 

directly applied to study the nuclear organization of the Boundary Element 

Associated Factor (BEAF-32), one of the 11 insulator proteins discovered to date 

in Drosophila. The strong enrichment on TAD borders and the demonstrated 

looping activity make BEAF-32 a potent candidate to test for the clustering of 

TAD borders as a general mechanism of chromatin folding. Multicolor SMLM 

systematically located BEAF-32 foci at the periphery of large H3K27me3 

chromatin domains. In the latter, segments of individual chromatin fibers could 

be discriminated for the first time through fluorescence microscopy. Quantitative 

analysis of SMLM images indicated BEAF-32 forms hundreds of surprisingly small 

foci (45 nm), containing a mean of 5 molecules, which argues against a large-

scale looping of BEAF-32-bound chromatin. To directly probe for gene clustering 

at the DNA level, TAD borders on chromosome 3R were labeled using fluorescent 

oligonucleotide probes. The number of foci detected by SIM was once more 

incompatible with a model of chromosome-wide contacting of multiple TAD 

borders. At a more detailed scale, TAD borders pairs distances were measured at 

selected loci on chromosomes 2L and 3R, resulting in <5% of paired contacts 

among the measured barriers. Taken together, these results are inconsistent 

with constitutive interactions between consecutive or non-consecutive barriers in 

Drosophila.  

The study communicated here contributed to the methodological development of 

super-resolution microscopy yielding high standard protocols and quantitative 

analyses for multicolor imaging of nuclear structures in cultured cells. As a result, 

experimental evidence was provided to invalidate the TAD border clustering 

model as a general mechanism of chromatin folding. 

 



 15 Résumé 

Résumé 

Durant l’interphase, l’étape la plus longue du cycle cellulaire, le matériel 

génétique de la cellule adopte une organisation complexe qui intrigue les 

scientifiques depuis les débuts de la biologie cellulaire. Il est remarquable que la 

molécule d’ADN soit compactée de quatre ordres de grandeur pour être contenue 

dans le noyau. Malgré ce repliement impressionnant, les processus cellulaires 

majeurs, notamment la transcription, la réparation de l’ADN et la réplication ont 

lieu avec une précision et coordination étonnante qui assurent le bon 

fonctionnement physiologique d’organismes complexes que sont les métazoaires. 

La relation entre le repliement du génome et le fonctionnement cellulaire est un 

phénomène dynamique et régulé, comme il a été observé en microscopie. En 

effet, les chromosomes sont organisés chacun dans son « territoire ». En outre, 

les chromosomes semblent se positionner de manière non-aléatoire par rapport à 

l’enveloppe nucléaire. Les segments génomiques riches en gènes ont tendance à 

se retrouver au centre du noyau, tandis que les segments où la chromatine est 

condensée et peu transcrite sont situés en périphérie. Il a été par ailleurs 

observé que de nombreux processus nucléaires ont lieu dans un espace confiné, 

formant des foyers d’activité spécialisée ou « corps » nucléaires. Le plus connu 

est le nucléole, qui abrite les processus de synthèse et maturation des 

ribosomes. Mais encore, il a été mis en évidence que des gènes co-régulés, 

spécifiques à certains tissus sont transcrits dans des « fabriques de 

transcription ». De manière similaire, les gènes réprimés par les protéines 

Polycomb sont aussi regroupés dans l’espace nucléaire formant les corps 

Polycomb. 

A l’échelle moléculaire, des études de biologie structurale ont révélé la structure 

du premier niveau d’organisation de la chromatine – le nucléosome. Ce dernier 
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est composé d’environ deux tours d’ADN enveloppant un octamère de protéines 

hautement conservées, les histones. Les domaines amino-terminaux des histones 

sont spécifiquement marqués par une multitude de modifications covalentes 

post-transcriptionnelles telles que la méthylation, l’acétylation et la 

phosphorylation, pour en citer quelques exemples. Ces modifications 

épigénétiques, par leur effet direct, ou par le recrutement d’autres facteurs, 

affectent la compaction de la fibre chromatinienne, ce qui affecte à son tour 

l’activité transcriptionnelle des gènes sous-jacents.  

Comment alors les chaînes de nucléosomes, par leurs degrés de compaction 

régulés forment les territoires chromosomiques ? L’échelle de ces structures a 

longuement été inaccessible aux études biologiques par leur complexité et leur 

taille. En effet, la microscopie électronique révèle une densité électronique 

homogène qui distingue essentiellement deux états de condensation : 

l’euchromatine (peu condensée, active) et l’hétérochromatine (condensée, 

inactive). La microscopie optique conventionnelle qui a mis en évidence les 

territoires chromosomique peut, dans les meilleurs des cas visualiser l’existence 

de structures au niveau sous-chromosomique, sans information structurale, qui 

est rendue « floue » sous l’effet de la diffraction de la lumière. Pour visualiser la 

chromatine avec un détail permettant de distinguer et étudier le repliement du 

matériel génétique au sein des chromosomes, les microscopies à super-résolution 

sont nécessaires. 

Récemment de nouvelles méthodes de la génomique ont vu le jour et permettent 

d’établir des cartes de tous les contacts de génomes entiers. Ces techniques ont 

révélé un niveau de l’architecture tridimensionnelle de la chromatine inconnu 

jusqu’à présent. A l’échelle des centaines de kilobases, certaines séquences 

génomiques se trouvent préférentiellement à proximité les unes des autres, 

formant ainsi des domaines topologiques associés (TAD). Les gènes situés dans 

le même TAD ont des propriétés épigénétiques similaires, et leur expression au 

cours de la différentiation semble corrélée, ce qui suggère un lien fort entre la 

structure de la chromatine et la transcription. Les TADs sont à leur tour séparés 

par des régions avec peu de contacts, appelées « frontières », qui sont 

généralement occupées par des protéines dites « isolatrices ». Les déterminants 

de cette organisation chromatinienne particulière et ses implications 

fonctionnelles sont largement méconnus. Selon une hypothèse récente, les TADs 

seraient formés par des contacts entre les séquences des frontières, qui seraient 

stabilisés par la formation de boucles de chromatine via les protéines isolatrices. 
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Les travaux présentés dans cette thèse ont pour but d’étudier le rôle des 

protéines isolatrices dans le mécanisme de formation des TADs chez la 

drosophile. La microscopie super-résolue multi-couleurs a été implémentée et 

une série de développements ont été réalisés en microscopie à illumination 

structurée (SIM) et la microscopie de localisation de molécules uniques par 

photoactivation (SMLM), avec une attention particulière sur le marquage 

fluorescent et l’analyse d’images quantitative. Ces développements ont 

directement été appliqués à l’étude de l’organisation nucléaire de la protéine 

associée aux éléments frontières (BEAF-32), une des 11 protéines isolatrices 

identifiées à ce jour chez la drosophile. Le fort enrichissement aux frontières des 

TADs, ainsi que son activité dans la formation de boucles d’ADN font de BEAF-32 

un candidat intéressant pour tester l’hypothèse de regroupement de frontières 

comme mécanisme général de repliement de la chromatine.  

La technique SMLM multi-couleurs a systématiquement localisé BEAF-32 à la 

périphérie des larges régions du génome portant la marque épigénétique 

H3K27me3. La distribution de ce marquage de répression par les protéines 

Polycomb a été révélée avec un détail qui n’avait pas été atteint lors d’études 

antérieures. La chromatine marquée par H3K27me3 est distribuée en larges 

domaines formés par des fibres finement intriquées, dont des segments de taille 

variable sont visibles. Remarquablement, l’analyse quantitative des images SMLM 

a révélé que BEAF-32 forme des centaines de foyers d’une taille de 45 nm, 

composés en moyenne de 5 molécules, ce qui est en désaccord avec la présence 

de boucles de chromatine à large échelle. Afin de tester le regroupement de 

gènes directement au niveau de l’ADN, des frontières ont été marquées par des 

oligonucléotides fluorescents. Le nombre de foyers détectés par SIM s’est à 

nouveau révélé incompatible avec le modèle de contacts entre les frontières tout 

le long du génome. Par ailleurs, les distances entre paires de frontières au niveau 

de deux régions génomiques ont montré <5% de contacts. Ensemble, ces 

résultats sont en désaccord avec l’établissement d’interactions entre barrières 

chez la drosophile. 

Enfin, ces travaux de thèse ont contribué au développement méthodologique de 

la microscopie super-résolue, ce qui a permis d’apporter des preuves 

expérimentales invalidant le modèle de regroupement des frontières comme 

mécanisme général du repliement chromatinien. 
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Preface and acknowledgements 

In 2011 I joined Dr. Marcelo Nöllmann’s Lab at the Center of Structural 

Biochemistry in Montpellier. Marcelo proposed a project to study the role of 

insulator proteins in the organization of higher-order chromatin architecture in 

Drosophila. The structure of the chromatin fiber was known from crystallography 

and electron microscopy. On a higher structural level, the segregated nuclear 

localization of chromosomes had been observed by confocal fluorescence 

microscopy. However, the majority of biological processes in gene regulation 

involve an intricate organization at intermediate structural levels, which could not 

be addressed with methods available in the biology toolbox. 

Insulator sequences and their binding proteins (IBPs) were known to be involved 

in the regulation of gene expression through the establishment of chromatin 

contacts between genomic regions distant at hundreds of kilobases and spanning 

multiple genes. There was microscopy evidence on the distribution of one class of 

IBPs that were seemingly organized in large nuclear bodies, in analogy with 

transcription factories and Polycomb bodies. The recently introduced super-

resolution fluorescence microscopy techniques appeared then as a tool with high 

potential to uncover the architecture of these nucleoprotein assemblies. 

Little before I joined the project, a super-resolution localization microscope had 

been built in the lab. To study the complex interplay between the various protein 

candidates involved in insulator body formation, a multicolor implementation of 

super-resolution experiments, mainly in Structured Illumination Microscopy (a 

commercial setup was available) and Single-molecule Localization Microscopies 
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(SMLM) was needed. The first six months of the project were spent in single-

molecule analyses of the photoswitching properties of two organic fluorophores 

that would be used in multicolor imaging. Another six months were necessary to 

obtain the first reconstructed images of lamin with the expected almost 

continuous distribution along the nuclear periphery. In the process of image 

optimization it became clear that custom analyses are needed to extract 

biologically meaningful information from the super-resolution data. 

Remarkably, once images with satisfactory quality were obtained, a whole new 

paradigm of nuclear organization was revealed. Indeed no insulator body-like 

structures could be observed. Rather IBPs appeared as large numbers of discrete 

foci, with nearly individual molecule sizes and composition, suggesting that these 

would not be sites of large-scale stable chromatin contacts. 

This work has been made possible by the joint efforts and positive attitude of all 

the DNA Segregation and remodeling team members to whom I address my 

warm gratitude. I dedicate a special thought to Alessandro Valeri and Jean-

Bernard Fiche who gave me solid ground to learn programming and image 

analysis with their expertise in fluorophore photophysics and optical device 

development respectively. I would also like to thank Laura Oudjedi, it has been a 

pleasure to collaborate and share. I am thankful to Delphine Chamousset and 

Diego Cattoni whose energy and rigorous work substantially contributed to the 

Insulator project advances. It has been a challenging and stimulating journey to 

work under the supportive supervision of Marcelo Nöllmann, to whom I am most 

grateful for providing me with excellent working conditions and the freedom to 

develop the skills I desired. 

All my gratitude and love to my parents, my sister and my friends, who give me 

the strength to progress on the path I have chosen. With Linnea Olofsson and 

Svilena Ivanova we shared pain and joy in life and science which made the 

adventure priceless. My warmest feelings to Radimir Ivanov and Rayna Ivanova, 

my beloved husband and daughter, I am infinitely blessed to have you in my 

life...  
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Author’s note 

This thesis is organized in four chapters. In chapter 1, I introduce the current 

knowledge in interphase chromatin organization and its interplay with gene 

regulation processes, with an emphasis on Drosophila and mammalian model 

systems. The following chapter is an introduction to super-resolution methods. I 

discuss currently available developments in instrumentation, analysis and 

fluorescent molecular probes with particular attention to imaging of nuclear 

structures in eukaryotes. In chapter 3, I present and discuss the results I have 

achieved in terms of multicolor SMLM imaging, including sample preparation, 

image acquisition, data analysis, and procedures for quality control. Last, chapter 

4 is in the form of a research article manuscript, which is in preparation for 

publication. This study was a joint project with my colleague Alessandro Valeri, in 

which we combined a series of super-resolution imaging modalities and analyses. 

Our results strongly suggest that topological domain borders in Drosophila are 

individual dynamic segments of chromatin, introducing a new model for higher-

order genomic organization. 
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Chapter 1 

 Chapter 1 – How is the genetic material of a 1.

cell organized during interphase? 

The nucleus is the largest and most easily discernible organelle of eukaryotic 

cells, and it was observed even with the first microscopes. And yet it conceals a 

puzzling phenomenon - how the millions and even billions of nucleotides of 

genomes are arranged in the crowded nuclear space while the genetic programs 

of organisms are performed with striking reproducibility? In this first chapter I 

overview current knowledge on interphase chromatin architecture and the 

interplay with gene regulation processes. At the scale of ~100 base pairs, DNA is 

wrapped around histones to form nucleosome fibers. At the scale of the whole 

nucleus, each chromosome occupies an individual territory. Recent advances in 

genomics have allowed a new level of chromatin organization to be uncovered 

between these two scales. Topological domains are self-interacting regions 

spanning 10 kb to 2 Mb and appear to host developmentally regulated genes. 

The domains are separated by contact-depleted regions or boundaries that play a 

role in the establishment of such conserved chromatin architecture, although the 

underlying mechanisms remain elusive. 
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 Packing the whole genome within a cell 1.1

1.1.1 A historical perspective 

On Earth it is estimated that there are more than 10 million species, as diverse 

as plants, fungi, bacteria, and animals. Despite the impressive differences 

between living organisms, they all share common structural and functional 

features. At the molecular level, the same chemical compounds serve as building 

blocks of all living matter, such as nucleic acids, proteins, lipids and sugars. The 

minimal unit carrying the potential for life is the cell, which contains all the 

hereditary information of a species. The cell was first observed in the middle of 

the 17th century by the physicist and microscopist Robert Hooke (1635–1702). 

Nearly two centuries later (1838 and 1839), the botanist Matthias Jakob 

Schleiden (1804–1881) and the zoologist Theodor Schwann (1810–1882) mark 

the beginning of cell biology by postulating that “the elementary parts of all 

tissues are formed of cells”, known as the cell doctrine. Little before the 

discovery of Schleiden and Schwann, in 1831, the nucleus was identified as an 

essential constituent of living cells by the botanist Robert Brown (1773–1858). In 

the following years, the introduction of the oil-immersion lens, as well as the 

development of new sample fixation and staining methods led to the 

identification of various cytoplasmic organelles such as the endoplasmic 

reticulum, mitochondria, and the Golgi apparatus. Within the nucleus, the 

nucleolus and a stainable substance could be seen. The latter, called “chromatin” 

by Walther Flemming (1843–1905), would take the form of densely stained 

filamentous structures (now known as chromosomes) during cell division. 

Flemming, who also introduced the term “mitosis”, described the splitting of 

chromosomes and their movement to opposite poles of the dividing cell 

(Mazzarello, 1999). Mitosis is a universal mechanism for the transmission of the 

genetic information to the offspring, and another feature common to all living 

organisms. 
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(a) – Crystal structure of the nucleosome particle: 1KX5, front view (Davey 2002). The 
DNA double helix (magenta) is wrapped around the histone octamer (monomers labelled 
from blue to red). The arrowheads point to the N-terminal tails of 3 of the monomers. (b) – 
Molecular model of the 10-nm nucleosome fiber: DNA (grey), core histone octamer (blue), 
histone H1 (orange) stabilizes the nucleosome at the base of the linker sequences. (c) – 
Transmission electron microscopy images of a Drosophila S2 cell (Zhu 2013) (left; c-
cytoplasm, n-nucleus, nu-nucleolus); a human fibroblast (from Molecular biology of the cell 
5/e, 

©
Garland science 2008) (middle), a human embryonic kidney cell in cytokinesis where 

segregated chromosomes appear as two dark areas (right). (d) – Chromosome territories 
visualized by 24-color 3D-FISH (Bolzer 2005): pseudocolor image of all 46 chromosomes 
in a human G0 fibroblast (top), annotations of chromosomes in the same cell (bottom). (e) - 
Human lymphoblastoid cell nucleus hybridized by FISH with paint for the gene-rich human 
chromosome 19 (red) and gene-poor chromosome 18 (green) reveals the radial 
organization of chromosomes in the nucleus (Bickmore 2013). (f) - Top: Two human X 
chromosomes in a human fibroblast metaphase plate are shown after multicolor FISH 
representing four segments from qter to pter (q-arm: green, blue; p-arm: yellow, red). 
Bottom: Projections of light optical sections through the Xa- and Xi-territory of a human 
fibroblast nucleus following 3D FISH with the same labeling show four separate domains of 
these segments within the Xa- and Xi-territory (Cremer 2010). 

Figure 1.1 - Eukaryotic chromatin at various scales 
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1.1.2 Chromatin fibers 

It is now well established that chromatin is the form under which the hereditary 

information is stored in the cell nucleus. Chromatin consists of two main types of 

substances: (1) the cell’s genetic material encoded in the molecules of 

deoxyribonucleic acid (DNA), and (2) DNA-binding proteins. In a eukaryotic cell, 

genomic DNA must be compacted by four orders of magnitude to fit into the 

micrometer-sized nucleus (volume <1 pL), and yet it is accessible to a variety of 

highly regulated and specific processes, such as transcription, replication, and 

repair. However, the electrostatic properties of DNA challenge the folding within 

the limited nuclear space. Indeed, the negative charges of the phosphate groups 

that cover the surface of the DNA double helix are partially neutralized by 

wrapping around a basic protein complex, known as the core histone 

octamer(Maeshima et al., 2014). Histones are the most abundant proteins in 

chromatin and bind DNA mainly as nucleosomes composed of two copies each of 

H2A, H2B, H3, and H4 (Figure 1.1a). Wrapping of DNA around nucleosomes 

represents the first level of packaging, which effectively shortens the length of 

chromosomes by 7-fold (Fraser et al., 2015). The histone amino- and carboxy-

terminal tails extend out of the nucleosome core and are subject to 

posttranslational modifications (PTMs) on multiple residues, the most studied of 

which are acetylation, phosphorylation, methylation, ADP-ribosylation, 

sumoylation, ubiquitinylation (Kouzarides, 2007). Histone PTMs can directly 

affect the degree of chromatin local compaction, for instance acetylation and 

deacetylation lead to de-condensation and condensation respectively. Specific 

effector proteins that bind PTMs are also recruited to control the accessibility of 

some sequences. Thus, the particular combinations of PTMs over a given genomic 

region contribute to regulate the transcriptional outcome of its genes (see 

below). 

The nucleosome is the first level of chromatin compaction and its crystal 

structure has been solved with a resolution of 1.9 Å (Figure 1.1a) (Davey et al., 

2002). A DNA segment of 147 base pairs (bp) performs 1.7 left-handed 

superhelical turns around a histone octamer. Individual nucleosomes are 

connected by 20-80 bp of linker DNA, to form the nucleosome fiber, also known 

as the 10-nm fiber (Figure 1.1b). Because only about half of the negative 

charges in DNA are neutralized by core histones, the remaining charge must be 

neutralized by other factors (e.g. linker histone H1, divalent cations, and other 
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positively charged molecules) for additional folding (Figure 1.1b) (Maeshima et 

al., 2014). Furthermore, nucleosomes are not homogeneously distributed 

throughout the genome. Digestion with DNA degradation enzymes such as 

DNaseI has allowed regions on chromatin that are cleaved with high efficiency to 

be identified, and named DNaseI hypersensitive sites (DHSs). These sites reflect 

a high local accessibility of DNA, which occur due to low density or depletion of 

nucleosomes, a hallmark of transcriptional activity (Thurman et al., 2012). 

DNaseI digestion has led to the discovery of all classes of cis-regulatory elements 

(i.e. regulatory DNA sequences), among which promoters, enhancers, repressors, 

silencers, locus control regions and insulators (see below). 

Chromatin organization changes dramatically throughout the cell cycle. During 

interphase, DNA fibers adopt a loose conformation with only locally increased 

levels of compaction. In contrast, during mitosis, DNA in chromosomes is highly 

condensed to reach their characteristic elongated shapes (Figure 1.1c). Hence, 

much research concentrated over the last decades in uncovering the intermediate 

structures between the 10-nm fiber and the metaphase chromosome, and in 

studying the molecular mechanisms governing chromatin folding. In 1976, 

purified chromatin fibers were observed in transmission electron microscopy (EM) 

for the first time, revealing a folding of chromatin in fibers with a diameter of 30 

nm (Finch and Klug, 1976). This observation led to the widespread assumption 

that the 10-nm fiber forms the 30 nm transcriptionally inactive fiber, and 

subsequently, the higher order chromatin structures observed during interphase 

and mitosis. According to the “hierarchical helical folding model”, the 30-nm 

chromatin fiber is folded progressively into larger fibers, including ∼100-nm and 

then ∼200-nm fibers, to form large interphase chromatin fibers (chromonema 

fibers) or mitotic chromosomes (Horn and Peterson, 2002). Alternatively, the 

“radial loop model” assumes that a 30-nm chromatin fiber folds into radially 

oriented loops to form mitotic chromosomes (Maeshima et al., 2014). 

Remarkably, only the 10-nm fiber, and not the 30-nm fiber, was observed in vivo 

using cryo-EM (Dubochet et al., 1988). Subsequent small-angle X-ray scattering 

(SAXS) indicated the 30-nm fiber would be a consequence of the chromatin 

isolation procedures and not a native state in cells either in interphase or mitosis 

(Nishino et al., 2012). These observations argue against the hierarchical model of 

chromatin folding, and suggest that rather irregularly folded 10-nm nucleosome 

fibers form the bulk structure of human interphase chromatin and mitotic 
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chromosomes. Interestingly, the scattering properties also hinted the existence 

of a scale-free structure or fractal nature up to ∼275-nm in interphase chromatin 

and ∼1,000-nm in mitotic chromosomes, which gives a physical dimension to 

sub-chromosomal DNA organization. 

1.1.3 Chromosome territories 

Optical microscopy observations of animal cell nuclei performed by Carl Rabl in 

the end of the 19th century introduced the concept of a territorial organization of 

interphase chromosomes. In 1909, the term chromosome territory (CT) was used 

by Theodor Boveri, who argued that after mitosis chromosomes occupy a distinct 

part of the nuclear space (Cremer and Cremer, 2010). In contrast, when 

observed with EM, interphase nucleosome fiber continuity could not be 

distinguished and suggests chromosomes are intermingled in the nuclear space. 

However, chromatin organization appears nonrandom in EM, since electron-

dense regions in the nuclear periphery of mammalian cells, known as 

heterochromatin, could be discriminated (Figure 1.1c, middle). This observation, 

though, could not be generalized to all cell types and organisms, as for instance 

Drosophila S2 cells heterochromatin does not appear preferentially localized near 

the nuclear envelope (Figure 1.1c, left). CTs could be directly visualized once the 

in situ hybridization, and more recently, Fluorescence in situ hybridization (FISH) 

techniques were introduced (Cremer and Cremer, 2010). These use 

oligonucleotides complementary to a DNA sequence of interest, which are directly 

labeled with a fluorophore or functionalized by the attachment of a hapten. A 

series of developments in the design of chromosome-specific fluorescent probes 

has led to the experimental demonstration of the organization of interphase 

chromatin in CTs (Figure 1.1d). The direct evidence for the existence of CTs, 

provided by FISH has opened a new area of research, which investigates the 

patterns of chromatin fiber organization at the nuclear and whole-chromosome 

level. 

Radial distribution and proximity patterns 

Radial distribution analysis of all human chromosomes revealed a tendency for 

gene dense genomic regions to be localized in the nuclear interior, while gene 

poor regions were preferably at the periphery (Figure 1.1e) (Boyle et al., 2001). 
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This tendency was observed in other species which suggested that gene density 

within windows of 2–10 Mb is a strong player for the radial position of chromatin 

in the nucleus (Cremer and Cremer, 2010). Additional parameters were also 

correlated with non-random CTs distribution, for instance transcriptional activity, 

replication timing, and GC content (Cremer et al., 2003; Kozubek et al., 2002; 

Küpper et al., 2007; Murmann et al., 2005). Radial positions of specific gene 

regions were shown to differ significantly between cell types (Hepperger et al., 

2008), which suggests chromosome radial localization may be a regulated 

process.  

Proximity patterns between non-homologous CTs appeared nonrandom as well in 

mammalian tissues (Caddle et al., 2007; Khalil et al., 2007; Parada et al., 2004). 

Interestingly, the non-randomness of the distances between couples of genomic 

regions was reflected by preferential associations within cell populations, 

although characterized with a marked cell to cell variability. These observations 

indicate relative chromosome organization is not a deterministic process. 

Sub-chromosomal domains within CTs 

CTs visualized by FISH appear as structures with various shapes composed of 

sub-chromosomal domains (Khalil et al., 2007; Küpper et al., 2007) (Figure 

1.1f). The existence of domains within CTs was first suggested in studies in which 

pulse labeling of DNA replication revealed foci of ~ 1Mb that persisted throughout 

cell division (Albiez et al., 2006; Berezney et al., 2005; Schermelleh et al., 

2001). It seems likely, then, that smaller domains would build these Mb-scale 

regions.  

The positions of individual genes relative to CTs in the context of transcriptional 

activity have also been probed. It appears the outer surface of an individual CT 

does not provide a particular compartment for gene dense and/or 

transcriptionally active chromatin(Cremer and Cremer, 2010). Some particular 

cases of gene relocation to the CTs periphery have been reported, for instance 

the MHC (Volpi et al., 2000) or HOX (Chambeyron et al., 2005) gene clusters. On 

a more global level, however, gene-dense and/or highly expressed sequences 

were found equally distributed throughout their respective territories (Küpper et 

al., 2007; Mahy et al., 2002). 
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Overall, both microscopy studies using FISH and structural investigations of the 

nucleosome fiber support a hierarchical, multi-scale model of non-random 

chromatin folding at the sub-chromosome level. Although highly specific and 

sensitive to the biological variability, these methods allow only conclusion on 

particular gene regions to be made. A more systematic characterization of 

chromatin topologies at higher genomic resolution has been achieved by the 

development of high-throughput genomic techniques that are discussed in the 

following sections. 

 Capturing chromatin conformations 1.2

1.2.1 Proximity ligation: the 3C techniques 

Research in the field of chromatin biology has significantly benefited from the 

development of a molecular biology approach allowing the physical proximity of 

genomic regions to be assessed. In 2002, (Dekker et al., 2002) introduced the 

chromosome conformation capture (3C) technology. This approach is based on 

the assumption that interactions between close regions are more likely to be 

captured by cross-linking than are those between regions located far away. 

Therefore, contact frequencies in a cell population essentially reflect how 

chromatin is organized in the nucleus of individual cells at a given time. By 

considering the frequency to be inversely proportional to the physical distance, 

genome architecture can be modeled with this type of data.  

To perform 3C, a population of cells is chemically fixed with formaldehyde to 

create covalent bonds between chromatin segments (Dekker et al., 2002). The 

cross-linked chromatin is then digested with a restriction enzyme, which cuts at 

specific sites across the genome. The type of enzyme selected defines the 

resolution of the 3C experiment, since it determines the size of the crosslinked 

fragments by the frequency of enzymatic sites. The digested DNA is then diluted 

and crosslinked fragment are ligated, which results in unique DNA junctions that 

are quantifiable by PCR (Dekker et al., 2002; Hagège et al., 2007). As 

interactions are measured individually, 3C is generally used for small-scale 

analysis, which allows the detection of enhancer-promoter loops for instance 

(Fraser et al., 2015). 
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More recently, 3C was coupled to Next-Generation Sequencing (NGS) technology 

which led to the development of the 4C, 5C and Hi-C methods (Dostie et al., 

2006; Lieberman-Aiden et al., 2009; Sexton et al., 2012; Simonis et al., 2007). 

These developments permitted the detection of genome-wide chromatin 

interactions and the investigation of local chromatin folding at scales of 10-100 

Kb depending on the study (Figure 1.2). 

1.2.2 Sub-chromosomal chromatin compartments 

Consistent with the genome organization in CTs observed in microscopy, 

genome-wide contact maps were mostly enriched in cis rather than in trans 

associations (Kalhor et al., 2012; Lieberman-Aiden et al., 2009; Sexton et al., 

2012; Zhang et al., 2012). Furthermore, both 4C (Tolhuis et al., 2011) and Hi-C 

(Hou et al., 2012; Kalhor et al., 2012; Sexton et al., 2012) analyses identified 

the centromere as a barrier that reduces associations between sequences located 

on the two opposite arms of the same chromosome, confirming a structural 

feature that had been observed previously (Dietzel et al., 1998).  

The first Hi-C study provided a relatively coarse-grained view of chromatin 

topology of mouse and human genomes, with a resolution of ~1 Mb (Lieberman-

Aiden et al., 2009). These experiments revealed chromosomes are divided into 

large multi-Mb compartments (or “megadomains”) that contain either active and 

open (A-compartments) or inactive and closed chromatin (B-compartments). 

Long-range homologous contacts were predominant: A compartments cluster 

with other A compartments, as do B compartments with B compartments. Given 

that different cell types express different gene sets driven by distinct groups of 

regulatory elements, the positions of A- and B-compartments change 

accordingly. The correlation of contact frequencies with active gene-dense and 

inactive gene-poor regions had also been observed by 4C analysis which mapped 

the genome-wide contacts of the mouse β-globin locus (Simonis et al., 2007). 

Interestingly though, a systematic FISH analysis in a 4.3 Mb region of the mouse 

chromosome 14 demonstrated the tendency to cluster together for multiple 

gene-rich segments but not for gene-poor domains (Shopland et al., 2006). 
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Clustering of active regions 

The associations between genes in active regions were not dependent on ongoing 

transcription as shown by (Palstra et al., 2008), suggesting some alternative 

chromatin functional feature may be responsible for the maintenance of 

interaction networks (Bickmore and van Steensel, 2013). The tendency of active 

regions to form long-range and interchromosomal contacts with each other has 

been correlated with the DHS chromatin profiles, which reflect high accessibility 

regions of the chromatin fiber (discussed above) (Hakim et al., 2011; Yaffe and 

Tanay, 2011). In addition, 4C analyses of the β-globin locus indicated active 

chromatin associations are similar between tissue types and are gene function-

independent (Simonis et al., 2007), an observation generalized to the human 

genome in a recent Hi-C study (Kalhor et al., 2012). These observations suggest 

that preferential clustering of active chromatin regions is a general property of 

genomes, possibly influenced by the presence of ubiquitous factors. 

Clustering of repressed regions 

Similarly to active regions, inactive loci were preferentially captured with other 

inactive regions of the genome both in 4C (Simonis et al., 2007) and Hi-C 

(Lieberman-Aiden et al., 2009). Moreover, in the Drosophila embryo, the spatial 

clustering of telomeres and of centromeres with each other and with the 

heterochromatic 4th chromosome was detected (Sexton et al., 2012). The same 

observation was made using microscopy to visualize Drosophila polytene 

chromosomes and S2 cells labeled with the repressive epigenetic mark of 

constitutive heterochromatin H3K9me2 (Riddle et al., 2011). Repressed regions 

are physically restrained in their associations, as Hi-C contacts were spanning 

shorter distances on the chromosome compared to active domains (Bickmore and 

van Steensel, 2013). The difference in contacts profile of a region observed 

between the active and inactive state of a locus was directly visualized in 

mammalian ESC cells. The Hox loci are maintained in a silent and compact 

chromatin state by the Polycomb PRC2 and PRC1 complexes (Eskeland et al., 

2010), and are found within their host CTs. Upon activation, Hox loci can be 

found at different positions in the nucleus with active alleles inside or outside 

their CT cores (Morey and Helin, 2010), which also increased the 3C detection of 

their interchromosomal associations (Würtele and Chartrand, 2006). In 
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Drosophila embryos, spatial colocalization and long-range contacts of silent 

Polycomb targets have been demonstrated (Bantignies et al., 2011). Silencing 

was not sufficient to target non-Polycomb target loci to Polycomb sites, and 

associations of Polycomb target loci were dependent on PcG proteins. This 

indicates that some spatial associations of silenced genes may be regulated by 

specific epigenetic silencing mechanisms. 
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The three images represent Hi-C contact maps on the X chromosomes of three species. 

Contact enrichment ranging from white (low interaction frequencies) to black (high 

interaction frequencies). Mammals: mouse Xic in ES cells Nora 2012. Drosophila: 

chrX:4000001–4550001 in S2 cells; C. elegans embryos: chrX:5760001–12780001 Crane 

2015. Genome and TAD features are summarized in the table at the bottom of the figure. 

Adapted from Dekker Heard 2015. 

Figure 1.2 - Topological domains seen by Hi-C 
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1.2.3 Self-interacting sub-chromosomal domains 

Recent developments in 5C and Hi-C methods have resulted in contact maps with 

high resolution and rich coverage, unveiling a new level of three-dimensional 

chromosome architecture. A series of studies in various organisms, such as 

bacteria, Drosophila, nematodes, mouse and human, have demonstrated sub-

chromosomal compartments (A and B) are partitioned into smaller compartments 

themselves. Indeed, at the sub-megabase scale, chromatin appeared partitioned 

into discrete regions called topological domains (TDs), topologically associating 

domains (TADs), physical domains*, and chromosome interaction domains (CIDs) 

(Dixon et al., 2012; Hou et al., 2012; Le et al., 2013; Marbouty et al., 2015; 

Nora et al., 2012; Sexton et al., 2012). Loci within the same TAD interact more 

frequently with each other than with loci located in neighboring domains (Figure 

1.2). 

The partitioning of the Drosophila genome into physical domains was introduced 

by a 3C-seq study in early embryos (Sexton et al., 2012), and using Hi-C in the 

Kc167 cell line (Hou et al., 2012). Both studies described more than 1100 TADs 

of 10-100 kb, with a median size of ~60 kb. Remarkably, 42% of the defined 

TAD borders defined by the two studies overlapped at ±4 kb (Ea et al., 2015). 

In mammals, TADs were evidenced by a 5C analysis of the X chromosome 

inactivation center (Xic) in mouse cells (Nora et al., 2012), and by a Hi-C study 

in human and mouse cells (Dixon et al., 2012). Mammalian genomes are 

composed of more than 2000 TADs ranging from 10 kb to 1-2 Mb (median size of 

~800 kb), and cover >90% of the entire genome, indicating that TADs constitute 

a key organizational element of mammalian chromosomes (Ea et al., 2015). 

Importantly, TDs were detected at the single-cell level, suggesting that they 

represent a genuine stable organizational principle of mammalian genomes and 

are not a result of ensemble averaging (Nagano et al., 2013). These preferential 

associations were also observed in microscopy, as FISH probes were on average 

closer within TADs than between them† (Giorgetti et al., 2014; Nora et al., 

2012). The potential functional roles of physical domains are reflected by their 

                                        

* These terms will be used equivalently throughout this manuscript. 

† Recently, Williamson et al. (Williamson et al., 2014) found discrepancies between 5C and FISH results, 

pointing to the necessity of using both techniques in combination to cross-validate observations. 
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complete depletion during massive chromosome compaction events such as X 

chromosome inactivation (Nora et al., 2012) and mitosis (Naumova et al., 2013). 

Unicellular organisms were also found to contain chromatin compartments. In 

yeast, the Schizosaccharomyces pombe genome is partitioned into “chromatin 

globules” with a size of 50-100 kb (Mizuguchi et al., 2014). Interestingly, globule 

boundaries are enriched for 3’ ends of convergent genes. These convergent sites 

are bound by the cohesin complex, which was shown to be essential to the 

maintenance of globules. TD-like organization was also found in the bacterial 

genomes of Caulobacter crescentus (Le et al., 2013; Umbarger et al., 2011) and 

Bacillus subtilis (Marbouty et al., 2015). In prokaryotes, transcription and 

replication were identified as major players of chromosome remodeling.  

Recently, a genome-wide chromatin interaction map was released for C. elegans 

embryos (Crane et al., 2015). On autosomes no strong TADs were observed, 

however, large TADs (1-2 Mb) were present along the two copies of the X 

chromosome in hermaphrodites. In plants, Arabidopsis thaliana chromosomes did 

not contain TDs, rather small interactive regions were found, which involved 

constitutive and facultative heterochromatin islands containing the repressive 

marks H3K9me2, and H3K27me3 respectively (Feng et al., 2014). These findings 

suggest that higher order chromatin folding may involve different mechanisms 

among metazoan genomes. 

Properties of topological domains 

A remarkable feature of physical domains is the conservation in their boundary 

positions during differentiation and among species. The positions of a large 

proportion (~50%) of TD borders were conserved across cell types in Drosophila 

and mammals (Dixon et al., 2012; Hou et al., 2012; Nora et al., 2012; Sexton et 

al., 2012), and were even highly conserved between mouse and human (Dixon et 

al., 2012; Vietri Rudan et al., 2015). Furthermore, a comparative Hi-C study 

revealed TAD organization is strongly conserved in syntenic regions and that 

TADs are reorganized as intact modules during evolution (Vietri Rudan et al., 

2015). In contrast, intra-TAD contacts change between cell types and 

differentiation, with some contacts appearing, while others are lost (Nora et al., 

2012). More than 96% of cell-specific long-range interactions (LRI) across 

regions beyond 20 kb are found within the same TAD in mammals (Dixon et al., 
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2012; Ea et al., 2015). A large proportion of these contacts are mapped to 

regulatory enhancer-promoter interaction events that orchestrate transcription 

during development (Phillips-Cremins et al., 2013). Accumulating evidence 

suggests that chromatin interactions involved in developmental transcription 

regulation are physically constrained within mammalian TADs (Dekker and 

Heard, 2015). On the other hand TAD borders are stable during development. 

Consistently, the disruption of TAD boundaries in loci involved in malformation 

syndromes has led to aberrant gene expression (Lupiáñez et al., 2015). These 

observations imply that two different activities would be necessary to define 

genome topology. The first would mediate regulatory enhancer-promoter LRI 

within TADs, and the second would be involved in maintaining TAD borders to 

avoid promiscuous associations between neighboring TADs. 

In Drosophila little is known about differences in chromosome folding between 

tissues and developmental stages. A recent study in D. melanogaster embryos 

showed that looping between enhancers and promoters is conserved between 

developmental stages and they are often associated with paused RNA Pol II, 

arising before gene activation (Ghavi-Helm et al., 2014). Interestingly, a 

genome-wide investigation of enhancer-core promoter interactions discovered 

thousands of enhancers in S2 and ovarian cells have a preference to either one of 

two classes of promoters. The first type of promoters was associated to 

housekeeping, and the second to developmentally regulated genes (Zabidi et al., 

2015). It is conceivable that this sequence-encoded enhancer to promoter 

specificity is implicated in TD organization. 

Physical domains in Droshophila were found to correlate strongly with epigenomic 

features, including histone modifications, active gene density, replication timing, 

association with the nuclear lamina, and nucleotide and repetitive element 

composition (Sexton et al., 2012). Indeed, several types of chromatin were 

classified through statistical analysis of genome-wide protein binding profiles, 

thus reflecting the transcriptional activity of each class. A survey of 53 chromatin 

proteins in Drosophila Kc167 cells defined five principal chromatin types that 

segment the genome into domains that remarkably overlap with TADs and that 

consist of specific combinations of proteins (Filion et al., 2010; Sexton et al., 

2012). There are three repressed and two active chromatin types. HP1 chromatin 

(“green”) corresponds mainly to constitutive heterochromatin associated to 

Su(var)3-9, HP1 proteins and dimethylated histone 3 on lysine 9 (H3K9me2). 
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Polycomb (“blue”) domains are enriched in H3K27me3, and “black” domains are 

not specifically associated to any of the proteins investigated although it 

represents more than half of the genome. Active chromatin regions marked with 

H3K4me3 can be subdivided into “red” and “yellow” chromatin. The first is 

associated with cell type-specific promoters and the second type is preferentially 

marked with H3K36me3 and associated with promoters of housekeeping genes. 

The correlation between epigenetic landscape and topological organization 

strongly suggest transcriptional activity and TAD organization are tightly linked. 

Topological domain boundaries 

Mammalian TAD boundaries are reported to be enriched in active transcription, 

housekeeping genes, tRNA genes and short interspersed nuclear elements 

(SINEs), as well as binding sites for the architectural proteins CTCF and cohesin 

(Dixon et al., 2012). However, ~85% of CTCF binding sites are found within 

TADs, and CTCF and cohesin depletion reduce the intensity of intra-TAD 

interactions without affecting overall TAD location or organization (Seitan et al., 

2013; Sofueva et al., 2013; Zuin et al., 2014a). This is consistent with their 

putative role in mediating enhancer–promoter contacts within TADs but leaves 

open the question of their role at boundaries between TADs. 

A recent high resolution Hi-C study revealed that looping interactions between 

CTCF sites and TAD borders depended on the orientation of the CTCF binding 

motif (Rao et al., 2014). This study identified smaller contact domains within 

TADs, in the order of 100–200 kb, containing multiple specific loops that occur 

between CTCF sites in a predominantly (>90%) convergent orientation. Such 

preferential interactions led to the hypothesis that boundary-boundary 

interactions established by architectural proteins such as CTCF would induce 

looping that would physically isolate loci within the loop from loci out of the loop 

(Crane et al., 2015; Dowen et al., 2014; Rao et al., 2014). Consistent with this 

model, strong TAD boundaries enriched for cohesin were identified as sites where 

CTCF is highly conserved between mammalian species (Vietri Rudan et al., 

2015). Alternatively, a predictive physical model of the chromatin fiber suggested 

that some TADs represent domains of probabilistic interactions between the 

sequences lying within them, rather than stable looping structures (Giorgetti et 

al., 2014). 



1.3  Architectural proteins in Drosophila 40 
 

TAD boundaries in Drosophila are highly enriched in active genes and in 

architectural protein binding sites (see below) (Hou et al., 2012; Sexton et al., 

2012). Unlike mammals, however, numerous DNA binding architectural proteins, 

including CTCF, have been identified in Drosophila, each recognizing a unique 

DNA motif (Le Gall et al., 2015). There are also multiple accessory proteins, in 

addition to cohesin, that can associate with these DNA binding proteins. The 

combinatorial binding of these proteins could then underlie a mechanism for TAD 

border segregation. In this context, a genome-wide analysis of border strength in 

Drosophila Kc167 cells found protein occupancy correlated with the efficiency of 

contact depletion between adjacent TADs (Van Bortle et al., 2014). Li et al. 

performed heat shock, which induces general repression of transcription. It 

resulted in relocation of architectural proteins from TAD boundaries to the TAD 

interior and increased inter-TAD contacts between enhancers and promoters of 

silenced genes (Li et al., 2015). This study proposed that TADs may be 

dynamically remodeled upon external stimuli, and that architectural proteins 

could play a role in the stabilization if not establishment of TAD barriers. 

 Architectural proteins in Drosophila 1.3

Many of Drosophila architectural proteins (or chromatin insulator proteins) were 

originally characterized by their binding to chromatin insulators, which are gene 

regulatory elements involved in transcription regulation through the 

establishment of long range interactions (LRIs) (Le Gall et al., 2015). Five 

families of insulator binding proteins (IBPs) with specific DNA-binding motifs had 

been initially studied. These include Suppressor of Hairy-wing [Su(Hw)], Zeste-

white 5 (Zw5), GAGA factor (GAF), the boundary element-associated factor 

(Beaf-32), and dCTCF – the Droshophila homolog of mammalian CTCF. 

Each IBP binds thousands of sites genome-wide with a specific distribution, 

suggesting that different insulators may be involved in the regulation of distinct 

developmental programs (Bartkuhn et al., 2009; Bushey et al., 2009; Nègre et 

al., 2010; Wood et al., 2011). Furthermore, insulators are involved in 

transcription regulation of distinct gene ontologies. Consistent with their 

significant enrichment at TD barriers, IBP binding sites strongly correlate with 

borders of chromatin epigenetic domains (chromatin colors). 
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Genome-wide studies in cultured cells and embryos showed that dCTCF, Su(Hw) 

and Beaf-32 possess partially redundant localization patterns (Bushey et al., 

2009; Emberly et al., 2008; Nègre et al., 2010), suggesting that the locus-

specific composition of insulator complexes may play a role in their function (Van 

Bortle et al., 2014). Beaf-32 and dCTCF sites were found to be specifically 

enriched close to promoters, transcription start sites (TSS) and transcription end 

sites, contrasting to the distribution of Su(Hw) binding sites that are enriched in 

or near heterochromatic regions (Vogelmann et al., 2011). 

Most insulators share the common Centrosomal Protein 190 (CP190) and/or one 

of the Mod(mdg4) isoforms as co-factors. CP190 is a protein found only in 

Drosophila and was originally described for its ability to bind to the centrosome 

during mitosis (Oegema et al., 1995). CP190 also plays a central role in the 

insulation function of various IBPs. A large proportion of CP190 binding sites 

(~50%) correlate with the presence of Beaf-32, and both factors are enriched at 

borders between TADs (Bushey et al., 2009; Nègre et al., 2010; Van Bortle and 

Corces, 2012). Another factor, Chromator (also known as Chriz/Chro), was also 

recently found to be overrepresented at those borders shared by Beaf-32 and 

CP190 (Sexton et al., 2012). Chromator forms a molecular spindle matrix during 

mitosis, localizes to inter-band regions of polytene chromosomes, and plays a 

role in their structural regulation as well as in transcriptional regulation during 

interphase through interaction with chromatin remodeling factors such as Jil1 

kinase (Rath et al., 2006). 

Recently an in vitro study showed the ability of CP190 to establish interactions 

involving pairs of DNA molecules bound by Beaf-32. Importantly, Beaf-32 alone 

was not sufficient for these interactions to take place (Vogelmann et al., 2014). 

These results were confirmed in a genome-wide study, which demonstrated the 

importance of CP190 in mediating LRIs through recognition of IBPs (Liang et al., 

2014).  

Overall, these studies support the hypothesis that architectural/insulator proteins 

play an important role in the establishment of interphase chromatin organization. 
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 What mechanisms for TAD formation? 1.4

The mechanisms that define chromatin topology and their impact on gene 

regulation are yet to be defined. Chromatin adopts a multilevel architecture that 

could possibly be described by fractal geometry. Indeed, preferential long-range 

chromatin contacts have been observed at different length-scales ranging 

between kilobases and several megabases. Transcriptional activity emerges as a 

key process affecting genome organization during interphase. The transcription 

“potential” reflected by the combinations of epigenetic marks and DNA-binding 

proteins seems to be a driving force in the establishment of homotypic 

interactions between regions of similar activity. While TADs represent a dynamic 

and yet reproducible conformation of genomes, it is to be determined how the 

scope of preferential contacts is confined. Insulator binding proteins are 

abundant on TAD boundaries and their capacity to establish long-range 

chromatin contacts promoted a model in which domain borders cluster in space 

to limit inter-TAD interactions. The principal aim of this thesis project was to 

establish an experimental strategy to test the border interaction hypothesis and 

provide new evidence for the role of insulators in chromatin organization. 
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Chapter 2 

 Chapter 2 – Super-resolution microscopy 2.

concepts and applications 

Super-resolution microscopy breaks the diffraction limit of light, making it 

possible to visualize a broad range of subcellular components with nearly 

molecular scale detail. The potential of this powerful tool is continuously growing 

since the implementation of optical configurations and data analyses compatible 

with the technically challenging, yet frequent in biology, thick and crowded 

samples. In this chapter I review the principles underlying stimulated emission 

depletion (STED), structured illumination microscopy (SIM), and single-molecule 

localization microscopy (SMLM) approaches, and their technical developments, 

with an emphasis on three-dimensional and live-cell imaging. Special attention is 

brought to the new requirements for probe efficiency, namely their size and their 

photophysical properties. Finally, recent applications exploring the interphase 

nucleus are presented to illustrate the performance of super-resolution 

techniques.* 

 

                                        

* The contents of this chapter have been recently published in the journal Research and 

Reports in biology (Georgieva and Nollmann, 2015). 
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 Fluorescence microscopy beyond the diffraction 2.1

limit 

Microscopy has long been a valuable tool for visualizing the complexity of 

biological structures as well as for directly probing the dynamics of biological 

processes within cells, tissues and organisms. The components of living matter 

span several orders of magnitude in size, ranging typically from several 

nanometers for individual proteins to tens of micrometers for a mammalian cell. 

Various microscopy techniques have been developed for the study of biological 

questions at these multiple scales. Electron microscopy (EM) is the method 

offering the highest resolution (~nm), and has allowed the detailed study of 

numerous cellular nanostructures. However, EM does not inform on the identity 

of molecules building sub-cellular structures and is unsuitable for applications in 

living systems, excluding the possibility to follow dynamics. Atomic force 

microscopy (AFM) is a scanning probe method providing high resolution, 

comparable to that of EM, and can be used for live imaging. Specific structural 

information can also be obtained by functionalization of the scanning tip, but AFM 

can only explore the surface of cells.  

A technique that has been widely used for the specific study of dynamics and 

localization of intra- and extracellular components in living specimens is 

fluorescence microscopy (FM). The simplest method for fluorescence imaging is 

the widefield configuration (ie epi-fluorescence). Diffraction of light within the 

optical system sets a theoretical bound for the maximal resolution of a 

fluorescence microscope. The theoretical image of a point source through an 

optical system is best described by an Airy pattern. In practice, however, 

aberrations and other factors modify this theoretical profile. The point spread 

function (PSF) is the real three-dimensional image of a point source obtained 

through the microscope, and comprises both the effect of diffraction and 

aberrations of the system (Figure 2.1a). The width of the PSF in the lateral 

direction is ∆ ~ λ*0.6/NA, where λ is the wavelength of the excitation light and 

NA is the numerical aperture of the objective. The resolution of an optical system 

is defined by the distance at which two point sources in the sample can be 

resolved in the image plane (Abbe, 1873; Rayleigh, 1896). When the two point 
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sources are found closer than ∆, their diffraction patterns overlap and the two 

sources cannot be resolved (Figure 2.1b). Thus, ∆ represents the resolution of 

the optical system and structures smaller than this intrinsic distance cannot be 

resolved optically. This limit in resolution prevented scientists from visualizing 

the structures and processes happening below that scale-length. Confocal 

microscopy is a widely spread optical configuration which compared to epi-

fluorescence improves contrast by discarding the detection of out of focus light 

using a pinhole (a small aperture) in the confocal image plane of the light path. 

The sample is illuminated with a focused spot of laser light and images are 

constructed pixel-by-pixel by raster scanning. The sizes of the spot PSF and the 

pinhole determine the diffraction-limited resolution of the constructed image, 

typically 200-300 nm in the lateral and ~500-700 nm in the axial directions. 

Given the aforementioned advantages of FM, a major direction for instrumental 

development has been to beat the diffraction limit of light and increase resolution 

up to that of EM. In the past decade three classes of techniques that allow 

subdiffraction fluorescence imaging have been implemented, developed and 

commercialized (Cox, 2015; Fornasiero and Opazo, 2015; Habuchi, 2014; 

Schermelleh et al., 2010). Stimulated emission depletion microscopy (STED) is 

based on a confocal system and reaches subdiffraction resolution by decreasing 

the size of the detected PSF. This is achieved by selectively turning off molecules 

found away from the center of the excitation beam (Müller et al., 2012; Neupane 

et al., 2014). Structured illumination microscopy (SIM) is a widefield technique 

that beats the diffraction limit by illuminating the sample with patterned light, 

thus allowing the microscope to transmit higher spatial frequencies, i.e. finer 

sample structures, than allowed by the Abbe limit (Allen et al., 2014). Single-

molecule localization microscopies (SMLM) access the precise positions of 

individual fluorophore molecules and use them to reconstruct high resolution 

images (Manley et al., 2011; Patterson et al., 2010; Sauer, 2013; Sengupta et 

al., 2012). Over the past few years, studies applying super-resolution microscopy 

(SRM) have revealed these three approaches have their specific advantages and 

drawbacks, suggesting their potential complementarity in unraveling nanoscale 

biological processes. A valuable comparative overview of SRM methods 

characteristics and performance, including, light sources, spatial and temporal 

resolution, and limitations has been provided in Schermelleh et al (Schermelleh 

et al., 2010). 
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Here we review the principles and fundamental advances in SRM methods and 

discuss their live-cell imaging and probes requirements. We then highlight 

diffraction unlimited quantitative microscopy studies that have allowed to gain 

unprecedented detailed insight into the structure and inherent dynamics of fine 

cellular components in the nuclear compartment. 

 

 Technology overview of super-resolution imaging  2.2

2.2.1 Stimulated emission depletion (STED) 

The first technique that has achieved subdiffraction resolution fluorescence 

imaging is STED microscopy. STED was theoretically introduced in the 1990s 

(Hell and Wichmann, 1994) and experimentally demonstrated in 2000 (Klar et 

Figure 2.1 - Resolution in conventional fluorescence microscopy 

 

(a) Light emitted by a point source (fluorescent protein or organic fluorophore) is detected 

by the optical microscope as a PSF of width which depends on the wavelength of 

emission and the light collection capacity of the objective. (b) The diffraction of light limits 

the resolution of the system such that emitters closer than the width of the PSF cannot be 

resolved, leading to a loss of structural detail. 
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al., 2000). This method relies on the photophysical phenomenon formalized by A. 

Einstein termed stimulated emission. When a fluorophore in its excited state is 

illuminated, it can return to its ground state through emission of a photon with 

the same energy as the stimulating photon.  

In STED microscopy, subdiffraction resolution is obtained by shrinking the 

effective PSF of the diffraction-limited excitation spot in a confocal setup (Figure 

2.2a). Stimulated emission is used to deplete the population of excited 

fluorophores that are located at the periphery of the excitation spot. Selective 

depletion is achieved by applying a doughnut shaped beam with zero intensity at 

its center, aligned with the center of the excitation beam. The excitation laser 

has a wavelength near the absorption maximum of the fluorophore used for 

sample labeling, and the depletion laser has a longer wavelength than the 

fluorophore maximum emission wavelength. Thus excited fluorophores found 

within the minimum of the doughnut will emit at the natural emission wavelength 

and those outside will emit at the depletion laser wavelength. The resolution of 

the system is increased when the size of the doughnut hole is reduced by 

increasing the depletion laser power. In biological samples, resolutions up to 20 

nm have been reported (Göttfert et al., 2013). The spatial resolution of a STED 

microscope is strongly dependent on the quality of the depletion beam profile 

which will define the shape and size of the STED excitation spot. Improving the 

spatial resolution requires a finely tuned depletion beam and a perfect alignment 

with the excitation line. 

According to the excitation and depletion schemes used, there are several 

designs of STED microscopes, namely with pulsed, continuous wave (CW) and 

two-photon laser sources. Pulsed-mode STED (p-STED) achieves the highest 

resolution, and requires synchronization of the excitation and depletion laser 

pulses (Klar and Hell, 1999). To detect non-depleted fluorophores either the 

timing (Hell and Wichmann, 1994; Klar and Hell, 1999) or the lifetime 

information (Moffitt et al., 2011; Vicidomini et al., 2011) is used in p-STED. 

Using CW lasers for both excitation and depletion simplifies the setup since no 

precise time delays between laser pulses are needed (Willig et al., 2007). 

However, the resolutions achieved are lower compared to p-STED. Two-photon 

excitation has been combined with STED (Moneron and Hell, 2009) both in the 

pulsed and the CW modes in order to image thick samples, such as tissue slices, 

with diffraction-unlimited resolution (Ding et al., 2009; Takasaki et al., 2013). 
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The different modes of STED microscopy have been widely used for both fixed 

and live cells, and applications (Müller et al., 2012; Neupane et al., 2014). 

In STED, the use of a doughnut-shaped depletion laser beam improves lateral 

resolution, but the axial resolution remains that of a confocal setup, since zero 

depletion intensity is distributed along the optical axis. Subdiffraction axial 

resolution was achieved by tuning the shape of the depletion beam (Klar et al., 

2000; Neupane et al., 2013). Another approach has been to combine STED with 

either total internal reflection fluorescence (TIRF) (Gould et al., 2011; 

Leutenegger et al., 2012) or with a 4Pi microscope configuration. In TIRF the 

incident angle of the excitation light is highly inclined to obtain an evanescent 

wave with exponential decay, which restricts excitation to a thin region of 100-

200 nm above the surface of the coverslip. TIRF effectively removes out of focus 

blur, however its use is limited to imaging cellular components near the cell 

surface. The 4Pi setup uses two opposing objective lenses both focused at the 

same point. This method improves axial resolution down to ~80 nm and can be 

applied to samples a few micrometers thick, though its implementation is 

challenging (Gugel et al., 2004; Schmidt et al., 2008). 

Multicolor imaging has also been achieved in STED microscopy. The first type of 

multicolor STED requires an excitation/depletion laser couple per fluorophore 

(Bückers et al., 2011; Donnert et al., 2007; Meyer et al., 2008), which  is 

technically demanding. Efforts have been made to reduce the number of laser 

lines by exploiting the spectral properties of both fluorescent proteins and 

organic dyes (Göttfert et al., 2013; Pellett et al., 2011; Tønnesen et al., 2011; 

Willig et al., 2011). 

2.2.2 Structured illumination microscopy (SIM) 

When a fluorescent sample is observed with an optical microscope, the structure 

is blurred in the resulting image due to the diffraction of light (Figure 2.2b). In 

other words, features of a sample smaller than ~200 nm in the lateral and ~700 

nm in the axial directions could not be transmitted by the optical setup. This is 

the case of conventional widefield microscopy in which the specimen is 

illuminated with a nearly homogeneous beam of light. SIM is a widefield 

configuration capable of doubling the diffraction-limited resolution. In 2D SIM 

(Gustafsson, 2000), this is achieved by exciting the sample with a line-pattern of 
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sinusoidally alternating intensity maxima and minima with a frequency at the 

diffraction limit (Figure 2.2b). For a given orientation and phase of the sinusoidal 

stripes, the resulting raw image is an interference pattern between the 

illumination and the sample, and encodes sub-resolution structural information 

that is filtered by a conventional microscope. A high resolution image is thus 

reconstructed by mathematical processing of raw images acquired with several 

directions of the patterned excitation (Allen et al., 2014). Typically, two-

dimensional imaging requires nine raw images (three phases along three 

orientations at 120°). 

By modulating the illumination pattern so that it varies sinusoidally in all three 

directions in space, the third dimension was introduced to SIM (Gustafsson et al., 

2008). 3D SIM allows physical optical sectioning with axial resolution of ~300 

nm. The increased complexity of the excitation pattern requires to image at five 

different phases so that the resulting data can be mathematically decomposed 

into the constituting high-resolution parts. To be able to computationally 

reconstruct a high-resolution 3D-SIM data set, each Z-section requires fifteen 

exposures (Figure 2.2b). The sections have to be taken not more than 125 nm 

apart to allow full sampling in the axial direction. 

A major disadvantage of SIM with respect to STED and SMLM is the relatively low 

attainable resolution. It has been shown that, in principle, SIM can reach higher 

resolutions if the fluorescence response is no longer linear, by saturating 

fluorophores in the excited state (Heintzmann et al., 2002). The concept was 

applied in saturated SIM (SSIM) with lateral resolution of ~50 nm using 

fluorescent beads (Gustafsson, 2005). The high laser intensities required in this 

approach make its application in biological imaging challenging. An alternative to 

obtain non-linearity is the use of reversible on-off transitions of a specific class of 

fluorescent probes. SSIM with the photoswitchable protein Dronpa allowed ~60 

nm resolution imaging of nuclear pores in extracted nuclei using the TIRF mode 

(Rego et al., 2012). 

The relatively large number of acquisitions per plane (~15) in SIM can lead to 

photobleaching and sample drift during the acquisition. These effects can 

severely degrade performance and produce reconstruction artifacts. To reduce 

these shortcomings, it is important to correctly match the refractive indices, 

increase labeling contrast, and reduce sample movement during acquisition 

(either mechanical or biological). Particular attention must be paid when 
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interpreting structures that are close to the SIM resolution limit as reconstruction 

at these lengthscales is intrinsically prone to artifacts. SIM has been a popular 

choice to reveal various cellular structures at higher contrast (Schermelleh et al., 

2008). It offers the possibility of fast 3D imaging with most conventional 

fluorophores as long as they are sufficiently photostable, and is highly convenient 

for multicolor applications. 

2.2.3 Single-molecule localization microscopies (SMLM) 

SMLM or probe-based super-resolution imaging is a family of techniques that 

utilize the particular photophysical properties of a subset of fluorescent dyes to 

accurately determine their individual positions and thus obtain diffraction 

unlimited resolution (Patterson et al., 2010). These include photoactivated 

localization microscopy (PALM) (Betzig et al., 2006), fluorescence photoactivated 

localization microscopy (FPALM) (Hess et al., 2006), stochastic optical 

reconstruction microscopy (STORM) (Rust et al., 2006), and direct stochastic 

optical reconstruction microscopy (dSTORM) (Heilemann et al., 2008). Unlike 

STED and SIM, which tune the illumination pattern to improve imaging 

resolution, SMLM employs a classical widefield configuration. The principle of 

SMLM methods relies on the possibility to localize a single point source of light by 

fitting its PSF with a Gaussian or Lorentzian function. The precision of localization 

is dependent on the number of photons emitted by the molecule, the 

background, and the width of the PSF (Thompson et al., 2002). An underlying 

condition is a low probability of emitter overlap, ie only a small subset of 

fluorophores is to be emitting in the same time over the field of view (Figure 

2.2c). This is achieved either using photoactivatable proteins that are 

reversibly/irreversibly turned on (PALM/FPALM), or through reversible stochastic 

photoswitching of organic dyes in the presence of a reducer in oxygen-depleted 

medium (STORM/dSTORM). The amount of simultaneously emitting molecules 

can be controlled by modulating the intensities of an excitation laser (typically in 

the visible spectrum) which serves to image and turn off (or photobleach) the 

fluorophores. In addition, a lower wavelength laser is used to re-populate the 

excited state through dye-dependent mechanisms (Dempsey et al., 2009; 

Heilemann et al., 2005; Zhou and Lin, 2013). STORM relies on pairs of activator 

and reporter dyes coupled to the same probe molecule. The activator dye 

absorbs at the activation laser wavelength and facilitates the activation of the 
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reporter dye through energy transfer between adjacent molecules. The activated 

reporter dye absorbs light from the excitation laser and its emission position is 

localized. In contrast, dSTORM makes use only of the absorption properties of 

the reporter dye. It is worth mentioning that both methods use similar 

activation/excitation schemes and imaging buffer composition. 

Localization precision in SMLM is in the range of ~10-30 nm, and can be 

improved using brighter probes. However, the smaller the uncertainty in the 

emitter position, the higher the fluorophore labeling density required to 

effectively increase the structural resolution (van de Linde et al., 2010). 

According to the Nyquist sampling theorem, the average distance between 

adjacent fluorophores must be twice smaller than the desired resolution. For the 

evaluation of SMLM image resolution, a Fourier ring correlation method was 

introduced, with the advantage that no detailed knowledge of the sample is 

needed for the calculation (Nieuwenhuizen et al., 2013). 

For the reconstruction of a high resolution image, the positions of all the detected 

single-molecule fluorescent events are overlaid, with intensities reflecting both 

density and localization uncertainty (Figure 2.2c, right). To collect a sufficient 

amount of localization data, most often tens of thousands of frames are needed 

for biological samples. The long acquisition times, typically lasting tens of 

minutes, lead to non-negligible sample drift. In the axial direction drift is 

corrected during acquisition with an auto-focus feedback system. Lateral drift is 

corrected during post-processing thanks to fiducial markers added to the sample 

or using spatiotemporal cross-correlation of localizations (Wang et al., 2014b). 

The first studies of SMLM were performed in the TIRF mode, which limits the 

depth of excitation, achieving subdiffraction resolution in all three directions 

(Betzig et al., 2006; Hess et al., 2006; Rust et al., 2006). However, to image 

structures located further than ~200 nm above the coverslip surface several 

optical and computational techniques have been developed to obtain axial 

localization information (3D-SMLM). Three categories of 3D-SMLM methods can 

be distinguished: interferometric approaches, including 4Pi, also used in 3D STED 

and 3D SIM configurations (von Middendorff et al., 2008), multiple plane imaging 

(Ram et al., 2008), and PSF engineering. The last category breaks the symmetry 

of the PSF, thus the axial position of fluorophores can be determined using 

calibration curves. A widely used approach is the introduction of astigmatism in 

the microscope emission path either with a cylindrical lens (Huang et al., 2008), 
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or with adaptive optics which in addition allow optical aberrations correction 

(Izeddin et al., 2012). Axial resolutions reported with this method have reached 

~50 nm within a range of ~750 nm. Alternatively, higher probing depth has been 

obtained by double-helix shaping of the PSF (~1.5 µm) with similar axial 

resolution (Pavani et al., 2009). Isotropic resolution of ~10-15 nm with a 3 µm 

axial range was achieved with the self-bending PSF method (Jia et al., 2014). A 

detailed overview of 3D SMLM approaches as well as a critical assessment of 

their performances and applicability has been recently provided by Hajj et al 

(Hajj et al., 2014). 

A further improvement of SMLM has been the optical sectioning capacity. Thick 

samples, such as whole cells (up to ~10 µm above the coverslip surface) and 3D 

cell cultures (50-150 µm deep) have been imaged combining 3D PALM with two-

photon activation (York et al., 2011) and light-sheet microscopy (Cella Zanacchi 

et al., 2011; Hu et al., 2014) respectively. 

The development and characterization of new photoswitchable proteins and 

organic fluorophores with different spectral and photophysical properties favored 

the multicolor extension of SMLM (Chozinski et al., 2014; Dempsey et al., 2011; 

Patterson et al., 2010; Shcherbakova et al., 2014). Thus the relative distribution 

of various molecular assemblies and cellular structures in both fixed (Bates et al., 

2007a; Shroff et al., 2007) and live (Klein et al., 2012; Subach et al., 2009; Xu 

et al., 2013) cells have been revealed with remarkable detail. 
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From left to right: principles underlying detection for each method, acquisition schemes, 

resulting images. (a) - In STED, a depletion doughnut-shaped beam is combined with 

the focused excitation light, thus decreasing the size of the PSF to a volume smaller 

than the diffraction limit (Left). Acquisition (Middle) is performed by scanning the two 

perfectly aligned light sources over the sample with the emitted light collected pixel by 

pixel by a detector (PMT or APD). (b) - In SIM the excitation of a structure with non-

uniform light pattern results in an upshift of the sample spatial frequencies, resulting in 

Moiré fringes (Left). 3D SIM acquisition (Middle) is performed by laterally displacing the 

illumination pattern (5 phases) in 3 orientations (angles) of the sinusoidal stripes, and 

spatially modulated images are recorded by a CCD camera. (c) - In SMLM the position 

of individual emitters is obtained by fitting of their intensity profile detected by a CCD 

camera (Left). The acquisition (Middle) relies on the low density of emitting fluorophores 

(< 1/250 nm). The single localizations are then combined to reconstruct the super-

resolved image (Right). 

Figure 2.2 – Super-resolution microscopy techniques 
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 Live-cell imaging 2.3

A notable strength of fluorescence microscopy is the possibility to directly probe 

biological processes in living samples. This allows not only to visualize 

biomolecules in their nearly natural environment, but also to study the dynamics 

and structures of biomolecular factors, their interactions, and their transport. The 

high contrast, specificity and sensitivity, the relatively low invasiveness and 

versatility of the labeling have contributed to the establishment of fluorescence 

microscopy as a method of choice for live-cell imaging. However, the time scale 

of a large number of cellular events is such that it remains technically challenging 

to obtain sufficient temporal resolution while preserving the sensitivity of 

detection and the survival of the specimen (Stephens and Allan, 2003). The 

challenge is even greater when in addition high spatial resolution is needed to 

study smaller than the diffraction limit cell components with inherently low 

molecular density. In this context, the performance of fluorescence microscope 

configurations for a given live-cell experiment is to be evaluated by taking into 

account the imposed trade-offs in imaging parameters, namely acquisition speed, 

spatial resolution, imaging depth, and the extent of light-induced photodamage, 

affecting both the fluorescent probe and sample viability. For instance, improving 

the temporal resolution demands a faster imaging rate, hence shorter exposure 

times for excitation. The result is a lower fluorescence signal which affects the 

attainable spatial resolution regardless of the super-resolution technique 

employed. Consequently, laser power is to be increased for better signal 

detection, leading to phototoxicity, which generates a risk of artifactual 

observations. 

In practice, SRM methods, while having their specific weaknesses and strengths, 

have been successfully applied for the study of nanoscale-sized dynamic 

biological phenomena with imaging speed of tens of frames per second (fps). SIM 

offers the highest acquisition rates and reduced photodamage compared to STED 

and SMLM (103 -106 times lower light exposure), although spatial resolution is 

limited. Both fast imaging (28 fps) and high resolution (62 nm) have been 

achieved in STED in a molecularly crowded environment (Westphal et al., 2008). 

However, phototoxicity due to the elevated laser powers required to reach high 

spatial resolution remains a major limitation for live-cell imaging with STED. The 
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photon charge applied on the sample was significantly reduced with a STED 

variant which uses fluorophore photoswitching in line with the concept of 

reversible saturable optically linear fluorescence transitions (RESOLFT) (Hofmann 

et al., 2005). The imaging speed was further increased as RESOLFT was 

combined with multiple doughnut beams to scan the sample simultaneously 

(Chmyrov et al., 2013). 

SMLM is intrinsically slow since accurate localization of individual fluorophores 

requires that only a sparse subset of emitters is fluorescent in each frame within 

a diffraction-limited spot. Thus, a large number of frames are needed for image 

reconstruction, which limits the temporal resolution. However, SMLM is able to 

access single-molecule information, making it an attractive technique to obtain 

quantitative information on protein numbers and dynamics. The development of 

high density localization algorithms (Holden et al., 2014; Huang et al., 2013; Zhu 

et al., 2012) led to a considerable decrease in acquisition time.  

 Probes for super-resolution imaging  2.4

Specific identification of molecules within biological samples with low 

invasiveness and high imaging contrast are the hallmarks of fluorescence 

microscopy. However, depending on the fluorescent probe and the individual 

requirements of the imaging technique, particular attention must be paid during 

sample preparation and the acquisition procedure to avoid potential artifacts.  

2.4.1 Molecular tags 

Specificity in fluorescent labeling is obtained either with genetically encoded tags 

fused to the molecular target or with affinity probes. The former strategy allows 

the labeling of proteins, the tag size is relatively low (~25 kDa) and it is live-cell 

compatible. Fusion protein labels can be either intrinsically fluorescent, i.e. the 

well-known GFP and its variants, or coupled to a fluorescent dye by covalent 

enzyme-ligand binding, such as the commercially available SNAP-tag (~20 kDa) 

(Gautier et al., 2008). When introducing tagged proteins in a biological specimen, 

cell physiology may be altered by overexpression, aggregation, mistargeting, 

misfolding and perturbation of protein function, which constitute the main 



 57 Chapter 2 – Super-resolution microscopy concepts and applications 

limitation of this labeling approach in conventional microscopies, and to an even 

greater extent at subdiffraction resolution. A powerful solution is the use of 

knock-in strategies, providing endogenous expression levels, especially when 

protein quantification is intended as in most PALM applications (Specht et al., 

2013). 

Biological structures can alternatively be tagged with affinity probes, among 

which antibodies are the most widely spread. Antibodies are an accessible, 

versatile tool, which allows direct specific labeling of endogenous epitopes. They 

are particularly useful to target, among others, post-translational protein 

modifications (phosphorylation, ubiquitination, sumoylation, etc.), and even to 

recognize methylation sites on DNA. Whereas diffraction-limited microscopy is 

insensitive to the large dimensions of antibodies (~150 kDa/ ~15 nm) allowing 

secondary antibody labeling, in super-resolution imaging (SMLM in particular) 

probe size becomes a parameter potentially limiting the achievable structural 

resolution. Consequently, primary antibody monovalent fragments (Fab, ~50 

kDa) or the naturally occurring single-chain camelid antibodies (also named 

VHHs or nanobodies, ~15 kDa) are a promising development (Ries et al., 

2012a), though their availability is still limited. 

In SRM, a non-negligible aspect of intracellular components visualization with 

affinity probes is the requirement for sample fixation and permeabilization. These 

processing steps inevitably introduce alterations in the specimen, and structural 

preservation is critical for properly interpreting observations of molecular-scale 

detail. For instance, insufficient fixation or destructive permeabilization may 

result in target mislocalization or degradation. In contrast, strong fixation (as 

practiced in EM) preserves the structures but may also restrain epitope 

accessibility, thus limiting the labeling density and therefore the achievable 

structural resolution in subdiffraction imaging experiments. An optimized protocol 

for SMLM sample preparation has been recently introduced (Whelan and Bell, 

2015). 

2.4.2 Fluorescent molecules 

Imaging contrast (i.e. how well the structure of interest can be discriminated 

from its environment) is a crucial component of fluorescence microscopy, which 

relies on the performance of fluorescent molecules. Some general parameters for 
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assessing fluorophores are brightness (calculated as the product of the extinction 

coefficient and the quantum yield), photostability and water solubility. Recently, 

an additional property that describes the ability of fluorescent molecules to 

transit between bright and dark states, termed photoswitching, has become 

fundamental in super-resolution microscopy applications (Heilemann et al., 

2005). The principle of SMLM relies on the detection of single molecules with 

nanometer precision. Most often this is achieved by separating emission from 

each single emitter in time by making use of their stochastic photoswitching 

behavior. In addition, the use of photoswitchable probes has contributed to 

considerably improve the performance of other super-resolution methods such as 

RESOLFT and SSIM. Fluorophore photoswitching is usually quantified by the 

number of switching cycles, the number of detected photons per switching event, 

the duty cycle (fraction of time a fluorophore spends in an on state), and the on 

and off switching rates (Chozinski et al., 2014). 

The number of switching cycles reflects the number of times an emitter enters 

the bright state and can be detected. For SSIM, RESOLFT and live-cell SMLM, 

multiple detections are preferred to construct high resolution images. In contrast, 

quantification of absolute protein numbers with PALM would ideally benefit from a 

single switch before photobleaching. In practice though, all known fluorophores 

display multiple switching cycles that must be accounted for in quantification 

procedures (Annibale et al., 2011a; Durisic et al., 2014; Puchner et al., 2013; 

Sengupta et al., 2011; Shivanandan et al., 2014; Veatch et al., 2012). The 

number of detected photons per switching event (a metric of the photoswitch 

brightness), and the duty cycle (the fraction of time an emitter spends in the 

fluorescent state) together determine the spatial resolution achievable in SMLM 

methods. The former is proportional to the localization precision, while the latter 

limits the number of fluorophores that may be localized within the volume of the 

PSF. Finally, the on/off switching rates are one factor limiting the speed of image 

acquisition and thus the temporal resolution of super-resolution methods 

employing photoswitchable probes. 

According to their origin, fluorophores are of two types: naturally existing in 

living organisms and subsequently genetically engineered (fluorescent proteins), 

and chemically synthesized (organic dyes). In the context of super-resolution 

imaging, specific advantages of each category impact on the labeling strategy. 

Typically, the duty cycle of photoswitchable fluorescent proteins (FPs) tends to be 
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lower than organic fluorophores, and allows imaging of densely labeled 

structures. In addition, FPs label proteins with a controlled stoichiometry of 1:1, 

crucial in quantification experiments, whereas organic fluorophores are generally 

coupled to affinity probes, for which labeling efficiency is difficult to evaluate. In 

contrast, organic dyes display superior brightness and photostability this allowing 

higher localization precision. They are available in a broader variety of 

absorption/emission spectra spanning the visible and importantly the near 

infrared wavelengths, which makes them convenient for multicolor experiments. 

While FPs do not require a particular composition of the imaging medium in 

SMLM experiments, photoswitching of organic fluorophores has been initially 

obtained by depleting oxygen in the imaging buffer and by addition of a reducer 

(thiol), toxic for cells. Eventually, the exploration of cell-permeative tags and the 

optimization of imaging buffers have introduced organic fluorophores in live-cell 

super-resolution applications (Benke and Manley, 2012; Carlini and Manley, 

2013; Carlini et al., 2014; Klein et al., 2011; Lukinavičius et al., 2013; 

Wombacher et al., 2010). 

Several studies provide systematic evaluation of FPs and organic fluorophores for 

super-resolution applications (Dempsey et al., 2011; Shcherbakova et al., 2014; 

Wang et al., 2014a). While most fluorophores have been optimized for a single 

super-resolution technique, probes that display good performance in several of 

them have been recently developed, such as the photoswitchable proteins 

Dreiklang (Jensen et al., 2014) and mMaple (McEvoy et al., 2012), which will 

foster the development of multimodal SRM approaches. 
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 The nuclear compartment studied with SRM 2.5

Since its first implementation, SRM has allowed to get molecular-scale insight 

into major cellular processes, notably membrane receptor distribution and 

oligomerization, a critical step in cell signaling (Pageon et al., 2013; Scarselli et 

al., 2012; Sengupta et al., 2011). With the evolution of optical setups providing 

the possibility to image thick samples and the improvement of analysis 

procedures performance in lower signal to noise conditions, structures and 

phenomena deeper in the specimens have become accessible to quantitative 

analysis. In this section, we review recent SRM studies that have contributed to 

enrich our understanding of the organization and functioning of the nuclear 

compartment. Specifically, we will focus on research performed in interphase 

chromatin folding and transcription machinery dynamics, two crucial components 

of gene regulation. 

2.5.1 RNAP2 distribution and dynamics 

The most regulated step in gene expression is transcription. It involves complex 

interactions between DNA and trans regulatory elements, the latter including 

histone modifying enzymes, transcription factors and RNA polymerase (RNAP) 

complexes. The DNA binding properties and dynamics of nuclear factors are 

central to the understanding of transcription and have been intensively explored 

with biochemical assays, or more recently with genome-wide chromatin immuno-

precipitation techniques and single-particle tracking (Izeddin et al., 2014). 

RNAP2, is a well-studied transcription effector, however its .nuclear distribution 

and dynamics at the molecular level had not been directly probed. In particular, 

quantitative imaging has been lacking essentially due to the relative abundance 

of RNAP2 in the nucleus and to microscope limitations. Recently, two elegant 

SMLM studies have provided molecular scale spatiotemporal insight into RNAP2 

clustering in mammalian cells (Cisse et al., 2013; Zhao et al., 2014). 

Transcription was proposed to take place in RNAP2-enriched foci known as 

transcription factories, where transcription of multiple loci can be coordinated 

and potentiated (Papantonis and Cook, 2013). Cisse et al (Cisse et al., 2013) 

tested this hypothesis by investigating the dynamics of RNAP2 assembly in live 
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U2OS cells by 2D single-particle-tracking PALM (spt-PALM), a variant of PALM 

allowing for the study of the assembly and disassembly dynamics of clusters with 

a size smaller than the resolution limit. Potential labeling artifacts were discarded 

by engineering a stable cell line expressing a Dendra2-fused catalytic subunit 

(RPB1), replacing the endogenous RPB1. Pair-correlation analysis (Sengupta et 

al., 2011) identified clusters of ~220 nm, while time-correlated detection 

counting within individual high density clusters revealed average lifetime of ~5.1 

s, reflecting the transient nature of RNAP2 clustering. An analogous labeling 

strategy was used by Zhao and colleagues (Zhao et al., 2014), in which RPB1 

was fused to a SNAP-tag and labeled with rhodamine dyes. Localization accuracy 

and efficiency were improved as STORM imaging was performed in a reflected 

light-sheet configuration achieving optical sections of ~1µm. Absolute numbers 

of RNAP2 molecules were determined through a novel spatiotemporal clustering 

analysis, which together with co-localization estimated that the majority (>70%) 

of detected foci are composed of single RNAP2 molecules. Quantitative SRM has 

thus brought arguments against a pre-assembled, stable organization of 

transcription sites in the nucleus. 

2.5.2 Chromatin organization and dynamics 

It is well established that gene regulation and cell fate determination depend on 

the spatial organization of DNA. Until recently, endogenous genome folding could 

only be addressed through genetic or biochemical methods (Dekker et al., 2013; 

Sexton and Cavalli, 2015a), since nuclear substructures are typically smaller than 

the resolution limit of conventional optical microscopes. From this perspective, 

SRM is well suited to provide physical maps of gene regulation processes at 

molecular resolution and reveal subnuclear structures in situ. 

The genetic material in eukaryotes is packed within the nucleus in the form of a 

nucleoprotein complex termed chromatin. The structural unit of chromatin is the 

nucleosome, composed of an octamer of the highly conserved histone proteins 

(H2A, H2B, H3, and H4) and 1.7 turns of the DNA molecule. Hence, fluorescent 

tagging of chromatin can be performed by labeling the core histone proteins, or 

directly the DNA (Flors, 2011). The former implies the use of 

immunofluorescence or protein fusions as discussed above. For instance, 

dihydrofolate reductase (eDHFR) and SNAP-tag fusions have been used for live-
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cell STORM imaging of the histone H2B in mammalian cells, potentially allowing 

to study chromatin dynamics in situ (Klein et al., 2011; Wombacher et al., 2010). 

The second strategy takes advantage of a large variety of intercalating dyes 

available for sequence-independent DNA labeling. Some of them display SMLM-

compatible blinking characteristics and have been successfully used for STORM 

imaging, namely YOYO-1 in DNA extracts (Flors, 2010; Flors et al., 2009) and 

more recently PicoGreen in live cells (Benke and Manley, 2012), (Figure 2.3a). 

Furthermore, incorporation of modified nucleotides using the DNA replication 

machinery combined with click chemistry fluorescent labeling was employed for 

the visualization of nascent DNA fragments in live HeLa cells with STORM (Zessin 

et al., 2012), (Figure 2.3b). Another SMLM approach using the DNA binding 

kinetics of intercalating dyes rather than blinking is Binding-activated localization 

microscopy (BALM) (Schoen et al., 2011). Alternatively, DNA can be stained in a 

sequence-specific manner through the Fluorescence in situ Hybridization (FISH) 

assay. However, ultrastructural preservation is a major concern in FISH 

experiments, particularly at enhanced resolution. Adapted protocols have been 

designed for SIM (Markaki et al., 2012) and will likely be applicable to the higher 

resolution techniques STED and SMLM. Furthermore, a systematic evaluation of 

the different histone or DNA labeling strategies performance in SRM will allow the 

newly observed structural details of chromatin organization to be validated 

(Figure 2.3). 

The global chromatin folding drastically changes throughout the cell cycle, from 

the ~500 nm thick and highly compacted chromosomes with characteristic shape 

in mitosis, to the decondensed ~10 nm chromatin fiber in interphase. These 

orders of magnitude structural variations represent a specific challenge in super-

resolution experiments. In mitosis, the high density of DNA and histones is an 

obstacle to efficient labeling, and sample thickness deteriorates the signal to 

noise ratio due to out of focus light. 

Interphase chromatin, on the other hand, adopts a loose conformation 

heterogeneously spreading throughout the entire nuclear volume, resulting in low 

contrast in SIM and STED images or low localization event numbers in SMLM. 

Several groups have investigated chromatin heterogeneity and reorganization by 

labeling core histone proteins in mammalian cells under normal cell growth 

conditions, comparing differentiation states, and upon physiological stimuli. In an 

early study, Gunkel et a (Gunkel et al., 2009) applied an SMLM variant, namely 
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Spectral Precision Distance Microscopy (SPDM) in two colors to investigate 

nuclear distributions of mRFP1-fused H2A and the GFP-fused chromatin 

remodeler Snf2H in transiently transfected U2OS fixed cells. Counting the 

number of neighbors in a 300 nm radius showed non-random distributions for 

both factors, with nuclear regions depleted in H2A, sites of local enrichment of 

Snf2H, and a partial colocalization of the two proteins. Subsequently, a radial 

distribution function was calculated to quantitatively explore H2B-GFP 

localizations with 2D SPDM (Bohn et al., 2010), uncovering chromatin 

nanostructures on a scale <100 nm. The authors introduced compressibility 

measures to compare large scale structural fluctuations with polymer models, 

which indicated non-random chromatin distributions even on the micrometer 

range. Remarkably, significant differences of H2B distribution depended on the 

expression method, highlighting the crucial importance of proper fusion proteins 

targeting. Deeper investigation of H2B non-homogeneity at the nanometric 

lengthscale in the nuclei of fixed U2OS cells was performed using 3D PALM 

(Récamier et al., 2014). The Ripley K(r) statistics of H2B-Dendra2 indicated 

clusterization without specific size in the range of 10 nm to 1 µm, compatible 

with the fractal globule model proposed by chromosome conformation capture 

(Hi-C) (Lieberman-Aiden et al., 2009) and FISH studies (Sachs et al., 1995), and 

supporting the idea that chromatin organization is influenced by inter-loci 

contacts. Live-cell imaging of H2B-PAGFP further revealed that this organization 

is highly transient (Récamier et al., 2014). More recently, secondary antibody 

immunostaining combined with 2D-STORM (Figure 2.3c) was used to follow the 

endogenous H2B heterogeneity throughout differentiation in human and mouse 

cells (Ricci et al., 2015). The super resolved images indicated that H2B is 

distributed in discrete nanodomains throughout the nucleus, and clustering 

analysis of raw detections confirmed the lack of a characteristic size of 

nucleosome-enriched domains. The number of histone molecules per nanodomain 

was extracted using a calibration curve of H2B localizations densities, which were 

measured in vitro for nucleosome arrays of known length.Nucleosome density and 

number correlated with the pluripotency grade, indicating that differentiation 

leads to an increase in domain compaction. Interestingly, computer simulations 

showed the observed H2B heterogeneity can be explained by the incomplete 

nucleosome occupancy of the DNA fiber. 
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(a) - 2D Live-cell dSTORM of DNA in U2OS cells based on direct DNA labeling with 

Picogreen. Note the sparser distribution obtained here compared to the rest of the images, 

which may be due to incomplete labeling or detection (Benke et al. 2012). (b) - 2D 

dSTORM of fixed HeLa cells labeled with EdU-Alexa Fluor 647. (inset) Magnification of a 

region of interest (Zessin et al. 2012). (c) - 2D STORM of H2B in an immunostained hFb. 

Progressively higher zooms of the regions inside the red squares are shown next to each 

nucleus (Ricci et al. 2015). d - Sub-diffraction and super-resolution image of the Bithrorax 

complex domain using oligoPAINT (Beliveau et al. 2015). 

Figure 2.3 - Chromatin labeling strategies for single-molecule 

localization microscopy 
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In addition to SMLM, other super-resolution methods have been applied to 

investigate chromatin structure. The transient organization of chromatin was 

probed with STED in immunostained rat cardiomyocytes, where pixel intensity 

levels accounted for the local densities of molecules (Mitchell-Jordan et al., 

2012). Induction of hypertrophy, known to cause massive gene expression 

changes, resulted in multi-level redistribution of endogenous H3. Furthermore, 

SIM imaging of the β-globin locus with FISH in mouse erythroid cells allowed 

following of chromatin folding dynamics in opposing transcriptional states (Corput 

et al., 2012). Size and shape analysis revealed that inactive chromatin explores a 

wide range of conformations while gene activation resulted in the FISH spot 

condensation.  

Overall, whole genome labeling methods combined with SMLM have provided a 

glimpse at the complexity in chromatin organization. However, two main 

drawbacks currently make interpretation of images difficult, and functional 

studies complicated. The first is the lack of genomic specificity, and the second is 

the common appearance in the observed structures of collections of protein 

clusters displaying no clear continuity. Recently, a new approach based on 

OligoPAINT technologies provided one possible solution to these issues. In this 

method, thousands of short fluorescently labeled oligonucleotides are used to 

produce a FISH probe that covers large genomic regions (Beliveau et al., 2012). 

The application of this method to visualize topological domains has produced 

impressive super-resolution reconstructions of the Bithorax Complex domain in 

Drosophila (Figure 2.3d) (Beliveau et al., 2015). 

 Perspectives in SRM 2.6

Super-resolution fluorescence imaging allows visualization of cellular components 

in the range of 10-200 nm, so far unexplored by diffraction-limited fluorescence 

microscopies. The optical configurations and analysis methods have undergone 

significant development over the last few years. However, several important 

obstacles need to be circumvented for super-resolution microscopies to become 

widespread. 

Super-resolution microscopies are typically more difficult to implement than 

conventional microscopies, and their results more difficult to assess. Several 
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important controls have to be performed in the quality of acquisition and analysis 

in order to ensure an accurate reconstruction. These are usually performed by 

custom-made software packages. Unfortunately, few tools currently exist that 

allow for quality controls, and these are often not available to the community. 

Ideally, future software developments should be made in a common, open-

source platform easy to port, validate, and improve. In this respect, much is to 

be learnt from software development paradigms used by other communities (i.e. 

CCP4 package for crystallography). 

Conventional microscopy can be performed in multi-color due to the large panel 

of organic and genetically-encoded fluorescent probes available. This is currently 

not the case for SRM, which is in practice limited to at most two colors or less for 

live applications on real biological systems. In part, this limitation is due to a 

general lack of adapted fluorophores. Hopefully, future developments will 

improve our choice of available dyes. The careful study of dye photo-physics will 

likely improve our ability to rationally engineer better dyes and devise new 

acquisition and analysis modes, as well as help characterize novel fluorophores 

found by screening methods. 

Finally, an important limitation of current SRM relies on their poor performance in 

thick specimens (e.g. embryos, tissues). This limitation is due to the increase in 

aberrations with the distance to the objective, as well as to the diffusion of light 

through highly inhomogeneous media. Recent developments using selective 

plane illumination, adaptive optics and multi-focus microscopy will likely be key 

to alleviate, at least in part, these important current hurdles.122–124 
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Chapter 3 

 Chapter 3  – Imaging nuclear structures 3.

with multicolor SMLM 

Since the early days of cell biology, historical discoveries have come hand in 

hand with key developments in microscopy techniques. Less than a decade ago, 

subdiffraction fluorescence microscopies have opened new exciting perspectives 

for biological imaging. Structures that could not be discerned due to the 

diffraction limit have become accessible for structural investigation. Super-

resolution techniques are growingly performant in terms of intstrumentation and 

analysis methods in the new field of nanoscopy. However, every technological 

advancement in microscopy has required improvements in sample preparation 

methods and establishment of robust controls to validate the newly-uncovered 

structural detail. In this chapter I describe and comment on the experimental 

pipeline that I have established to perform 2-color SMLM in eukaryotic nuclei, 

using Drosophila S2 cells as model system. First, sample handling procedures are 

presented and specificities in the context of localization microscopy are 

highlighted. Next, the selected strategies for image acquisition and processing 

are detailed. I then introduce an automated quantitative colocalization analysis 

for localization microscopy and I evaluate its performance through simulations. 

Finally, I present a quality control method that allows the validation of SMLM 

images when no prior information on the structure is available.* 

                                        

* The methods and results presented in this chapter are in the final stages of preparation for publication in 
the journal Methods. 
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 Sample preparation 3.1

SMLM techniques have the potential to reveal subcellular structural features with 

impressive detail down to the single-molecule level. However, stringent protocols 

for the sample preparation are required to achieve sufficient ultrastructural 

preservation and the highest labeling density. The protocol discussed in this 

section provides the key steps for sample fixation and labeling for multicolor 

SMLM* imaging of nuclear structures in Drosophila cells. With the exception of 

cell culture specificities, similar considerations are valid for experiments on other 

systems. Note that the handling and seeding of cells presented below can also be 

performed on non- or semi-adherent mammalian cell lines. 

3.1.1 Cell culture  

The first element of any successful imaging experiment is to ensure good cell 

health. It is critical to continuously monitor cell growth and morphology before 

starting a labeling procedure. For the trained researcher, a visual inspection with 

a low magnification microscope is usually enough. The cell culture and seeding 

procedure on microscope coverslips that I established is detailed below. 

1. Drosophila S2 cells are grown in Schneider’s Drosophila medium (Gibco) in 

75 cm2 cell culture flasks (Nunc) at 25°C.  

2. For microscopy experiments confluent cultures are used, from which the 

growth medium is slowly pipetted out in order to discard floating and dead 

cells, and importantly, to ensure a reproducible cell density over 

experiments. 

3. For minimal cell stress, fresh medium is added to the flask to resuspend 

the cells instead of phosphate buffered saline (PBS) from Gibco. 

4. Cells are gently detached from the recipient’s surface with the help of a 

cell scraper (Nunc). 

                                        

* The acronym SMLM is used when the statement is valid for both PALM (using fusion proteins) 
and (d)STORM (using organic fluorophores and affinity probes). 
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5. Cells are concentrated by centrifugation at 900 rpm for 3 minutes at 25°C 

and subsequently resuspended in 2-3 ml of culture medium. 

6. 200 µl of the cell suspension is then deposited as a 10 mm in diameter 

droplet on 22 mm #1.5 coverslips coated with Poly-L-Lysine (neuVitro, 

GG-22-1.5-pll). Typically this procedure yields a 50–70 % of cell 

confluence per field of view (FOV) which is dense enough to result in ~5-

10 simultaneously imaged cells, and sufficiently sparse so that the 

autofocus system based on the reflection of a laser on the surface of the 

coverslip is not perturbed by an excessive cell density (see Section 3.6.1 

for a description of the autofocus system).  

7. The seeded cells are then allowed to adhere for 1h at 25°C under 

regulated temperature conditions as for cell culture. Longer incubation 

times are not recommended as the low volume of cell medium at this 

stage may evaporate and change the osmolarity of the liquid and perturb 

cell physiology. Furthermore, growth on a poly-Lys glass surface may 

induce cell stress. 

3.1.2 Fixation and permeabilization 

Microscopic studies of chromatin architecture and nuclear processes such as 

transcription regulation, DNA damage response and signaling often require direct 

labeling of DNA or protein post-translational modifications (e.g. phosphorylation, 

methylation, acetylation, ubiquitinylation and sumoylation, as the most 

frequently imaged examples). Since these molecular targets are not genetically 

encoded, the use of fluorescent fusion protein constructs is not adapted, and live-

cell imaging cannot be performed. Rather, immunofluorescence (IF) and the 

fluorescence in situ hybridization (FISH) assays are the labeling methods of 

choice. To fluorescently label the molecular target of interest, cell fixation and 

permeabilization are required. For cytoplasmic components, a mild fixation 

procedure is often sufficient to permeabilize the plasma membrane. For nuclear 

structures though, the integrity of the nuclear envelope must be perturbed as 

well, and harsher treatments are required. 

For fluorescence imaging of the nucleus there are several commonly used fixation 

protocols, which depend on the cell type, the epitope (structure of interest), and 

the affinity probe whether it is a protein or nucleic acid. Frequently used reagents 
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for fixation are formaldehyde, paraformaldehyde (PFA) followed by triton X-100 

at room temperature (RT), PFA at RT followed by acetone at -20°C, and 

methanol at -20°C (Bennett et al., 2009). The concentrations of each reagent 

and the time of incubation are also adapted to obtain the desired strength of 

fixation and permeabilization (see below). In cases when very strong fixation is 

required, glutaraldehyde can be used instead of or in combination with PFA. For 

optimization purposes, it is critical that the different protocols of fixation and 

permeabilization are tested in conventional fluorescence prior to super-resolution 

experiments. Good quality control criteria of the fixation protocol are: preserved 

cell and nuclear morphology in bright field images compared to live cells, high 

specific signal strength, and low non-specific fluorescence outside of the nuclear 

compartment. 

For the experiments presented through this thesis, including imaging of 

transcription factors (RNA Polymerase II), insulator-binding proteins (for example 

Beaf-32), and chromatin components (histones and DNA) the protocol that I 

adapted and applied both for IF and FISH is described below: 

1. Cell fixation with 4% PFA (Electron microscopy sciences, #15714) for 15 

min at RT  

2. Cells are next washed three times with PBS for 5 min at RT. 

3. Membrane permeabilization with Triton X-100 (Sigma) 0.5% for 5 min at 

RT. 

4. Three PBS washes as in step 2  

5. The cells are then directly labeled with fluorescents tags 

To ensure reproducibility, all the solutions for this and the following sample 

preparation steps are made fresh prior to each labeling experiment. For optimal 

quality in dSTORM experiments only freshly fixed and labeled samples should be 

imaged. 

3.1.3 Affinity staining of nuclear targets using antibodies 

In fluorescence microscopy applications, it is of crucial importance to use only 

specific and high affinity antibodies. Western blotting is commonly applied to 

confirm antibody specificity. An additional control is to knock down the targeted 
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protein by RNA interference (RNAi) followed by immunolabeling with the tested 

antibody† and by imaging using conventional microscopy. As shown in Figure 3.1, 

the nearly complete loss of fluorescence in the nucleus of S2 cells treated with 

RNAi against Beaf-32 is evidence for the good quality of the antibody.‡ 

 

                                        

† The references for all antibodies and material for IF are given in the Materials and methods 
section of chapter 4. 
‡ The non-specific signal observed in the RNAi-treated cells may be due to a very low degree of 
non-specific binding of the secondary antibody used for microscopy (as compared to the 
nuclear signal in the mock sample) or reflect the autofluorescence of other cellular 
components. 

 

Immunofluorescence images of BEAF-32 stained with Alexa488 and overlaid with the DNA 

signal (DAPI). Mock: Untreated S2 cells show a specific nuclear staining. RNAi: BEAF-32 

knockdown with RNAi leads to a loss of fluorescence in the nucleus and the whole cell 

area displays a homogeneous signal. 

Figure 3.1 - Control of antibody specificity by RNAi 
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The immunofluorescence labeling protocol that I optimized for imaging S2 cells is 

described below: 

1. Blocking of non-specific antibody binding sites with 10% bovine 

serum albumin (BSA) at RT for 1h. Note that 10 % normal goat serum 

(NGS) alone or in a cocktail with BSA gave similar results. 

2. Three PBS washes. 

3. Incubation with the labeled primary antibody (or a mixture of 

antibodies labeled with different dyes for 2-color experiments) at 4°C for 

12-16 h to minimize non-specific binding. For optimal labeling density of 

nuclear structures I used antibodies at final concentrations of 5–10 µg/ml 

(see comment in the next paragraph). 

4. Three PBS washes. 

5. Samples were then immediately mounted for imaging (see Section 

3.1.5). 

The typical antibody concentrations used in IF protocols are at ~ 1 µg/ml.§ Most 

IF experiments make use of secondary antibodies for detection. The intensity of 

the fluorescence signal is modulated mainly by the concentration of secondary 

antibody. Instead, to conserve optimal imaging conditions for single-molecule 

detection, I used primary antibodies. Importantly, the spatial resolution in SMLM 

is limited by the labeling density of the specimen, which is directly affected by 

the antibody binding efficiency as discussed in Chapter 2 (p.56). Because labeling 

density should not be limited by the antibody concentration, I optimized the IF 

protocol to reach a saturation of the specific sites (5-10 µg/ml). Thus, the density 

of probes will be limited mainly by epitope accessibility and steric effects between 

probe molecules. The former is sample-related and difficult to assess or control, 

the latter is tightly linked to the tag size. 

3.1.4 Imaging buffer for dSTORM 

When organic fluorophores are used to visualize cell structures with SMLM, the 

blinking required to achieve single-molecule conditions is obtained through the 

                                        

§ Most frequently, only the dilution factor is indicated in publications and not the final 
concentrations.  
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chemical environment in the mounting medium. The photoswitching cocktail I 

used for dSTORM is a slightly modified variant of the frequently used enzyme-

based oxygen scavenging system in combination with a thiol as a reducer 

(Heilemann et al., 2008). Indeed fluorophore photoswitching properties in such 

buffer are sensitive even to slight changes induced by different imaging 

conditions (see Section 3.5). 

The mounting solution is composed of: 

1. PBS 

2. glucose oxidase (Sigma) at 2.5 mg/ml 

3. catalase at 0.2 mg/ml (Sigma) 

4. 10% glucose 

5. 50 mM of β-mercaptoethylamine (MEA) 

Stock solutions of enzyme mixture at 100X and MEA at 20X are prepared in PBS 

and stored at -20°C. Note that MEA is unstable and only fresh aliquots are to be 

used. 

The mismatch of refractive index between the objective oil, the coverslip surface 

and mounting media produces optical aberrations (spherical aberration, coma, 

astigmatism) that can distort the PSF of the optical system, which in SMLM 

deteriorates localization accuracy. To overcome this issue, switching buffer 

variants with Glycerol replacing PBS were used (Bennett et al., 2009), although 

the high viscosity of the medium strongly reduces the enzymatic activity of the 

oxygen scavenging system yielding poor photoswitching dynamics and therefore 

resolution. The commercial mounting medium Vectashield has been shown to 

allow efficient photoswitching of AF647 but has lower efficiency for some dyes 

with different emission spectra and is incompatible with Cy3B for dSTORM 

applications (Olivier et al., 2013). 

3.1.5  Sample mounting 

The sample mounting steps are detailed and commented below: 

1. Two final washes in large volumes of PBS (2 times 50 ml). The coverslip 

is immersed into a PBS-filled beaker and gently stirred in the solution for 
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1 min. The coverslip edge is blotted on clean absorbent paper and the 

operation is repeated with the second beaker. 

2. Fluorescent beads with a diameter of 0.1 µm emitting at four 

wavelengths (TetraSpeck Microspheres, Invitrogen) are diluted by 

addition of 0.6 µl of the bead suspension to a cell culture well containing 

the coverslip and 1 ml of PBS. Place cells plus beads mixture on an 

orbital shaker at low rotation speed (~ 100 rpm) for 5 min. 

3. The coverslip side that will be facing the microscope objective is washed 

with milliQ water to remove buffer salts and to clean the surface. The 

coverslip edge is blotted on clean absorbent paper and the sample is 

mounted on a microscope slide containing a 100 µl well and filled with 

the photoswitching buffer. The cell-coated coverslip side should not be 

allowed to become dry. 

For the final step of sample preparation, it is essential to eliminate all remaining 

non-bound fluorescent probes and other contaminants such as cell debris or 

particles. Also, fiducial markers are added to the sample in order to correct for 

lateral stage drift, and in the case of multicolor experiments to serve as an 

internal control to correct chromatic aberrations (c.f. Section 3.3.1). 

The fiducial markers selected here to image nuclear structures in fixed cells are 

fluorescent beads. They are added to the sample at the latest stages of the 

preparation in order to adhere to the cell surface. Indeed, the middle cross 

section of Drosophila S2 nuclei is typically found at ~3 µm above the coverslip 

surface. Beads cannot be localized with sufficient precision if not in the focal 

plane of imaging, which deteriorates the drift and chromatic aberration correction 

efficiency (Erdélyi et al.). In this context, the capacity of beads to adhere to the 

cell surface is highly convenient as it ensures the presence of fiducials at 

different axial positions in every field of view. In many cases though, beads may 

get partially detached during imaging (i.e. do not remain stably bound). These 

fiducials should not be taken into account for drift or image registration analysis. 

It is therefore recommended to adjust bead concentrations such that 5–10 beads 

are found within the field of view of 45 x 45 µm. 

In (d)STORM, photoswitching of organic fluorophores is achieved in the presence 

of a reducing agent and in conditions of depleted oxygen (Dempsey et al., 2011; 

Heilemann et al., 2008). However, SMLM acquisitions are time consuming and 
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oxygen and pH level variations may occur during the image acquisition process. 

This can negatively affect image quality if not controlled. It is a widely spread 

practice to monitor these photoswitching buffer parameters and to change the 

buffer solution when judged necessary. Repeatedly measuring pH and oxygen 

levels during imaging may reveal tedious and impractical. Alternatively, efficient 

isolation from the ambient oxygen can be achieved by sealing the imaging 

chamber. In this configuration, the buffer displays constant behavior for at least 

3-4 hours. After that period, the sample is unsealed and fresh buffer can be 

added. For this purpose, flexible sealing is obtained using duplicating silicone 

(Rotec). 

3.1.6 Antibody conjugation with fluorescent dyes  

The degree of labeling (DOL) of an antibody, i.e. the number of fluorophores 

covalently attached to it, is a critical parameter both in diffraction-limited and 

super-resolution techniques. On one hand, for some methods (Confocal, SIM, 

and STED) a high DOL is preferred as it results in strong signal and resistance to 

photobleaching. Similarly, the density of detected events in (d)STORM** is higher 

when high DOL probes are used, since the probability of activating a fluorophore 

on a given antibody is increased. An excessive number of dye molecules, though, 

can negatively affect the antibody binding capacity. Typically, for commercially 

available labeled antibodies the DOL varies between 2 and 8 fluorophores, 

depending on the antibody, the dye, and the production batch. On the other 

hand, the resolution of SMLM is limited by the fraction of time the fluorophore 

spends in the emitting state, called the duty cycle (see Chapter 2, p.57). 

Consequently, a high DOL would increase the apparent duty cycle of that probe 

and hence the probability of multiple fluorophore localizations. This is a 

particularly acute problem when imaging protein clusters containing tens of 

proteins per diffraction limited spot. DOLs comprised between 1 and 4 are 

recommended in literature (van de Linde et al., 2011), depending on the dye 

duty cycle, photoswitching buffer composition and image acquisition parameters.  

                                        

** The use of brackets in “(d)STORM” indicates that the statement is true both for dSTORM, where a 
single type of fluorophore is conjugated, and for STORM, which relies on two types of fluorophore 
per antibody to form the  dye activator-reporter pair. 
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Importantly, the DOL is obtained through spectrofluorometric measurements of 

the labeled antibody solutions, which only yield mean values. As a result, a 

solution of labeled probe with DOL of 3 will contain molecules coupled to a 

variable number of dyes. This heterogeneity at the single-molecule level may 

affect the output of SMLM experiments by introducing artefactual localization 

density variations, which are enhanced as the DOL increases. To limit the effect 

of labeling heterogeneity at the single-molecule level, DOLs of 1-1.5 were chosen 

in this thesis. The control of the DOL depends on several parameters: the molar 

ratio between the dyes and the antibodies, the pH of the reaction buffer, 

temperature and time of the reaction. 

Antibodies are commonly conjugated to fluorophores by the formation of a stable 

amide bond involving the amine groups present in the peptide chain and 

succinimidyl ester groups coupled to the dye molecules. Amines are reactive in 

their non-protonated form. Hence, the preferred reaction buffers are with alkaline 

pH between 8 and 9. On the other hand, for the specific reaction with the amine 

terminus (pKa ~9.5), which additionally will yield low DOLs, the labeling may be 

performed at neutral pH.  

There are two main types of coupling reactions depending on the environment. 

The most common type of reaction includes antibodies and reactive dyes freely 

diffusing in solution. This strategy is convenient when large amounts of the 

antibody are available, since efficient labeling is achieved for high protein 

concentrations (above 2 mg/ml) in volumes of ~30 µl. In addition, the pH during 

the different steps is constant when the reaction takes place at neutral pH, which 

preserves the antibody from denaturation. Only antigen affinity-purified 

antibodies must be used in solution-based labeling, as the presence of other 

proteins would result in loss of specificity during imaging. A thorough purification 

follows the reaction to eliminate free dyes, classically through gel filtration. 

Complete removal of free dye frequently needs a final step involving extensive 

dialysis. The efficiency of unreacted fluorophore removal from the antibody 

suspension is a major concern, especially for SMLM experiments, and its 

monitoring is essential. To obtain labeled antibodies with low levels of unreacted 

fluorophores, solid-phase labeling is the type of dye conjugation reaction of 

choice (Lundberg et al., 2007). In this method, a matrix of porous resins (i.e. 

beaded agarose) or magnetic beads is functionalized commonly with antibody-

binding bacterial protein A or protein G, which are selected according to the 
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antibody host species. When introduced into the resin bed, the antibody is 

immobilized to the column by affinity binding. The solid-phase approach 

combines antibody purification and dye labeling in a single step, which allows the 

input of antibody solutions that contain stabilizing proteins and chemicals, which 

are frequently added by manufacturers. Furthermore, this procedure is able to 

label antibody quantities and volumes as low as 10 µg and 10 µl respectively, 

which is highly convenient for commercial antibodies. After labeling, antibodies 

are recovered from the column by low pH (~3) elution. This step may affect the 

specificity and reactivity of some pH-sensitive antibodies. There are higher pH 

(4-6) elution buffers commercially available, although they may result in a low 

purification yield. Independently of the labeling strategy, the antibody specificity 

and the absence of free fluorophore need to be controlled by conventional 

microscopy prior to super-resolution experiments. When labeling nuclear 

components, the presence of free dyes for example is readily manifested by an 

increase of fluorescence in the cytoplasm, whereas antibody denaturation results 

in a loss of intensity in the nucleus. 

The final protocol for antibody labeling is detailed in Section 3.6.2. 

 Image acquisition in SMLM 3.2

3.2.1 Film length 

SMLM achieves sub-diffraction resolution by temporal separation of the 

fluorescent signal originating from individual probes within image areas the size 

of a PSF. This requires the recording of image sequences, the length of which 

depends on the photoswitching kinetics of the emitting molecules and the density 

of labeling of the target structures in the sample. As a consequence, a high 

number of fluorophores in the sample commonly results in long acquisition times. 

The camera frame rate is matched with the blinking dynamics of the sample such 

that the emission from a blinking event is detected on average during a single or 

a few frames. The ideal acquisition duration of SMLM experiments, ensuring a 
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maximal rendering of the labeling density of the sample, lasts until all 

fluorophores in the field of view are photobleached*. 

If fluorescent beads are used as fiducial markers to correct for lateral stage drift, 

they can substantially lose their intensity or photobleach in long acquisitions 

(tens of minutes). We have found that in our imaging conditions (see below), 0.1 

µm TetraSpeckTM Microspheres are detectable for ~30,000 frames (per detection 

channel in 2-color acquisitions) at 50 ms frame rate. To circumvent this 

limitation, an alternative would be the use of functionalized gold fiducials, as 

recently described for yeast samples, where streptavidin-bound gold nanorods 

were imaged at several µm from the coverslip surface (Kaplan and Ewers, 2015). 

3.2.2 Excitation/activation scheme 

Single-fluorophore detection is central to SMLM experiments, and is dependent 

on photoswitching kinetics in the sample. These in turn are modulated by the 

chemistry of the mounting medium, in the case of (d)STORM, the excitation 

and/or activation laser power for PALM and (d)STORM, and the fluorophore 

density. On one hand, photoactivatable proteins such as mEos2 may be activated 

by the excitation laser (561 nm). Thus, for very dense samples the power of the 

readout laser has to be adjusted to ensure single molecule conditions (as the 

higher the excitation powers the higher the probability of photoactivation). On 

the other hand, organic dyes like AF647 and Cy3B, under low oxygen conditions 

and in the presence of a reducer, typically require an additional activation (405 

nm). In this case, increasing the excitation power results in higher emission 

intensities and accelerates the transition to the dark states. The activation laser 

mediates the transition from the metastable dark state back to the ground state 

(S1). Thus, the combination of excitation and activation illumination accelerates 

the photoswitching dynamics of fluorophores allowing faster acquisition as long 

as single molecule conditions are respected (one emitter per diffraction-limited 

area). Both pulse and continuous illumination can be applied to obtain the 

desired blinking behavior. In our system, the simplicity and high efficiency of 

continuous excitation and activation was preferred. Frequently used illumination 

                                        

* In dense pools of molecular targets, such as nuclear proteins, this requirement may not be 
achieved due to diverse factors including fiducial marker photobleaching, photodamage on the 
sample, or limited data storage capacity. 
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powers in SMLM imaging of Drosophila nuclear components are as follows: 1 

kW/cm2 at 641 nm (for AF647), 0.8-1.2 kW/cm2 at 561 nm (for Cy3B and 

mEos2), and 0-0.1 kW/cm2 at 405 nm for activation. The intensity of activation is 

progressively increased throughout the acquisition to ensure a constant amount 

of simultaneously emitting fluorophores within the labeled structures. 

3.2.3 Sequential acquisition of two-color SMLM images 

Multicolor fluorescence imaging of cellular components has the potential to reveal 

spatial proximity (colocalization) of the labeled species, providing an in situ 

indicator of putative molecular interactions. SMLM techniques allow the precision 

of the colocalization measurements to be substantially increased, as the 

resolution is improved ~10-fold compared to diffraction-limited methods. 

Imaging molecular species in two or more colors, however, is prone to systematic 

errors related to the optical system (chromatic aberrations) and the spectral 

properties of the detected fluorophores (crosstalk between the different 

species)(Scarselli et al., 2012). Different imaging and analysis modalities have 

been implemented to correct for errors in multicolor experiments (Heilemann et 

al., 2009; Lampe et al., 2015; Shroff et al., 2007; Testa et al., 2010). 

As for conventional microscopy, the signal from the different detection channels 

may be recorded simultaneously or sequentially. Simultaneous SMLM acquisition 

may be achieved by simultaneously activating spectrally separated fluorophores, 

individually detected by splitting the camera chip with a dichroic-based emission 

splitter (Crossman et al.; Ries et al., 2012b). To correct for chromatic aberrations 

in this configuration, an image registration step is required. While convenient for 

some applications, the observation area is reduced at least twice, and in the case 

of small cells like Drosophila cell lines, the experiment throughput is reduced. 

Alternatively, using activator-reporter dye pairs (STORM), the same reporter dye 

and detection channel may be used while activating different activator dyes with 

lasers of different wavelengths (Bates et al., 2007b). No image registration is 

required here, however, the system suffers from channel crosstalk that needs to 

be evaluated and removed in a complex post-processing step. 
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Figure 3.2 - Sequential 2-color SMLM imaging procedure 

 

(a) – Acquisition and post-processing pipeline in two-color SMLM. The asterisk in steps 2 and 3 

indicates that the focus must be adjusted before the acquisition in the second channel. (b) – 

Top: Reconstructed 2-color SMLM images of four Tetraspeck beads from the same field of view 

and separated by >10 µm from one another, before processing. Lateral drift over the acquisition 

of 20,000 frames per channel is reflected by the elongated trace-like images of the spherical 

beads. Images from the red and the green channel do not overlap due to chromatic aberrations 

in addition to drift. Bottom: The same beads but after drift and chromatic shift correction. Scale 

bar: 50 nm. (c) – Schematic representation of the calculation of focus shift in two-color 

acquisitions of spectrally separated fluorophores. The normalized bead intensity in each 

channel can be fitted with a Gaussian function. The peak of the curve indicated the position of 

the focus plane of the bead. The difference in the intensity maxima is used to adjust the focus 

before starting the acquisition in channel 2. (d) – Bead scan for image registration. Left: raw 

localization plot of the bead at each position on the field of view. Positions are indicated with red 

(for channel 1) and green (for channel 2) empty circles. Blue vectors indicate the extent and 

directionality of the local chromatic offset, which is inhomogeneous in the field of view. Before 

correction, the mean distance between red and green beads is D=57nm. Right: After 

registration using the “local weighted mean” transformation, bead positions are corrected and 

the mean registration error (RE = 7 nm) indicates a substantial improvement in coincidence of 

the XY bead coordinates (note that blue arrows are too small to be seen in this image). 
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In the sequential acquisition mode, spectrally separated dyes are activated and 

detected at different time points of the acquisition, minimizing channel crosstalk. 

The whole field of view (FOV) can be used for each of the colors and the optical 

setup needs no modifications with respect to single color acquisitions. Therefore, 

sequential imaging was performed in the multicolor experiments described here. 

The individual acquisition steps are detailed below and schematically summarized 

in Figure 3.2a. 

The use of separate detection channels leads to a chromatic offset in the 

resulting images on the camera in all three directions. Chromatic aberrations in 

the lateral direction result in image distortions such that the same object 

detected in the two channels appears at different positions on the camera as 

depicted in the upper panels of Figure 3.2b. The lateral displacement of images 

can be corrected during post-processing in a procedure described in Section 

3.3.1. 

In the axial direction, a focus shift is observed, and its amplitude increases with 

the increased difference between the detection wavelengths. Therefore, the focus 

must be adjusted, prior to the acquisition of the second color. For this purpose, 

the following steps were implemented: 

1. The focus is set in one of the colors over the FOV of interest. 

2. The intensity of one or several beads in the field of view at or close to 

the focus set in the previous step is measured from -1 to +1 µm from 

the focus position of the bead along the Z axis. The same operation is 

repeated for the second color. 

3. A plot of the intensity as a function of the axial position is drawn for each 

bead in the two colors. A Gaussian fit is applied to each curve and the 

focus shift is calculated as the difference between the axial positions at 

the peaks of the curves in each color as shown in Figure 3.2c. 

Note that the focus shift is relatively constant between the different FOVs and 

increases slightly with the depth of the imaging plane. However, the rapidity and 

simplicity of the focus adjustment procedure allow the focus correction for every 

SMLM film. In the experiments described here, in which the detection channels 

are at 700 nm (AF641) and 600 nm (Cy3B or mEos2) and the imaging planes are 

at ~ 3 µm deep in the sample, the focus shift adopts typically values of 500 ± 70 

nm. 
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In conventional microscopy, the lower wavelength acquisition is performed first, 

in order to preserve the sample from photobleaching. In dSTORM experiments, 

no substantial difference was observed when the order of channels was switched. 

In PALM/dSTORM acquisitions though, when fluorescent proteins are detected in 

one of the channels (e.g. mEos2 and AF641 as a PALM/dSTORM pair), it is 

preferable to image first the protein channel as the continuous activation laser 

(405 nm) powers are lower than for organic dyes. When mEos2 was imaged after 

AF641, the protein was essentially overactivated and little single-molecule 

blinking could be observed. 

 Data analysis 3.3

In this section I briefly describe the two-color SMLM image post-processing steps 

that I have implemented in a graphical user interface using Matlab (SMLM_2C). 

3.3.1 Detection and post-processing of localization data 

Following the acquisition of SMLM films in Drosophila nuclei, the images are 

obtained after several steps of processing that are described. The procedure is 

identical for single and 2-color experiments with the exception that for the latter 

an additional lateral chromatic error correction is required. 

Localization of single-molecule fluorescent events is performed using two 

localization algorithms: 1-the Localization Microscopy plugin in Micromanager 

(Edelstein et al., 2014), and 2- Multiple Target Tracing (MTT) (Sergé et al., 

2008). The former is very convenient for its speed and good performance and 

was mainly used during acquisition to check the quality of the samples and films. 

The latter method is slow, however it yields superior detection efficiency and 

accuracy. 

Chromatic aberrations correction in 2-color experiments is applied as 

previously described in (Churchman and Spudich, 2012) (see Section 3.6.3). As 

shown in Figure 3.2b, distortions of the image are observed between the 

different colors. This error in the positioning of the same object can be corrected 

by an operation termed image registration, which is the process of aligning 

images of the same source. One of the images is selected as reference and the 
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second image is geometrically transformed (for example by translation, scaling, 

and rotation) to match with that reference. For superresolution images, a local 

nonlinear (local weighted mean) transformation yielding nanometer registration 

precision is applied. To perform image registration an additional acquisition is 

required, in which a bead is imaged in the two colors at different positions of the 

field of view. The following steps are performed in our two-color SMLM 

experiments: 

1. A fluorescent bead in the imaged sample is automatically scanned 

across the FOV using custom acquisition software. Ideally, the bead 

should have the same axial position as the structures or markers of 

interest. 

2. For each position of the scan, a short film (20–30 frames) is acquired 

in each of the detection channels (Figure 3.2d) 

3. The higher the number of positions recorded, the better the precision 

of registration. For a 45×45 µm FOV a scan of 12×12 bead positions 

yields satisfactory results. 

4. The beads positions are detected using MTT and the spatial 

transformation required to align images is calculated. The mean error 

of registration (see Section 3.6.3) is calculated, which typically ranges 

between 5 and 10 nm (Figure 3.2b, lower panels), as reported to be 

the maximum precision of this method (Churchman and Spudich, 

2012; Malkusch et al., 2012). Bead scans with TRE > 10 nm are 

typically discarded. 

5. The transformation is applied to the localizations detected on the 

sample in one of the channels. The reference channel in the beads 

image and the sample must be at the same wavelength. 

Drift correction is applied using a custom algorithm (Fiche et al., 2013a) (see 

Section 3.6.4), which I adapted for 2-color acquisitions. A short part of the film is 

automatically loaded by the analysis program, and after processing beads are 

identified by means of an automatic (or user-defined) intensity-based threshold, 

as beads intensities may vary between experiments. The trajectories of beads 

are calculated and a reference trajectory is derived to correct the positions of the 

single-molecule events detected during the time of the acquisition. Importantly, 
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in two-color experiments, the co-ordinates of localizations in the two channels 

are concatenated for the drift correction, since the acquisitions have occurred 

sequentially. After the drift correction is applied, the localizations are re-

attributed to their respective channels for further processing. 

At this stage of the analysis, it is imperative to monitor the performance of both 

the image registration and drift correction. For this purpose, the super-resolved 

images of the entire field of view are reconstructed and the following controls are 

performed: 

1. Visual inspection: the spherical shape of the fiducial marker localization 

distributions illustrates the good performance of the drift correction. 

2. To evaluate the alignment of images in the two colors on drift-corrected 

localizations, the registration error (RE) is calculated on the beads used for 

drift-correction. If RE>10 nm the images are discarded from 2-color 

analyses. Note that when the drift correction is satisfactory (even if the 

chromatic aberration correction is not) single color analyses can still be 

performed on these datasets. 

Segmentation is a convenient post-processing step in which the FOV is split in 

regions of interest (ROIs). Each ROI contains a single cell, thus localizations from 

different cells on the same image can be classified and analyzed separately. In 

the case of SMLM, a 45×45 µm FOV contains thousands of localizations in each 

color (typically ~105), which may be challenging due to computer power 

limitations. Two types of filters have been implemented in the 2-color analysis 

program. These filters are applied to filter out false positive localizations, such as 

events detected from beads (high density of detections) or non-specific events 

(low percentage of the total detected events). Briefly, the following operations 

can be performed after drift and chromatic aberration corrections using the 

SMLM_2C program: 

1. In the Manual mode, rectangular ROIs are defined through interactive 

selection.  

2. The Automatic segmentation mode uses low resolution images 

(epifluorescence image acquired before the SMLM film) to detect the regions 

containing specific fluorescent labeling. Background is subtracted, a Sobel 

filter is applied for edge detection of the specific signal (a function readily 
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available in the Matlab “Image processing toolbox”), and a series of 

morphological operations (dilation, erosion) are performed to detect the ROIs. 

When proteins or complexes with homogeneous distributions within the 

nuclear compartment are imaged, such as the RNA polymerase II (Pol2) or 

Insulator Binding Proteins (IBPs), the fluorescence signal is sufficient to 

segment the nuclear regions*. The resulting ROIs are sorted according to their 

size and shape using predefined criteria. For instance, IBP-stained nuclei with 

elongated shapes (length ratio between major and minor axis >~1.5) are 

discarded as Drosophila S2 nuclei are essentially spherical. Similarly, ROIs 

with diameter outside of the 4-6 µm range are discarded. Regions smaller 

than 4 µm would belong to cells that are either in a critical physiological state, 

to out of focus cells, or to cell debris, while larger nuclei may correspond to 

cell aggregates or mitotic cells. 

Image reconstruction is a post-processing step required to retrieve the 

localization information from SRM experiments into pixel-based images. The 

SMLM methods yield a list of discrete spatial coordinates that are pixelated (i.e. 

grouped together) to form an image. Image reconstruction can be performed in 

several ways. One method is the representation of localization coordinates as a 

2D histogram in which the intensity is proportional to the number of localizations 

in a given pixel with a user-defined size. Another method is a widely applied 

rendering approach, in which the intensity associated with each localization event 

is spread on the surrounding pixels with a Gaussian distribution of standard 

deviation equal to the experimental localization precision. The pixel size is 

defined by the user and is typically ~2.5 fold smaller than the standard deviation 

of the Gaussian function. 

3.3.2 Quantitative analysis of colocalization 

Methods to measure the association of two cellular components 

Multicolor fluorescence microscopy is frequently applied to evaluate the relative 

spatial distributions of cellular structures and components and provide a 

                                        

* If localized signal is imaged such as in FISH, DAPI staining of DNA is used to segment 
nuclear regions in cells. 
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spatiotemporal framework for biological phenomena. To study molecular 

interactions on the <10 nm lengthscale Förster Resonance Energy Transfer 

(FRET) techniques are most commonly applied. For longer than 10 nm separation 

between the molecular species of interest, the colocalization or the degree of 

spatial coincidence is estimated in a qualitative or quantitative manner using 

diffraction-limited microscopies. In spite of being widely used as an indicator of 

potential structural and functional association between factors, colocalization in 

confocal microscopy has a precision limited by the diffraction of light. This is due 

to the fact that structural details beyond the limit of diffraction cannot be 

resolved by confocal microscopes. In other words, when two species are 

considered colocalized, their true distance may be >~250 nm. This limitation 

becomes then critical given that proteins have a typical size of a few nanometers 

(~5 nm for a 50 kDa globular protein). Classically, to estimate the degree of 

colocalization from fluorescence images one can analyze the intensity information 

of the pixels. Alternatively, in object-based methods, the structural features of 

the detected signal are extracted through the process of segmentation, and the 

distances or overlap between the identified “objects” are measured (Bolte and 

Cordelières, 2006; Cordelières and Bolte, 2014).  

Intensity-based approaches evaluate the extent of correlation between the pixel 

values in the first detection channel and the pixel values in the second channel. 

This type of colocalization analysis is not suited for SMLM. The reason lies in the 

nature of the SMLM image, which is reconstructed from lists of position 

coordinates. The intensity in reconstructed SMLM images typically integrates the 

number of detections in a given pixel, and the PSF intensity of single molecule 

emission events. The density of localizations depends on the density distribution 

of target molecules, but also on the efficiency of labeling, and importantly, on the 

blinking dynamics of the dye. The photoswitching properties are specific to each 

fluorophore. Hence, two SMLM images of the same structure labeled with the 

same labeling efficiency but with two different fluorescent dyes would result in 

different intensity distributions. 

Object-based colocalization analysis is applicable on SMLM data as it relies only 

on the structural properties of the signal. In conventional fluorescence images, 

segmentation is performed by applying an intensity threshold on the image. 

Segmentation of single-molecule localizations into objects is performed by 

grouping the individual events that are found closer than a given distance in a 
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method termed clustering (see Clusterization in PALM/STORM in Section 4.6 for 

the principle and application of clustering analysis). The size, position and shape 

of the identified “clusters” can be measured. Structures with centers found at a 

distance smaller than the size of the objects (because of overlap) or smaller than 

the resolution of the technique (10-20 nm in SMLM) can be thus considered 

colocalized. 

Coordinate-based colocalization analysis (CBC) 

A novel approach for single-molecule colocalization quantification has been 

recently introduced by Malkusch et al. (Malkusch et al., 2012) with the name of 

Coordinate-Based Colocalization analysis (CBC). The procedure is analogous to 

the Pearson correlation coefficient calculation for conventional microscopy 

(Manders et al., 1992). The Pearson correlation is an intensity-based approach 

that calculates the correlation between the pixels’ intensities in the two channels, 

or the extent to which the pixel values tend to change together. For each 2-color 

image, the Pearson correlation yields a single coefficient with values comprised 

between -1 for negative correlation (interpreted as exclusion between the two 

signals) and 1 for complete positive correlation (colocalization), with 0 when no 

correlation is found.  

In CBC, a colocalization coefficient is attributed to each single-molecule 

localization, from each detection channel, by calculating the Spearman rank-

order correlation. If A are all events detected in the first channel and B are all 

events detected in the second channel, then the CBC coefficient of the 

localization Ai is determined as follows (Malkusch et al., 2012): 

1. Distribution of localizations of species A around Ai 

!"#,"($) =%
&"#,"($)
'$* + % '-./0*

&"#,"(-./0) %=
&"#,"($)

&"#,"(-./0) % + %
-./0*
$*  

2. Distribution of localizations of species B around Ai 

!"#,1($) =%
&"#,1($)

&"#,1(-./0) % + %
-./0*
$*  

where &"#,"($) is the number of localizations of species 2 within the distance $ 
around 23, and &"#,1($) is the number of localizations of species 4 within the 
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distance $ around 23. The distributions are corrected for the area ('$*), 
normalized by the number of localizations within the largest observed 

distance  -567  (see below) and divided by the largest observed area for species 

A  (&"#,"(-./0)8'-./0*)  and B  (&"#,1(-./0)8'-./0*). A uniform distribution 

would give an expected value of  !($) %= %9  for all $. 
3. Attribution of ranks to each distribution for each r 

4. Calculation of the Spearman rank correlation 

:"# =%
; (<>?#,?@$AB %C%<>?D,?EEEEEEEE)(<>?#,F@$AB %C%<>?D,FEEEEEEEE)GHIJKLMN

O; (<>?#,?@$AB %C%<>?D,?EEEEEEEE)*GHIJKLMN %O; (<>?#,F@$AB %C%<>?D,FEEEEEEEE)*GHIJKLMN
 

where <!2P , 2($) is the rank of !"#,"($)  calculated after Spearman, 

and  <!2P,2  is the arithmetic average of  <!"#,"($).  

5. The colocalization value Q2P, is calculated as : 

RST =%UST % + %V(W%
XST,YZ[\]) 

where  ^2P, 4  is the distance from  23 to the nearest neighbor from species 

B. Q2P is calculated for every single-molecule localization and can adapt values 

from −1 to 1, similarly to the Pearson coefficient  

Implementation of CBC for automated whole-cell analysis (aCBC)  

The calculation of the CBC coefficient requires three types of input: the 

localization coordinates from the two detection channels, the distance interval r, 

within which the number of neighbors will be counted, and the position and size 

of the region to analyze. In the original work (Malkusch et al., 2012), the 

analyzed area (ROI) is user-defined, similarly to the manual segmentation 

procedure described in Section 3.3.1, and is chosen to select only a small subset 

of the localizations in the image. In addition, all the events within the ROI are 
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considered correlated. In this context, Rmax reflects the total area occupied by the 

localizations in the ROI.  

To avoid manual selection of ROIs for the CBC analysis of nuclear protein 

distributions, I implemented an automated variant of CBC (aCBC).  

Two user-defined parameters are employed:  

1. Rmax is the value corresponding to the radius of the region, in which the 

distance distributions will be calculated for each localization. For each 

detection event, all the localizations found outside the area defined by 

Rmax are considered uncorrelated. To determine the value of this 

parameter for a given dataset, one should consider the size of the 

structures from each channel, and the distances between the structures in 

the 2-color image.  

2. The distance interval r corresponds to the bin size of the distance 

distribution histograms (!"#," and !"#,1) that are calculated in the first 

step of the CBC analysis. Each histogram contains Rmax/r number of bins. 

Therefore, r defines the resolution of the aCBC analysis. 

Determination of aCBC parameters 

To evaluate the input parameters value impact on the output of the aCBC 

analysis, a simple case was considered (Figure 3.3). A synthetic 2-color 

reconstructed image was generated (Figure 3.3a), in which the first channel (red) 

represents two Gaussian clusters of single-molecule localizations (as obtained in 

SMLM experiments), found at a distance of 200 nm from one another. In the 

second channel (green), a single Gaussian cluster is partially co-localizing with 

one of the red clusters, with a peak to peak distance of 30 nm. The peak to peak 

distance between the green cluster and the second red cluster is 170 nm. All the 

clusters contain 500 localizations and have the same size (σ=30 nm). The values 

for r and Rmax (R for simplicity) are in nm.  

The cumulative histograms of aCBC values (Figure 3.3b,c) and the respective 

aCBC maps (Figure 3.3d,e) of the clusters from the red channel illustrate the 

differences in output that can be obtained for the same situation by varying 

either r or Rmax (R for simplicity). The aCBC analysis was performed by testing 3 

values for r at constant R (Figure 3.3b,d), and 3 values for R at constant r 
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(Figure 3.3c,e).†When r is small (2 nm), the analysis finely probes the distances 

between localizations and results in smoothly distributed positive correlation 

values for the lower cluster, and negative correlation values for the upper cluster 

(Figure 3.3b, blue curve). In the colocalizing cluster (Figure 3.3d left panel), the 

events that strongly overlap with events from the green channel can be 

differentiated from the events that are in close proximity but overlap with only a 

small number of events from the green channel (arrowhead). Similarly, in the 

non-colocalizing cluster, the events that are close but do not overlap with the 

green cluster display a stronger anti-correlation (dark blue dots) compared to the 

events that are further away from the green cluster (light blue dots). When r is 

increased to 20 nm (Figure 3.3d, middle panel), the events from a given cluster 

show a higher homogeneity and the contrast between the aCBC values in the 

colocalizing (dark red dots) versus the non-colocalizing (dark blue dots) cluster 

are enhanced. Thus, approximately the same coefficient is attributed to the 

events belonging to the same structure (cluster), which may be convenient for 

analysis of more complex samples. When r=100 nm (Figure 3.3d, right panel), a 

single bin of the distance histograms comprises the large majority of the events 

from each cluster. The events from the colocalizing structure display similar 

values to the previous condition. However, the events from the non-colocalizing 

cluster are considered as positively correlated, and a wrong conclusion of 

colocalization may be drawn. 

As stated above, the parameter R determines the distance, up to which the 

correlation (positive or negative) is probed (Figure 3.3c, e). For R=50 nm (Figure 

3.3e, left panel), that is, smaller than the size of the clusters, the colocalizing 

cluster displays high aCBC values similar to the previous conditions, whereas all 

the events from the non-colocalizing cluster are excluded from the analysis and 

considered uncorrelated (straight line at aCBC=0 in Figure 3.3c). At R=200 nm 

(Figure 3.3d and Figure 3.3e, middle panels), which corresponds to the distance 

between the two red clusters, the area where correlation is probed is large 

enough to take into account both red clusters and correlate them with the green 

cluster. As a result, two populations of positive and negative aCBC coefficients 

can be distinguished (Figure 3.3c, red curve), corresponding respectively to the 

events from the colocalizing and non-colocalizing cluster. Last, for R=2000 nm 

                                        

† For simplicity, only the colocalization coefficients of the red channel are displayed, since the 
effects commented below are equivalent for the cluster in the green channel. 
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(a) – Composite reconstructed image of 3 clusters of SMLM localizations with Gaussian 

distribution, 2 clusters in channel 1 (red) and 1 cluster in channel 2 (green). The clusters 

contain 500 localizations each, and have the same size (σ=30 nm). The values for r and 

Rmax (R for simplicity) are in nm. (b) – Cumulative histograms of aCBC values in the red 

channel for R constant. (c) – Cumulative histograms of aCBC values in the red channel for 

r constant. (d) – aCBC coefficient maps for channel 1 (R constant). e – aCBC coefficient 

maps for channel 1 (r constant). Scale bars: 100 nm. 

(Figure 3.3e, right panel), the area by which the distance distributions are 

normalized is such, that the population information is lost (Figure 3.3c, yellow 

curve). The colocalization for the lower red cluster is underestimated (lower aCBC 

coefficients compared to the previous conditions). Inversely, the non-colocalizing 

cluster is attributed positive aCBC coefficients, and thus appears colocalized with 

the green cluster. 

Figure 3.3 - Determination of aCBC parameters 
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These observations indicate that the definition of R and r is critical for the 

accuracy of the method. Depending on the experiment and the sample, one may 

wish to probe very locally for colocalization and exclude from analysis structures 

that are considered out of range for a given cellular component. The size, shape 

and distribution of the studied markers, as well as the spatial resolution of the 

image are to be considered for the determination of aCBC parameter values. 

Therefore, knowledge on the structure of interest, prior to the aCBC analysis may 

be helpful to determine the input parameters. For small abundant globular 

distributions, as frequently displayed by nuclear factors, a clustering analysis 

step (see Clusterization in PALM/STORM, Chapter 4) provides such information. 

For indication, in this thesis, r is attributed the value of the imaging resolution, 

taking into account the localization precision of the detected events, as well as 

the precision of the chromatic aberration and drift corrections. For structures 

presenting Gaussian distributions of the detected clusters, R is ~10*σ of the 

cluster, such that all the events of the cluster are considered for correlation 

analysis but the other clusters are discarded from the local calculation of aCBC. 

Evaluation of aCBC performance 

The aCBC analysis provides a method to determine the extent of colocalization 

with a detail potentially down to the single-molecule resolution. To test the 

performance of aCBC in complex samples and establish a robust colocalization 

quantification procedure, SMLM-like datasets with known colocalization levels 

were generated and analyzed. The approach and parameters of the SMLM cluster 

simulation are detailed in Section 3.6.5. 

First, a complete colocalization situation was simulated and the resulting 2-color 

reconstructed image is shown (Figure 3.4a). The dataset consists of a random 

distribution of Gaussian SMLM clusters within a circle with radius equal to 3 µm 

(the size of clusters is σ=20±5 nm, and mean number of events per cluster = 

50). In the first channel (red), the centers of 100 clusters completely overlap 

with the centers of 100 clusters in the second channel (green), which contains a 

total of 200 clusters.‡  

                                        

‡ With the overlay representation of the 2-color image it is difficult to appreciate the degree of 
colocalization, as it is frequently the case with experimentally obtained images. The intensities 
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The same dataset was analyzed with aCBC and the colocalization coefficient 

maps of the individual localizations are shown in Figure 3.4b. As expected, the 

vast majority of clusters from channel 1 display high correlation coefficients, and 

from the cumulative histogram (Figure 3.4c) it appears that 93 % of the events 

in channel 1 have a correlation coefficient >0.5. In contrast, in channel 2, where 

only half of the clusters colocalize, three populations of events can be 

distinguished (Figure 3.4). The largest population is composed of positively 

correlated clusters (~60%). A second population is defined by completely 

uncorrelated clusters with aCBC=0 (~30% of events). The third population 

contains negatively correlated events (~10%), which correspond to clusters that 

are positioned in proximity but do not overlap with clusters from channel 1 

(Figure 3-4b, right image). 

Next, the correlation of the aCBC analysis output and the true colocalization was 

evaluated. Clusters in 2-colors were generated as above, and the percentage of 

overlapping cluster centers from channel 1 was varied between 0% and 100%. 

The aCBC coefficients were calculated, and to compare the different colocalization 

situations the fraction of localizations with a high colocalization coefficient was 

extracted from the aCBC coefficient histograms. The results are summarized in 

Figure 3.4d, where each data point is the mean percentage of events with 

aCBC>0.5 from 30 simulations at each level of colocalization. The error bars 

indicate the standard deviation of the mean values obtained from these datasets. 

A strong linear dependence is observed between the true colocalization (X axis) 

and the fraction of events with strong positive correlation (Y axis), for both 

channel 1 and channel 2. This observation indicates that the true colocalization 

percentage can be inferred by the aCBC analysis in a straightforward manner. 

Furthermore, the method demonstrates a high level of reproducibility, with 

average standard deviation of the measurements of 0.04±0.01 for channel 1, 

and 0.03±0.008 for channel 2. 

                                                                                                                      

(density of events) of the different clusters vary independently between the channels even in 
the case of colocalization, and this difference is the origin of the visual underestimation of 
structural overlap in the image superimposition method. 
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(a) – Composite reconstructed image of a simulated 2-color SMLM dataset or randomly 

distributed clusters of detections. All the centers of the red channel coincide with centers 

of the green channel (100% colocalization). Scale bar: 1 µm. (b) – aCBC coefficient maps 

of localizations in the red channel (left) and the green channel (right). (c) – Cumulative 

aCBC histogram of events in the image in a. (d) – Correlation between true colocalization 

and aCBC output. (e) – Effect of the mean number of events per cluster on aCBC values 

for 3 levels of colocalization (10%, 50% and 90%). (f) – Effect of the threshold on the 

resolution of the aCBC method. 

Figure 3.4 - Evaluation of aCBC performance 
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To test the robustness of the method with respect to the density of detected 

events in the individual clusters, four different types of cluster localizations were 

generated and analyzed with aCBC for three different levels of colocalization 

(Figure 3.4e). Each data type was characterized by a different mean number of 

events per cluster ranging from 50 to 200 events.§ The effect of the density of 

localizations per cluster on the output of the aCBC analysis was tested for 

different degrees of colocalization at 10, 50 and 90 percent of overlapping 

clusters. As shown in Figure 3.4e (results for channel 1), the mean fraction of 

events with aCBC>0.5 increases only slightly with the number of events per 

cluster for all the cases of cluster overlap. These results have a significant 

implication in the colocalization analysis of SMLM experiments. In particular, two 

SMLM acquisitions of the same markers may yield a variable number of 

localizations between different acquisitions. The robustness of the aCBC method 

allows the combination of datasets, which differ in the density of events per 

cluster, without affecting the results of the colocalization analysis. 

The comparison between the different conditions in Figure 3.4d,e was performed 

by applying a threshold on the aCBC values, and the fraction of events with aCBC 

coefficient above the threshold were successfully used as a quantifier of 

colocalization. To explore the effect of the threshold on the aCBC resolution, the 

dataset from Figure 3.4d was analyzed with a series of thresholds ranging from 0 

to 0.9. The mean fraction of events from channel 1 that have an aCBC coefficient 

greater than a given threshold were plotted as a function of the threshold value 

(Figure 3.4f). As expected, the increase of the threshold value leads to a 

decrease in the fraction of events with aCBC coefficients above the threshold. 

The evolution of these values is monotonous and symmetrical for the different 

percentages of cluster overlap up to a threshold value of 0.6. For thresholds 

above 0.6 the data points start to converge, thus decreasing the capacity to 

discriminate between the different colocalization conditions. The impact of the 

threshold value is the slightest in the range 0.2-0.6 with very similar resolution, 

indicated by the distance between points along the Y axis for a given threshold 

value. Therefore, it can be concluded that the analysis with an aCBC threshold of 

                                        

§ These values are the mean of an exponential probability distribution for the number 
of events per cluster for each simulated cell (c.f. Section 3.6.5). 
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0.5, which indicates high level of spatial correlation, can efficiently discriminate 

between different colocalization conditions. 

Taken together, these results demonstrate that the aCBC implementation for 

single-molecule colocalization analysis is a robust and simple to interpret method 

that can be applied on complex datasets such as the clustered localizations 

distribution of nuclear factors imaged in 2-color SMLM. The performance of the 

analysis is tightly dependent on the imaging resolution, which in turn is affected 

by the sample preparation conditions, as well as by the image acquisition and 

post-processing. It is then crucial to validate the good quality of these 

experimental steps, prior to performing analyses to reach biological-significant 

conclusions. 

 Quality control of SMLM images 3.4

Nuclear proteins are frequently diffuse and are dynamically localized within the 

nucleoplasm. When observed with diffraction-limited fluorescence microscopy, 

these molecules display a homogeneous distribution throughout the nuclear 

compartment and may be transiently enriched at sites of intensive activity. 

However, the spatio-temporal resolution of these methods is insufficient to infer 

patterns of distribution which reflect their biological function. 

Recently, several studies have investigated the distribution of chromatin-

associated proteins by using super-resolution microscopy, and were commented 

in Chapter 2. Briefly, the RNAP2 (Cisse et al., 2013) and histone proteins 

distributions (Izeddin et al., 2014; Ricci et al., 2015) were revealed with high 

levels of detail, and unknown features of chromatin architecture and transcription 

initiation were uncovered through quantitative analysis of sub-diffraction 

resolution images. Nevertheless, the validation of novel structural characteristics 

in an objective and reproducible manner is a complex task. 

In the present section a simple procedure for the quality control of SMLM images 

is introduced. Through the example of the Drosophila architectural protein Beaf-

32, displaying a homogeneous nuclear distribution in conventional microscopy, a 

workflow for the assessment of the labeling efficiency and specificity is proposed 
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The different strategies for fluorescent labeling of cellular components, namely 

affinity tags and fusion proteins have their specific advantages and drawbacks, as 

discussed in Chapter 2. The main concern in immunofluorescence staining is the 

specificity of the probe, while the transfection of a fluorescent protein construct 

may lead to aggregation or mistargeting due to overexpression or misfolding, 

respectively. The specificity of immunostaining may be controlled as discussed 

above in the sample preparation section (Figure 3.1). The fusion protein 

expression can be evaluated through Western blot experiments by assessing the 

amount of total protein in transfected cells relative to untransfected samples, and 

by controlling the protein molecular weight to discard truncation of the protein 

sequence. Classically, several promoters with different strengths are tested as 

well as several transfection conditions. For SMLM imaging, these validation steps 

are essential, however they may reveal insufficient. 

The increased resolution of SMLM methods introduces additional experimental 

factors, which must be tightly controlled in order to obtain images with optimal 

quality and biologically relevant results. A critical parameter in the context of 

fluorescent labeling for super-resolution microscopy is the fluorescent tag size, 

especially in the case of immunostaining. A classical configuration of affinity 

labeling of biological samples is the use of a primary antibody targeting the 

structure of interest, and a secondary antibody bearing the fluorophore molecule. 

Although it is widely accepted that the tag size in SMLM imaging influences the 

experimental spatial resolution, secondary antibody labeling protocols are still 

prevailing. 

Here, an experimental procedure is described that allows fluorescent labeling 

performance to be evaluated in a single step for both transfection and 

immunofluorescence. It demonstrates the detrimental effect of high molecular 

weight affinity probes through quantitative colocalization analysis of a doubly 

labeled protein (Beaf-32) with uncharacterized nuclear distribution. 

3.4.1 Dual color protein staining as an image validation strategy 

A simple method to evaluate labeling specificity would be to use two different 

fluorescent tags labeling simultaneously the same factor in a 2-color experiment. 

In Figure 3.5a, the Drosophila insulator-binding protein Beaf-32 is 

immunostained with either a primary + secondary antibodies protocol (left) or 
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with a primary antibody alone that is coupled to a fluorophore (right). In both 

configurations AF647 was used. The same cells were transiently transfected with 

a Beaf-32-mEos2 fusion and the samples were imaged in 2-color PALM/dSTORM. 

The low resolution images (epifluorescence) of both the transfection and the 

immunofluorescence (IF) experiments demonstrate that the Beaf-32 signal is 

specifically localized within the nucleus and the fluorescence is homogeneously 

distributed. Some local protein enrichments can be observed in the Beaf-32-

mEos2 images. The correspondence between the signal distributions of the IF 

and transfection experiments is an indicator of efficient labeling and is a useful 

preliminary control. At this stage, the secondary and the primary antibody 

immunostaining approaches yield similar results. 

3.4.2 Differences between secondary and primary antibody 

staining 

The differences in performance of the two IF approaches can be first illustrated 

with the comparison of the intensity ratios between the specific (nucleus) versus 

the nonspecific signal (cytoplasm and nucleus). The table in Figure 3.5b 

recapitulates these measurements for the AF647 channel images of Figure 3.5a. 

One can notice the similar intensity ratios between the signal from non-specific 

binding and autofluorescence (cytoplasm) and the background (outside of cells). 

These indicate the high level of specificity of both labeling strategies. In contrast, 

the specific versus nonspecific intensity ratio (nucleus versus cytoplasm) is 

higher when a secondary antibody is used. The difference originates in the 

possibility for several secondary antibody molecules to bind on the constant 

fragment of the primary antibody (Fc, indicated in Figure 3.5c). A signal 

enhancement is thus obtained as the local concentration of fluorophores is 

increased. This property of the secondary antibody staining and its higher 

convenience (lower cost, ease of use), makes the method preferable for 

conventional and for 3D-SIM microscopies. 

However, the use of secondary antibodies increases the effective size of the 

probe and therefore the distance between the fluorophore and the target 

molecule. The typical dimensions of an immunoglobulin of class G (IgG) are 

indicated in Figure 3.5c. The structure and the size values are from the Protein 

Data Bank (PDB), structure reference 1IGT. In the conditions of neutral pH 
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antibody labeling, such as in the protocol discussed above (Section 3.1.6), the 

fluorescent molecules are conjugated at the amino-termini of the polypeptide 

chain (dark blue atoms). These lie in the antigen binding domains of the IgG 

molecule (pointed by black arrowheads). Therefore a fluorescent dye coupled to 

a primary antibody is found at 0-15 nm from its target, which falls within the 

localization precision of SMLM instruments. The addition of a secondary antibody 

increases that distance up to two fold. Although frequently discussed, this aspect 

of sample preparation for (d)STORM imaging, to my knowledge, has not been 

investigated experimentally. 

3.4.3 Validation of labeling efficiency using quantitative 

colocalization analysis 

Beaf-32-bound antibodies coupled with AF647 molecules should be found in tight 

spatial proximity to mEos2. Therefore, a strong spatial correlation is expected 

between the two markers. A visual inspection of the overlaid SMLM images 

(Figure 3.5d) reveals similar patterns of localizations between the secondary and 

primary antibody conditions. However, as discussed in Section 3.4.2, in 

superimposed images the colocalization is underestimated due to differences in 

intensities between the two channels. The characteristic yellow color indicating 

colocalization is found mainly in high intensity pixels. 

To better appreciate the colocalization levels, a quantitative analysis was 

performed using aCBC (Figure 3.5e). Remarkably, in the secondary antibody 

condition, a large population of AF647 events (solid blue line on the aCBC plot) is 

attributed weak correlation coefficients (positive and negative) and 42% had 

aCBC>0.5. It is far below the 88% expected for a full colocalization, estimated by 

the simulations performed in the previous section. Note that the number of 

localizations in the AF647 channel is lower than in the mEos2 channel. 

Interestingly, the events from the mEos2 channel (dashed blue line on the aCBC 

plot) correlate strongly with AF647 events (92% with aCBC>0.5).  
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(a) – Conventional fluorescence images of Drosophila S2 cell transfected with Beaf-32-mEos2 

and immunostained with either a secondary (left) or a primary antibody (right) protocol. (b) – 

Signal-to-noise ratio measurements of the images in a. C: cytoplasm, B: background (out of the 

cell), N: nucleus. Cellular and nuclear contours were determined from the brightfield images of 

the cells (not shown). The mean intensity of each compartment (C, B and N) is calculated and 

the ratios of intensities are shown in the table. (c) – Structure and dimensions of a mammalian 

immunoglobulin (IgG) from the PDB (1IGT) represented with a “rainbow” color code ranging 

from dark blue for amino-termini to red for carboxy-termini. Fab: fragment antigen binding; Fc: 

constant fragment. (d) – Composite reconstructed SMLM images of the cells in a. (e) – Top: 

aCBC coefficient maps of localizations in the AF647 channel for cells labeled with the 

secondary antibody protocol (left), and the primary antibody (right). The numbers indicated 

correspond to the number of detections in each map obtained in 20,000 frames. Middle: aCBC 

coefficient maps of localizations in the mEos2 channel. Bottom: Cumulative histogram of aCBC 

coefficients. Scale bars: 1 µm. 

Figure 3.5 - Quality control of SMLM images using 2-color labeling and 

colocalization analysis 
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These results indicate that the Beaf-32-mEos2 protein is efficiently bound by the 

antibody. Therefore, the low level of AF647 colocalization may be due to a 

deficiency in the labeled protein expression and/or the IF. For instance, the 

absence of the fluorescent protein from all the sites occupied by its endogenous 

equivalent could be caused by mistargeting of the fusion. If such is the case a 

new genetic construct should be used. Alternatively, the uncorrelated AF647 

signal could come from either nonspecific antibody binding, or be caused by an 

increased distance between the AF647 and mEos2 molecules. The aCBC analysis 

of the primary antibody staining experiment (Figure 3.5e, right images and 

magenta lines on the aCBC plot) demonstrates a high level of correlation 

between mEos2 (86% with aCBC>0.5) and AF647 (77% with aCBC>0.5) events. 

Hence, it can be concluded that the low colocalization of AF647 events in 

secondary antibody staining is mainly a consequence of the increased distance 

between the fluorophore and the target molecule bound by the first antibody. It 

could be expected then, that further reducing the affinity probe size, such as by 

using only the antigen binding fragment of primary antibodies (Fab, Figure 3.5c), 

or smaller tags (e.g. nanobodies) would further increase the accuracy and 

resolution of cellular structures using SMLM. 

In conclusion, I developed a new colocalization analysis method (aCBC) and 

demonstrated that tag sizes of >15 nm decrease the spatial resolution of SMLM 

experiments, which could not be observed by visual inspection of reconstructed 

images. Therefore, the method described here is an efficient control of proper 

fluorescent labeling applied to SMLM that should be added to the classical sample 

and image quality evaluation procedures. Furthermore, the fusion protein and 

antibody co-labeling of the same molecule of interest provides an experimental 

positive control for high resolution colocalization analysis, since the correlation 

coefficients reflect distances between directly interacting proteins. 
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 Additional comments and perspectives 3.5

Sample preparation considerations for SMLM 

In this chapter I presented an optimized sample preparation procedure for 

multicolor SMLM of nuclear markers. Several aspects of sample handling, 

however, require special attention. 

Fluorescent labeling of intracellular components requires fixation and 

permeabilization. Cell fixation as performed here is sufficiently stable to yield 

structures with high resolution (c.f. Chapter 4), however, it does not allow the 

sample to be imaged more than a day after labeling, and thus only fresh samples 

need to be used. Increasing the strength of fixation by adding glutaraldehyde 

could be tested, as it allows better ultrastructural preservation. However, a 

strong fixative could impede binding of the affinity probe to its epitope, since a 

dense mesh of crosslinks is created. In this context as well, the development of 

small (<10 nm) affinity tags would be beneficial. 

The immunofluorescence protocol I established uses 5-10 times higher 

concentration of primary antibodies compared to protocols for confocal 

microscopy. Indeed, the increase of antibody concentration led to a significant 

improvement of labeling densities. For instance, lamin staining used to visualize 

the nuclear periphery in S2 cells (see Chapter 4) appeared continuous in SMLM 

only at higher antibody concentrations. However, increasing the antibody 

concentrations may lead to non-specific binding and an optimization step is 

required to discard staining specificity issues. The double labeling quality control 

strategy presented in this chapter is well adapted to evaluate specificity of 

staining at sub-diffraction resolution. 

A crucial parameter in dSTORM is the photoswitching environment, which 

includes the efficiency of oxygen depletion, the stability in pH, and illumination 

power densities. It is then expected that the photoswitching properties of organic 

dyes vary from one experimental setup to another. Indeed, I measured 

fluorophore duty cycles of AF647 and Cy3B in the classical dSTORM buffer 

(Heilemann et al., 2008) and compared the results to those in literature 

(Dempsey et al., 2011). I systematically obtained duty cycles which were 10 
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times higher than the reported values (data not shown). Importantly, the two 

switching solutions differed only in the buffer that was used to dissolve the 

enzymatic oxygen scavenger: the first used PBS and the second Tris/NaCl. 

Whether phosphate (PBS) and Tris have different effects on dye photoswitching 

parameters will need to be experimentally assessed. However, imaging 

conditions (laser powers, temperature regulation, sample mounting) are another 

factor that vary between laboratories and that has an impact on dye 

performance. It is therefore necessary to optimize the photoswitching cocktail to 

match the other experimental parameters. Note that even with the optimized 

buffer composition that I presented in Section 3.1.4 the duty cycles I obtained 

were still several folds higher than those published, although the dSTORM image 

quality was satisfactory. 

Colocalization analyses and super-resolution 

In this chapter I introduced a quantitative method for colocalization analysis of 

SMLM data. An important prerequisite for efficient detection of colocalization is 

sample quality. Indeed, colocalization measurements can be impaired by the 

limited optical resolution (intrinsic property of the microscope), inappropriate 

sample preparation and mounting (i.e. labeling artefacts and refractive index 

mismatch), and unadapted image acquisition (i.e. photobleaching, cross talk 

between the detection channels, optical aberrations, pixel sampling). Therefore, 

prior to analyzing colocalization in 2-color images, especially at high resolution, 

all procedures described in this chapter must be performed with care. 

Colocalization analyses using confocal microscopy (LSM) are widely used in 

biology. It would be of interest to experimentally evaluate to what extent SMLM 

imaging can improve the resolution of colocalization compared to LSM in a 

systematic manner. The implication of this comparison may reveal of practical 

importance for functional investigations of biological functions. Indeed, when the 

changes of relative localization between two experimental conditions are not 

detectable in LSM, when is a difference detected by SMLM? Quantitative 

knowledge on the degree of improvement brought by super-resolution will allow 

appropriate experimental strategies to be designed. However, in the case of the 

abundant nuclear protein distributions investigated in this thesis, SMLM is the 

method of choice. 
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Dealing with autofluorescence 

The imaging buffer in dSTORM influences the excitation/emission cycles of dyes 

with molecule-specific kinetics and brightness. Importantly, the buffer also 

prevents the fluorescent molecules from photobleaching during the acquisition at 

high laser powers, which also appears to be the case for all fluorescent molecules 

present in the sample. Indeed, autofluorescent cellular components display 

photoswitching as well. I could observe that endogenous fluorescent molecules in 

Drosophila cells display a photoswitching behavior similar to the affinity probe-

coupled dyes in immunofluorescence experiments. Autofluorescence emission is 

stronger at shorter wavelengths, and while it is minimal in the AF647 detection 

channel (700 nm) it is well detected in the Cy3B detection channel (600 nm). In 

conventional microscopy the autofluorescence-related intensity is lower than the 

specific signal and can be subtracted from the image using unlabeled control 

samples. In SMLM, though, the single-molecule intensity of autofluorescence 

events is similar to the specific fluorescent labeling and the density of detections 

is high. A density of events filtering approach is then unreliable for the 

elimination of autofluorescent clusters. Consequently, during optimization, 

dSTORM images acquired with Cy3B should be compared to images of the same 

structure labeled with AF647 to assess the contribution of autofluorescence to the 

final image. In this context, for single color structural investigations in dSTORM 

the use of AF647 is to be privileged. 

In Drosophila S2 cells, the great majority of autofluorescent events are localized 

in the cytoplasm, however ~5-10% of the detection clusters are found within 

nuclear regions. I analyzed the detection dynamics of autofluorescent clusters 

(preliminary results) and found the events tend to be more clustered in time 

compared to Cy3B emission. Further comparative analysis of the photoswitching 

behavior of autofluorescence and Cy3B would allow the former to be discarded 

from analysis in two-color applications. Alternatively, for two-color imaging in 

combination with AF647, Cy3B could be replaced with infrared emitting 

fluorophores. For the moment though infrared dye photoswitching behavior has 

proven to be suboptimal compared to AF647 and Cy3B due to limited brightness. 
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Practical aspects of data analysis 

All the data analysis programs that have been described in this chapter and some 

additional features have been combined in a single program (SMLM_2C) with a 

graphical user interface, which allows for the interactive analysis of SMLM data. 

When Micromanager is used for localization of events, the analysis can be 

performed during image acquisitions, which considerably reduces the time 

required to obtain the experimental results. Currently, the post-processing steps 

must remain interactive unless a universal and automated image quality 

evaluation is developed. However, the automation of the colocalization and 

clustering analyses can be readily performed. 

 

 Materials and methods 3.6

3.6.1 Microscope used for multicolor SMLM imaging 

The SMLM microscope setup is schematically represented in Figure 3.6 and listed 

below. 

The emission intensity of four lasers with excitation wavelengths of 405nm (OBIS 

LX 405-50), 488nm (OBIS LX 488-50), 640 nm (OBIS LX 640-100) and 785 nm 

(OBIS LX 785-50) were controlled using an acousto-optic tunable filter (AOTF, 

AOTFnC-400.650-TN AAoptics, Orsay France). Two achromatic lenses from 

Thorlabs (L1a & b) were used to expand the excitation beam and to obtain a 

homogeneous illumination over fields of view as large as 45x45 μm2. 

The lasers were focused by L1b, located near the back port of the microscope, 

and directed by dichroic mirror DM1 to the back focal plane of a 100x Plan-

Apochromat oil objective (OBJ, NA = 1.46, Zeiss) mounted on a z-direction 

piezoelectric stage (PZ, P721.CDQ PIFOC - Physik Instrumente (PI), Karlsruhe, 

Germany).L1b can be translated perpendicularly to the optical axis in order to 

shift between TIRF and epifluorescence imaging mode, depending on the 

experiment. A motorized stage is used to translate the sample perpendicularly to 

the optical axis. 
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Fluorescence from the sample is collected by the objective, separated from laser 

light by dichroic mirror DM2 and focused by the tube lens (TL, Thorlabs) on the 

microscope original imaging plane (IP).A pair of achromatic relay lenses arranged 

as a telescope (L2a & b, Thorlabs) is used to form an image on the EMCCD 

camera sensor (C1, Andor IXON X3 DU-897, Ireland) while increasing the total 

magnification of the system (effective pixel size of 105 nm). A motorized filters 

wheel (FW, FW103/M Thorlabs) placed between the two lenses allows for the 

selection of the fluorescence emission filter.Control software for the lasers and 

the filter wheel was written in LabView 2010 (National Instrument, France). 

Specific electronic circuits were designed for the control of the 561 nm laser. 

 

See description in the main text, image kindly provided by Jean-Bernard Fiche 

Figure 3.6 - Microscope setup for multicolour SMLM imaging 
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Autofocus system 

To avoid loss of focus during SMLM acquisition, an active autofocus system was 

built. In a separate path from the other four lasers, the beam of the 785 nm 

laser is directed towards the objective lens by dichroic mirrors DM1 and DM2. 

Part of the IR beam is reflected by the sample, collected by the objective and 

redirected towards a CMOS camera (CDD1545M Thorlabs) using a 50/50 

separator cube (half of the light is reflected and half of it is transmitted). The 

position of the reflected beam is measured and a feedback response is generated 

on the piezo stage to adjust the position of the objective. Each movement of the 

sample with respect to the objective is thus detected and a constant distance 

between the objective and the sample is maintained (resolution of ~5-10 nm 

over hours). Total reflection is obtained through the lens L2, which is translated 

perpendicularly to the optical axis. In the beginning of each experiment, a 

calibration is carried out to ensure that the intensity of the 785 nm laser 

reflection varies linearly over a course of 600nm around the plane imaged by the 

objective. 

3.6.2 Antibody labeling 

For 2-color dSTORM experiments Alexa Fluor 647 (AF647) and Cyanine 3B 

(Cy3B*) were chosen for their superior performance (Dempsey 2011). In this 

section, solid-phase and in-solution protocols are described. For convenience 

solid-phase labeling is performed using the APEX antibody labeling kit (Molecular 

Probes) with modifications according to the experimental needs (see below). 

Succinimidyl esters are stored desiccated and prior to use dyes are suspended in 

anhydrous DMSO. 

In the labeling conditions described here, I found that the reactivity of the Cy3B 

succinimidyl ester is very similar to the succinimidyl ester of the Alexa Fluor 555, 

which was reported by (Lundberg et al., 2007). Alexa Fluor 555 is provided in the 

solid-phase labeling kit and after measuring the concentration of the dye from 

the kit, the same concentration of Cy3B dye can be used. 

                                        

* Cy3B (supplied by GE Healthcare) is not available in solid phase labeling kits, and one may 
wish to use antibody affinity purification tips (20 or 200 µl) from GlySci for instance. 



 109 Chapter 3 – Imaging nuclear structures with multicolor SMLM 

Both labeling protocols require optimization for every new antibody batch. To 

yield the desired DOL of 1-1.5 the molar ratio and/or reaction time are 

essentially modulated, as they display a nearly linear dependence with the 

resulting DOL (Lundberg et al., 2007). 

Solid phase labeling 

Antibody labeling with AF647 was performed using the protocol and the 

fluorophore vial from the APEX labeling kit (Molecular Probes), modulating the 

time of the reaction at room temperature (RT) and pH8.3 in carbonate buffer. 

Typically 10 µg o IgG added to the affinity column yields a DOL~1.2 for a 

reaction time of 2h. Labeling with Cy3B is performed using 10 µg of IgG and 5 µg 

of Cy3B-succinimidyl ester at RT and pH8.3 for 1h30 to yield DOL~1.3. 

Labeling in solution 

For labeling in solution antibodies are first concentrated using protein 

concentrators with a molecular weight cutoff (MWCO) of 30 KDa. This step also 

results in the exchange of the storage buffer with the labeling buffer (PBS, 

pH7.4). Typically 500 µl of antibody are loaded on a concentrator and 10 times 

more PBS is added.† The vial is centrifuged at 5000 g at 4°C until the volume of 

buffer reaches ~ 200 µl (this takes ~30 min). The antibody concentration is 

measured (should be >2 mg/ml) and the amount of dye to add is calculated to 

obtain an antibody-dye mass ratio of ~30 both for AF647 and Cy3B. The reaction 

is performed at room temperature for 1h30. Then, Tris pH7.5 is added at a final 

concentration of 10 mM to stop the labeling reaction. Unreacted dye molecules 

are removed by buffer exchange for 2-3 times (Zeba spin columns, 

ThermoFisher), followed by dialysis at 4°C overnight with a membrane (MWCO 

3.5 KDa) in PBS. The presence of free dye is evaluated using IF and conventional 

imaging by monitoring of the signal specificity.‡ This protocol typically yields DOL 

~1-1.3. 

                                        

† The reaction can be scaled up or down for a given antibody while similar efficiency and DOL 
are achieved, according to the amounts of antibody available as long as the molar ratio 
between the dye and the antibody is kept constant. 
‡ Free dye molecules adhere preferentially on fixed cells compared to the coverslip surface. For 
nuclear proteins, the presence of fluorescence signal in the cytoplasm stronger than for 
unlabeled cells is an indicator of the presence of free dye. 



 110 3.6 Materials and methods 

3.6.3 Image registration for SMLM 

To obtain the geometrical transformation required to perform image registration, 

the bead scans performed as detailed in Section 3.3.1 are analyzed as described 

below. This analysis has been performed using the protocol described in 

(Churchman and Spudich, 2012). Bead scan images are analyzed with MTT to 

obtain coordinates of XY localizations (Figure 3.2d). Bead positions with less than 

15 localizations per channel are discarded. Once fits have been performed for 

each image, a pair of locations is known for each of the N positions the bead had 

in the field of view. These pairs of locations are called control points. The set of 

control points can be used to calculate a local weighted mean (LWM) mapping 

that can be applied to any future data point (Goshtasby, 1988).The “cp2tform” 

command of Matlab calculates the LWM and yields a transformation structure 

that can be used in other Matlab functions to perform additional transformations. 

To apply the transformation calculated by cp2tform on the 2-color images to 

correct for chromatic aberrations, another Matlab function “tforminv” is applied. 

To estimate the error associated to the LWM transformation, the target 

registration error (TRE) is calculated as discussed in (Churchman and Spudich, 

2012). 

3.6.4 Drift correction algorithm 

The orginal drift correction algorithm was previously developed in the team 

(Fiche et al., 2013b). Lateral drift over the full acquisition period was assessed by 

plotting the trajectories of fluorescent beads in x and y coordinates over time. 

For this procedure, only beads detected during the entire acquisition (~30-40 

minutes) were employed. Curves were smoothed by a Stavinsky-Golay filter and 

overlaid by minimizing the distance between each trajectory using the first 

detected bead as reference. The origin was calculated by averaging the 

trajectories over the first 100 images, ensuring the drift was equal to zero at 

t=0min. The trajectories of the other detected beads were used to calculate the 

reference trajectory. The quality of the drift correction was estimated by 

subtracting the reference to all the trajectories and calculating the standard 

deviations along x and y directions. The experimental drift correction precision 

was typically 3-10 nm, and lower precision experiments were discarded. 
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3.6.5 Simulations for aCBC 

To evaluate the performance of aCBC a series of simulated datasets of two-color 

localizations with known percentage of colocalization were generated. First the XY 

positions of the cluster centers from the first channel were generated as a 

random distribution of points in a circle with a given radius (3 µm in the case 

presented here). A user-defined percentage of these positions (percentage of 

colocalization) is also attributed to a subset of the second channel, then, the 

remaining clusters are generated in the same manner as for channel 1, except 

that they are not allowed to overlap with channel 1 centers. At each of the 

generated positions, clusters of localizations with Gaussian distribution are 

generated. The size of each cluster is determined as values with normal 

distribution, a mean of 20 localizations and standard deviation of 5. The number 

of events per cluster follows an exponential random distribution with a user-

defined mean value. The generated datasets of localizations are input in aCBC 

and analyzed as described in the main text. 
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Chapter 4 

 Chapter 4  – SRM applied to the study of 4.

Drosophila chromatin folding 

The developments I have described in the previous chapter found application in a 

broader biological study, in which our group investigated the three-dimensional 

organization of topological domain borders in single Drosophila cells using SIM 

and SMLM. Here I present our results and interpretations in the form of the 

manuscript that is in preparation for submission. For consistency with the 

contents of this thesis, some sections of the manuscript have been edited. The 

discussion has been extended and the materials and methods section has been 

made complementary to methods in chapter 3. 
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 Summary 4.1

Chromosomes from bacteria to humans are organized at the sub-megabase scale 

into topological domains (TDs). Borders between TDs are constitutive, while their 

internal organization and their association dynamics are cell-type specific. Recent 

studies proposed that in mammalian genomes sequential TD borders associate at 

sites containing convergent sites of the CTCF insulator protein. Here, we 

combined super-resolution and oligoPAINT technologies to investigate the roles 

of Beaf-32 -the insulator protein most overrepresented at TD borders in 

Drosophila- in the association of domain boundaries at the single-cell level. We 

found that sequential and nonsequential barriers in two genomic loci in 

chromosomes 2L and 3R followed the path expected for a self-avoiding random 

polymer and did not display specific association. Distances between barriers 

flanking black TDs followed exactly the model. Interestingly, barriers flanking 

active TDs exhibited larger distances than those expected by the model, while 

boundaries surrounding Polycomb TDs were closer, consistent with distances 

among barriers reflecting the transcriptional activity of the intervening TD. 69 TD 

barriers homogeneously spread across chromosome 3R appeared in average as 

single clusters, consistent with constitutive association between TD borders. 

Finally, the size, number and composition of Beaf-32 clusters imaged at super-

resolution are consistent with Beaf-32 clusters representing single TD borders. 

Beaf-32 clusters surround H3K27me3 Polycomb territories while it overlaps to a 

large extent with transcriptionally active sites. Overall, our data is in support of a 

model by which TDs in Drosophila are in part formed and maintained by the 

combined roles of active transcription and self-association of chromatin elements 

of the same epigenetic types. 
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 Introduction 4.2

The interplay between genome folding and key biological functions such as 

transcription, DNA repair or replication remains a fundamental question in 

chromatin biology. Recent genome-wide developments, such as Chromosome 

Conformation Capture (3C) (Dekker et al., 2002), have unveiled a new level of 

three-dimensional chromosome architecture. At the sub-megabase scale, 

chromatin is partitioned into discrete regions called topological domains (TDs) 

(Dixon et al., 2012; Hou et al., 2012; Nora et al., 2012; Sexton et al., 2012). 

TDs and TD-like domains have been identified in mammals (Dixon et al., 2012; 

Nora et al., 2012), the fruitfly Drosophila (Hou et al., 2012; Sexton et al., 2012), 

and more recently in bacteria (Le et al., 2013; Marbouty et al., 2015). Loci within 

TDs interact more frequently with each other than with loci outside and genes 

located within the same TD display common epigenetic properties and tend to 

have coordinated dynamics of expression during differentiation (Le Dily et al., 

2014); suggesting a strong link between chromatin structure and transcription 

(Hübner et al., 2013). 

In mammalian genomes, TDs are abundant (>2000), range in size from tens of 

kb up to 1-2 Mb (median size of ~ 800 kb), and cover >90% of the entire 

genome, indicating that they constitute a key organizational element of 

eukaryotic chromosomes. Importantly, TDs were detected at the single-cell level, 

suggesting that they represent a genuine stable organizational principle of 

mammalian genomes and not a consequence of ensemble averaging (Nagano et 

al., 2013). In Drosophila, 1100 TDs ranging between tens and hundreds of kb 

and with a median size of ~60 kb were described in embryonic and Kc167 cells 

(Hou et al., 2012; Sexton et al., 2012). Interestingly, microscopy experiments 

showed that loci located within the same TD were on average closer than loci 

located in different TDs (but at the same genomic distance), suggesting that TDs 

may represent regions where chromatin is more condensed (Dixon et al., 2012; 

Nora et al., 2012). Importantly, the positions of a large proportion (~50%) of TD 

borders were conserved across cell types in Drosophila and mammals (Dixon et 

al., 2012; Hou et al., 2012; Nora et al., 2012; Sexton et al., 2012), and were 

also highly conserved between mouse and human (Dixon et al., 2012; Vietri 
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Rudan et al., 2015). This indicates that TDs are to a large degree invariant 

during differentiation. 

In Drosophila, protein localization mapping revealed the existence of five 

principal types of chromatin states (two associated to active transcription and 

three to repressed genes) that were classified depending on their epigenomic 

composition (Filion et al., 2010): Yellow and Red chromatin comprise 

transcriptionally active domains, blue chromatin contains Polycomb domains 

(PcG, repressed chromatin), green chromatin mainly contains the HP1 and 

Su(var)3-9 heterochromatin marks (constitutive heterochromatin), and black 

domains are not specifically associated to any predominant chromatin mark. 

Interestingly, in Drosophila genomic loci within TDs tend to share the same 

chromatin type (Sexton et al., 2012). Recently, high-resolution genomic studies 

revealed the existence of smaller, nested domains within TDs in mouse and 

human (called sub-TDs) (Rao et al., 2014). Sub-TDs were considerably smaller 

(185 kb in average) than TDs, and approximated the mean size (~100 kb) of TDs 

in Drosophila. Sub-TDs could be segregated into six classes according to their 

associated epigenetic landscape, recapitulating the correspondence between 

chromatin color and TDs positions observed in Drosophila.  

Chromatin insulators are genetic elements implicated in nuclear organization and 

transcription regulation in eukaryotes. Strikingly, in mouse 75% of TD borders 

were preferentially enriched by the mammalian insulator CTCF (CCCTC-binding 

factor), by components of the cohesin complex, and by active histone marks 

(Dixon et al., 2012). These results suggested a role of insulators and active 

transcription in the formation of TD borders. In Drosophila, physical boundaries 

between TDs were determined to a large degree by insulators (CP190, 

chromator, BEAF-32), independently of whether the domains flanked contained 

transcriptionally active or inactive sites (Sexton et al., 2012). 

Recently, two studies suggested that borders between sub-TDs and TDs in 

mammals strongly interact forming chromatin loops (Rao et al., 2014; Vietri 

Rudan et al., 2015). These looping interactions seem to be mediated by 

converging CTCF sites and by cohesin and represent the primary behavior of a 

large proportion (~50%) of sub-TD borders. Thus, in mammals CTCF seems to 

play a role as an insulator at TD borders and as a looper at sub-TD borders. The 

internal folding and interaction patterns of TDs are highly cell-type specific and 

are not an evolutionarily invariant (Rao et al., 2015; Vietri Rudan et al., 2015), 
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indicating that TDs may represent functional domains of long-range gene 

regulation. 

 Results 4.3

4.3.1 Imaging single TD barriers at the single-cell level 

To visualize individual TD barriers at the single cell level, we combined 

oligoPAINT labeling (Beliveau et al., 2015) with super-resolution imaging. Each 

TD barrier was labeled with genomic specificity using oligoPAINT technologies 

(see Experimental Procedures) and visualized by three-dimensional structured 

illumination microscopy (3D-SIM), a method providing an eight-fold 

enhancement of resolution with respect to conventional microscopies 

(Schermelleh et al., 2008). Specific TD barriers were selected and labeled in two 

chromosomal regions within chromosomes 2L and 3R. The region in Chr. 2L 

contained a yellow TD surrounded by two black TDs, while the region in Chr. 3R 

exhibits multiple Polycomb (blue) TDs flanking a black domain (Hou et al., 2012; 

Sexton et al., 2012) (Figure 4.1a-b). In most cases, barriers between TDs 

contained short active regions (yellow/red chromatin). 

Seven oligoPAINT libraries were designed (L1 to L7) with a minimum coverage of 

20 kb and a minimum of 267 probes per library (median of 516 probes spanning 

~ 40 kb, Figure 4.1g, see Design of oligoPAINT libraries). S2 cells were fixed and 

labeled by oligoPAINT (Figure 4.1a, right panel) using a modified protocol 

(Bantignies and Cavalli, 2014; Beliveau et al., 2015) (see Preparation of sample 

slides for FISH and 2 color-FISH). Individual oligoPAINT libraries were detected 

using a Matlab based routine (see Analysis of 3D-SIM data) and appeared mostly 

(~ 55%) as one or two small, single foci when visualized by confocal microscopy 

or 3D-SIM (Figure 4.1c). In a population, cells displayed in most cases a single 

focus but exhibited a degree of heterogeneity (Figure 4.1c-d, Figure S 4.1a and 

Figure S 4.1h). These results suggest that despite the different ploidicities of 

chromosomes 2 and 3 (six, and four, respectively in S2 cells), barriers are mostly 

paired independently of chromatin color. Individual foci displayed a size- 

computed as the lateral full width at half maximum of the fluorescence signal -

smaller or comparable to the resolution of 3D-SIM (Figure 4.1,e-f and Figure 
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4.1i-j), consistent with barriers being mostly paired at this spatial resolution. 

When imaged by single-molecule localization microscopy (SMLM), barriers 

appeared often as extended regions smaller than ~100 nm in length (Figure 4.1k 

and Figure S 4.1b), in agreement with sizes from 3D-SIM. Finally, to validate this 

approach, we used SMLM combined with oligoPAINT to image the bithorax 

complex (BX-C), a large (~350 kb) chromosomal region of polycomb chromatin 

in chromosome 3R (Figure 4.1a, right panel). In this case, we observed 

considerably larger structures ~500 nm in size (compare upper and lower panels 

of Figure 4.1l and Figure S 4.1c), consistent with previous studies (Beliveau et 

al., 2015). Overall, these results indicate that despite chromosome copy number, 

barriers display a large degree of homologous pairing. 

4.3.2 Local organization of barriers at super-resolution 

We investigated whether consecutive or nonconsecutive barriers interacted by 

forming long-range loops. Because of averaging effects, ensemble methods 

would only tend to detect interactions appearing in a large proportion of cells in a 

population (i.e. constitutive interactions), while rare interactions would be 

averaged out. Thus, we used our combination of oligoPAINT and SRM to directly 

determine, at the single-cell level, the distribution of distances between TD 

barriers in the genomic regions described above (Figure 4.1a). Each pair of 

libraries was labeled with different colors and imaged by 3D-SIM and dSTORM 

(Figure 4.2a). The distance between libraries was determined by calculating the 

distance between nearest oligoPAINT foci of different colors from volumetric 3D-

SIM, independently of the number of foci per cell (Figure 4.2b). Mean distances 

between libraries correlated to the genomic separation between TD barriers 

(Figure 4.2b). 

First, we measured the distribution of distances between consecutive barriers. A 

typical example is observed in Figure 4.2c (distributions for all combinations are 

shown in Figure S 4.2). This distribution did not depend on the combination of 

colors used for labeling each library (data not shown). To estimate the proportion 

of consecutive libraries overlapping in space, we calculated for each distribution 

the percentage of distances below the resolution of 3D-SIM (Figure 4.2c). 

Strikingly, we found that only a very small percent of barriers localized in space 

at any given time (5±2%, Figure 4.2d). This small degree of co-localization did 
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not depend on the epigenetic state of the TD flanked. Finally, the probability of 

interaction between non-consecutive barriers was similarly small (Figure 4.2d). 

Overall, these results are inconsistent with constitutive interactions between 

consecutive or non-consecutive barriers, at least for the two genomic regions 

explored.  

Next, we determined the mean distance between barriers and its dispersion. The 

mean distance between barriers increased monotonically with genomic distance 

(Figure 4.2b-e). This finding is inconsistent with constitutive interactions between 

neighboring barriers, as this model would predict a non-monotonous dependence 

of physical with genomic distance. The mean distances between barriers located 

in different chromosomes were comparable to the size of the nucleus, indicating 

that the sub-nuclear localizations of the two genomic regions explored were 

uncorrelated. The dependence of physical and genomic distances between 

barriers within the same chromosome (Figure 4.2b) can be well fit by a self-

avoiding random walk model (Mirny, 2011), consistent with previous studies 

(Bickmore, 2013). Interestingly, several distances considerably deviated from the 

mean distribution. Distances between barriers flanking yellow chromatin TDs 

(active) were higher than that expected for black or blue chromatin TDs (Figure 

4.2e). Notably, the distance encompassing barriers 5-7 in chromosome 3R were 

considerably shorter than that expected, consistent with association between 

neighboring blue chromatin TDs (Sexton et al., 2012) (see inset in Figure 4.2e). 

Inversely, distances between libraries 1-3 and 2-4, which encompass a yellow 

and a black domain, display longer than expected distances (Figure 4.2e). 

Interestingly, the dispersion of the physical distance distributions increased 

almost linearly with genomic distance between barriers (Figure 4.2f). This 

behavior is expected as the longer the distance probed the more the 

measurement accumulates dispersion due to heterogeneity (intrinsic, functional, 

or dynamic) in the structure of the chain. In fact, the linearity of this dependence 

allows us to extract an average dispersion per genomic distance unit of β = 0.9 ± 

0.3 nm/kb. Strikingly, the dispersion between barriers flanking yellow TDs 

displayed a considerably larger value of β (ranging between 1.5 and 3), 

consistent with active chromatin displaying a larger degree of structural/dynamic 

heterogeneity. In contrast, barriers flanking blue and black TDs displayed 

average values of β whereas barriers between TD-e and BX-C (Figure 4.1a) 
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showed a considerably lower value of β, consistent with less structural 

heterogeneity in distances between these TDs (Figure 4.2f). 

4.3.3 Chromosomal organization of barriers 

Next, we extended our approach to investigate the organization of topological 

barriers at the chromosomal level. For this, we engineered an oligoPAINT library 

with 69 different barriers spanning chromosome 3R (Figure 4.3a). Barriers were 

not necessarily sequential, but displayed a strong ChIP-chip signal for Beaf-32, 

and were homogeneously covered (~20±1 kb) by oligoPAINT probes (263±30 in 

average, Figure 4.3a). In most cases, barriers contained mostly yellow 

chromatin, while chromatin between barriers was predominantly black (Figure 

4.3b). Barriers were homogeneously distributed over chromosome 3R, with an 

average barrier-to-barrier distance of 320±90 kb (Figure 4.3c).  

Imaging of this library by 3D-SIM consistently led to the detection of a large 

number of small clusters within the nucleus (Figure 4.3d). The average size of 

clusters corresponded to the 3D-SIM resolution (Figure 4.3e-f). Their 3D 

distribution was random, as shown by the normalized Ripley’s function (Figure S 

4.3e). The radial density of clusters measured from the nuclear envelope was 

homogeneous between 700-1200 nm and decayed close to the nuclear periphery 

and to the center (Figure 4.3g). The low percentage of oligoPAINT probes located 

close to the nuclear periphery (< 3% within 200 nm) indicates that barriers in 

chromosome 3R are mostly localized in the interior of the nucleus, despite the 

large (>88%) percentage of barriers flanking black domains. 

Chromosome 3 in S2 cells is tetraploid, and in average we observed a pairing of 

~55-70% (i.e. proportion of single clusters per barrier, Figure 4.1c). From the 

distribution in the number of foci per library, one can estimate the total number 

of barriers as & = _` × ;abMc (db × e), where db  represents the proportion of cells 

displaying e foci (Figure 4.1c). For the three barriers labeled with single 

oligoPAINT probes (libraries 5-7, Figure 4.1a), one can estimate that a mean of 

100, 91 and 110 barriers should be detected per cell provided barriers do not 

interact together. To test if this is the case, we measured the distribution in the 

number of clusters per cell for the Chr. 3R library (Figure 4.3a). Strikingly, we 

observed 98 ± 26 clusters per cell (Figure 4.3h), consistent with barriers in our 

oligoPAINT library showing little or no looping interactions. 
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4.3.4 Chromatin insulators and nuclear distribution of TD 

frontiers  

A large proportion of TD barriers in the Drosophila genome are bound by 

insulators (Sexton et al., 2012). Thus, imaging insulator proteins at super-

resolution provides a complementary method for directly visualizing the 

organization of TD barriers at the single cell level. We imaged Beaf-32, as this is 

the insulator binding protein displaying the highest enrichment in domain 

borders. By conventional microscopy, Beaf-32 displayed a diffuse nuclear signal 

(Figure 4.4a, and Figure S 4.3a), large clusters at the periphery were only 

observed under osmotic shock conditions as shown by (Schoborg et al., 2013) 

(Figure S 4.4a). Thus, we turned to super-resolution microscopies. First, we used 

3D-SIM to image Beaf-32 labeled by immunofluorescence. Beaf-32 assembled in 

clusters within the 3D volume of the nucleus (Figure 4.4b). Beaf-32 also 

assembled in clusters displaying similar distributions and sizes when imaged by 

stimulated emission depletion microscopy and by SMLM (Figure S 4.3b and 

Figure S 4.5). Clusters had the size of the 3D-SIM resolution limit (~120 nm 

lateral, and 250 nm axial) (Figure 4.4c and Figure S 4.3c). The nuclear radial 

distribution of Beaf-32 clusters was very similar to that observed for TD barriers 

in chromosome 3 (Figure 4.4d and Figure 4.3d), consistent with Beaf-32 clusters 

representing Beaf-32 bound to TD barriers. To further test this hypothesis, we 

performed multi-color 3D-SIM where we simultaneously imaged Beaf-32 and 

single TD barriers bound by Beaf-32 and labeled by oligoPAINT (libraries 4, 6 and 

7, Figure 4.1). In this case, we observed an almost complete localization (>93 

%, N>15) between TD barriers and Beaf-32 clusters (Figure 4.4e). 

To further investigate the size of Beaf-32 clusters, we turned to two-color 

dSTORM (2c-dSTORM), a method that provides a considerably larger resolution 

than 3D-SIM. Beaf-32 clusters were found within the nuclear lamina and 

exhibited a homogeneous distribution (Figure 4.5a). To ensure that cluster sizes 

and distributions were not affected by the antibody binding efficiency, we 

performed PALM in cultures transiently transfected with a functional Beaf-32-

mEos2 fusion (Figure 4.5b, and Figure S 4.4b). In order to test whether Beaf-32 

localizations were randomly distributed, we used the normalized Ripley function 

(Ripley, 1977). In average, localizations were grouped in clusters of ~50 nm in 

size, and the distribution of localizations considerably deviated from a random 
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distribution (Figure 4.5c). A similar distribution was obtained from PALM clusters 

(Figure S4c). To obtain a better estimate of cluster sizes, we applied a clustering 

algorithm (Fiche et al., 2013b). By both 2c-dSTORM and PALM, Beaf-32 cluster 

sizes were very similar (42 ± 5 and 45 ± 5 nm, respectively, Figure 4.5d and 

Figure S4.5d) and slightly larger than the pointing resolution under our 

conditions (30 nm). Finally, to obtain a relative quantification of the number of 

Beaf-32 molecules within each cluster (cluster composition) we turned to the 

method developed by Annibale et al. (Annibale et al., 2011b). In average, Beaf-

32 clusters contained 4.8 ± 1 molecules, and most clusters had a similar 

composition (Figure 4.5e and Figure S 4.4e). All in all, the homogeneity, size and 

composition of Beaf-32 clusters are consistent with individual TD barriers, and 

inconsistent with aggregation of TD barriers within the cell. 

To further test this hypothesis, we counted the total number of Beaf-32 clusters 

per nuclei by 3D-SIM. Interestingly, the distribution in the number of Beaf-32 

clusters is peaked and well defined (Figure 4.5f), with a mean of 440 ± 10 

clusters per cell (mean±sem). Beaf-32 was shown to bind to thousands of 

binding sites genome-wide (Emberly et al., 2008). From the genomic positions of 

these binding regions and the number of reads, we estimated a total of ~1500 

clusters containing CGATA binding sites in S2 cells. But due to the limited 

resolution of 3D-SIM, sites that are close together in genomic distance will 

appear as a single cluster when imaged at the single cell level. Thus, this 

limitation will considerably lower the expected number of Beaf-32 clusters that 

should be detected in our imaging conditions. The reduction in the number of 

sites that should be detected by microscopy can thus be estimated by counting 

the number of total sites that are found within a genomic window of a specified 

size. We estimated the number of clusters that should be detected per cell as a 

function of genomic window size and plotted the results as a two-dimensional 

histogram (Figure 4.5g), where color represents enrichment in Beaf-32 signal. It 

is clear that even for low enrichments (Log<2) and considerably small genomic 

window sizes (<10 kb), the number of sites detected per cell is of the same order 

as that detected by 3D-SIM (440 ± 10). These results are fully consistent with 

TD barriers not displaying a large degree of constitutive looping at the single-cell 

level. 
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4.3.5 Epigenetic organization of Beaf-32 clusters  

Next, we used two-color SRM to investigate the organization of Beaf-32 clusters 

with respect to different transcriptional activity markers at the single-cell level. 

Previous studies identified a large degree of correlation between RNAPII and 

Beaf-32 binding sites, and a very low degree of correlation of Beaf-32 with silent 

chromatin regions (Bushey et al., 2009; Emberly et al., 2008). However, these 

correlations were characterized by ensemble, genome-wide methods unable to 

establish a direct interaction between these factors. First, we used 2c-dSTORM to 

determine the organization of Beaf-32 clusters with respect to inactive chromatin 

regions labeled by H3K27me3. To determine the degree of co-localization 

between factors, we implemented an automatic variant of localization-based co-

localization analysis (aCBC, see Figure S 4.5a-f and Quantitative analysis of 

colocalization). Notably, H3K27me3 tends to spread over large territories 

spanning hundreds of nanometers (Figure 4.6a, N=20). These territories are 

typically devoid of Beaf-32, and are composed of semi-continuous fibers. 

Interestingly, Beaf-32 clusters are often found at the borders of H3K27me3 

territories, consistent with their role in demarcating barriers between active and 

inactive domains (Figure 4.6a, bottom right). This low degree of co-localization 

between Beaf-32 and H3K27me3 clusters is reflected by a very small percentage 

of aCBC>0.5 (Figure 4.6d), and demonstrates that Beaf-32 clusters do not 

occupy H3K27me3 territories at the single-cell level. This finding is consistent 

with Beaf-32 being overrepresented in regions occupied by active promoters 

(Emberly et al., 2008; Nègre et al., 2010). 

To test this further, we imaged Beaf-32 and paused RNAPII by two color 

dSTORM. In contrast to H3K27me3, the distribution of RNAPII clusters is more 

homogeneous and Beaf-32 often co-localizes with active RNAPII hotspots (Figure 

4.6b, N=30). Quantification of the co-localization coefficient indicates that Beaf-

32 clusters are consistently localized at sites of active transcription (Figure 4.6d). 

It is worth noting, however, that while most Beaf-32 clusters are close to RNAPII 

clusters, very often RNAPII clusters do not contain Beaf-32. Overall, these data 

indicate that at the single-cell level Beaf-32 clusters, and by extension Beaf-32 

barriers, are very often at transcriptionally active hotspots while many other 

transcriptionally active regions are not occupied by Beaf-32. 
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Finally, we investigated the spatial localization of Beaf-32 clusters with respect to 

blue chromatin domains marked by Polycomb. Polycomb regions are more sparse 

and more concentrated spatially than either RNAPII or H3K27me3 (Figure 4.6c, 

N=30), in agreement with the inhomogeneous distribution of blue domain sizes 

(i.e. BX-C and Antennapedia comprise the largest domains by far). The number 

of Polycomb clusters is considerably lower than that of other marks (~20 

clusters/cell, N=40), consistent with the relatively lower proportions of blue 

domains with respect to yellow/red or black domains. SMLM images reveal Beaf-

32 clusters do not spatially localize with blue domains at the single cell level, 

reflected by a very low colocalization coefficient (Figure 4.6d). BX-C most often 

represents the largest Pc body in the cell (Cheutin and Cavalli, 2012). It is worth 

noting that Beaf-32 clusters localize to the periphery of BX-C bodies (Figure 

4.6c), consistent with the presence of Beaf-32 at barriers flanking BX-C and 

other blue TDs. 

 Discussion 4.4

Recent studies have proposed that a predominant mechanism for the formation 

of mammalian sub-TDs involves looping between sequential TD barriers (Rao et 

al., 2014; Vietri Rudan et al., 2015). In this study, we devised an experimental 

strategy to test whether this mechanism is likely to be predominant in 

Drosophila. This strategy involved directly measuring the distance between 

consecutive and non-consecutive TDs at the single cell level by sub-diffraction 

resolution microscopy. The mean distance between TDs and the dispersion of 

distances increased monotonically with genomic distance, indicating a stable 

mean structure of the chromatin fiber. The dependence of physical versus 

genomic distance scaled with a coefficient characteristic of the self-avoiding 

random walk typical at short distances (Mirny, 2011) (theoretical exponent: 0.6, 

experimental: 0.65 ± 0.1). This finding is inconsistent with a ‘rosette’ model in 

which all TD barriers coalesce by specific interactions (Figure 4.7a), as this would 

require the physical distance between TD barriers not to increase with genomic 

distance. In addition, our observation is inconsistent with a ‘consecutive looping’ 

model in which only consecutive TD barriers loop (Figure 4.7b), as this model 

predicts a consistently lower distance between consecutive TD barriers than 

between non-consecutive barriers. These traits were not observed in our data 
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(Figure 4.7e). Moreover, the physical distance between domain borders was 

correlated to the size of the TD being flanked, and barriers co-localized only in a 

very low fraction of cells (< 2.5%, Figure 2d), in favor of a boundary 

organization that is distinct from constitutive looping. 

These observations, however, are fully compatible with a model in which TD 

barriers do not loop (‘TD condensate’ model, Figure 4.7c). In addition, this model 

is consistent with our observations that the distance between barriers reflects the 

epigenetic state of the TDs they flank: (1) barriers between black TDs follow the 

self-avoiding random walk behavior; (2) distances between barriers flanking 

yellow (active) TDs are consistently larger than the prediction from the 

theoretical model, in agreement with the expected dynamic and decondensed 

conformation of transcriptionally active chromatin; while (3) in some instances 

distances flanking TDs with the same epigenetic state (e.g. blue or Polycomb) are 

shorter than theoretically predicted (Figure 4.2e) consistent with the tendency of 

polycomb chromatin TDs to form homotypic interactions (Bantignies et al., 2011; 

Jost et al., 2014; Sexton et al., 2012). Overall, these results are consistent with 

yellow, blue and black chromatin TDs displaying an architecture correlating with 

their transcriptional activity. Therefore, TD borders would not establish a rigid 

scaffold that spatially confines TD organization. Rather the relative positions of 

boundaries are affected by the chromatin domains they encompass. Importantly, 

the distances between borders accurately reflected the underlying chromatin 

structure at the single cell level, which argues in favor of stable and possibly 

predictable genome architecture. 

To test for border interactions within larger portions of the genome, we labeled 

69 boundaries and calculated the number of fluorescent foci detected. Strikingly, 

the mean total number of foci per cell was fully compatible with the expected 

values for individual non-interacting borders and could account for the degree of 

homologous chromosome pairing, consistent with the TD condensate model. To 

investigate the degree of TD border interactions at the level of the whole 

genome, we took advantage of the very significant binding enrichment of the 

insulator protein Beaf-32 at domain boundaries. Quantitative analysis of 3D-SIM 

images revealed ~450 Beaf-32 foci per cell, a number compatible with the total 

number of Chip-seq binding sites that should be visible in our imaging conditions. 

In addition, we observed that Beaf-32 clusters are small (~45 nm) and contain a 

small number of proteins (~4-5). Beaf-32 binding sites (CGATA motif) display a 
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linearly clustered distribution along the genome, with triplets of sites often found 

within regions of 1kb (Emberly et al., 2008). Thus, these results and 

observations are inconsistent with rosette or consecutive looping models 

representing constitutive determinants of TD formation, as these models would 

require larger Beaf-32 clusters with many more proteins per cluster being 

detected at the single-cell level. 

Although looping does not seem to be the mechanism that drives genome 

partitioning into domains of preferential chromatin contacts, boundaries could 

still be a factor in the establishment of TDs. For instance, TD borders are sites of 

active transcription. Thus, the high occupancy of architectural proteins, the 

transcription machinery, and chromatin remodelers at domain boundaries could 

confer them particular structural properties, such as increased rigidity that would 

constrain chromatin interactions to either side of the border (Figure 4.7c). Such a 

mechanism, involving multiple factors is compatible with the partial or no 

perturbation of TD structures upon knockdown of CTCF (Zuin et al., 2014a), or 

the ablation of the H3K27me3 epigenetic marks (Nora et al., 2012). A structural 

characterization of individual boundaries with SMLM and a proteomic 

investigation of border-associated factors would shed light on possible molecular 

mechanisms of TD formation. 

Previous ChIP-chip/seq studies have shown that RNAPII is often detected at 

regions close to Beaf-32 binding sites in an ensemble population of cells (Bushey 

et al., 2009; Emberly et al., 2008). This observation suggested a role of Beaf-32 

in transcriptional activation (Liang et al., 2014). To test whether Beaf-32 is 

constitutively co-localized to active RNAPII sites, we measured the spatial 

correlation of Beaf-32 and of paused RNAPII at the single-cell level using super-

resolution microscopy. As expected from genome-wide studies, Beaf-32 and 

RNAPII displayed a high degree of colocalization at the single-molecule level. In 

contrast, Beaf-32 was did not occupy the same regions as other marks (e.g. 

H3K27me3 or Pc). As for Beaf-32, the RNAPII distribution pattern did not indicate 

an important degree of spatial clustering, as previously observed by SMLM for 

mammalian RNAPII (Cisse et al., 2013; Zhao et al., 2014). Rather, RNAPII was 

very abundant within the nuclei of S2 cells, with no sites of particular enrichment 

that would resemble transcription factories. In addition, the nuclear distribution 

of both Beaf-32 and RNAPII was homogeneous (Figure 4.6). These observations 

are in line with the high gene density of the Drosophila genome compared to 
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mammals where transcriptionally active loci may be found close in 3D space both 

because of the smaller genome and the smaller size of the nucleus. Furthermore, 

the absence of remarkable RNAPII clustering may be related to the fast export of 

mRNAs to the cytoplasm as could be seen by fluorescent staining of polyA tails of 

mRNAs using RNA-FISH (Forler et al., 2004). Indeed, the lower fraction and size 

of introns in the Drosophila genome may lead to faster rates of mRNA synthesis 

and export, and thus a low degree of accumulation of paused RNAPII at 

promoters, since initiation and elongation are coordinated. 

Evidence from microscopic and Hi-C methods have predicted that active and 

inactive chromatin domains are organized at the single-cell level into 

compartments (Cremer et al., 2015; Dekker and Heard, 2015; Lanctôt et al., 

2007). Most Beaf-32 binding sites (>85%) mark the position of TD barriers. The 

majority of barriers marked by Beaf-32 represent active chromatin (yellow). 

Thus, we used Beaf-32 as a probe to image the nanoscale distribution of active 

domain boundaries, while simultaneously imaging other epigenetic regions by 

H3K27me3, Pc, and active RNAPII. Remarkably, we observed for the first time at 

the single-cell level that H3K27m3 distributed in well-defined territories with a 

typical size of 100-400 nm surrounded by channels depleted of H3K27me3 and 

populated by Beaf-32-labeled domain boundaries (Figure 4.6a). This constitutes 

strong experimental support for active/repressed TDs partitioning into distinct 

territories (or ‘globules’) with active barriers expelled to the periphery (Jost et 

al., 2014). These territories were not easily observed by microscopic methods in 

the past most possibly due to the limited resolution of diffraction-limited 

methods. Simultaneous imaging of Beaf-32-labeled domain boundaries together 

with active RNAPII or Polycomb is consistent with these observations, as they 

show that active TD barriers labeled by Beaf-32 intermingle with regions rich in 

active RNAPII, while they are segregated from Polycomb-rich regions. 
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 Perspectives and outlook 4.5

Our results suggest looping is not a constitutive property of Beaf-32 in 

Drosophila, since a very low number of molecules was counted per Beaf-32 spot. 

To date there is no homolog of Beaf-32 found in mammals, which could account 

for the different landscapes depicted by CTCF in mammals and BEAF-32 in 

Drosophila. Beaf-32 and CTCF although both highly enriched at TAD borders and 

displaying looping activity and physical insulation of genomic regions, may be 

involved in distinct mechanisms that differently influence chromatin folding. In 

favor of this hypothesis is the observation that during mitosis a subset of Beaf-32 

remains bound to chromosomes (data not shown), which is not the case of 

mammalian CTCF until telophase (Zuin et al., 2014b). 

Alternatively, TAD formation itself may be a result of different mechanisms 

between species. Despite the elevated gene homology between Drosophila and 

human (~60%), and the similarities between developmental programs, there are 

various genomic differences that could reflect or play a role in the divergence of 

genome organization pathways. As mentioned above, the Drosophila genome has 

a significantly lower proportion of non-coding sequences compared to mammals. 

Furthermore, while in Drosophila one function is related to one gene, there is an 

important level of gene duplication in mammals. Homologous chromosomes tend 

to be paired in Drosophila (~50-60%) but are mostly separated in mammalian 

species. In mammals constitutive heterochromatin seems to preferentially 

localize to the nuclear periphery, while it does not seem to be the case in 

Drosophila S2 cells (Figure 1.1). In mammals, but not Drosophila, cohesin is also 

significantly found at TAD borders, although again, the majority of binding sites 

are not at borders (Sexton and Cavalli, 2015b). Finally, only CTCF has been 

found to have an insulating function in mammals, whereas in Drosophila, no less 

that 11 IBPs have been identified and possibly more will be discovered. In this 

context, it would be interesting to monitor mammalian TAD borders organization 

and the localization of CTCF with super-resolution microscopy. A higher 

frequency of pairwise contacts, for instance, would suggest distinct mechanisms 

of TAD formation and maintenance between organisms.  
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It is yet to be demonstrated which factors determine genome folding into TADs, 

and functional tests would allow essential components for the topological 

organization of chromatin to be identified. Recently, Drosophila cells were 

perturbed by heat shock which resulted in a global transcription repression and a 

genome-wide redistribution of architectural proteins from TAD borders to the TAD 

interior which also changed chromatin topology (Li et al., 2015). These results 

indicate that on average chromatin architecture would efficiently be remodeled in 

response to environmental stimuli. Observing the physical impact of stress on the 

chromatin fiber at the single cell level would inform on potential mechanisms that 

drive the interplay between genome topology and gene regulation. For instance, 

how do distances between borders change upon general transcription repression? 

Do borders flanking different epigenetic regions respond differently? One could 

think of border interactions as a scaffold for gene compaction, in agreement with 

the radial loop model discussed in Chapter 1. In this line of thought, what is the 

role of condensins? An experimental model to test for such effects would be 

chromatin compaction during mitosis. Optimization of the FISH protocol would 

then be possibly required. Furthermore, depletion of architectural proteins 

binding to specific loci, alone or in combination, would inform on the essential 

components to establish or maintain TADs. Deletion of subsets of binding sites 

through genome editing may reveal a fruitful strategy to investigate molecular 

mechanisms at the level of single genes.  

Genome-wide techniques yield probabilistic maps of chromatin interactions, and 

identify protein candidates for the functional regulation of genome architecture. 

The impressive amounts of quantitative information that are generated provide a 

powerful guide to deeper mechanistic investigations. With the development of 

super-resolution microscopy technologies, interphase chromatin structure and 

function can be investigated at the molecular scale and reveal the mechanisms 

that drive interphase chromatin dynamics. 
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 Main Figures 4.6

Figure 4.1 – Imaging single TD barriers at the single-cell level 

 

Hi-C normalized map for Drosophila embryos in f2 Mb regions of chromosomes 2L and 

3R (Sexton et al., 2012). Contact map is rotated by 45° from conventional matrix 

representation. Y-axis denotes contact frequency and x-axis denotes genomic distance in 

kb. Bottom panel shows Chip-Seq profile of BEAF-32 and color-coded chromatin 

organization according to protein binding profiles (Filion et al., 2010). Red shadowed 

regions indicate the genomic position and size of oligoPAINT libraries designed to label 

TD barriers. (b) Labeling strategy using oligoPAINT FISH probes. (c) Characteristic 

example of an individual nucleus imaged by 3D-SIM (see Movie S1). (d) Representative 

histogram depicting the frequency of detection of individual oligoPAINT libraries (number 
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of foci) detected from 3D-SIM images for library 2 (see Extended Experimental 

Procedures for details). N indicates the number of cells analyzed. The relative number of 

foci detected per cell for all libraries (1-7) is depicted in Fig. 1g. (e-f) Histograms of (e) 

lateral and (f) axial distribution of sizes for library 2. A Gaussian distribution was fitted to 

the experimental distribution (black solid line) and the full width at half maximum value 

(FWHM) of the profiles in the lateral and axial directions were computed to estimate the 

sizes of the libraries. The mean FWHM for all libraries (1-7) are depicted in Fig. 1h-i. (g) 

Genomic region spanned by each oligoPAINT library. (h) Average relative proportion in 

the number of number of foci detected per cell from 3D-SIM images for all libraries. (i-j) 

Lateral (x/y) and axial (z) distribution of sizes for all libraries obtained as described in 

panels d-e. (k-l) STORM image of libraries 1, 2 (k) and BX-C (l). TD barriers often appear 

as single foci with a lateral size of ~50-100 nm. In contrast, BX-C appears as a 

distributed structure spanning hundreds of nm in size. 
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Figure 4.2 - Local organization of barriers at super-resolution 

 

Typical two-color 3D-SIM and STORM images of cells simultaneously labeled with two 

oligoPAINT libraries. (b) Upper matrix: genomic distance between any two given 

combination of libraries. No genomic distance is displayed for libraries between different 

chromosomes. Lower panel: mean physical distance between combinations of libraries 

determined from 3D super-resolution FISH imaging. (c) Distribution of distances between 

libraries 1 and 2 (blue circles). A Gaussian fit (black curve) was used to determine the mean 

and standard deviation (see panels e and f). Cyan shaded area represents the area under 

the curve from zero to the resolution of 3D-SIM (120 nm), and provides an estimate for the 

maximum degree of co-localization between libraries. (d) Maximum degree of co-localization 

for different combinations of libraries. Combinations are sorted depending on whether they 

measure distances between consecutive (left) or non-consecutive TDs (right). Solid colors 

(left) represent the color of chromatin of the TD being flanked by a given combination of 

libraries. Shaded colors (right) are shown when libraries flank several TDs with mixed colors 

(shaded yellow: mix of a yellow and a black TD; shaded blue: mix of a blue and a black TD). 

(e) Distribution of physical versus genomic distance. Color code are identical to those used 

in panel (d). Magnified regions display the contact map between libraries 2 and 3 (top), and 

between libraries 6 and 7 (right). A fit for a self-avoiding random walk model (g = 6 × hi, 

where d is the physical distance, s is the genomic distance, and b is the fractional exponent) 

is shown as a dashed line (all points fitted, fractional exponent: 0.6) or as a red line (only 
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distances between barriers flanking black TDs are fitted, fractional exponent: 0.7). (f) 

Standard deviation of the distribution of distances as a function of genomic distance. Red 

line represents a linear fit passing through the origin. Color code is as in panel d. 
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Figure 4.3 - Chromosomal organization of barriers 

 

69 barriers between TDs spanning the entire right arm of chromosome 3 were labeled by 

oligoPAINT probes (red lines). The distribution in the number of probes per library is shown 

as a function of probe position along chromosome 3R. Color codes correspond to the color 

of chromatin at the TD barrier labeled. In average, libraries had 263 probes. (b) Number of 

TD barriers labeled for each chromatin color at the barrier (left) and the predominant color 

between barriers (right). (c) Distribution in the distance to next TD barrier as a function of 

barrier number. Barriers are numbered sequentially from centromere to telomere. Color 

code corresponds to the color of the predominant chromatin region between each TD barrier 

and the next barrier being labeled. The distribution of distances between barriers is 

homogeneous, with a mean of 320 kb. (d) Two characteristic 3D-SIM images of the 69 TD 

barriers labeled by oligoPAINT probes (green). DNA (DAPI) is labeled in blue. Typically, 

tens of clusters can be independently detected in each cell. (e) Distribution in the sizes of 

clusters detected per cell. Vertical dashed line represents the lateral resolution of 3D-SIM 

under these conditions (120 nm). Most clusters have a size equal or smaller than the lateral 
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resolution. (f) Distribution of cluster sizes in the axial direction. Vertical dashed line indicates 

the axial 3D-SIM resolution (300 nm). (g) From the coordinates of each detected cluster, 

and the segmentation of the volume occupied by the nucleoid (see Experimental 

Procedures), the radial distribution of clusters was calculated from the center of the nucleus. 

(h) Boxplot representing the number of detected clusters per cell. The number of clusters in 

each cell is shown as grey circles, blue line represents the mean, and pink box the standard 

deviation. N represents the number of cells. 

 



 140 4.6 Main Figures 

Figure 4.4 - Chromatin insulators and nuclear distribution of TD 

frontiers 

 

 

Typical epifluorescence image of antibody-labeled Beaf-32. (b) Characteristic 3D-SIM 

image under the same labeling conditions as in panel (a). Beaf-32 clusters are shown in 

pink, lamin in green. (c) Distribution of Beaf-32 cluster sizes in the lateral direction. 

Lateral resolution of 3D-SIM is shown as a vertical dashed line. N indicates number of 

cells. (d) Radial distribution of Beaf-32 clusters in the nucleus. (e) Typical three-color 3D-

SIM images of immunolabeled Beaf-32 (magenta), single oligoPAINT probe libraries 

(cyan) and DNA (DAPI, grey). 
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Figure 4.5 – BEAF-32 distribution quantified by SMLM  

 

Characteristic two-color dSTORM image Beaf-32 (magenta) and lamin (cyan). Whole cell is 

shown in left panel and magnified region in right panel. Beaf-32 can be clearly seen to form 

clusters distributed across the nucleus. Beaf-32 was labeled with primary antibody. (b) 

Typical PALM image of Beaf-32-mEos2. (c) Normalized Ripley’s function as a function of 

radial distance from dSTORM data (black line) and for a random distribution of localizations 

(grey dashed line). The peak of the distribution provides an estimate of the typical cluster 

size. A similar distribution was obtained from PALM data (Figure 4.4h). (d) Beaf-32-mEos2 

foci were clusterized and the number of detected clusters is plotted as a function of cluster 

size. Similar results were obtained for dSTORM imaging of Beaf-32 (Figure 4.4e). (e) Beaf-

32 clustered localizations in a cell displayed with a color code indicating the estimated 

number of molecules per cluster. (f) Distribution in the number of Beaf-32 clusters obtained 

per cell from volumetric 3D-SIM datasets. N indicates number of cells. (g) Bioinformatics 

analysis of number of genomic loci occupied by Beaf-32 for different integration window 

sizes. Color-code indicates log of Chip signal enrichment. 
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(a) – Typical two-color dSTORM image 

of Beaf-32 (magenta) and H3K27me3 

(three cells are shown). Image on top 

right is magnification of image on top 

left. Beaf-32 rarely localizes with 

H3K27me3 marks. Image on bottom 

right is a zoom on a H3K27me3 domain 

with 2 foci of Beaf-32 at its periphery. 

Arrowheads point to regions of 

continuous single fibers stretches 

(FWHM 30 nm) 

(b) – Characteristic two-color dSTORM 

image of Beaf-32 (magenta) and 

paused RNAPII, phosphorylated on 

CTD S5 (cyan), showing a large degree 

of colocalization. 

(c) – Typical two-color dSTORM image 

of Polycomb (cyan) and Beaf-32 

(magenta). Beaf-32 does not colocalize 

with Polycomb. 

(d) – Quantification of the degree of co-

localization between Beaf-32 and 

H3K27me3, RNAPII, and Polycomb 

using aCBC (see Section 3.3.2) 

 

Figure 4.6 – Epigenetic organization of Beaf-32 clusters 
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Figure 4.7 – Models for the higher-order structuration of TDs. 

 

 

(a) – Rosette model proposes looping interactions between sequential and non-

sequential TD barriers. (b) The consecutive looping model suggests that the barriers 

flanking each TD loop, but this looping does not extend to non-sequential barriers. (c) 

The TD condensate model proposes that the formation of TDs is due to the reinforced 

interaction between loci within the TD, or by domain borders acting as topological barriers 

preventing interactions of loci from neighboring TDs. 
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 Experimental Procedures 4.7

3D-SIM, PALM and dSTORM 

3D-SIM imaging was performed on an OMX V3 microscope (Applied Precision Inc) 

as previously described (Fiche et al., 2013). Reconstruction and alignment of 3D-

SIM images was performed using softWoRx v 5.0 (Applied Precision Inc). PALM 

and 3D-PALM imaging was performed as described previously (Fiche et al., 2013; 

Marbouty et al., 2015). For 3D-PALM, a MicAO 3D-SR module (Imagine OpticTM, 

France) was used. Two color dSTORM was performed using Cy3 and Atto647-

labeled primary antibodies. Extensive chromatic aberration correction algorithms 

were used to ensure correction between channels was better than 10 nm. Refer 

to Supplemental Experimental Procedures for more details. 

Cell culture, stress treatment and fixation 

Drosophila S2 cells were obtained from the Drosophila Genomics Resource 

Center. They were grown in serum-supplemented (10%) Schneider’s S2 medium 

at 25°C. Before stress treatment (heat shock or osmotic stress), S2 cells were 

allowed to adhere to a poly-l-lysine coverslip for 30 min in a covered 35-mm cell 

culture dish. To induce heat shock, cells were incubated at 37°C for 20min before 

fixation with 4% paraformaldehyde (PFA). For the osmotic stress, cells were 

treated with different indicated concentrations of NaCl (10mM, 50mM, 100mM, 

250mM, 500mM, 1M from a 5M stock) as previously described (Schoborg et al., 

2013). Controls were kept in conditioned media. Cells were stressed for 20 min 

and then immunostained. In brief, cells were fixed with 4% PFA for 10 min at RT, 

rinsed 3× with PBS, and either directly observed at the microscope (transfected 

cells) or immediately treated for immunostaining 

Immunostaining 

Cells were permeabilized with 0.5% Triton X-100 for 10 min, and blocked with 

5% of bovine serum albumin (BSA) for 15 min at RT. For SIM experiments, 

primary antibodies (Emberly et al., 2008; CP190 and Beaf-32 made from rabbit 
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by Eurogentec) were diluted to final concentration of 4μg/ml in 1% BSA, and 

coverslips were incubated for 1h at RT in a humidified chamber followed by a 3× 

wash with PBS for 10 min each. Secondary antibodies (anti-mouse-A488 

#A21202, anti-rabbit-A568 #A10042, anti-rabbit-A488 #A21206, anti-rabbit-Cy5 

#A10523, anti-mouse-A568 #A11031, LifeTechnologies, Cstock at 2mg/ml) were 

then diluted to final concentration of 4 μg/ml for 3D-SIM in 1% BSA and 

incubated for 1h at RT, and coverslips were washed as described. 0.5 μg/ml DAPI 

was added to counterstain DNA, rinsed 2× with PBS, and mounted in Vectashield. 

For dSTORM only primary antibodies (H3K27me3/pAb-195-050/Diagenode, Anti-

RNA polymerase II CTD repeat YSPTSPS phosphoS5/#ab5131/Abcam, 

Polycomb/generous gift from Giacomo Cavalli lab) were used at a final 

concentration of 7 μg/ml diluted in 1% BSA and incubated overnight at 4°C then 

washed 3× with large volumes of PBS (50 ml each). Fiducial markers diluted 

1/4000 (Tetraspeck, #10195142, FisherScientific) were incubated with the 

samples for 5min in PBS. The coverslips were mounted on slides with 100 μl 

wells (#2410, Glaswarenfabrik Karl Hecht GmbH & Co KG) in dSTORM buffer 

composed of PBS, glucose oxidase (G7141-50KU, Sigma) at 2.5 mg/ml, catalase 

at 0.2 mg/ml (#C3155-50MG, Sigma), 10% glucose and 50 mM of β-

mercaptoethylamine (MEA, #M9768-5G, Sigma) are dissolved in PBS, and sealed 

with duplicating silicone (Twinsil, Rotec). 

S2 cells transfection with BEAF-32-mEos2 

The mEOS2-Beaf-32 sequence was synthetized by Clontech before being cloned 

in the plasmid pMT/V5-His-TOPO (DES TOPO TA Expression kit, LifeTechnologies) 

and used for the following transfection protocol. Transfections were performed in 

S2 cells that were plated at 2 millions of cells per well in a 6 wells plate 

containing 2 ml of Schneider’s medium in each well. Cells were incubated 2-3h at 

25°C and transfected with Effectene reagent (Qiagen) in a mix containing 100µl 

EC buffer, 0.4µg pMT/V5-His-TOPO mEOS2-Beaf-32, 3.2µl enhancer, 20µl 

Effectene. After 24h, copper sulfate CuSO4 (250µM) was added to activate the 

Drosophila metallothionein (MT) promoter for metal-inducible expression of our 

Beaf-32 gene of interest. The day after (i.e. 48h after the transfection), cells 

were harvested. 
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Design of oligoPAINT libraries 

OligoPAINT libraries were constructed using a protocol adapted from Beliveau et 

al. (Beliveau et al., 2015).  

Libraries 1-7, Chr3R-69TD, and BX-C were constructed from the oligoPAINT 

public database (http://genetics.med.harvard.edu/oligopaints). All libraries 

consisted of 42mer sequences discovered by OligoArray2.1 run with the following 

settings: -n 30 -l 42 -L 42 -D 1000 -t 85 -T99 -s 70 -x 70 -p 35 -P 80 -m 

‘GGGG;CCCC;TTTTT;AAAAA’ -g 44. Oligonucleotide for libraries 1-7 and BX-C 

were ordered from CustomArray (Bothell, WA). The procedure used to synthesize 

oligoPAINT probes is described below. Chr3R-69 oligonucleotides were purchased 

from  MYcroarray (Ann Arbour, MI). OligoPAINT probes for this library were 

synthesized using the same procedure as for the other libraries except for the 

initial emulsion PCR step. Secondary, fluorescently-labeled oligonucleotides were 

synthesized by Integrated DNA Technologies (IDT; Coralville, IA for Alexa488) 

and by Eurogentec (Angers, France for Cy3b). Please see Supplementary Table 1 

for a list of oligoPAINT probe sets used for libraries 1-7. Sequences for secondary 

oligonucleotides and PCR primers are described below (Supplementary Tables 2-

4). 

Table 1: OligoPAINT probe sets for libraries 1-7 

Chr Lib 

 

Genomic coordinates Number 

of oligos 

Specific primer pairs 

Chr2L 1 9990000 10010000 267 BB287-FWD BB288-REV 

Chr2L 2 10180000 10210000 405 BB293-FWD BB294-REV 

Chr2L 3 10420000 10540000 1615 BB295-FWD BB296-REV 

Chr2L 4 10710000 10750000 516 BB84-FWD BB83-REV 

Chr3R 5 12260000 12330000 944 BB291-FWD BB292-REV 
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Chr3R 6 12450000 12480000 405 BB300-FWD BB301-REV 

Chr3R 7 12840000 12960000 1541 BB302-FWD BB303-REV 

PCR primers and secondary oligos 

Fluorophore-labelled PCR primers, 5’-phosphorylated PCR primers used in the 

lambda exonuclease protocol and DNA secondary oligos were purchased from IDT 

and purified by IDT using high-performance liquid chromatography. Unlabelled, 

unphosphorylated primers were also purchased from IDT and purified by IDT 

using standard desalting. 

Please see Supplementary Table below for a list of PCR primer pairs and a list of 

secondary oligos used. 

Table 2: Unlabelled PCR primers 

Name Sequence Lib Chr 

BB287-FWD /5Phos/CGCTCGGTCTCCGTTCGTCTC 1 2L 

Sec1-BB288-REV CACCGACGTCGCATAGAACGGAAGAGCGTGTGGGGCTAGGTACAGGGTTCAGC 1 2L 

BB293-FWD /5Phos/CCGAGTCTAGCGTCTCCTCTG 2 2L 

Sec1-BB294-REV CACCGACGTCGCATAGAACGGAAGAGCGTGTGAACAGAGCCAGCCTCTACCTG 2 2L 

Sec5-BB294-REV TAGCGCAGGAGGTCCACGACGTGCAAGGGTGTAACAGAGCCAGCCTCTACCTG 2 2L 

BB295-FWD /5Phos/GCGTTAGGGTGCTTACGTCTG 3 2L 

Sec1-BB296-REV CACCGACGTCGCATAGAACGGAAGAGCGTGTGCACCTCCGTCTCTCACCTCTC 3 2L 

Sec5-BB296-REV TAGCGCAGGAGGTCCACGACGTGCAAGGGTGTCACCTCCGTCTCTCACCTCTC 3 2L 

BB84-FWD /5Phos/GATACGTTGGGAGGCAATGAG 4 2L 
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Sec1-BB83-REV CACCGACGTCGCATAGAACGGAAGAGCGTGTGATCCTAACAATCCCGCTGAGG 4 2L 

Sec5-BB83-REV TAGCGCAGGAGGTCCACGACGTGCAAGGGTGTATCCTAACAATCCCGCTGAGG 4 2L 

BB291-FWD /5Phos/CAGGTCGAGCCCTGTAGTACG 5 3R 

Sec1-BB292-REV CACCGACGTCGCATAGAACGGAAGAGCGTGTGCTAGGAGACAGCCTCGGACAC 5 3R 

BB300-FWD /5Phos/CCAGTGCTCGTGTGAGAAGTC 6 3R 

Sec1-BB301-REV CACCGACGTCGCATAGAACGGAAGAGCGTGTGCTGCAGAGAAGAGGCAGGTTC 6 3R 

Sec5-BB301-REV TAGCGCAGGAGGTCCACGACGTGCAAGGGTGTCTGCAGAGAAGAGGCAGGTTC 6 3R 

BB302-FWD /5Phos/CGCACTGAACCAGACTACCTG 7 3R 

Sec1-BB303-REV CACCGACGTCGCATAGAACGGAAGAGCGTGTGGAGAGGCGAGGACACCTACAG 7 3R 

Sec5-BB303-REV TAGCGCAGGAGGTCCACGACGTGCAAGGGTGTGAGAGGCGAGGACACCTACAG 7 3R 

Table 3: Labelled PCR primers  

Name Sequence 

BB506-A647 (Sec1) /5Alex647N/CACCGACGTCGCATAGAACGG   

BB506-A488 (Sec1) /5Alex488N/CACCGACGTCGCATAGAACGG   

BB510-Cy3B (Sec5) /5Cy3B/TAGCGCAGGAGGTCCACGAC       

Table 4: Secondary labelled oligonucleotides 

Name Sequence 

Sec1-A647-X2(Sec1)  /5Alex647N/CACACGCTCTTCCGTTCTATGCGACGTCGGTGagatgttt/3AlexF647N/   
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Sec1-A488-X2(Sec1)   /5Alex488N/CACACGCTCTTCCGTTCTATGCGACGTCGGTGagatgttt/3AlexF488N/    

Sec5-Cy3B-X2(Sec5)    /5Cy3B/ACACCCTTGCACGTCGTGGACCTCCTGCGCTAagatgttt/3Cy3B/         

Emulsion PCR amplification of oligonucleotide libraries 

Raw, multiplexed libraries purchased from CustomArray were amplified using 

universal primers using emulsion PCR to generate template to use in subsequent 

PCR reactions. Hundred ml of aqueous PCR master mix was gradually mixed into 

a 600-ml of 95.95% mineral oil (Sigma M5904):4% ABIL EM90 (Degussa):0.05% 

Triton-X-100 (Sigma T8787) oil phase (v/v/v) at 1,000 r.p.m. for 10 min at 4C. 

For the emulsion PCR, we used the following PCR primers: 

· GACTGGTACTCGCGTGACTTG as forward primer 

· GTAGGGACACCTCTGGACTGG as reverse primer. 

Reactions were amplified with the following cycle: 95 C for 2min; 30 cycles of 95 

C for 15 s, 60 C for 15 s and 72 C for 5min, with a final extension step at 72 C 

for 5min. After cycling, the DNA was recovered by a series of organic extractions: 

first using diethyl ether (Sigma 296082), then using ethyl acetate (Sigma 

494518); then once again using diethyl ether. These extractions were followed 

by a purification of DNA samples with Qiagen columns to remove Taq 

polymerase. For stepwise emulsion, PCR and emulsionbreaking protocols, please 

see the Oligopaints website (http://genetics.med.havard.edu/oligopaints). 

Oligopaint probe synthesis 

Oligopaints probes containing secondary oligo binding sites were synthesized 

using the lambda exonuclease method (Beliveau et al., 2015). The secondary 

oligo-binding sites were added to Oligopaint probe sets through the use of the 

following ‘touch-up’ PCR cycle: 95 C for 5min; 3 cycles of 95 C for 30 s, 60 C for 

45 s and 72 C for 30 s; 20 cycles of 95 C for 30 s, 68 C for 1min and 72 C for 30 

s, with a final extension step at 72 C for 5min. The template generated via 

‘touch-up’ PCR was further amplified with the following cycle: 95 C for 5min; 31 

cycles of 95 C for 30 s, 60 C for 30 s and 72 C for 15 s, with a final extension 
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step at 72 C for 5min. For stepwise probe synthesis protocols, please see the 

Oligopaint website (http://genetics.med.havard.edu/oligopaints). 

‘One-day’ probe synthesis using lambda exonuclease 

Oligopaint probe sets were amplified using the ‘two-PCR’ method described 

above, but with the unlabeled primer being phosphorylated on its 5’end. The PCR 

reaction was then collected, concentrated using spin columns (Zymo D4031) and 

digested with lambda exonuclease (New England Biolabs M0262). Five units of 

lambda exonuclease were added per every 100 ml of unconcentrated PCR 

reaction (for example, use 50 units if the labelling PCR had a volume of 1 ml 

before concentration by the spin column) and the reaction was incubated at 37 C 

for 30 min in a thermocycler and then stopped by incubation at 75 C for 10 min. 

Finally, the digestion products were concentrated using ethanol precipitation and 

quantified using Nanodrop. For a detailed protocol, please see the OligoPAINT 

website (http://genetics.med.havard.edu/oligopaints). 

Preparation of sample slides for FISH and 2 color-FISH 

To prepare sample slides containing fixed S2 cells for FISH, S2 cells were allowed 

to adhere to a poly-l-lysine coverslip for 1h in a covered 35-mm cell culture dish 

at 25C. Slides were then washed in PBS, fixed 4% paraformaldehyde (PFA) for 

10 min, rinsed 3 times for 5 min in PBS, permeabilized 10min with 0.5% Triton, 

rinsed in PBS, incubated with 0.1M HCl for 10min, washed in 3 times for 1 min 

with 2X saline-sodium citrate - 0.1% Tween-20 (2XSSCT) and incubated in 

2XSSCT/50% formamide (v/v) for at least 30min. Then, probes were prepared 

by mixing 20µl of hybridization buffer FHB (50% Formamide, 10% Dextransulfat, 

2X SSC, Salmon Sperm DNA 0.5 mg/ml), 0.8 µL of RNAse A, 30 pmol of primary 

probe and 30pmol of secondary oligo. 12 µl of this mix were added to a slide 

before adding and sealing with rubber cement the coverslips with cells onto the 

slide. Probes and cells are finally co-denaturated 3 min at 78°C before 

hybridization overnight at 37°C. The next day, the slides were washed for 3 

times for 5 min in 2X SSC at 37°C, then for 3 times for 5 min in 0.1X SSC at 

45°C. Finally, they were stained with 0.5µg/ml of DAPI for 10min, washed with 

PBS, mounted in Vectashield and sealed with nail polish. For a more detailed 

protocol, see (Bantignies and Cavalli, 2014). 
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Two-color STORM and PALM acquisition 

The microscope setup was described in Section 3.6.1. 

Analysis of two-color STORM and PALM datasets 

Unless stated otherwise, all homemade software and routines were developed in 

Matlab. Single-molecule localizations were obtained by using Multiple Target 

Tracing (MTT) (Serge et al., 2008). Localization coordinates were further 

processed using SMLM_2C, custom software written in Matlab. Fluorescent 

beads were used to correct for drift and chromatic aberrations. Lateral drift was 

corrected with 5±3 nm precision as previously described (Fiche et al., 2013). 

Chromatic aberration correction was performed as described in (Churchman and 

Spudich, 2012). Samples with abnormal drift or lesser precision of drift or 

chromatic aberration correction were discarded. Clusterization of localizations 

was performed as described in Cattoni et al. (Cattoni et al., 2013). 

Colocalization of single-molecule localizations was performed using a custom 

implementation of the Coordinate-based colocalization analysis (Malkusch et al., 

2011) adapted for whole-cell automated analysis. 

Size of BEAF-32 clusters in PALM/STORM experiments (Ripley Analysis) 

To get an unbiased estimate of the size of BEAF-32 clusters in PALM/STORM 

experiments, we calculated for the localizations in each dataset the Ripley’s K-

function (K(r), (Ripley, 1977)). K(r) scales with the number of localizations found 

in the searching area πr2 thus it is well suited to identify the characteristic r at 

which localizations accumulate (i.e. cluster radius). To properly account for the 

size of the sampling area and the size of the sample (i.e. number of localizations) 

Ripley’s function was computed as described by Lagache et al. (Lagache et al., 

2013). Due to the round shapes of the nuclei, to avoid strong border effects, only 

the localizations in rectangular ROIs at the center of the nuclei were subjected to 

the Ripley analysis. In order to identify statistically relevance of the distribution, 

positive deviations of K(r) 0.05 and 0.95 quantiles were calculated and 

superimposed to the computed Ripley’s functions. The clusters’ radii found with 

Ripley analysis RCluster = RMax/1.3 (NB this is how they define R cluster in the 

paper) is in good agreement with the radii found with our clusterization 

algorithm. 
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Clusterization in PALM/STORM 

Clusterization of PALM/STORM localizations is obtained by an algorithm described 

in detail elsewhere (Cattoni et al., 2013). Briefly, the field of view was divided in 

virtual pixels of a size smaller than the physical pixels. The localizations are then 

plotted over the virtual pixels and used to generate a binarized image (virtual 

pixels containing at least one localization are set to 1 the others to 0). The 

different clusters are identified as groups of connecting virtual pixels containing 

at least 10 localizations. 

3D Structured Illumination Microscopy (3D-SIM) 

Instrumentation and imaging 

Samples were prepared as described above and mounted on an OMX V3 

microscope (Applied Precision Inc.) equipped with a 100X/1.4 oil PlanSApo 

objective (Olympus) and three emCCD cameras. 405 nm, 488 nm and 561 nm 

excitation lasers lines were used to excite DAPI, Alexa488 and Cy3, respectively. 

Each channel was acquired sequentially. A transmission image was also acquired 

to control for cell morphology. For each channel, a total of 1455 images made of 

97 different Z-planes separated by 125 nm were acquired, in order to acquire a 

stack of 12 μm. Three different angles (60°, 0° and +60°) as well as five phase 

steps were used to reconstruct 3D-SIM images using softWoRx v5.0 (Applied 

Precision Inc.). Final voxel size was 39.5 nm in the lateral (xy) and 125 nm in the 

axial (z) directions, respectively, for a final 3D stack volume of ~40 x 40 x 12 

μm. Multicolor TetraSpeck beads (100 nm in diameter, Invitrogen) were used to 

measure x, y and z offsets, rotation about the z-axis and magnification 

differences between fluorescence channels. These corrections were applied to the 

reconstructed images. The same beads were used to validate the reconstruction 

process ensuring a final resolution of ~120 nm in xy and ~300 nm in z at 525 

nm of emission wavelength. 3D-SIM raw and reconstructed images were analized 

with SIMCheck ImageJ Plug-in (University of Oxford, 

http://www.micron.ox.ac.uk/software/SIMCheck.php). Acquisition parameters 

were optimized to obtain excellent signal-to-noise ratio avoiding photobleaching 

between the different angular, phase, and axial acquisitions. 
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Analysis of 3D-SIM data 

In 3D-SIM, foci were identified by first segmenting the DAPI signal of the nuclei 

(by manually selecting rectangular ROIs in the XY-plane and keeping all the Z-

planes) and then calculating, for each channel separately, the maximum entropy 

threshold of the fluorescence intensities in the 3D ROIs. By using the intensity 

thresholds the 3D ROIs are finally binarized (voxels above threshold are set to 1 

while the others to 0) and the different foci identified as groups of connected 

voxels. 

3D nuclei segmentation in SIM 

In order to identify nuclear shells, nuclei are first segmented (as discussed in the 

previous paragraph) and then a low-pass filter is applied to the DAPI intensities 

so that only the large-scale information (i.e. nuclear shape) is kept. For each 

plane of the 3D ROIs, an intensity threshold is computed as described by Snell et 

al. (Snell et al., 2011) in order to distinguish voxels inside or outside the nucleus. 

The average intensity threshold calculated from the threshold of the single planes 

is used to identify the complete nuclear shell. 

Flow cytometry 

Transfected or untransfected cells were harvested and centrifuged at 1000rpm 

for 5min at room temperature. Then, they were washed with PBS, centrifuged at 

1000rpm for 5min at 4°C and finally fixed in cold 70% EtOH. After one night at 

4C, cells were washed 2 times with PBS (centrifugation at 850g for 5min at 4°C) 

before the addition of 1ml of PBS on each pellet. After 5min of incubation on ice 

for rehydratation of the pellet, the cells were incubated 20min at 37C with 

50µg/ml of RNAse A (12091-039, Invitrogen) and then incubated 20min on ice 

with 10µg/ml of propidium iodide (P3566, ThermoFisherScientific). Finally, cells 

were runned on Miltenyi MACSQuant flow cytometer (MRI-RIO platform, IGH). 
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 Supplementary Figures 4.8

Figure S 4.1 - 3D-SIM and dSTORM imaging of TD barriers 

 

 

(a) Field of view of S2 cells imaged by 3D-SIM. Three different views are provided. 

Green represents DAPI, red represents library 1 labeled by oligoPAINT.  

(b-c) dSTORM image of libraries 1, 2 and BX-C. TD barriers often appear as single foci 

with a lateral size of ~50-100 nm. In contrast, BX-C appears as a distributed structure 

spanning hundreds of nm in size. 
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Figure S 4.2 - Distance distributions between pairs of TD barriers 

 

 

(a) Distribution of distances between libraries pairs of libraries (blue circles, see top of 

each panel). A Gaussian fit (black curve) was used to determine the mean and standard 

deviation (see Figures 2e and 2f). Cyan shaded surface represents the area under the 

curve from zero to the resolution of 3D-SIM (120 nm for green channel), and provides an 

estimate for the maximum degree of co-localization between libraries. 
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Figure S 4.3 – Beaf-32 antibody specificity and STED imaging of Beaf-32 

 

(a) Control for Beaf-32 antibody specificity. Beaf-32 from a wild type culture of S2 cells is 

imaged by IF using conventional microscopy (top panel). Beaf-32 is depleted in an S2 

culture by RNA interference (RNAi) and imaged using the same conditions (bottom 

panel). The nearly complete loss of fluorescence in the nucleus in cells in which Beaf-32 

was depleted is evidence for the excellent specificity of the antibody. Note that the non-

specific signal observed in the cytoplasm of RNAi-treated cells may be due to a very low 

degree of nonspecific binding of the secondary antibody (as compared to the nuclear 

signal in the mock sample) or reflect the autofluorescence of cytoplasmic components. 

(b) Confocal and stimulated emission depletion (STED) microscopy of a typical S2 cell in 

which Beaf-32 was labeled by IF (green, top panel). As for SMLM and 3D-SIM, multiple 

small clusters can be revealed at super-resolution, but could not be visualized using 

diffraction-limited microscopies. For comparison, 3D-SIM and dSTORM imaging of Beaf-

32 under the same conditions are shown in the bottom panels (lamina: cyan, Beaf-32: 

magenta). 

(c) Distribution of Beaf-32 cluster sizes in the axial direction. Axial resolutions of 3D-SIM 

is shown as a vertical dashed line. N indicates number of cells.  
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Figure S 4.4 – Influence of osmotic shock on Beaf-32 nuclear 

distribution, expression levels of Beaf-32-mEos2 transfected cells, and 

STORM/PALM analysis of Beaf-32 

 

 

(a) Three color immunofluorescence confocal image of a field of view of S2 cells labeled with 

lamin (red), DAPI (blue) and using a primary+secondary antibody for Beaf-32 (green). In 

control cells (first column) Beaf-32 distributes roughly homogeneously throughout the nucleus 

(although higher intensity regions can be often seen). At 50 mM salt, the distribution of Beaf-

32 seems unchanged. However, at high osmotic shocks (250 mM monovalent salt), Beaf-32 

can be seen to cluster in a small number of sites within the nucleus and predominantly at the 

cell periphery. These results are consistent with Schoborg et al. (Schoborg et al., 2013).  

(b) Two-color immunofluorescence confocal images of S2 cells transfected with Beaf-32-

mEos2. A field of view is shown for each induction condition. Top row represents Beaf-32-

mEos2. A relatively homogeneous level of fluorescence can be observed in the population of 

cells, apart from a few cells with higher expression (see arrows). Cells with higher levels of 

signal than the average were discarded for PALM imaging. Bottom row: transfected cells 

imaged by immunofluorescence (primary Beaf-32 antibody conjugated to Cy5). A very 

homogeneous fluorescence signal is observed for different cells in this channel, consistent 

with the induction levels of Beaf-32 being very similar to endogenous levels of Beaf-32.  
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(c) Normalized Ripley’s function as a function of radial distance from dSTORM data (black 

line) and for a random distribution of localizations (grey dashed line). The peak of the 

distribution provides an estimate of the typical cluster size. A similar distribution was obtained 

from PALM data (Figure 4.4h).  

(d) Beaf-32 foci from dSTORM images were clusterized and the number of detected clusters 

is plotted as a function of cluster size. Similar results were obtained for PALM imaging of 

Beaf-32-mEos2 (Figure 4.4i). 

(e) Beaf-32-mEos2 foci were clusterized and the distribution in the number of detected 

clusters is plotted. A typical cell is displayed in Figure 4i. 
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Figure S 4.5 – Co-localization analysis: simulations and positive control 

 

(a-b) To evaluate the effect of the input parameter values on the output of the aCBC 

analysis, a simple case was simulated. A random distribution of Gaussian SMLM clusters 

within a circle with radius equal to 3 µm (the size of clusters is σ=20±5 nm, and mean 

number of events per cluster = 50). In the first channel (red), the centers of 100 clusters 

completely overlap with the centers of 100 clusters in the second channel (green), which 

contains a total of 200 clusters. Thus, in this simulation, all red clusters should co-

localize with a green cluster, but only half of the green clusters localize with a red cluster. 

A partial overlap is seen when reconstructions using probability density distributions are 

shown in different colors (panel a). The dataset was analyzed with aCBC and the 

colocalization coefficient maps of the individual localizations are shown in panel b. In this 

representation, it is clear that clusters in channel 1 (red) display a very high degree of co-

localization whereas only a fraction of clusters in channel 2 (green) display a large 

degree of co-localization. (c) Next, the correlation coefficient from aCBC analysis was 

measured as a function of the simulated colocalization. Clusters in 2-colors were 

generated as in panels a-b, and the percentage of overlapping clusters from channel 1 

was varied between 0% and 100%. The aCBC coefficients were calculated, and to 

compare the different colocalization situations the fraction of localizations with a high 

colocalization coefficient was extracted from the aCBC coefficient histograms. The 

results are summarized in panel c, where each data point is the mean percentage of 

events with aCBC>0.5 from 30 randomly generated datasets at a given level of 

colocalization. The error bars indicate the standard deviation of the mean values 

obtained from several simulations. A strong linear dependence is observed between the 
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true colocalization (X axis) and the fraction of events with strong positive correlation (Y 

axis), for both channel 1 and channel 2. This observation indicates that the true 

colocalization percentage can be inferred by the aCBC analysis in a straightforward 

manner. Furthermore, the method demonstrates a high level of reproducibility, with 

average standard deviation of the measurements of 0.04±0.01 for channel 1, and 

0.03±0.008 for channel 2. (d) To validate our co-localization acquisition and analysis 

approach, we performed a positive control in which Beaf-32 was imaged simultaneously 

by two different methods: tagging with a photoactivatable probe (mEos2) and 

immunolabeled using primary Beaf-32 antibodies. A typical two-color probability density 

image is shown. (e) To quantitative estimate the degree of co-localization, we applied 

aCBC analysis. We observe that most clusters of Beaf-32 antibody (left panel) are 

localized with a Beaf-32-mEos2 cluster, and vice versa (right panel). (f) To further 

quantify the degree of co-localization, we plotted the cumulative count as a function of 

aCBC coefficient. Clearly, this distribution shows that most localizations display a large 

degree of co-localization in both channels. 
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APPENDIX 

ABREVIATIONS 

(a)CBC (automated) Coordinate-based colocalization analysis 

(d)CTCF (drosophila) CCCT- binding factor, a zinc finger insulator protein 

(d)STORM (direct) Stochastic optical reconstruction microscopy 

(m)ESC (mouse) Embryonic stem cells 

3C Chromosome conformation capture 

4C Chromosome conformation capture on chip 

5C Chromosome conformation capture carbon copy 

BEAF-32 Boundary element associated factor 

CHIP-seq Chromatin immuno-precipitation coupled to high-throughput 

sequencing 

CP190 Centrosomal protein 190 KDa 

DAPI 4',6-diamidino-2-phenylindole - fluorescent DNA intercalating dye 

DHS DNaseI hypersensitive sites 

FOV Imaging field of view 

H3K27me3 Histone 3 trimethylated on Lysine 24, chromatin repressive mark 

Hi-C Chromosome conformation capture coupled to high-throughput 

sequencing 
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HOX Homeobox gene locus, involved in the regulation of 

developmental programs in mammals 

IBP Insulator-binding protein 

IF Immunofluorescence 

IgG Immunoglobulin of class G 

LRI Long-range interaction 

MHC Major Histocompatibility complex 

PALM Photoactivated localization microscopy 

PBS Phosphate buffered saline 

PcG Polycomb group proteins 

POL2 RNA polymerase 2 

POL2pS5 RNA polymerase 2 phosphorylated on Ser5 of the C-terminal 

domain: initiating (paused) Polymerase on the promoters 

PTM Post-translational modifications 

RNAP2 RNA polymerase 2 

ROI Region of interest in an image 

SMLM Single-molecule localization microscopy, includes PALM, Dstorm, 

STORM, FPALM 

SNR Signal to noise ratio 

SRM Super-resolution microscopy 

T(A)D Topologically associating domain / topological domain 

Xa Active X chromosome in females 

Xi Inactive X chromosome 

Xic X chromosome inactivation center 
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