
HAL Id: tel-01591852
https://theses.hal.science/tel-01591852

Submitted on 22 Sep 2017

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Neural bases of space representation by functional
magnetic resonance imaging (fMRI)

Justine Cléry

To cite this version:
Justine Cléry. Neural bases of space representation by functional magnetic resonance imaging (fMRI).
Neurons and Cognition [q-bio.NC]. Université de Lyon, 2017. English. �NNT : 2017LYSE1102�. �tel-
01591852�

https://theses.hal.science/tel-01591852
https://hal.archives-ouvertes.fr


BASES NEURALES DE LA REPRESENTATION SPATIALE 
GRACE A L’IMAGERIE PAR RESONANCE MAGNETIQUE 

FONCTIONNELLE (IRMF) 
/ 

NEURAL BASES OF SPACE REPRESENTATION BY 
FUNCTIONAL MAGNETIC RESONANCE IMAGING (FMRI) 



UNIVERSITE CLAUDE BERNARD - LYON 1 

2



  

3



I would like to extend my gratitude and sincere appreciation to Uta Noppeney and Yann 

Coello for accepting to examine the present thesis. Your expert opinion is an invaluable asset 

for the evaluation of my work. I would like to thank Emiliano Macaluso for accepting to be 

present for my thesis defense. 

Suliann, je ne te remercierais jamais assez pour toute la confiance que tu m’as accordée 

tout au long de ces quatre années ! Tes précieux conseils, tes encouragements, ton sourire et 

surtout ta bonne humeur m’ont permis de donner le meilleur de moi-même et d’essayer de me 

surpasser à chaque fois. À tes côtés, j’ai appris beaucoup de choses que ce soit en terme de 

travail ou bien sur moi-même, et qui vont m’être utiles pour mes futures années de recherches. 

Merci pour tout ! Olivier, merci de m’avoir initié à l’analyse des données d’imagerie et pour 

tous tes précieux conseils pendant mon stage, surtout les petites astuces qui permettent de 

gagner un temps fou pour les analyses ! Claire, merci pour tes conseils et retours, que ce soit 

pour les animaux, les analyses, lors des colloques ou bien pour les articles. 

Merci à Soline de m’avoir initié à l’entrainement des animaux, je n’oublierais pas la 

période passée à se casser la tête pour savoir comment construire nos cubes compatibles IRM. 

Un grand merci à Pauline pour tout ce que tu m’as apporté, ta complicité, ta bonne humeur et 

ta tarte à la gomme resteront inoubliables. Tes connaissances et tes recherches constantes sur le 

bien-être animal ont permis d’améliorer pas mal de choses ! Julie, tu as su apprendre vite et être 

autonome tout en cherchant à améliorer tout ce qui pouvait l’être. Ton aide ces derniers mois 

m’a été précieuse et surtout merci de m’avoir soutenu pendant les moments de stress et de 

doutes ! Mathilda, transmettre son savoir n’est pas toujours chose aisée et pourtant tu as toujours 

été à l’écoute, su poser les bonnes questions et mettre en pratique intelligemment mes conseils. 

4



Merci pour ton soutien, tes nombreuses relectures et corrections des derniers mois. Et n’oublie 

pas, même de l’autre côté de la planète tu pourras compter sur mon aide ! Un merci particulier 

à Franck pour toute l’aide que tu m’as apportée depuis l’installation de Primage malgré tous les 

obstacles et problèmes rencontrés ! Ton optimisme et ton investissement permanents ont été un 

vrai atout, surtout dans cette dernière ligne droite ! Merci également Nathalie pour ton aide sur 

certaines analyses. 

Je tiens également à remercier Jean-Luc, Fabrice et Jonathan pour votre aide et pour votre 

travail quotidien à l’animalerie, ainsi que Sylvain et Johan pour les bugs informatiques. Je 

remercie les membres de l’équipe, passés et présents pour tout ce que l’on a partagé au cours 

de ces années : Sameh, Elaine, Serge, Fabio, Slimane, Corentin, Yann, Célia, Bassem, Mégane, 

Lou… Un grand merci aux membres du laboratoire, étudiants, post-doctorants, ingénieurs ou 

chercheurs, pour les rencontres, les repas partagés et les retours constructifs. 

Merci à ma famille et en particulier mes parents pour m’avoir toujours soutenue et 

encouragée dans mes projets malgré les épreuves à surmonter. Un merci à ma petite sœur 

Marjolaine qui est venue partager mon quotidien au travail pendant un mois et qui suit un peu 

plus mes pas chaque jour. Merci à ma sœur Aurélia et mon frère Romain pour tous nos moments 

complices passés et présents. Merci à mes amies Iris, Marion et Mélanie pour leur soutien et 

leurs amitiés sincères depuis toutes ces années. Et enfin, merci à toi Michaël de partager ma 

vie, de me soutenir, de m’aider et me permettre de donner le meilleur de moi-même chaque 

jour. Merci pour tout…

Et enfin, je n’oublie pas de remercier mes petits loulous : Zira, Toumai, Elak, Samouraï 

et mon petit Scooby sans qui cette recherche n’aurait pu aboutir et pour tous les moments de 

complicité partagés. Vos personnalités, bien propres à chacun d’entre vous me manqueront…

5



REMERCIEMENTS .............................................................................................................. 4

Table of contents .................................................................................................................... 6

Résumé ................................................................................................................................. 10

Summary .............................................................................................................................. 12

Abbreviations ....................................................................................................................... 14

Manuscript Organization ...................................................................................................... 17

Publications list .................................................................................................................... 19

General Introduction ................................................................................................................ 20

Axis I: Representation of the peripersonal space ..................................................................... 24

Introduction: Part I ............................................................................................................... 25

1. Multisensory convergence ..................................................................................... 26

2. Multisensory integration ........................................................................................ 28

3. Impact prediction to the body ................................................................................ 30

4. Evaluate multisensory integration using fMRI technique...................................... 31

5. Bayesian Causal Inference ..................................................................................... 33

6. Space representation .............................................................................................. 35

Introduction: Part II .............................................................................................................. 45

Frontier of self and impact prediction .............................................................................. 45

Axis I Objectives .................................................................................................................. 81

6



Impact prediction .................................................................................................................. 82

Summary of publications on Impact prediction ............................................................... 82

Chapter 1 :   Impact Prediction by Looming Visual Stimuli Enhances Tactile Detection86

Chapter 2 :   The prediction of impact of a looming stimulus onto the body is subserved 

by multisensory integration mechanisms ......................................................................... 98

Peripersonal space .............................................................................................................. 148

Summary of publications on Peripersonal space ............................................................ 148

Chapter 3 :   Cortical networks for encoding near and far space in the non-human primate

 ........................................................................................................................................ 152

Chapter 4 :   Neuronal bases of peripersonal and extrapersonal spaces, their plasticity and 

their dynamics: Knowns and unknowns ......................................................................... 191

Axis I Discussion ............................................................................................................... 206

Axis II :  Plasticity of the adult visual representation ............................................................ 215

Introduction ........................................................................................................................ 216

1. Neuronal plasticity and critical period ................................................................ 216

2. Some visual pathologies of the visual cortex ....................................................... 217

3. Neuronal plasticity in Adulthood ......................................................................... 219

4. Visual representation: Scope of Axis II ............................................................... 228

Axis II Objectives ............................................................................................................... 238

Methodology ...................................................................................................................... 239

Chapter 5 :   Implementation of 3T MRI ....................................................................... 239

7



1. Development of equipment and installations for 3T MRI acquisitions ............... 240

2. Development of MRI sequences .......................................................................... 244

Chapter 6 :   Implementation of a semi-invasive animal model to study different ways of 

inducing plasticity and their consequences .................................................................... 259

1. Animals ................................................................................................................ 260

2. Tasks for functional acquisition in awake monkeys ............................................ 262

3. Tasks for plasticity induction ............................................................................... 265

4. Acquisition sessions content ................................................................................ 267

First results ......................................................................................................................... 271

Chapter 7 :   Visual cortical representation (T0) before plasticity induction in the adult 

non-human primate ........................................................................................................ 271

1. Behavioral data .................................................................................................... 272

2. Retinotopic mapping ............................................................................................ 278

3. Resting-State analyses ......................................................................................... 280

4. Diffusion tensor imaging data .............................................................................. 285

5. Myelin index ........................................................................................................ 287

6. GABA spectroscopy ............................................................................................ 288

Axis II Discussion .............................................................................................................. 294

Conclusions and perspectives ................................................................................................. 306

Appendices ............................................................................................................................. 312

Appendix 1 ......................................................................................................................... 313

8



Whole brain mapping of visual and tactile convergence in the macaque monkey. ....... 313

Appendix 2 ......................................................................................................................... 324

Somatosensory, reward, and eye fields organization within the monkey rostral cingulate 

motor area. ...................................................................................................................... 324

Appendix 3 ......................................................................................................................... 345

Noradrenaline differentially affects attention-related evidence accumulation and decision 

thresholds ....................................................................................................................... 345

Appendix 4 ......................................................................................................................... 350

In-vivo High-Resolution DTI of Macaque Monkey Brain at 3T. .................................. 350

List of illustrations ................................................................................................................. 355

  

9



Bases neurales de la représentation spatiale grâce à l’imagerie par 
résonance magnétique fonctionnelle (IRMf). 

La construction de la représentation de soi est basée sur l’intégration des informations 

que l’on reçoit des différentes modalités sensorielles telles que les informations visuelles, 

auditives, tactiles ou proprioceptives. L’interaction entre les actions et les mouvements, et plus 

récemment les interactions sociales et l’espace ont été étudiées essentiellement au niveau 

comportemental, moins au niveau fonctionnel et beaucoup reste encore à élucider. En 

particulier, il est important et essentiel de comprendre exactement quels processus sont 

impliqués dans la construction d’une représentation spatiale et comment ces processus sont mis 

en œuvre, non seulement au niveau local par l’activité de neurones spécifiques, dans une zone 

corticale spécifique, mais aussi à l’échelle du réseau dans son ensemble ainsi qu’à l’échelle du 

cerveau entier. 

Le premier axe de ma thèse s’intéresse à l'espace peripersonnel, qui est l'espace le plus 

proche de nous et qui représente l'un des sous-espaces fonctionnels de la représentation spatiale. 

Nous faisons l’hypothèse que ce sont les mêmes régions qui contribuent à la convergence 

multisensorielle, à la prédiction des conséquences sur le traitement tactile d'une stimulation 

visuelle approchant le corps et à la construction de l'espace peripersonnel. Pour tester cette 

hypothèse, nous avons étudié l'effet des aspects prédictifs temporels et spatiaux d'un stimulus 

visuel dynamique sur la détection du stimulus tactile chez l'Homme (étude comportementale) 

et le primate non humain (étude en IRM fonctionnelle) ainsi que les bases neuronales de la 

représentation de l'espace proche et de la représentation de l'espace lointain, chez le primate 

non humain (étude en IRM fonctionnelle). Nous mettons en évidence l'implication d'un réseau 

parieto-frontal, essentiellement composé par l’aire intrapariétale ventrale VIP et l’aire 
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prémotrice F4 qui sont activées par ces trois mécanismes différents. Nous proposons que ce 

réseau traite non seulement la trajectoire de l'objet approchant vis-à-vis du corps, mais qu'il 

anticipe également ses conséquences sur le corps et prépare des actions de protection en réponse 

à ce stimulus approchant. 

Le deuxième axe de ma thèse porte sur la caractérisation de l'étendue de la plasticité dans 

la représentation visuelle dans le cerveau adulte (par opposition aux premiers stades de 

plasticité observées autour des périodes critiques du développement) et en particulier, sur des 

développements méthodologiques permettant de mesurer les changements fins dans le cortex 

visuel induits par une telle plasticité. Plus précisément, nous avons développé un ensemble de 

méthodes d'IRM à haute résolution : imagerie fonctionnelle (cartographie visuelle à haute 

résolution, IRM au repos), pharmacologique (imagerie spectroscopique du GABA) et 

structurelle (IRM anatomique, DTI basée sur la diffusion des molécules d’eau), afin de définir 

des mesures de référence pour évaluer les changements induits par la plasticité à différents 

moments après son induction, à travers une étude longitudinale réalisée chez les mêmes 

animaux. Certaines de ces méthodes nécessitent encore quelques raffinements et ajustements 

mais, dans l’ensemble, elles montrent leur potentiel prometteur pour étudier la plasticité chez 

les primates non humains. 

Dans l'ensemble, ce travail de thèse a permis de créer un lien fonctionnel entre les études 

d'IRMf effectuées chez l’Homme et les études d'enregistrement d’électrophysiologies chez le 

primate non humain. De plus, il entraine de nouvelles stratégies et pistes d’explorations à 

étudier dans le domaine de la représentation spatiale, à la fois chez l’Homme et le primate non 

humain. 

Mots clés : Représentation spatiale, intégration multisensorielle, espace péripersonnel, réseau 

parieto-frontal, plasticité visuel, primate non humain, IRMf  
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Neural bases of space representation by functional magnetic 
resonance imaging (fMRI) 

The construction of the representation of self is based on the integration of information 

received by our different sensory modalities such as visual, auditory, tactile or proprioceptive 

information. The interaction between actions and movements and more recently social 

interactions and space are being explored at the behavioral level, but less so at the functional 

level and much more remains to be elucidated. In particular, it is important and fundamental to 

understand exactly which processes are involved in space representation and how, not only 

from a partial view focusing on specific cortical areas and single neuron processes but at the 

scale of the whole brain and the functional networks. 

The first axis of my thesis focuses on peripersonal space, that is the space that is closest 

to us, and represents one of the functional subspaces of spatial representation. We assume that 

it is the same regions that contribute to multisensory convergence, to the prediction of the 

consequences of a looming visual stimulus onto tactile processing and to the construction of 

peripersonal space. To test this hypothesis, we investigated the effect of the temporal and spatial 

predictive aspects of a dynamical looming visual stimulus onto tactile stimulus detection in 

humans (behavioral study) and non-human primates (fMRI study); the neural bases of near 

space and far space representations, in non-human primate (fMRI study). We highlight the 

involvement of a parieto-frontal network, essentially composed by the ventral intraparietal area 

VIP, the premotor area F4 as well as striate and extra-striate cortical regions, which are activated 

by these three different mechanisms. We propose that this network not only processes the 

trajectory of the looming object with respect to the body, but also anticipates its consequences 

onto the body and prepares protective actions in response to the looming stimulus. 
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The second axis of my thesis focuses on characterizing the extent of plasticity in the visual 

representation of the adult brain (as opposed to the early stages around the critical 

developmental periods) and in particular, how the associated fine-grained changes in the visual 

cortex can be precisely quantified along multiple dimensions (anatomical, functional, 

pharmacological). Specifically, we have developed a set of high-resolution MRI methods to 

assess functional (high-resolution visual mapping fMRI, rs-MRI), pharmacological (GABA 

spectroscopy imaging) and structural (anatomical MRI, DTI) imaging to define reference 

measures against which to evaluate the changes induced by plasticity at different times after its 

induction, through a longitudinal study performed in the same animals. Some of these methods 

need to be more refined but they show that they are really promising to study plasticity in non-

human primate. 

On the whole, this present doctoral research allows to make a functional link between 

human fMRI studies and monkey single cell recording studies and provides new strategies and 

explorations to perform on the spatial representation field both in humans and non-human 

primates.  

Keywords: Space representation, multisensory integration, peripersonal space, functional 

parieto-frontal network, visual plasticity, non-human primate, fMRI 
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Cortical areas 

FEF  Frontal Eye Field 

F2  Premotor area F2 

F4  Premotor area F4 

F5  Premotor area F5 

LIP  Lateral intraparietal area 

MIP  Medial intraparietal area 

MST  Medial superior area 

MT  Middle temporal area 

PMZ  Paramotor zone 

SII  Secondary somatosensory cortex 

TO  Temporoparietal associated area 

VIP  Ventral intraparietal area 

V1  Visual area V1 

V2  Visual area V2 

V3  Visual area V3 

V4  Visual area V4 

1  somatosensory area 1 

3b  somatosensory area 3B 

45A  Orbitofrontal area 

7  Parietal area  

7op  Parietal operculum area 7op 

Cortical sulci 

CAS  Calcarine sulcus 

CIS  Cingulate sulcus 

CS  Central sulcus 

HS  Hippocampal sulcus 

IOS  Inferior occipital sulcus 

IPS  Intraparietal Sulci 

LUS  Lunate sulcus 

OTS  Occipitotemporal sulcus 
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POS  Parieto-occipital sulcus 

PS  Principal sulcus 

STS  Superior temporal sulcus 

Imagery 

fMRI  functional Magnetic Resonance Imaging 

BOLD  Blood Oxygenation level-dependent 

MION  Monocrystalline Iron Oxide Nanoparticle 

MR  Magnetic Resonance 

MRS  Magnetic Resonance Spectroscopy 

SNR  Signal-to-Noise Ratio 

TR  Repetition Time 

TI  Inversion Time 

TE  Echo TIme 

FA  Fractional anisotropy 

DTI  Diffusion Tensor Imaging 

MPRAGE Magnetization-Prepared Rapid Gradient-Echo 

FOV  Field of View 

EPI  Echo Planar Imaging  

Others 

BCI  Basal Causal Inference 

CSF  Cerebro-Spinal Fluid 

E/I  Balance between Excitation and Inhibition 

GABA  gamma-Aminobutyric acid 

ICA  Independent Component Analysis 
MD  Monocular Deprivation 

PD  Parkinson Disease 

RF  Receptive Field 

ROI  Region of Interest 

RT  Reaction Time 

Run  Functional time series 
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« Pour progresser, il ne suffit pas de vouloir agir, 

 il faut d'abord savoir dans quel sens agir. » 

Gustave Le Bon  
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This PhD manuscript is composed of the research that I have conducted or contributed to 

during the past three and a half years as a doctorate student. It is organized in the form of 

published articles, submitted articles, articles in preparation and preliminary data. This amounts 

to a total of 5 articles, including two review articles (see publications list, p 19) 

The manuscript is divided along two axes. The first axis focuses on the representation of 

the peripersonal space. It is composed of an introduction in which Part I gives an overview of 

the field of multisensory convergence, multisensory integration, impact prediction (introducing 

Chapter 1 and 2) and peripersonal space (introducing Chapter 3 and 4), Part II is a review article 

of literature about the link between these multisensory modalities and peripersonal space. This 

introduction is followed by the section “Impact prediction” presenting a human psychophysical 

study that demonstrates that tactile detection is enhanced by visual predictive cues (article 

published in The Journal of Neuroscience 2015, Chapter 1) and investigating the neural bases 

subserving this enhancement, with a fMRI study in monkeys (article submitted in The Journal 

of Neuroscience 2017, Chapter 2). The next section “Peripersonal space” describes the neural 

bases involved in the peripersonal space (article submitted in Cerebral Cortex, Chapter 3) and 

the dynamics and plasticity of this space (review article published in Neuropsychologia 2015, 

Chapter 4). These two sections are wrapped up by a discussion. 

The second axis focuses on the visual representation plasticity. It is composed of an 

introduction giving an overview of some fundamental points of brain plasticity. The 

methodology section describes how we have implemented functional magnetic resonance 

imaging on a 3T scanner and developed MRI sequences to study visual plasticity (Chapter 5); 

and how we have implemented a semi-invasive animal model to study different ways of 

inducing plasticity and its consequences (Chapter 6). The results section presents the 
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preliminary (behavioral and functional) data obtained for this axis (Chapter 7) and is followed 

by a discussion 

The two axes are merged around a general discussion, conclusions and perspectives 

section. 

During my thesis, I was also involved in other projects within my team but also in 

collaborations with others laboratories. I have analyzed part of the data concerning whole brain 

mapping of visual and tactile convergence in the macaque monkey study. This study where I 

am second author was published in NeuroImage 2015 (Appendix 1). I currently work in 

collaboration with Emmanuel Procyk and Céline Amiez of the team "Neurobiology of 

executive functions" on a study where we examine the cingulate cortex activations observed 

through various MRI studies performed by our team (reward, tactile stimulation, eyes 

movement). I will be the first author of this article (Appendix 2). 

I have spent a lot of time training monkeys for my projects but also for others projects of 

my team. I have participated in a project about the neural bases of proactive inhibition and 

attentional orientation (analyses still in progress), on a project about the influence of 

Atomoxetine on non-selective and selective spatial attention in the non-human primate 

(Appendixe 3). I helped to develop DTI acquisition performed in monkey in vivo. (Appendix 

4). 

All the work performed during my doctoral years will lead to a total of 6 articles as first 

author, one article as second author and three others articles. 
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Articles on doctoral research axes 
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Introduction Part II, pp. 45-80 
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Each of us builds an internal representation of space, integrating information received by 

our different sensory modalities. In other words, our representation of space is constructed on 

the basis of incoming visual information, but also auditory, proprioceptive and tactile 

information. This spatial representation therefore involves many senses such as vision, touch, 

hearing and relies essentially on multisensory interactions that are implemented at the neuronal 

level through multisensory integration.  

Numerous studies in the last decades have brought a lot of information on this space 

representation from different perspectives: navigation and spatial memory (for review, see 

Grieves and Jeffery, 2017), the contribution of the visual and dorsal streams (for review, see 

Medendorp et al., 2016), spatial attention (for review, see Jerde and Curtis, 2013), eye 

movements and saccades (for review, see Lappi, 2016; Zimmermann and Lappe, 2016). The 

interaction between actions and movements and more recently social interactions and space are 

being explored at the behavioral level, but less so at the functional level and much more remains 

to be elucidated. In particular, it is important and fundamental to understand exactly which 

processes are involved in space representation and how, not only with a partial view focusing 

on specific cortical areas but at the scale of the whole brain. 

From a clinical perspective, a deficit in any of the sensory modalities can have significant 

consequences on our representation of space and consequently on our daily life, it is thus 

important to understand the neural basis of this representation in order to identify ways to 

compensate for it, improve it in the case of injuries, deficits or diseases. During this doctoral 

research work, I worked along two main axes: 

 1) The representation of the peripersonal space. Spatial representation is often 

approached as a notion of unitary space, however there is now ample evidence that this space 

is actually divided into several functional spaces. The first axis of my thesis focuses on one of 

these functional subspaces, namely peripersonal space, that is, the space that is closest to us. 
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We have investigated the interaction between the body (as assessed by touch and somatosensory 

stimulations) and this space (as assessed by dynamic visual stimuli), both in humans and non-

human primates, through several studies investigating the following issues: the effect of the 

temporal and spatial predictive aspects of a dynamical looming visual stimulus onto tactile 

stimulus detection in humans (behavioral study) and non-human primates (functional Magnetic 

Resonance Imaging study: fMRI); the neural bases of near space and far space representations, 

in non-human primate (fMRI study).

 2) Plasticity of the adult visual representation. The visual skills can evolve, for example, 

when playing tennis, training will make it possible to incorporate the racket into the field of 

vision. This change co-occurs with changes in motor control that extend action beyond the 

hand, incorporating the racket as a tool. The second axis of my thesis has therefore focused on 

characterizing the extent of plasticity in visual representation in the adult brain (as opposed to 

the early stages around the critical developmental periods) and in particular, on the development 

of methods and technics to study such fine-grained changes in the visual cortex as induced by 

plasticity. 

The majority of these studies are performed in non-human primates. In fact, the rhesus 

macaque (macaca mulatta) is a dominant model for cognitive neuroscience since this species, 

among the different animal models that dominate the neurosciences, has the following 

characteristics: 

• This species is able to learn complex behavioral tasks used to study human 

cognitive functions. This distinguishes it from rat and mouse models and makes 

it more suitable for the study of high-level cortical functions. 
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• Because of its phylogenetic proximity to the human species, much of the fine 

observations made in this species (by targeted cell recordings or by anatomical 

studies) can be transposed directly to humans (whose study of cortical functions 

is dominated by fMRI). 

Our choice to work with macaques using fMRI, a discipline still emerging, is based on 

the desire to evaluate in more details the conditions and limits of the transposition of knowledge 

between non-human primates and humans, concerning the cortical functions, as a missing 

functional link between human fMRI studies and monkey single cell recording studies. The use 

of this fMRI technique has another important advantage. It makes it possible to identify and 

locate the activations of certain voxels and thus precisely guide electrophysiological unitary or 

population activity recordings in well-characterized cortical regions. 

References 
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The construction of the representation of self is based on the brain's association of all the 

sensory information (visual, auditory, tactile and proprioceptive, Figure 1) that comes to us 

continuously and that translates the relative state of our body in respect to our environment 

(Duhamel et al., 1997; Longo et al., 2010; Azañón et al., 2010). This phenomenon is called 

multisensory integration. A disruption of the integration between visual, tactile and 

proprioceptive information generates a feeling of excorporation or evanescence of the body that 

is found in certain pathologies such as autism or schizophrenia. 

Figure 1: Sensory information arriving continuously allow the multisensory integration and the construction of the 
self representation. 

This process of multisensory integration recruits visuo-tactile multisensory cortical 

regions that are considered to be at the heart of the sense of belonging of the body, i.e. the 

feeling that our body is effectively ours (Petkova et al., 2011). Interestingly, these same visuo-
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tactile multisensory cortical areas are also involved in the coding of peripersonal space, that is, 

the part of the space closest to the subject that surrounds the defined somatosensory boundaries 

of the body by the skin (Brozzoli et al., 2012; Macaluso and Maravita, 2010). 

A multisensory convergence area corresponds to a brain region which receives afferent 

connections of different sensory modalities (Pandya and Kuypers, 1969; Jones and Powell, 

1970; Meredith, 2002). That is to say that these regions can be activated by visual stimulations 

but also by tactile simulations or even three or more different sensory modalities. For example, 

several studies have shown that the temporal superior sulcus receives afferent connections from 

the primary visual cortex, the primary auditory cortex and somatosensory areas (Jones and 

Powell, 1970; Seltzer and Pandya, 1980; Schroeder and Foxe, 2005; for review, see 

Beauchamp, 2005a). Multisensory convergence has been described in many species including 

rodents (Toldi et al., 1986; Di et al., 1994; Barth et al., 1995; Brett-Green et al., 2003, 2004), 

cats (Berman and Cynader, 1972; Minciacchi et al., 1987; Wallace et al., 1992; Yaka et al., 

2002), monkeys (Pandya and Kuypers, 1969; Jones and Powell, 1970; Hyvärinen and Poranen, 

1974; Seltzer and Pandya, 1980; Maunsell and van Essen, 1983; Ungerleider and Desimone, 

1986; Lewis and Van Essen, 2000; Duhamel et al., 1998; Avillac et al., 2005; Guipponi et al., 

2013, 2015) and humans (Downar et al., 2000; Bremmer et al., 2001; Calvert, 2001; Wright et 

al., 2003; Beauchamp et al., 2004; Stein and Stanford, 2008). 

The parietal cortex has long been known as a place of multisensory convergence  (Pandya 

and Kuypers, 1969; Jones and Powell, 1970; Hyvärinen and Poranen, 1974; Seltzer and Pandya, 

1980; Duhamel et al., 1998; Avillac et al., 2005), hence its qualification of associative cortex. 

In particular, the ventral intraparietal area (VIP) has been shown to be a place of visual, 
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proprioceptive, vestibular, auditory and tactile convergence (Colby et al., 1993; Duhamel et al., 

1998; Bremmer et al., 2002b; Schlack et al., 2002, 2005; Schroeder and Foxe, 2005).  

A recent study (Guipponi et al., 2013) shows that while visual and tactile modalities are 

strongly represented and activate mostly non-overlapping sectors within the intraparietal sulcus 

(IPS), a specific sector within VIP area is involved in the processing of the movement 

component of the environment with respect to the subject, independently of the sensory 

modality by which this movement is perceived (Figure 2). 

Figure 2: Projection of the VT (visuo-tactile) and VAT (visuo-audio-tactile) conjunction results onto the F6 Caret 
atlas. Only the activations at the fundus of the IPS (Guipponi et al., 2013). 

This amodal representation of movement is proposed to be a key component in the 

construction of peripersonal space (Cléry et al., 2015b). It is important to note that multisensory 

convergence is not specific to the parietal cortex, but involves a parieto-frontal network 

(Guipponi et al., 2015) the description of which has only marginally evolved since the early 

work by Gross and Graziano (for reviews, see Gross and Graziano, 1995; Graziano and Cooke, 

2006). Besides, and quite unexpectedly, this amodal representation of space also recruits 

primary sensory areas, in particular the visual areas and the primary somatosensory areas 

(Guipponi et al., 2015). 
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Multisensory integration is a neural process by which the neuronal response (in spikes 

per second) to two sensory stimuli of different modalities (e.g. visual and tactile) presented 

simultaneously, is different from the sum of neuronal responses produced by this same neuron 

in response to each sensory stimulus presented independently (Avillac et al., 2007, Figure 3). 

Figure 3: Single-cell examples of multisensory integration in unimodal neurons. A, B, Single-cell examples of 
enhancement responses. C, D, Single-cell examples of depression responses (Avillac et al., 2007). The red circles 

emphasize the difference in response of a neuron to a bimodal stimulation or to the sum of two independent unimodal 
stimulations. 
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From a behavioral point of view, this corresponds to the fact that a light tactile stimulus 

alone will be difficult to detect, whereas if it is very strong, the stimulus will be sufficient in 

itself to be detected. The addition of a coherent low salience visual stimulus will improve the 

detection of the weak tactile stimulus (Figure 4). 

Figure 4 : Multisensory integration from a behavioral point of view. 

It is assumed that the maximum of multisensory integration is observed when two stimuli 

of the different modalities presented are spatially and temporally congruent. The spatial 

congruency corresponds to the fact that the information comes from the same spatial source. 

For example, if one touches the hand of a monkey, or when one approaches the hand of this 

zone of the body evoking a visual response, this will lead in both cases to a response by the 

same neuron if this neuron has multisensory visuo-tactile characteristic. This is due in particular 

to the spatial overlap of the visual and the tactile receptive fields of these visuo-tactile bimodal 

neurons (Duhamel et al., 1998; Avillac et al., 2005). The temporal congruency corresponds to 

the simultaneity of the stimuli, i.e. they are presented in the same temporal window (Avillac et 

al., 2007; for review, see Wallace and Stevenson, 2014). 
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The general framework of multisensory integration assumes that multimodal sensory 

inputs have a common source (Sugita and Suzuki, 2003). This framework has been specifically 

extended in the case of dynamic multimodal sources, particularly in the context of visual-

auditory integration, demonstrating that auditory stimuli that are spatially and temporally 

congruent improve the perception of both static (McDonald et al., 2000) and dynamic (Maier 

et al., 2004; Cappe et al., 2009; Leo et al., 2011; Parise et al., 2012) visual stimuli. This is 

understandable from an ecological point of view, since a visual information source can 

simultaneously be a source of auditory information (for example, seeing the lips move at the 

same time as hearing the words being pronounced). 

In the context of visuo-tactile integration, this is less clear. Indeed, the impact of a 

stimulus on the face is rarely simultaneous with the first visual information about it. We rarely 

simultaneously experience seeing and being touched by a mosquito on the face whereas a more 

common situation is to see (or hear) the approach of the mosquito and then to feel its bite on 

the skin. Hyvärinen et Poranen (1974) described very early on the visual response of parietal 

neurons as an "anticipated activation" that appears before the neuron’s tactile receptive field is 

touched. As a result, visual objects approaching the body have a high potential impact on this 

body and are therefore predictive of tactile activation and especially, harmful tactile activations. 

Consequently, it would be more pertinent to be able to predict the impact time of the 

stimulus on the face rather than the simultaneity between visual and tactile information. Indeed, 

a dynamic approaching stimulus may have delayed consequences on a second sensory modality. 

The heteromodal somatosensory consequences of such a stimulus can be fully predicted by its 

spatiotemporal dynamics. 
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In addition, recent studies have shown that approaching auditory (Canzoneri et al., 2012) 

or looming visual stimuli (Kandula et al., 2015; De Paepe et al., 2016) predictively accelerate 

tactile processing and enhance tactile sensitivity (Cléry et al., 2015a, see Chapter 1). Indeed, 

when the approaching stimulus predicts correctly (spatially and / or temporally) the tactile 

stimulation, the reaction times of the subjects are shorter (Figure 5). 

Figure 5 : Average response time from when the tactile stimulus is delivered. The top graph shows the mean response 
times plotted per Stimulus Onset Asynchrony (SOA). The response times for “On Time" are shorter than for the 
"Early" (before the visual impact) and "Late" (after the visual impact). The bottom graph shows that response times 
are shorter when the tactile stimulus is delivered on the same side as the impacting stimulus (congruent condition), from 
Kandula et al., 2015. 

Functional magnetic resonance imaging (fMRI) is a technique measuring brain activity. 

This technique is based on variations in blood oxygenation and flow in response to neural 

activity, called BOLD signal (Blood Oxygenation level-dependent). Indeed, when a brain area 

is more active, it consumes more oxygen and to meet this demand the blood flow increases in 
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this area. This technique allows us to see which parts of the brain are involved in specific 

cognitive processes such as learning or perception by producing an activation map. 

While electrophysiological recordings show the activity of a neuron or a population of 

neurons, the BOLD signal reflects the indirect activity of thousands of neurons for each voxel. 

Therefore, with the first studies on multisensory integration using the fMRI technique, the 

question of how to compare fMRI results with electrophysiological records has arisen. Indeed, 

electrophysiology makes it possible to determine whether the recorded neuron is unimodal, 

bimodal or multimodal, whereas in fMRI, these different types of neurons can compose the 

same voxel and it is not possible to discriminate them (Benevento et al., 1977; Bruce et al., 

1981; Meredith and Stein, 1983, 1986; Hikosaka et al., 1988; Barraclough et al., 2005; Allman 

and Meredith, 2007; Allman et al., 2008; Stein and Stanford, 2008). 

This is why different criteria have been established in recent years to evaluate 

multisensory integration using this fMRI technique. These criteria are based on the statistical 

analyzes carried out on the magnetic resonance (MR) time series (Beauchamp, 2005b; Werner 

and Noppeney, 2011; Gentile et al., 2011; Love et al., 2011; Tyll et al., 2013). There are three 

main criteria (Figure 6) : 

• Super/supra-additive criterion: the multisensory response is larger than the sum 

of the unisensory responses (the most stringent criterion). 

• Maxi-criterion: the multisensory response is larger than the maximum of the 

unisensory responses. 

• Mean-criterion: the multisensory response is larger than the mean of unisensory 

responses (the least stringent criterion).  
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Figure 6 : Illustration of multisensory integration criteria in fMRI. 

Most models of multisensory integration impose forced fusion between the sensory 

modalities, assuming a common source of sensory signals (Landy et al., 1995; Jacobs, 1999; 

Ernst and Banks, 2002; van Beers et al., 2002; Knill and Saunders, 2003; Alais and Burr, 2004; 

Hillis et al., 2004). However, to adequately reflect the world, the brain needs to integrate 

multisensory information that is associated to the same source while at the same time 

segregating multisensory information from different sources. Alternative models have thus 

been developed to account for this ecological ambiguity in the processing of concomitant 

multisensory information incoming to the brain. Bayesian Causal Inference framework (BCI) 

that probabilistically associates diverse sensory outcomes with a set of potential sources and 

that explicitly models the potential external situations that could have generated the observed 

sensory signals, appears as a very powerful computational framework in this respect (Körding 
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et al., 2007; Shams and Beierholm, 2010; Parise et al., 2012). Under the common source 

hypothesis, the sensory signals are integrated weighted by their reliability into the most reliable 

unbiased estimate (Ernst and Banks, 2002; Alais and Burr, 2004). Under the hypothesis of 

separate sources, signals are processed independently. Crucially, the brain does not know what 

causal structure best accounts for the sensory evidence: fusion or segregation. It thus needs to 

infer it from the available spatial, temporal and structural information, and prior knowledge on 

the environment (Slutsky and Recanzone, 2001; Lewald and Guski, 2003; Wallace et al., 2004; 

Gepshtein et al., 2005). The Bayesian Causal Inference model computes a final estimate of the 

actual structure of the incoming sensory evidence by averaging the spatial estimates under 

forced-fusion (common sources) and full-segregation (independent sources) assumptions 

weighted by the posterior probabilities of each causal structure (Körding et al., 2007). Using 

decisional strategies such as model averaging, model selection or probability matching, to 

combine the estimates under the various causal structures allows to obtain a final estimate of a 

physical property (Wozny et al., 2010). 

In humans, Rohe and Noppeney (2015a, 2015b, 2016) demonstrate that BCI is performed 

by a neural hierarchy of multisensory processes. First, in primary sensory areas (such as visual 

or auditory cortices), sensory signals are segregated on the basis that two signals are generated 

by independent sources. Secondly, in the posterior intraparietal sulcus, sensory signals are 

fused, on the basis that two signals are from a common source. Finally, in anterior intraparietal 

sulcus, the uncertainty about the world’s causal structure is taken into account and sensory 

signals are combined as predicted by Bayesian Causal Inference. Indeed, only parietal cortices 

integrate signals weighted by their bottom-up sensory reliabilities and top-down task relevance 

into multisensory spatial priority maps (Rohe and Noppeney, 2016). The generalization of this 

framework to dynamic stimuli is an important current concern in the field. 
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Perceived space is a construct whose aim is to capture the environment to perform a 

specific action, perceptual, gestural, locomotory... (Jeannerod, 1987). Farnè et al. (2005a, 

2005b) propose that space derives from the “perceptual space” and that this space is composed 

by different neuronal representations, each built in relation to the behavior we can perform in 

the environment. Space can be separated in different ways: corporeal/extracorporeal space; 

near/far space and perceived/represented space.  

Among friends, we have close contacts, we can whisper in the ear of the other, or even 

kiss or hug. When we are dealing with a stranger, we keep our distance, ready to flee or attack, 

until we get to know this person better. This space around our body changes according to our 

mood or our environment, it is dynamic. The brain thus has a representation of the modular 

space, some cortical regions will be involved in the processing of extrapersonal space (or far 

space) while other cortical regions will participate in the processing of peripersonal space (or 

near space). 

The far (extrapersonal) space corresponds to the space of action of the whole body 

(displacement) and of view, it is a space of projection (Pizzamiglio et al., 1989). It is the space 

far away from us on which we cannot act directly with our bodies. The near space (peripersonal) 

corresponds to the visuo-motor action space of the hand and the mouth, it is the manipulative 

space enabling us to delimit a space of security around our body, in direct connection with the 

consciousness that we have of the limits of this body. It is therefore the space that surrounds us 

and which we can directly interact with, Figure 7 (for reviews, see Cléry et al., 2015b; de 

Vignemont and Iannetti, 2015). It is proposed that these two spaces be coded by different 

cerebral areas and neural mechanisms. Thus, in monkeys, neurons encoding far space are 

essentially visual whereas neurons encoding near space are mostly bimodal (Jeannerod, 2003). 
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Figure 7 : Spaces around the body.The peripersonal space is the space that directly surrounds us and with which we 
can directly interact whereas the extrapersonal space is the space that is far away from the subject and that cannot be 

directly acted upon by the body (Cléry et al., 2015). 

The construction and representation of self as an independent individual autonomously 

acting on its environment deeply relies on somatosensation (i.e. the primary processing of 

somatosensory cortical inputs) and somatoperception (i.e. the process of perceiving the body 

itself, and particularly of ensuring somatic perceptual constancy –Longo et al., 2010). It also 

deeply relies on the continuous interaction of the body with its environment, including 

remapping information from the body surface into an egocentric reference frame (Duhamel et 

al., 1997) as well as remapping information from the external world through their contact with 

the body (Azañón et al., 2010; Longo et al., 2010). These processes recruit multisensory cortical 

regions which are thought to be at the core of body ownership, i.e. the feeling that our body is 

indeed our own (Petkova et al., 2011). Interestingly, multisensory visuo-tactile cortical areas 

are also involved in the coding of peripersonal space, that is the portion of space that surrounds 

the body somatosensory limits and is closest to it (for reviews, see Macaluso and Maravita, 

2010; Brozzoli et al., 2012; Cléry et al., 2015b; de Vignemont and Iannetti, 2015). This space 
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is characterized by a high degree of multisensory integration between visual, tactile and 

auditory information, which differs from farther regions of space (Cardinali et al., 2009, see 

also section Axis I, Introduction: Part II). 

Early studies have shown that, in non-human primates, the ablation in the prearcuate 

sulcus of area 8 (Rizzolatti et al., 1983), corresponding to the Frontal Eye Field (FEF), results 

in an inattention to the contralateral objects, and this is more pronounced for the far objects than 

for the near objects, but also a decrease in the control of the movements of the eyes (Wardak et 

al., 2006) leading in a deficit of the visual process of objects in this part of the visual field. On 

the contrary, the ablation, in the postarcuate sulcus, of the frontal area 6 produces a severe 

inattention to the contralateral objects, but this time more pronounced for the near objects than 

for the far objects (Rizzolatti et al., 1983).  

This inattention to the contralateral objects corresponds to a pathology called hemispatial 

neglect. It is characterized by an inability to detect, orientate towards, or respond to, meaningful 

stimuli when presented in the contralesional hemi-space (Heilman et al., 2000). In 1991, 

Halligan et Marshall provided the first neuropsychological evidence of left hemispatial neglect 

in the near space but not in the far space after a unilateral lesion of the right hemisphere. Since 

then, numerous studies in humans have described cases of hemispatial neglect specific to the 

near space (Berti and Frassinetti, 2000; Beschin and Robertson, 1997; Bisiach et al., 1986; 

Guariglia and Antonucci, 1992; Halligan et al., 2003; Halligan and Marshall, 1991; Ortigue et 

al., 2006) or specific to the far space (Coslett et al., 1993; Cowey et al., 1994, 1999; Vuilleumier 

et al., 1998; Ackroyd et al., 2002; Ortigue et al., 2006) suggesting that near space and far space 

can be coded separately by the brain. 

37



It is important to determine the neural bases involved in these representations of space in 

order to better understand the dysfunctions observed in certain pathologies such as hemispatial 

neglect, and to try to find solutions to compensate for these deficits but also to understand the 

neural mechanisms through which our projected actions onto the far and near space are 

integrated and modulated by emotional and social components. 
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The construction of a coherent representation of our body and the mapping of the space 

immediately surrounding it is of the highest ecological importance. Indeed, this space has at least 

several specificities: it is a space where proximal actions are planned in order to interact with our 

 space that contributes to the experience of self and self-boundaries, through 

 body integrity against 

external events. In last decades, numerous studies have been interested in this peripersonal space 

(PPS), defined as the space directly surrounding us and which we can interact with (for reviews, 

 di Pellegrino and Làdavas, 2015). These 

studies have contributed to the understanding of how this space is constructed, encoded and 

modulated. The majority of these studies focused on subparts of this PPS (the hand, the face or the 

trunk) and very few of them investigated the interaction between PPS subparts. In the present 

review, we summarize the latest advances on this research and we discuss the news perspectives 

that are set forth for futures investigations on this topic. We describe the most recent methods used 

to estimate the PPS boundaries by the means of dynamic stimuli. We then highlight how impact 

prediction and approaching stimuli modulate this space by social, emotional and action-related 

components involving principally a parieto-frontal network.  In a next step, we review evidence that 

there is not a unique representation of peripersonal space but at least three sub-sections (hand, face 

and trunk PPS). Last, we discuss how these subspaces interact, and we question whether and how 

bodily self-consciousness (BSC) is functionally and behaviorally linked to PPS. 
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1 PERIPERSONAL SPACE

In everyday life, we are solicited by multiple stimuli in our environment. The space around 

us is filled with conspecifics, animals and objects, often animated by their own goals. Most of the 

time, this implies interacting with these elements of the environment along a very rich and complex 

repertoire that depends on the context and the very nature of this environment. This required the 

construction of a coherent representation of our body and the mapping of the space immediately 

surrounding it, the so-called peripersonal space (PPS), both in order to estimate the consequences 

of the environment and the consequences of our own actions onto our body. Interestingly, this PPS 

is subserved in the brain by specific neuronal mechanisms embedded in a well identified cortical 

network that specifically processes visual or auditory information occurring in the space that 

directly surrounds us and in which we can interact as well as the tactile information occurring right 

at the frontier of our body. 

Visuo-tactile neurons as a possible substrate for PPS encoding in the cortex. Research in 

non-human primates has shown that multisensory cues, in particular those involving the body, are 

processed and integrated by a specialized neural system mapping the peripersonal space (Figure 

1A). Specific populations of multisensory neurons integrate tactile information on the body (arm, 

face or trunk) with visual or auditory stimuli occurring in peripersonal space, i.e. close to the body. 

These multisensory neurons are described in the fronto-parietal network of the macaque brain 

involving the ventral premotor cortex 

ogassi et al., 

, the ventral intraparietal area on the fundus of the intraparietal 

sulcus 

, in the parietal areas 7b as well as in subcortical 

regions such as the putamen (Graziano and Gross, 1993). Though the response properties of these 

neurons are modulated by eye position their visual receptive fields are anchored to specific body 
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parts. This suggests that the representation of multisensory of PPS they hold is body-part centered 

.  

Figure 1:  Functional regions involved in peripersonal space in monkeys (A) and in humans 

(B).  Three homologous regions coding peripersonal space representation have been found in 

monkeys and humans: premotor, intraparietal and parietal associative areas. Cortical sulci: 

-temporal sulcus. 

Clinical evidence for visuo-tactile interactions in PPS. Extinction is a neurological condition 

whereby patients fail to detect contralesional stimuli only when challenged in the sensory 

processing they are required to perform by the presentation of a double (ipsilesional and 

contralesional) simultaneous stimulation 

Serino, 2008). This condition is observed both when the concurrent stimuli are from the same 

sensory modality (e.g. both visual, unimodal extinction) and when the concurrent stimuli are from 
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two different modalities (e.g. one is visual and the other is tactile, cross-modal extinction). Indeed, 

in right brain-damaged patients with tactile extinction, visual or auditory stimulations on the 

ipsilesional side exacerbate contralesional tactile extinction. In contrast, if the visual and tactile 

stimuli are both presented on the same contralesional side, then, the clinical deficit is reduced 

(Làdavas et al., 1998a). Therefore, cross-modal extinction can be modulated as a function of the 

spatial arrangement of the stimuli with respect to the patient's body 

review, see Làdavas, 2002). Importantly, this modulation is most consistently obvious when visuo-

tactile interactions occur in the space close to the patients’ body, as compared to in far space (di 

. This finding is taken as evidence for the 

existence of a peripersonal space in the human brain, relying on the integration of visual and tactile 

information in the space close to the body, in a way very similar to that described in monkeys 

(Làdavas, 2002). Most of these studies place the bimodal stimuli close to the hand. Subsequent 

studies confirmed that this visuo-tactile integration was not specific of the PPS around the hand but 

could also be reported around other body parts, such as the face 

. From a neuroanatomical point of view, studies have shown 

that brain lesions in frontal, temporal and parietal cortex in the right hemisphere are the most 

common regions leading to extinction 

Kamtchum- , at locations considered 

as the human homologues of the monkey cortical regions involved in PPS processing and described 

above. In particular, this neurological disorder appears most often in patients with focal parietal 

lesions and specifically within the temporo-parietal junction, a region crucially involved in self-

processing 

Behavioral evidence for the existence of PPS. The above clinical evidence in favor of the 

existence of a PPS system in the human brain is corroborated by behavioral studies in healthy 

participants . These studies 
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showed that the modulation of tactile perception by visual or auditory stimuli is more pronounced 

when these are presented close, as compared to far, from the body. Neuroimaging studies using 

EEG (Sambo and Forster, 2008), TMS (Serino et al., 2011) and fMRI 

 demonstrated that multisensory 

representation of PPS occurs in both in parietal and prefrontal areas (Figure 1B) where PPS neurons 

have been identified in the homologous macaque regions 

Pellegrino and Làdavas, 2015). 

There is no physically separation between the PPS (near space) and the extrapersonal space 

(far space) in the real world, however the brain does represent a boundary between these two spaces. 

That is to say between what is close to our bodies, which can potentially impact, interact with or 

attack us, and what is further away, at a distance in which we cannot act upon except by a full 

displacement of the body. More importantly, this boundary is not fixed and can vary within and 

across individuals 

Maravita and Iriki, 2004). Indeed, the limits between PPS and far space can be very different from 

one subject to the other, as well as the sharpness of the representational gradient between these two 

spaces (Figure 2). Likewise, with a given subject, these limits can vary as a function of the sensory, 

cognitive or social context, and appears to be reliably skewed under certain psychiatric conditions 

(see for review Cléry et al., 2015b). 

Possible PPS functions. Objects approaching us or a predator may pose a threat, and signal 

the need to initiate defensive behavior. As a result looming stimuli often indicate an intrusion in our 

peripersonal space, that correlates with an enhanced tactile processing as assessed both by d’-

sensitivity measures and reaction time measures 

. As a result, the PPS has been proposed to define a safety 

boundary around the body 

er 2 and 3). However, peripersonal space is also, 

51



by definition, the space that is closed to our body, or self. Accordingly, recent studies and reviews 

highlight the link between peripersonal space and body self-consciousness. For example, Grivaz et 

al. (2017) propose a meta-analysis of human studies, comparing the cortical bases of peripersonal 

space and body self-consciousness, with a specific focus on their overlap and their respective 

specificities. 

Figure 2: Intra and inter-individual variabilities for peripersonal space boundary. The limits 

between peripersonal space, closest to us, and far space, can vary within individuals as a 

function of sensory, cognitive or social context. These limits can also vary across individuals 

as a function of their own experiences and feelings (phobia, relationships, …). 

In the following, we will first review the different methods developed to measure PPS 

(sections 2), the role of impact prediction in the definition of PPS (section 3), evidence for 

modulations of PPS (section 4), a discussion on the modular nature of PPS (section 5) and last, the 

functional link between peripersonal space and body self-consciousness (section 6). 

2 MEASUREMENTS OF PERIPERSONAL SPACE

Both in the human brain and in the monkey brain, the neurons that represent PPS are more 

strongly driven by dynamic stimuli approaching the body than by static stimuli. This for example 

the case for the bimodal and trimodal neurons that can be recorded both from the ventral 
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intraparietal area  and the premotor cortex (Fogassi et 

. The firing 

rate of some of these neurons increase as function of the velocity of the looming stimulus, 

suggesting that these neurons might be computing the time to impact on the body (Fogassi et al., 

1996).  

Based on these findings, Serino’s group has developed a method to estimate the boundary of 

the PPS using dynamic stimuli. Indeed, these stimuli have a higher ecological relevance than static 

stimuli when it comes to studying PPS. Besides, this approach is more similar (though not identical) 

to the experimental conditions used in monkey neurophysiology, thus allowing a more direct 

comparison across species (Canzoneri et al., 2012).

The idea behind this paradigm is to measure the behavioral responses in humans that are 

expected to reflect the properties and putative function of the receptive fields (RFs) of the PPS 

primate neurons. The paradigm relies on using a dynamic multisensory (audio-tactile or visuo-

tactile) interaction task in order to assess the limits of PPS (defined as the inflection point where a 

notable increase in multisensory integration can be observed) and is considered as a functionally 

and ecologically more relevant paradigm than previous designs. Specifically, participants have to 

respond as fast as possible to tactile stimuli presented somewhere on their body, while task-

irrelevant heteromodal cues (auditory or visual stimuli) looming toward or receding from the body 

part stimulated by the tactile stimulus are presented 

. On each trial, tactile stimuli are 

presented at different timing with respect to the trajectory of the sound/visual dynamic stimuli. In 

other words, the tactile stimulus was delivered when the sound or visual dynamic stimulus was 

perceived at a variable distance from the body of the subject. PPS limits is inferred from the function 

associating the measured reaction time (RTs) to the tactile stimulus at the body part of interest (the 

hand, the face or the trunk), to the distance at which the visual or auditory dynamic stimulus was 
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presented. 

RTs to tactile stimuli progressively decrease as a function of the distance at which the 

sound/visual looming stimulus is presented RTs progressively increase as a 

function of the distance at which the sound/visual receding stimulus is presented. The authors 

propose that this function describes the relationship between tactile processing and the position of 

auditory or visual stimuli in space and allows to estimate the critical distance at which an external 

stimulus starts to affect tactile processing. This distance, along a spatial continuum between far 

space and the external surface of the body, allows to approximate the boundary of PPS 

representation in humans. 

This new paradigm was first developed and used in the context of a dynamic audio-tactile 

interaction task to investigate hand-related PPS thanks to tactile stimulations presented on the hand, 

(Canzoneri et al., 2013a, 2013b, 2012). This paradigm was also used to investigate the effect of 

social variables onto face-anchored PPS, using a dynamic audio-tactile interaction task with tactile 

stimulations delivered onto the face (Teneggi et al., 2013). Recently this paradigm was also adapted 

to studies investigating the full body illusion . In a 

recent study, we also adapt this paradigm to subliminal stimulation conditions to demonstrate that 

PPS is not only characterized by a speeding of RTs but also by an enhancement of multisensory 

integration processes as assessed by d’ measures (Cléry et al., 2015a). 

Overall, this paradigm opens new perspectives in the study peripersonal space and how it is 

modulated by the context (top-down information, bottom-up evidence, social cues etc.), experience 

(learning, priors etc.) and action. 

3 LOOMING STIMULI AND TOUCH OR IMPACT PREDICTION TO THE BODY

The ecological significance between stable stimuli close to our body (e.g. a wall, a desk) and 

dynamic stimuli looming towards us (e.g. a mosquito, a ball) are different. Looming stimuli are 
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potentially more dangerous than other visual stimuli, including dynamic stimuli with no predicted 

impact to the body. A predator, a dominant conspecific, or a mere branch coming up at high speed 

are dangerous if one does not detect them fast enough to produce the appropriate escape motor 

repertoire. Such looming stimuli are known to trigger stereotyped defense responses (in monkeys: 

. Interestingly, threatening looming 

stimuli are perceived as having a shorter time-to-impact latency as compared to non-threatening 

objects moving at the same objective speed (Vagnoni et al., 2012).  

Temporal prediction. In a visuo-auditory context, looming visual stimuli have shown to 

trigger pronounced orienting behavior toward simultaneous congruent auditory cues compared with 

receding stimuli, both in non-human primates (Maier et al., 2004) and in 5-month-old human infants 

(Walker-Andrews and Lennon 1985). Looming structured sounds can specifically benefit visual 

orientation sensitivity (Romei et al., 2009, Leo, et al 2011). In a recent study (Cléry et al., 2015a), 

we show that subjects have an enhanced tactile sensitivity in the presence of looming visual stimuli 

as compared to receding visual stimuli, confirming the idea that looming stimuli are more relevant 

than receding stimuli to the body. Indeed, while both size and depth cues most probably contribute 

to the modulation of tactile sensitivity on the face, this study indicates that the movement vector 

cue (away from or toward the subject) is actually the dominant cue affecting tactile detection, as 

slower looming stimuli result in a delayed predicted time of impact on the face, and hence a delayed 

time at which tactile sensitivity is maximally enhanced (Cléry et al., 2015a).  In other words, the 

trajectory and speed of the looming visual stimuli fully account for the temporal and dynamic 

predictive cues that are exploited by the brain to anticipate touch or impact to the body. Likewise, 

other auditory or visuo-tactile integration studies  have 

shown that reaction times are shorter when the tactile stimulus is delivered at the impact time of the 

looming stimulus and suggest that looming stimuli predictively speed up tactile processing. 

Specifically, the speed of the looming stimulus seems to guide the nervous system in defining a 
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high touch/impact probability window not unlike the multisensory temporal binding window 

described during the physiological and perceptual binding of two stimuli into the representation of 

a same and unique external source and defining the degree of temporal tolerance of the brain in this 

binding process (for review, see Wallace and Stevenson, 2014). 

Spatial prediction. Besides, we found in our psychophysics study that tactile sensitivity is 

also enhanced not only at the predicted time but also at the predicted location of impact of a looming

visual stimulus to the face (Cléry et al., 2015a), fully reflecting the expected subjective 

consequences of the visual stimulus onto the tactile modality. Importantly, this enhancement is also 

observed for stimuli trajectories that do not predict a direct impact to the face but rather brush past 

it, suggesting that PPS is incorporates in the body schema and the prediction of intrusion of a visual 

stimulus into the space triggers the same tactile enhancement mechanisms whether a direct 

touch/impact on the body is actually expected or not.  

Possible neural mechanisms. In addition to a baseline multisensory enhancement, tactile 

sensitivity thus appears to be further enhanced by the predictive components of the heteromodal 

visual or auditory stimuli. By definition, this process involves cross-modal influences, and it was 

suggested that the cortical regions responsible for this multisensory touch/impact prediction highly 

overlap with the corresponding multisensory convergence and integration functional network. 

While this has never been explicitly investigated in these terms, early observations are in full 

agreement with this hypothesis. First, the visual response observed in parietal tactile neurons (and 

more generally in bimodal visuo-tactile neurons) was initially interpreted as an “anticipatory 

activation”, predictive of touch in the corresponding skin (Juhani Hyvärinen and Poranen, 1974). 

Second, some neurons in the ventral intraparietal area (VIP) integrate vestibular proprioceptive self-

motions and visual motion cues to encode relative self-motion with respect to the environment 

. These neurons have been shown 

to respond to both visual and tactile stimuli  and 
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perform nonlinear sub-, super-, or additive multisensory integration operations (Avillac et al., 2007, 

2004). Recently, an fMRI study in the non-human primate confirms that this area VIP is involved 

in impact prediction to the face in a visuo-tactile context (Cléry et al., 2015b, Chapter 2). As a result, 

this area appears to process both the consequences of ones’ own whole-body movements onto the 

environment as well as the consequences of movement of objects within the environment, relative 

to the body. Last, premotor area F4, an area highly connected with parietal area VIP, is also robustly 

activated, bilaterally by impact prediction (Cléry et al., 2015b). Most importantly, in both parietal 

area VIP and premotor area F4, these activations are systematically significantly higher when the 

looming stimulus is spatially and temporally predictive of the tactile stimulus than when these two 

stimuli are presented simultaneously, strongly suggesting that these two areas are indeed, at the 

neuronal level predictively processing temporal and spatial cues, possibly via non-linear integrative 

neuronal mechanisms (Cléry et al., 2015b, Chapter 2). 

As seen in section 1, the area VIP and F4 are proposed to play a key role in the definition of 

peripersonal space. A recent study in fMRI performed in monkeys to assess the neural bases 

encoding near and far space during naturalistic 3D moving objects, highlights the involvement both 

of VIP and F4 for peripersonal space encoding (Chapter 3). This confirms the prior observations 

from single neuron studies in monkeys

e . However, two important observations need to be highlighted at 

this point. First, our fMRI data highlight that within an area VIP anatomically defined as the fundal 

IPS region, the voxels in which we identify visual and tactile convergence (Guipponi et al., 2013) 

are also the very same voxels in which we identify prediction of touch/impact to the body (Chapter 

2) as well as a selectivity for near space encoding (Chapter 3), suggesting that these different 

functions are possibly implemented unique neuronal computations (see Cléry et al., 2015b, for 

discussion). Second, this same fMRI set of studies allows to identify the larger cortical network 

involved in touch/impact prediction to the body and near space processing, encompassing, in 
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addition to subsectors of the classically defined VIP, a subsector of premotor area F4 as well as the 

fundus of superior temporal sulcus FST and early striate and extra-striate areas. This extremely 

strong overlap between the touch/impact prediction to the body network and the near space 

processing network provides strong support to the idea that functionally, PPS includes the skin as a 

frontier of self, or alternatively, that the frontier of self is defined not only by the skin but also by 

the PPS (these two views being functionally speaking completely equivalent).  

A putative defense PPS. A visual stimulus intruding into peripersonal space close to one’s 

cheek enhances tactile processing on the close by cheek, at the predicted time of impact, more than 

a visual stimulus predicting an impact to the other cheek (Cléry et al., 2015b, Chapter 2). This 

suggests that intrusion into PPS predicts touch or impact to the close by body surface. Yet in another 

study, Canzoneri et al. demonstrate (2012) that tactile processing on the hand is speeded by the 

presence of a looming sound, predicting an impact on the hand or within a well-defined distance 

from the hand, i.e. within a hand-referenced PPS. In monkeys, the electrical microstimulation of 

the neurons of these two regions induces a behavioral defense and avoidance repertoire of whole 

body movements, suggesting their involvement in the coding of a defense peripersonal space 

. All this taken 

together suggests the existence of a security margin around the face and the body and all of the 

single neuron, the microstimulation and the fMRI monkey data suggest that this function is 

subserved by the occipito-parieto-frontal network described above (for reviews, see Cléry et al., 

. 

Some studies performed in humans were interested not just in tactile stimuli but more 

precisely in nociceptive stimuli. In two studies, De Paepe et al. used temporal order judgment tasks, 

to assess whether the perception of nociceptive stimuli and their localization was influenced by 

proximal visual stimuli thus contributing to the construction of an integrated representation of PPS 

as has been described for touch (De Paepe et al., 2015, 2014). Participants were requested to judge 
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which of two nociceptive stimuli was presented first, each stimulus being presented on one hand –

the two hand being thus stimulated. Each dual nociceptive stimulation was preceded by visual cues 

presented either unilaterally or bilaterally, and either close to the subject’s body, or far from it. The 

authors further requested the participants to either cross their hands over their body’s midline or not. 

They found that the unilateral visual cue prioritized the perception of nociceptive stimuli delivered 

on the hand adjacent to the unilateral visual cue. This effect increased when the cue was presented 

close to the participant’s hand (De Paepe et al., 2014), irrespective of posture. This demonstrates 

the visuo-nociceptive interaction revealed by these studies occur in a predominantly hand-anchored 

frame of reference and not in a body-anchored frame of reference (De Paepe et al., 2015). In a third 

study (De Paepe et al., 2016), participants were asked to respond as fast as possible indicating the 

side on which they perceived a nociceptive stimulus on their hand while a visual stimulus with 

different temporal onset synchronies was either approaching or receding with respect to the 

participant’s left or right hand. De Paepe et al. report that reaction times are fastest when the visual 

stimulus appears close to the stimulated hand and that this effect is more pronounced for visual 

looming stimuli. Taken together, these three studies confirm an interaction between the coding of 

nociceptive information and a peripersonal frame of reference bringing additional support to the 

proposal that PPS may contribute to the definition of a safety margin representation around the body 

that is designed to protect it from potential physical threat. 

A recent review (Van der Stoep et al., 2015) suggests that, depending on their distance to the 

body, different combinations of sensory information might be more or less relevant . For example, 

touch and vision interactions are expected to dominate in peripersonal space, as they correlate with 

an interaction between the body and the environment (e.g., for grasping or defence). In contrast, 

auditory and visual information may be more relevant in extrapersonal space away from the 

subject’s body as they provide information about far away objects, and contribute to spatial 

orienting, navigation and interaction with others (e.g. during conversation). As tactile stimuli can 
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only be perceived when applied to the body, visuotactile and audiotactile interactions (e.g. in the 

case of touch or impact to the body) inherently occur near the body and the peripersonal space 

boundary can therefore be explained by spatial alignment of different stimulus modalities with 

respect to the body. A more recent review from the same group (Van der Stoep et al., 2016) focuses 

on whether multisensory integration operates according to the same rules throughout the whole of 

3-D space. Their meta-analysis highlights the fact that not only the space around us is divided into 

distinct functional regions, defined by the body part there are mostly related to (e.g., the hand, the 

face or the trunck), but it also suggests that multisensory interactions are modulated by the region 

of space in which stimuli happen to be presented, e.g. the distance to the body. Therefore, futures 

studies on peripersonal space and notably on impact prediction onto the body need to take into 

account the several spatial constraints that are expected to influence multisensory integration 

processing: the spatial and temporal dynamics of the stimuli, the distance from the different body 

parts, the ongoing movement of the subject as well as the social, valence and sensory nature of the 

environment and its organization with respect to the subject. 

4 MODULATIONS OF PERIPERSONAL SPACE

Peripersonal space appears to have a singular function in our representation of space, 

associated, as described above, with and enhanced processing of sensory information as assessed 

behaviourally (reaction times, sensitivity) or functionally (single cell recordings, fMRI). In the last 

years, there has been a growing interest on the flexibility and plasticity of this peripersonal space 

. 

Early evidence for a tool-induced reorganization of PPS. Several studies show that using a 

tool to reach objects in far space can extend the boundaries of PPS representation. In monkeys, Iriki 

et al. (1996) showed that, after a training period of using a rake to access food placed at a distance 

beyond arm reach, hand-centered visual RFs of neurons located in the intraparietal sulcus extended 

so as to encompass the rake. In humans, neuropsychological 
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et al., 2001) and psychophysical 

Galli et al., 2015) studies demonstrated that, after using a tool, crossmodal interactions between 

visual or auditory stimuli presented in the far space and tactile stimuli at the hand increase. This is 

all the more pronounced at the location where the tool has been used. Taken together, these findings 

bring support to the idea that the extent of PPS representation is dynamically reshaped by repeated 

experience and learning, allowing for an extension of the domain of action of the body beyond its 

structural limits . 

Early studies on this topic suggest that an active use of the tool is necessary for extending PPS 

representation. Since then, studies have shown that neither a physical, nor a functional interaction 

between near and far space is actually necessary to extend PPS representation (Bassolino et al., 

.  

Sensory synchrony as a possible trigger of tool-induced reorganization of PPS. In this last 

study, Serino et al. (2015a) bring support to an alternative hypothesis, generated by a neural network

model, that PPS representation plasticity following tool-use arises neither from the function of the 

tool nor on the actions performed when using it, but is rather triggered by the experienced sensory 

feedback, i.e. the synchronous tactile stimulation of the hand when holding the tool and heteromodal 

(auditory or visual) stimulation in the far space where the tool is being manipulated (for a review 

on tool-use, see Martel et al., 2016). In other words, temporal synchrony between sensory input in 

far space and tactile input arising from object manipulation by the hand is proposed to play a key 

role in the functional definition of PPS from an action driven perspective.  

Non-motor driven reorganization of PPS. Several studies show that tool can remap the 

peripersonal space. This define peripersonal space from the point of view of a “goal-directed action” 

perspective in which we want to reach for somethings and grasp it (for review, see de Vignemont 

and Iannetti, 2015). However, recent evidence show that other cognitive factors than action can 

remap this space such as fear, anxiety, social engagement and contribute to a “protective and 
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defensive” view of peripersonal space. 

a- Bottom-up driven reorganization of PPS. 

It is now well established that certain categories of bottom-up signals drive an instantaneous 

resizing of PPS. This is the case of threatening stimuli. For example, tactile processing is facilitated 

when physically threatening pictures (for instance a snake or a knife) are presented in the PPS, 

leading to faster responses than when such pictures are presented further away (for instance near a 

different body part) , 2009). Likewise, sounds that elicited 

a negative emotion (e.g. screaming woman) or sounds that have a negative ecological connotation 

(e.g. barking dog), induce faster reactions times when they appear close to the subject as compared 

to neutral or positive valence sounds (Taffou and Viaud- . In 

addition, the distance a visual stimulus to the body has a stronger influence on reaction times to a 

tactile stimulus on the skin if it is perceived as threatening. This indicates that not only is PPS resized 

by a threatening object, but the information relative to its distance from the body is enhanced relative 

to that of a non-threatening one (de Haan et al., 2016).  

Importantly, whatever the estimated level of threat represented by a visual object, the 

observed expansion of peripersonal space was reduced when the threatening part of dangerous 

objects was oriented towards participants, as compared to when oriented away (Coello et al., 2012). 

This suggests that the interpretation of the higher order context in reference with the body is crucial 

in affecting the boundary of peripersonal space. In other words, the resizing of PPS is due both to 

bottom-up and top-down factors. All taken together, these different studies show that the emotional 

aspects and characteristics of the threat in relation to the body influence the defensive peripersonal 

space and the safety body margin.  

b- Top-down driven reorganization of PPS: social factors. 

Top-down factors are also shown to resize PPS. For example, the presence of an observer 
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and the nature of the interaction with her/him reshape the peripersonal space representation 

(Teneggi et al., 2013). Indeed, peripersonal space boundaries shrink when a neutral observer is 

standing in far space. This is not observed when the observer is replaced by a mannequin. This thus 

suggests that one's peripersonal space resizes in the presence of others. Importantly, this resizing 

depends on the nature of the social interaction with these observers. For example, peripersonal space 

boundaries between self and an observer merge after an economic game with this person, but only 

if she/he behaved cooperatively (Teneggi et al., 2013). Peripersonal space is thus shaped by our 

valuation of other people's behaviour and is modulated by social interactions. This thus reflects a 

modulation of low-level 3D visual information processing by high-level cognitive variables.  

However, the expansion and contraction of our PPS representation may not be the only 

change induced by the presence of others. Indeed, some studies suggest that we remap observed 

sensory and motor experiences of others onto our own bodily representations, thanks to a so-called 

“mirror system” that has been described both in the monkey and human brain. This system is 

activated both when we are touched ourselves, when we view another person being touched, as well 

as when events occur in the space near the other’s body 

Gazzola, 200 . Ishida et al. (2009), using single cell 

recordings in non-human primates, show that bimodal parietal neurons which encode sensory 

events occurring in the space around the monkey’s own hand also respond to events occurring in 

the space around another monkey’s hand. Similar functional activations are observed in premotor 

cortex in humans .  

A review by Ishida et al. (2015) based on monkey neurophysiology as well as human fMRI 

studies, reports shared self-other body representation coding in multiple brain areas including 

visuotactile neurons in parietal cortex (Ishida et al., 2009), secondary somatosensory cortex 

and in insular cortex 
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associated with affective touch and interoception. Importantly, Maister et al. (2015) show that 

increased multisensory integration in the PPS of another person involves remapping of our own 

peripersonal space onto that of the other person without however a fusion between the two PPS, 

that is to say without including the space between the two subjects.  

c- Interactions between an action-based peripersonal space and interpersonal space. 

Recent studies were interested in investigating the link between peripersonal space for action 

and interpersonal space, defined as the space in which we maintain a distance around our bodies 

and in which any intrusion by others may cause discomfort. As seen above, this space can be 

modified by emotional and socially relevant interactions, including complex social information 

such as perceived morality of another person, age and gender (Iachini et al., 2015, 2016). 

Peripersonal space for acting and interpersonal space share a common motor nature and are 

sensitive, at different degrees, to social modulation. Hence the proposal that social processing might

be embodied and grounded in the body acting in space (Iachini et al., 2014). This evidence in this 

respect is mitigated. Indeed, in the hands of Patané et al., tool-use remaps the action-related PPS, 

measured by a reaching-distance toward a confederate, but does not affect the social-related 

interpersonal space measured by a comfort-distance task suggesting that these two space 

representations have no full functional overlap between them (Patané et al., 2016). In the hands of 

Quesque et al. (2016), using a different paradigm in which participants observed a point-light 

walker approaching them from different directions and passing near them at different distances from 

their right or left shoulder, comfortable, interpersonal distance, is found to be linked to the 

representation of peripersonal space. This indicates that increasing peripersonal space through tool 

use has the immediate consequence that comfortable interpersonal distance from another person 

also increases, corroborating the hypothesis that interpersonal-comfort space and peripersonal-

reaching space share a common motor nature . 
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d- Interaction between PPS and personality traits. 

PPS size can be related to some key personality traits. The study of defensive reflex 

responses is instrumental to address this question. Indeed, these defensive reflex responses can be 

finely modulated by the position of the stimulus within peripersonal space. An important aspect of 

this modulation in that it is specific to the body part for which the reflex response provides 

protection (Sambo et al., 2012a, 2012b). For example, subcortical defensive responses like hand-

blink reflex (HBR) are enhanced when a threat is brought close to the face by one’s own stimulated 

hand, by another person’s hand and when the hand of the participant enters in the PPS of another 

individual. Importantly, the interaction between these defensive reflexes vary from one individual 

to another, as a function of several personality traits. For example, the enhancement of the HBR is 

larger in participants with a strong empathic tendency when observing another individual from a 

third person perspective, suggesting that interpersonal interactions shape perception of threat and 

defensive responses and more so in empathic participants (Fossataro et al., 2016). Along the same 

lines, the size of an individual’s peripersonal space is correlated with trait anxiety, with a larger 

peripersonal space in more anxious individuals (Sambo and Ian

Vignemont and Iannetti, 2015). Likewise, PPS size in claustrophobic subjects is different from that 

of non-claustrophobic subjects. Claustrophobia is a situational phobia characterized by intense 

anxiety in relation to enclosed spaces and physically restrictive situations (American Psychiatric 

Association, 2000). Lourenco et al. (2011) investigated whether the size of near space relates to 

individual differences in claustrophobic fear, as measured by reported anxiety in enclosed spaces 

and physically restrictive situations and show that claustrophobic fear is associated with increased 

size of the near space immediately surrounding the body. Vagnoni et al. (2012) show the same 

results and extend them by showing that emotions not only alter the perception of space as a static 

entity, but it also affects the perception of dynamically moving objects, such as those on a collision 

course with the observer. Importantly, claustrophobia is not only associated with an increased PPS 
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relative to non–claustrophobic subjects, but it is also characterized by a less flexible PPS. Indeed, 

when using a stick during a line bisection task, whereas individuals low in claustrophobic fear 

demonstrate the expected expansion of peripersonal space individuals high in claustrophobic fear 

show less expansion following tool-use (Hunley et al., 2017).  

In summary, peripersonal space is not a fixed space but a dynamic space which is 

continuously modulated by our environment (social, emotional, functional). The dynamic 

adjustment of this “boundary” of self may be related to an optimization of the behavioural outcome 

and repertoire (protective, pro-active) to the outside environment, based on online estimation of 

bottom-up information (visual, tactile, auditory, proprioceptive…) as well as of top-down cognitive 

information (context, emotion, social interactions …) 

Iannetti, 2015).  One prediction of PPS as the output computation of the integration of multiple 

sources of information predicts that the properties and specificities of the PPS will depend on the 

body part it is referring to.  

5 DIFFERENT REPRESENTATIONS OF BODY-RELATED PPS 

The majority of studies on peripersonal space focused on the hand and to a lesser extent on 

the face. We have seen that this “boundary” of peripersonal space representation is modulated both 

by action (for example after tool-use) and emotional/social context (fear, anxiety, cooperation). 

Besides, these modulations can vary within individuals between contexts and situation, and also 

between individuals. The question we are addressing here is whether the representation of 

peripersonal space follow the same constraints and rules the same for all body parts or not? 

Measuring the influence of looming stimuli presented at different distances from a given 

body part on the reaction times to a tactile stimulus (Canzoneri et al., 2012, 2013a, 201

, Serino et al. (2015b) characterize PPS 
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from a body-referenced perspective. In a first experiment, they test the effect of looming and 

receding auditory stimuli in relation to the trunk on tactile detection on this body part. As previously 

described for the hand and the face, they show that looming sounds modulated tactile processing as 

a function of the distance of the sound from the body and that this effect is selective for looming 

sounds. The majority of experiments on peripersonal space are done only in the front space of the 

subject. Therefore, in second experiment, the authors also introduce looming and receding auditory 

stimuli from the front or back of peri-trunk. They confirm that only sounds looming towards the 

trunk are mapped into the representation of the trunk-PPS. No notable difference can be observed 

between a frontal trunk-PPS and a hind trunk-PPS. In third experiment, the authors test the effect 

of looming and receding auditory stimuli from the hand-PPS. They show that sounds modulate 

tactile processing as a function of the distance of the sound from the hand. This effect is observed 

not only for the looming sounds but also for the receding sounds, though the speeding of tactile 

detection on the hand is more pronounced for looming stimuli than for receding stimuli. 

Importantly, the distance at which the sounds started to have a significant effect onto tactile 

processing is shorter for the hand-PPS than for trunk-PPS, indicating that trunk-PPS is larger than 

the hand-PPS. The authors then directly compare the representations of the hand-PPS and trunk-

PPS. For this, while using looming and receding sounds from the body part stimulated, they apply 

tactile stimulations either to the trunk or to the hand placed close to the trunk (experiment 4) or to 

the hand placed far from the trunk (experiment 5). The authors show that when the hand is close to 

the trunk, the trunk-PPS and its properties dominate onto the hand-PPS, while this is not the case 

when the hand is far away from the trunk. In summary, two different PPS representations can be 

distinguished, one anchored to the hand and that is sensitive to both looming and receding stimuli 

at close distance and another one, anchored to the trunk and sensitive only for looming stimuli and 

encompassing more peripersonal space (in terms of distance to the body) than hand-PPS. 

Importantly, these two representations are not independent. To further investigate the nature of the 
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interaction between the sub-PPSs, the authors further test the effect of looming and receding stimuli 

(auditory or visual) from the trunk or the face PPS while tactile stimuli are presented either to the 

face or the trunk. Tactile processing on the trunk gets enhanced by looming stimuli both towards 

the face or the trunk, indicating that the trunk-PPS encompasses the face-PPS. The reverse is 

however not true, as tactile processing on the face is not enhanced by stimuli looming toward the 

trunk.  

To summarize this exhaustive study, Serino et al. show that the size of PPS representation 

varies according to the stimulated body part, being progressively bigger for the hand, the face and 

largest for the trunk (Figure 3A). Tactile processing is modulated in a space-dependant manner by 

looming stimuli for these different body parts but also by receding stimuli for the hand, though the 

reported effect remains smaller than that observed for looming stimuli. Most importantly, while the 

size of PPS representation around the trunk is relatively constant, the PPS representation around the 

hand or the face vary according to their position with respect to the rest of the body and with respect 

to the trajectory of the stimulus with respect to the body (Figure 3B). These findings are compatible 

with the function of a peripersonal space as a multisensory-motor interface for body-object 

interaction (Brozzoli et al., 2012b). 

Overall, there is thus not a unique representation of body peripersonal space but at least three 

body-part specific PPS representations, with different extension and direction tuning, and 

referenced to the common reference frame of the trunk. For future studies, research needs to take 

these new characteristics of PPS representation into account when designing the experiments. This 

first extensive mapping of humans PPS representation opens new perspectives in peripersonal space 

research. For example, how do these three body-part specific PPS representations be incorporated 

in a “goal-directed action” or a “protective/defensive” view of PPS? 
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Figure 3: Peripersonal space representation is modulated by numerous factor as much by 

impact prediction or approaching stimuli as by social, emotional and action components. A/ 

There are at least three sub-representations of the PPS: the trunk, the face and the hand. B/ 

These representations can be merge following their relative distance from the trunk. 

6 PERIPERSONAL SPACE AND BODILY SELF-CONSCIOUSNESS

The trunk-PPS representation integrates both body-related signals (proprioceptive, tactile) 

but also information related to stimuli from the outside world (visual and auditory) that can 

potentially interact with the body, in a global, egocentric frame of reference. This representation 

may thus constitute a basic neural representation that is relevant for the self, self-consciousness and 

self-consciousness in relation with the outside world 

. In the follow we will 

shortly review the growing evidence providing a possible link between PPS and self-consciousness.  

Bodily self-consciousness (BSC), that is the feeling that the physical body and its parts is 

ours, is argued to be one of the cardinal features of subjective experience, i.e. binding whatever 

external or internal experience to self . In the last 

69



years, multisensory bodily illusion paradigms have been developed to study BSC in the laboratory, 

describing the detailed behavioural mechanisms underlying the sensation of ownership for the hand 

using the rubber hand illusion (Botvinick and Cohen, 1998), for the face using the enfacement 

illusion (Tsakir , or for the entire body using the full-body illusion, the 

out-of-body illusion or the body-swap illusion 

Petkova and Ehrsson, 2008). These illusions are based on the application of visuo-tactile stimuli 

between the body (or body part) of the participant and a virtual body (or fake body part). By 

manipulating multisensory cues, it is possible to induce ownership over fake or virtual body parts 

or whole bodies. These studies, have led to a growing consensus that ownership over hands, faces, 

and bodies crucially relies on the integration of multiple bodily signals in the brain, including tactile, 

proprioceptive, visual and auditory signals (B

. As a result, there seems to 

be a direct link between the neural mechanism underlying multisensory PPS processing and BSC. 

However, to this date, most of the studies investigated separately the brain mechanism underlying 

PPS on the one hand and BSC on the other hand. In a recent study, Grivaz et al., (2017), conduct an 

extensive meta-analysis of functional neuroimaging studies to determine the key neural structures 

for PPS, for BSC and identify their potential functional overlaps in humans. The authors thus 

performed a systematic quantitative coordinate-based meta-analysis on human functional 

neuroimagining studies . They selected 35 PET 

or fMRI studies: 18 studies assessing brain regions involved in the encoding of unisensory and 

multisensory stimuli within the PPS (whether the hand, the face or the trunk PPS studies 

assessing brain regions involved in the BSC of a body or a part of the body. They identified a 

bilateral PPS network including superior parietal, temporo-parietal and ventral premotor regions. 

These regions play a key role in sensory-motor processes, mediating interactions between the 

individual and the immediate environment, integrating sensory information and driving potential 
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motor responses. 

et al., 2017). On the other hand, the BSC network includes the posterior parietal cortex (IPS 

bilaterally), the superior parietal lobule (SPL), the right ventral premotor cortex, and the left anterior 

insula. These regions are involved in multisensory integration, attention and awareness. In 

particular, the insula plays a key role in integration of exteroceptive body-related cues and 

interoceptive signals that have been considered important for generating subjective experience 

-

. Although BSC and PPS representations are not associated to the 

exactly the same functions, they do activate common fronto-parietal regions. Indeed, the 

conjunction analysis performed by Grivaz et al. shows that PPS and BSC tasks anatomically overlap 

in only two clusters located in the left parietal cortex (dorsally at the intersection between the SPL, 

the IPS and area 2 and ventrally between area 2 and IPS). The activations of this dorsal SPL/IPS 

supports the hypothesis that multisensory integration of bodily cues contribute both to the 

construction of PPS and BSC . In 

spite of the fact that they are not activated in PPS studies, the premotor and insular clusters involved 

in BSC are systematically co-activated with the parietal clusters involved in PPS processing during 

several cognitive tasks suggesting that these regions are functionally interconnected. This suggests 

a clear functional distinction between these two cognitive processes. This is further confirmed by 

the fact that the fronto-parietal areas involved in PPS are located more proximal to the central sulcus 

than those that are associated with BSC, which appear more distal. Thus, overall, PPS and BSC are 

subserved by only partially overlapping functional networks supporting the idea that they 

correspond to two distinct functions, whereby PPS possibly implements a multisensory-motor 

interface for body-objects interaction and BSC is related with bodily awareness and self-

consciousness. 
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7 CONCLUSION

In conclusion, peripersonal space representation is a complex psychological and functional 

construct that can be subdivided on multiple entities referenced to different body parts and whose 

exact configuration depend on multiple factors. This complex PPS representation continuously 

changes as a function of the incoming bottom-up sensory information, motor experience for 

example during tool use, or top-down factors, including experience, social interactions, personality 

or psychiatric traits (Figure 3). This PPS representation is subserved by a well-identified parieto-

frontal network that has some degree of overlap with the body self-consciousness network and one 

may predict that impairments in PPS representation or self-consciousness might have consequences 

on the other process. This opens new research way for the future years. 
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The first objective of this first axis is to confirm the hypothesis according to which, in a 

context of visual objects approaching the face, multisensory integration is maximized not by 

temporal simultaneity, but rather by the predictive nature of the visual stimulus on the tactile 

stimulation. For this, a behavioral study was conducted in humans to describe the perceptual 

correlates of this hypothesis (Chapter 1). Using the same stimuli, we carried out another study 

in the non-human primate to describe the neural bases underlying this hypothesis using the 

fMRI technique. This study is presented in Chapter 2. These two studies are discussed in the 

context of multisensory integration and spatial, temporal prediction and Bayesian causal 

inference. 

The second objective of this first axis is to propose a precise mapping of the cortical 

networks involved in the treatment of the near space with respect to the far space and to measure 

their degree of overlap with the predictive network highlighted in Chapter 2. For this purpose, 

a study was carried out in the non-human primate using fMRI to describe the neuronal bases 

underlying the respective encoding of near space and far space (Chapter 3). 

The accumulated knowledge on the understanding of the neural bases involved in the 

processes of near and far space has grown in recent years. A majority of studies are developed 

in relation to a theoretical framework centered on the fact that it is the actions and specifically 

the arm and the actions linked to the hand that shape the cortical representation of the 

peripersonal space. We have written a review (Chapter 4) in which we propose to extend this 

framework by including other variables that have the potential to shape this space: low-level 

sensory signals, oculomotor signals, parietal and premotor functional properties, object use, 

emotional and social contexts. 
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The ecological significance of stable stimuli close to our body (e.g. a wall, a desk) and 

dynamic stimuli looming towards us (e.g. a mosquito, a ball) are different. Looming stimuli are 

potentially more dangerous than other visual stimuli, including dynamic stimuli with no 

predicted impact on the body. Objects approaching us or a predator may pose a threat, and 

signal the need to initiate a defensive behavior. These potential impacts suggest an intrusion in 

our peripersonal space, which contributes to the enhancement of the system to make it more 

efficient in order to face the potential threat (Canzoneri et al., 2012; Cléry et al., 2015a; Kandula 

et al., 2015; De Paepe et al., 2016). 

Chapter 1: Impact Prediction by Looming Visual Stimuli Enhances Tactile Detection

(Published in “The Journal of Neuroscience”, March 11th 2015 • 35(10):4179–4189). 

A dynamic looming stimulus can have delayed consequences for a second sensory 

modality which can be fully predicted by its spatiotemporal dynamics. Dynamic looming 

stimuli have been shown to speed up tactile processing (Canzoneri et al., 2012; Kandula et al., 

2015; De Paepe et al., 2016). In this psychophysical study, we tested whether or not visual 

stimuli looming toward the face predictively enhance heteromodal tactile sensitivity around the 

expected time of impact and at its expected location on the body. 

In this study, we used visual and tactile stimulations. Visual stimuli consisted of a 

dynamic visual stimulus which mimicked an impact onto the face (rapidly approaching the 

subject). Tactile stimuli corresponded to air puffs directed to the left or right cheek of the 
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subjects. Subjects had to fixate on a central point throughout the trial. A visual stimulus, a tactile 

stimulus, or a combination of both visual and tactile stimuli was presented. At the end of the 

trial, subjects were requested to report if they had detected a tactile stimulus. We measured the 

d’ which quantifies the sensitivity of each subject to tactile stimulations as a function of the 

stimulation context. 

The results show that temporal impact prediction maximizes the d’ within a temporal 

prediction window with the maximum tactile enhancement observed when the tactile stimulus 

is applied at the estimated time of impact. This temporal window is modulated by the speed of 

the looming visual stimulus. The spatial impact prediction maximizes the d’. The predictive 

cues contained in the looming cone trajectories are crucially contributing to enhanced tactile 

detection at the predicted impact location at the expected time of impact. We additionally show 

that a looming stimulus that brushes past the face also enhances tactile sensitivity on the nearby 

cheek, suggesting that the space close to the face is incorporated into the subjects’ body schema. 

The results clearly show that visual stimuli looming toward the face provide the nervous 

system with predictive cues that selectively enhance tactile sensitivity at the expected impact 

location of the visual stimulus, using three predictive dimensions: the estimated time of impact, 

the estimated position of impact and dynamic depth cues. 

Chapter 2: The prediction of impact of a looming stimulus onto the body is subserved by 

multisensory integration mechanisms (Submitted in “The Journal of Neuroscience”, March 

6th 2017, JN-RM-0610-17). 

Recent studies show that looming stimuli enhance tactile processing at the predicted time 

of impact and at the expected location of impact, both as measured by enhanced tactile 
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sensitivity (Cléry et al., 2015a) and shorter reaction times (Canzoneri et al., 2012; Kandula et 

al., 2015), including when specifically probing nociceptive perception (De Paepe et al., 2016). 

However, the neurophysiological mechanisms by which the dynamic information provided by 

one sensory modality predictively enhances the processing of another sensory modality remain 

unknown. Is the enhancement of the tactile detection that we have observed in our 

psychophysical study, reflected by the hyperactivation of the cortical networks under the same 

conditions? 

Therefore, we used functional magnetic resonance imaging in the non-human primate, to 

investigate the neural bases of the prediction of an impact to the body by a looming stimulus, 

i.e. the neural bases of the interaction between a dynamic visual stimulus approaching the body 

and its expected consequences onto an independent sensory modality, namely, touch.  

In this study, we used the same visual and tactile stimulations as in our psychophysical 

study (Chapter 1). The monkeys were required to fixate on a central point during all the 

acquisition and during the presentation of stimuli. Monkeys were rewarded for maintaining this 

fixation as long as possible. We manipulated the spatial and temporal relationships between the 

visual and the tactile stimulations so as to isolate the specific contribution of either temporal 

prediction or spatial prediction cues on the cortical activations.  

We show that looming visual stimuli towards the body enhance the tactile information 

processing within a temporal window and at a spatial location that coincide with the prediction 

of impact on the body. Indeed, spatial and temporal prediction enhances functional activations, 

as compared to the activations observed for spatially or temporally incongruent tactile and 

dynamic visual cues. The activated network is essentially composed of occipital (striate and 

extrastriate areas), parietal (e.g. intraparietal ventral area), premotor and prefrontal areas (e.g. 

F4 area). These activations reflect both an active integration of visual and tactile information 

and of spatial and temporal prediction information. The identified cortical network coincides 
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with a well-described multisensory visuo-tactile convergence and integration network 

suggested to play a key role in the definition of peripersonal space (Rizzolatti et al., 1997; 

Graziano and Cooke, 2006; Guipponi et al., 2013, 2015). 
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Behavioral/Cognitive

Impact Prediction by Looming Visual Stimuli Enhances
Tactile Detection

X Justine Cléry,* Olivier Guipponi,* Soline Odouard, X Claire Wardak, and X Suliann Ben Hamed
Centre de Neuroscience Cognitive, CNRS UMR 5229, Université Claude Bernard Lyon I, 69675 Bron cedex, France

From an ecological point of view, approaching objects are potentially more harmful than receding objects. A predator, a dominant
conspecific, or a mere branch coming up at high speed can all be dangerous if one does not detect them and produce the appropriate
escape behavior fast enough. And indeed, looming stimuli trigger stereotyped defensive responses in both monkeys and human infants.
However, while the heteromodal somatosensory consequences of visual looming stimuli can be fully predicted by their spatiotemporal
dynamics, few studies if any have explored whether visual stimuli looming toward the face predictively enhance heteromodal tactile
sensitivity around the expected time of impact and at its expected location on the body. In the present study, we report that, in addition
to triggering a defensive motor repertoire, looming stimuli toward the face provide the nervous system with predictive cues that enhance
tactile sensitivity on the face. Specifically, we describe an enhancement of tactile processes at the expected time and location of impact of
the stimulus on the face. We additionally show that a looming stimulus that brushes past the face also enhances tactile sensitivity on the
nearby cheek, suggesting that the space close to the face is incorporated into the subjects’ body schema. We propose that this cross-modal
predictive facilitation involves multisensory convergence areas subserving the representation of a peripersonal space and a safety
boundary of self.

Key words: body limit; looming visual stimuli; multisensory integration; prediction of impact; predictive coding

Introduction
From an ecological point of view, approaching objects are poten-
tially harmful. A predator, a dominant conspecific, or a mere
branch coming up at high speed are dangerous if one does not
detect them fast enough to produce the appropriate escape motor
repertoire. And indeed, looming stimuli trigger stereotyped de-
fensive responses in both monkeys (Schiff et al., 1962) and hu-
man infants (Ball and Tronick, 1971); the estimated time of
impact to the body of threatening looming stimuli is shorter than
that of neutral looming stimuli (Vagnoni et al., 2012), and loom-
ing visual stimuli trigger pronounced orienting behavior toward
simultaneous congruent auditory cues compared with receding
stimuli, both in nonhuman primates (Maier et al., 2004) and in
5-month-old human infants (Walker-Andrews and Lennon,
1985). This suggests that the dynamics of visual stimuli with re-
spect to the subject exerts cross-modal influences and possibly
recruits multisensory integration processes. These observations
are in agreement with the general multisensory integration
framework, which assumes a common source for multimodal

sensory inputs (Sugita and Suzuki, 2003). They specifically ex-
tend this framework to the case of dynamical multimodal
sources, demonstrating that spatially and temporally congruent
auditory stimuli enhance the perception of both static (McDon-
ald et al., 2000) and dynamic visual stimuli (Maier et al., 2004;
Cappe et al., 2009; Leo et al., 2011; Parise et al., 2012). Such
bimodal dynamic stimuli are frequent in everyday life (visuo-
auditory: a car passing a pedestrian; visuotactile: a mosquito
walking on one’s forearm). The neural substrates that result in
the integration of this dynamic sensory information are increas-
ingly understood both in humans (Cappe et al., 2012; Tyll et al.,
2013) and in nonhuman primates (Maier and Ghazanfar, 2007;
Maier et al., 2008). Overall, these studies derive multisensory
integration principals for looming multisensory stimuli under
the assumption of a causal common source.

However, a dynamic looming stimulus can also have delayed
consequences for a second sensory modality. For example, an
object approaching the face will induce a tactile stimulation at the
moment of its impact on the body. The heteromodal somatosen-
sory consequences of such a stimulus can be fully predicted by its
spatiotemporal dynamics. Accordingly, approaching auditory
(Canzoneri et al., 2012) or visual (Kandula et al., 2014) looming
stimuli predictively speeds up tactile processing. In the following,
we test whether visual stimuli looming toward the face predic-
tively enhance heteromodal tactile sensitivity around the ex-
pected time of impact and at its expected location on the body.
We discuss our observations in relationship with neurophysio-
logical and behavioral evidence suggesting the existence of a de-
fense peripersonal space defining a safety margin around the
body (Gentilucci et al., 1988; Rizzolatti et al., 1988; Colby et al.,
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1993; Graziano et al., 1994, 2002; Gross and Graziano, 1995; Fo-
gassi et al., 1996; Duhamel et al., 1998, Cooke and Graziano, 2004;
Graziano and Cooke, 2006).

Materials and Methods
The experimental protocol was approved by the local ethics commit-
tee in biomedical research (Comité de protection des personnes
sud-est IV, N CPP 11/025) and all participants gave their written
informed consent.

Experimental set-up
Subjects sat in a chair at 50 cm from a 23 inch computer monitor. Their
heads were restrained by a chin rest. Their arms were placed on a table
and they held a gamepad with their two hands. Vertical and horizontal
eye positions were monitored using a video eye tracker (EyeLink; sam-
pling at 120 Hz, spatial resolution �1°). Data acquisition, eye monitor-
ing, and visual presentation were controlled by a PC running
Presentation (Neurobehavioral Systems).

Visual stimuli. The fixation point was a 0.06° � 0.06° yellow square
(0.67 cd /m 2). The screen background was set to a structured 3D envi-
ronment with visual depth cues (Fig. 1A). Visual stimuli consisted of
eight possible video sequences of a cone, pointing toward the subject,
moving within this 3D environment, originating away from and rapidly
approaching the subject. For Experiments 1– 4, the cone could originate
from eight possible locations around the fixation point: (�6.8°, �1.0°),

(�3.2°, �1.0°), (�2.8°, �1.0°), (�1.1°, �1.0°), (1.1°, �1.0°), (2.8°,
�1.0°), (3.2°, �1.0°) and (6.8°, �1.0°). The cone moved along trajecto-
ries that intersected the subject’s face at two possible locations, on the left
or right cheeks, close to the nostrils (Fig. 1B). For Experiment 5, the cone
origins were slightly modified to achieve the desired percept: (�5.8°,
�1.0°), (�2.8°, �1.0°), (�1.1°, �1.0°), (�0.2°, �1.0°), (0.2°, �1.0°),
(1.1°, �1.0°), (2.8°, �1.0°), (5.8°, �1.0°). In this experiment, the cone
trajectory could either intersect the face on the left or right cheek or move
past the face on the left or on the right. Each video sequence consisted of
24 images played for a total duration of 800 ms. The 3D environment and
different cone trajectories were all constructed with the Blender software
(http://www.blender.org/).

Tactile stimuli. Tactile stimuli consisted of air puffs directed to the left
or right cheek of the subjects, at locations coinciding with the two possi-
ble visual cone trajectory endpoints (Fig. 1B), through tubes placed at
2– 4 mm from each cheek and rigidly fixed to the chin rest. The relative
position between the screen and the air-puff tubing was maintained con-
stant throughout the experiments and across subjects. The intensity of
the left and right air puffs was adjusted independently, and for each
subject, to achieve a 50% detection rate as estimated over a short block of
20 trials (one block for the left air puff and one block for the right air
puff). The air-puff delivery system was placed in an independent room,
separated from the experimental room, so that the subjects could not
predict air-puff delivery from the sound produced by the delivery system.
Air puffs were delivered to the subjects through long tubing connecting

Figure 1. Experimental protocol. A, Visual stimulus: video sequence of a cone in a 3D environment, looming toward the subject’s face. B, Experimental setup, air-puff delivery, and possible

apparent looming cone trajectories. C, Signal detection theory and d� measure estimation. D, Possible variants of signal trials (tactile alone or visual with tactile) and noise trials (visual alone trials

or no stimulus trials); example of a temporal prediction bloc–Experiment 1.
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the air-puff delivery system to a rigid connector fixed on the chin rest.
The latency of air-puff outlet at the tubing end following the opening of
the solenoid air pressure valve was measured as a function of air-puff
intensity, using a silicon on-chip signal-conditioned pressure sensor
(MPX5700 Series; Freescale). Detection thresholds were achieved with
air pressures varying between 0.05 and 0.1 bars, corresponding to
average air-puff latencies of 220 ms. Throughout this manuscript,
air-puff timings are corrected to reflect the actual time at which the air
puffs hit the face.

Experimental procedure
Subjects had to fixate on a central yellow point throughout the trial. The
fixation was monitored to remain within an eye-tolerance window of 2°
(controlled by a video eye tracker) around the fixation stimulus. One to
three seconds following trial start, a visual stimulus, a tactile stimulus, or
a combination of both visual and tactile stimuli was presented. No-
stimulation trials were also presented. The precise ratios of trial types are
detailed below for each experiment. At the end of the trial, subjects were
requested to report the detection of a tactile stimulus by a “Yes” button
press (right-hand gamepad button) and respond by a “No” button press
otherwise (left-hand gamepad button). To maximize multisensory inte-
gration, we used very weak tactile stimuli to the face, specifically directed
to the left or right cheeks (see above, Tactile stimuli).The main measure
reported in the present study is a d� measure quantifying the sensitivity of
each subject to tactile stimulations as a function of the stimulation con-
text (no stimulation, tactile stimulation alone, or tactile stimulation as-
sociated with visual stimulation of specific spatial and temporal
properties; Fig. 1C,D). This measure is based on a reliable estimate of
false reports of tactile stimuli in noise (False alarms) and correct reports
of tactile stimuli (Hits). Each d� is calculated by collecting the subject’s
response to a minimum of 75 trials per stimulation context. The d� mea-
sures were estimated for the different stimulation conditions in five dif-
ferent experiments as follows.

Experiment 1: influence of a visual looming stimulus on tactile d�, tem-
poral prediction. Ten subjects participated in this study (27.2 � 5.3 years,
five males and five females; Fig. 3A). All subjects were naive to the pur-
pose of the experiment except one (S.B.H.). All participants had normal
or corrected-to-normal vision. Five possible trial types were presented to
the subjects. Noise trials allowed the estimation of their false alarm rate.
The trials could either be no-stimulus trials (1/6 of all trials) or visual
stimulation-only trials (1/3 of all trials). Signal trials allowed the estima-
tion of their Hit rate as a function of the stimulation condition. The trials
could be (1) tactile stimulation-only trials (1/6 of all trials, allowing
estimation of d� for pure tactile stimuli), (2) visual stimulation � tactile
stimulation presented midway through the visual video trials (1/6 of all
trials, 300 ms before video offset, allowing the estimation of d� for tactile
stimuli in the presence of a visual stimulus), and (3) visual stimulation �
tactile stimulation presented when the visual cone is expected to impact
the face on the cheek predicted by the cone trajectory trials (1/6 of all
trials, 100 ms after video offset, allowing the estimation of d� for tactile
stimuli, which are spatially and temporally predicted by a dynamical
visual looming stimulus). Trials were presented pseudorandomly. Sub-
jects were allowed to rest whenever they needed by closing their eyes.
During these rest periods, they were instructed not to move their head in
the rest chin so as not to change the distance of the air-puff tubing to their
face or to change eye calibration and 450 trials were collected in all.

Experiment 2: influence of a visual looming stimulus on tactile d�, tem-
poral prediction window. Ten subjects participated in this study (26.5 �
4.0 years, four males and six females; Fig. 3B). All subjects were naive to
the purpose of the experiment. All participants had normal or corrected-
to-normal vision. Seven possible trial types were presented to the sub-
jects. Noise trials were composed of no-stimulus trials (1/10 of all trials)
and of visual stimulus-only trials (4/10 of all trials). Signal trials were as
follows: (1) tactile stimulation-only trials (1/10 of all trials, allowing
estimation of d� to pure tactile stimuli) and (2) visual stimulation �
tactile stimulation trials in which the tactile stimulus could be presented
at four possible timings with respect to the visual stimuli (1/10 of all trials
for each possible timing: �300 ms, �100 ms, 100 ms, or 300 ms from the
end of the video, allowing the estimation of d� for tactile stimuli in each

condition). Trials were presented pseudorandomly. Subjects were al-
lowed to rest whenever they needed by closing their eyes. Rest periods
were arranged as in Experiment 1 and 450 total trials were collected.

Experiment 3: influence of the speed of a visual looming stimulus on the
temporal prediction window, as assessed from the enhancement of tactile d�.
Ten subjects participated in this study (28.0 � 5.4 years, two males and
eight females; Fig. 3C). All subjects were naive to the purpose of the
experiment, except two (J.C. and S.B.H.). Importantly, the looming
stimuli approached the subjects’ face and aimed for the cheek at half the
speed of those used in Experiments 1, 2, 4, 5, and 6 (the exact same video
sequences were used for all experiments, except in Experiment 3, each
image of the video sequence stayed twice as long on the screen, compared
with the images presented in Experiments 1, 2, 4, 5, and 6). Five possible
trial types were presented to the subjects. Noise trials were composed of
no-stimulus trials (1/6 of all trials) and of visual stimulus-only trials (2/6
of all trials). Signal trials were as follows: (1) tactile stimulation-only trials
(1/6 of all trials, allowing estimation of d� to pure tactile stimuli) and (2)
visual stimulation � tactile stimulation trials in which the tactile stimu-
lus could be presented at two possible timings with respect to the visual
stimuli (1/6 of all trials for each possible timing: 100 ms or 250 ms from
the end of the video, allowing the estimation of d� for tactile stimuli in
each condition). Trials were presented pseudorandomly. Subjects were
allowed to rest whenever they needed by closing their eyes. Rest periods
were arranged as in Experiment 1 and 500 total trials were collected.

Experiment 4: influence of a visual looming stimulus on tactile d�, spatial
prediction. Ten subjects participated in this study (24.3 � 2.4 years, four
males and six females; Fig. 4A). All subjects were naive to the purpose of
the experiment, except one (J.C.). All participants had normal or
corrected-to-normal vision. Five possible trial types were presented to
the subjects. Noise trials were as in Experiment 1. Signal trials were as
follows: (1) tactile stimulation-only trials (1/6 of all trials, allowing esti-
mation of d� for pure tactile stimuli), (2) visual stimulation � tactile
stimulation presented when the visual cone is expected to impact the face
on the cheek predicted by the cone trajectory trials (1/6 of all trials, 100
ms after video offset, allowing estimation of d� for tactile stimuli, which
are spatially and temporally predicted by a dynamical visual stimulus),
and (3) trials with visual stimulation � tactile stimulation presented at
the time at which the visual cone is expected to impact the face but on the
opposite cheek from the one predicted by the cone trajectory (1/6 of all
trials, 100 ms after video offset, allowing the estimation of d� to tactile
stimuli, which is temporally predicted by a dynamical visual stimulus but
spatially incongruent to it). Trials were presented pseudorandomly.
Subjects were allowed to rest whenever they needed by closing their
eyes. Rest periods were arranged as in Experiment 1 and 450 total
trials were collected.

Experiment 5: influence of visual stimulus impact on tactile detection.
Ten subjects participated in this study (27.8 � 5.8 years, three males and
seven females; Fig. 4B). All subjects were naive to the purpose of the
experiment, except two (J.C. and S.B.H.). All trial types were as in Exper-
iment 1, except that in half of the video sequences the cone trajectories
did not cross the subjects’ face but continued to the right or to the left of
the face. Rest periods were arranged as in Experiment 1 and 450 total
trials were collected.

Experiment 6: influence of a visual receding stimulus on tactile d�. Ten
subjects participated in this study (27.8 � 5.8 years, three males and
seven females; Fig. 4C). All subjects were naive to the purpose of the
experiment, except one (J.C.). All trial types were as in Experiment 1,
except that the visual video sequences were played in reverse order such
that the cones appeared to move away from the subjects rather than
toward their face. Rest periods were arranged as in Experiment 1 and 450
total trials were collected.

Analysis
Data analysis was performed in MATLAB (The MathWorks). For each
experiment, we extracted, for each signal trial type (i.e., each trial type in
which a tactile stimulus was effectively presented), and for each subject,
the d� quantifying the subject’s sensitivity at detecting tactile stimuli
(Table 1). For all experiments, we also quantified the response criterion
for each such subject within a given experiment and confirmed that this
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criterion was independent of trial type (data not shown). Statistical ef-
fects were first assessed using a repeated-measure one-way ANOVA, fol-
lowed by post hoc paired t tests for which the appropriate Bonferroni
correction was applied (* symbol on all figures), unless otherwise speci-
fied (filled circle symbol on all figures). For the ANOVA tests, the
F-values and p values are reported as well as the corresponding partial �
squared. For the t tests, the t statistics (t statistics), the degree of freedom
(df), and the Cohen’s d are indicated to allow for a direct assessment of
the effect size.

Control for the absence of facial muscle contraction induced
by air-puff delivery
Our main prediction in the present work is that visual and temporal
predictive cues will result in an enhancement in tactile sensitivity due to
sensory processes (namely multisensory integration). However, predic-
tive cues could also result in subjects unconsciously contracting their
facial muscles around the air-puff impact point, in anticipation of air-
puff delivery. This could result in a local change in tactile sensitivity. We
thus measured, on two representative control subjects (Fig. 2; J.C., left
plots, P.M. right plots), the facial EMG (Fig. 2; zygomatic minor, in a
tendon-belly configuration, reference behind the ear for subject J.C. and
on the forehead for subject P.M., naive subject; Biopac Systems,
EMG100C amplification module, gain 2000, acquisition frequency 1
kHz, low-pass filter 500 Hz, high pass filter 10 Hz, 50 Hz band cut filter),
while the subjects were submitted to temporally unpredictable (Fig. 2Ai,Aii,
continuous lines) or fully predictive (Fig. 2Ai,Aii, dashed lines), low-
intensity (Fig. 2Ai,Aii, black; subject J.C.: 85% detections for predictable
air puffs and 55% for unpredictable air puffs; subject P.M.: 60% detec-
tions for predictable air puffs and 60% for unpredictable air puffs),
medium-intensity (Fig. 2Ai,Aii, medium gray; just above threshold air

puff, 0.05 bars), or high-intensity (Fig. 2Ai,Aii, light gray; reported as
aversive by subjects, 0.5 bars) air puffs. The air puffs were located as in the
main experiments, and the EMG recording electrodes were placed on the
same side as the air-puff delivery tubing, one just above the lip commis-
sure and the other on the other side of the nasolabial fold, above the first
one, such that the air puff impacted bare skin. Apart from the electric
artifact induced by the air-puff trigger, no modulation of the facial EMG
could be observed, neither at the low air-puff intensities used in the main
experiments, nor at higher intensities (Fig. 2Aii; except for blinks evoked
at the highest aversive intensities for subject J.C.). To allow for a proper
interpretation of this absence of effect, the facial EMGs recorded during
small zygomatic contractions, large zygomatic contractions, or voluntary
eye blinks are also shown, on the same y-scale (Fig. 2Bi,ii). This allows for
the proper attribution of the modulation of J.C.’s facial EMG by high-
intensity air puffs to blinks and not to a zygomatic minor muscle con-
traction, the EMG signature of which is different from that of a blink. The
EMG modulation evoked by these nonvoluntary blinks is smaller than
that observed following voluntary blinks, corroborating the fact that the
underlying neural bases of voluntary and spontaneous or reflexive blinks
are different (Guipponi et al., 2014).

Results
The main experimental measures reported below are tactile d�
sensitivity measures. This measure is based on the analysis of how
often subjects report the presence of a tactile stimulus when none
was actually presented (i.e., responses to noise, also referred to as
false alarms) and how often they correctly report the presence of
tactile stimuli when a stimulus was indeed presented (i.e., re-
sponses to signal, also referred to as hits or correct detections).

Table 1. Average raw d� values, per experiment and per experimental condition, quantifying the subjects’ sensitivity at detecting tactile stimuli

Experiment # subject Experimental condition

1, Figure 3A 10 d�(tactile only) 1.45 d�(V predicting T) 1.89 d�(V during T) 1.69

2, Figure 3B 10 d�(tactile only) 1.37 d�(�300 ms) 2.06 d�(�100 ms) 1.79 d�(100 ms) 2.37 d�(300 ms) 2.01

3, Figure 3C 10 d�(tactile only) 0.66 d�(100 ms) 1.45 d�(250 ms) 1.75

4, Figure 4A 10 d�(tactile only) 2.20 d�(V and T spatially congruent) 2.66 d�(V and T spatially incongruent) 2.40

5, Figure 4B 10 d�(tactile only) 1.72 d�(V toward face) 2.72 d�(V past face) 2.47

6, Figure 4C 10 d�(tactile only) 1.92 d�(V predicting T) 2.03 d�(V during T) 2.27

Figure 2. Low-intensity air puffs, whether unpredicted or fully predictable, do not produce anticipatory facial contractions that could account for changes in tactile sensitivity. A, Average facial

EMG aligned on air-puff delivery, as a function of whether the air puff is unpredictable (continuous lines) or fully predictable (dashed lines), for low air-puff intensities (black; subject J.C.: 55%

detections for predictable air puffs and 85% for unpredictable air puffs; subject P.M.: 60% detections for predictable air puffs and 60% for unpredictable air puffs), medium air-puff intensities

(medium gray; just above threshold air puff, 0.05 bars), and high air-puff intensities (light gray; reported as aversive by subjects, 0.5 bars). B, For comparison, same data as in A reproduced with the

same y-scale as facial EMG recordings during five small zygomatic contractions, five large zygomatic contractions, or five voluntary eye blinks. Data for control subject J.C. are presented on the left

(plots Ai and Bi) and data for control subject P.M. are presented on the right (plots Aii and Bii).
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The d�s are high when stimuli can unambiguously be detected
and low when they are difficult to discriminate against noise (Fig.
1C). As a result, they reflect the sensitivity of the subject to the
stimulus of interest. In the following, we analyze how the sensi-
tivity to a tactile stimulus is affected by the simultaneous presen-
tation of a dynamical looming visual stimulus, as a function of its
spatial and temporal characteristics relative to the tactile
stimulus.

Temporal prediction versus temporal simultaneity
The classical multisensory integration framework assumes that
maximum cross-modal enhancement is obtained for spatially
and temporally colocalized sensory sources. In a first experiment
(Fig. 3A, Table 1), we question whether tactile detection is indeed
maximized by the simultaneous presentation of a dynamic visual
stimulus approaching the face (specifically the cheeks) or
whether maximum tactile processing enhancement is obtained at

the predicted time of impact of the looming stimulus on the face.
We measured the tactile d� of subjects when the tactile stimulus
was applied to one of their cheeks as follows: (1) in the absence of
any visual stimulation [d�(Tactile), serving as a baseline], (2)
midway through the video sequence of a cone looming toward
their face and predicting an impact at the very location of the
tactile stimulus (T during V, 300 ms before the end of the video
sequence), or (3) following the video sequence of a cone looming
toward their face at its predicted time and location of impact to
the skin (V predicting T, 100 ms following the end of the video
sequence). There was a significant effect of the experimental con-
ditions onto the subjects’ tactile d�, as assessed from a repeated-
measure one-way ANOVA (F(2,18) � 11.89, p � 0.0005, partial �
squared � 57%). Specifically, and as expected from previous
studies, d�(Tactile) was significantly smaller than d�(T during V)
(Table 1, one-tailed t test, p � 0.0053, t statistics � 3.2, df � 9,
Cohen’s d � 0.45, Bonferroni corrected p � 0.05; Fig. 3A, dark

Figure 3. Temporal prediction. A, Temporal prediction versus temporal simultaneity. Bar plots represent the mean (�SE) of the difference between the baseline tactile d� [d�(tactile)] and the

d� obtained when the tactile stimulus is applied during the visual video sequence (T during V) or at the predicted time of impact of the looming cone onto the subject’s face (V predicting T). B,

Temporal prediction window. Bar plots represent the mean (�SE) of the difference between the baseline tactile d�(tactile) and the d� obtained when the tactile stimulus is applied at different

temporal asynchronies from the end of the visual video sequence. C, Temporal prediction window is modulated by the speed of the looming visual stimulus. Bar plots represent the mean (�SE) of

the difference between the baseline tactile d�(tactile) and the d� obtained when the tactile stimulus is applied at �100 ms or �250 ms from the end of the visual video sequence of looming stimuli

played at half the speed of those used in A and B. Significant statistical differences between each test condition and the d�(tactile) baseline are indicated by symbols inside the bars. Statistical

differences across the test conditions are indicated by symbols above the bar plots. *p � 0.05, Bonferroni corrected; **p � 0.01, Bonferroni corrected; ***p � 0.001, Bonferroni corrected; ·p �
0.05, no correction for multiple comparisons.
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gray bar) and d�(V predicting T) (Table 1, one-tailed t test, p �
0.0018, t statistics � 3.9, df � 9, Cohen’s d � 0.89, Bonferroni
corrected p � 0.01; Fig. 3A, light gray bar). Most interestingly,
d�(T during V) was also significantly smaller than d�(V predicting
T) (Table 1, one-tailed t test, p � 0.0165, t statistics � 2.5, df � 9,
Cohen’s d � 0.41, Bonferroni corrected p � 0.05; Fig. 3A). Thus
maximum tactile detection is achieved when the tactile stimulus
is temporally predicted by a visual stimulus looming toward the
location of the tactile stimulation compared to when visual and
tactile stimuli are presented simultaneously. This effect did not
depend on the tactile stimulation side (left or right cheeks), nor
on the origin of the looming visual stimulus (left or right visual
field, periphery or center of the visual field). All the statistically
significant comparisons performed above still hold when two-
tailed t tests are performed instead of one-tailed t tests. This can
directly be assessed from the t statistics and p values described
above, because the t statistics are symmetric at about zero. It is,
however, important to note that one-tailed t tests are fully appro-
priate here, because we have a strong a priori hypothesis on the
directionality of the effects, due to the expected impact of multi-
sensory integration and predictive coding on the subjects’ overt
responses.

Temporal prediction window
In Experiment 2, we manipulate the temporal asynchrony be-
tween the dynamic visual stimulus and the tactile stimulus to
identify the temporal window of tactile sensitivity enhancement
around the end of the looming stimulus video sequence. There
was a significant effect of the time at which the air puffs were
delivered relative to the end of the visual stimulus onto the
subjects’ tactile d�, as assessed from a repeated-measure one-
way ANOVA (F(4,36) � 17.74, p � 0.00001, partial � squared �
66%). Specifically, all visuotactile conditions were associated
with significantly higher d� than the d�(Tactile) baseline condi-
tion (Table 1, Fig. 3B; one-tailed t test, all ps � 0.0014, t statistics
ranging from 4.1 to 6.1, df � 9, Cohen’s d ranging from 0.67 to
1.40, Bonferroni corrected p � 0.01 or better). Maximum tactile
enhancement is obtained when the tactile stimulus is applied at
the estimated time of impact of the looming cone on the face (100
ms, same timing as that used in Experiment 1; Fig. 3B). This d� is
significantly higher than that obtained for a tactile stimulus pre-
sented 300 ms before the end of the video sequence (Table 1, Fig.
3B; p � 0.000515, t statistics � 4.8, df � 9, Cohen’s d � 0.81,
Bonferroni corrected p � 0.01), 100 ms before the end of the
video sequence; Table 1, Fig. 3B; p � 0.0039, t statistics � 3.4,
df � 9, Cohen’s d � 0.40, Bonferroni corrected p � 0.015), or 300
ms following the end of the video sequence (Table 1, Fig. 3B; p �
0.0093, t statistics � 2.9, df � 9, Cohen’s d � 0.45, Bonferroni
corrected p � 0.05). All the statistically significant comparisons
performed above still hold when two-tailed t tests are performed
instead of one-tailed t tests, except for the very last test, as can
directly be assessed from the t statistics and p values provided.
Here again, it is, however, important to note that one-tailed t tests
are fully appropriate here, under the prediction that maximum
tactile enhancement is obtained at the expected time of impact.

The temporal prediction window depends on the speed of the
looming stimulus
In Experiment 2, maximum tactile enhancement is obtained at
100 ms following the end of the video sequence of the looming
objects. To test whether the time of maximum tactile enhance-
ment depends on the predicted time of impact to the face and
thus on the speed of the looming object, in Experiment 3, we used

dynamic visual stimuli looming at half the speed of those used in
all other experiments, and we probed tactile sensitivity at 100 and
250 ms following the end of the video sequence. There was a
significant effect of the time at which the air puffs were delivered
relative to the end of the visual stimulus onto the subjects’ tactile
d�, as assessed from a repeated-measure one-way ANOVA (F(4,36)

� 52.7, p � 0.00001, partial � squared � 85%). Specifically, all
visuotactile conditions were associated with significantly higher
d� than the d�(tactile) baseline condition (Table 1, Fig. 3B; one-
tailed t test, all ps � 0.00001, t statistics ranging from 6.7 to 8.3,
df � 9, Cohen’s d ranging from 1.0 to 1.48, Bonferroni corrected
p � 0.00001 or better). Importantly, maximum tactile enhance-
ment is obtained when the tactile stimulus is applied at the esti-
mated time of impact of the looming cone on the face (Fig. 3C;
250 ms, compared with 100 ms, the timing revealing maximum
enhancement in tactile sensitivity in Experiment 2, p � 0.0013, t
statistics � 4.1, df � 9, Cohen’s d � 0.5, Bonferroni corrected p �
0.01). In other words, for a high-speed looming stimulus (Exper-
iment 2), tactile sensitivity is higher at 100 ms (predicted time of
impact) following the end of the stimulus than later (300 ms),
while for a low-speed stimulus (Experiment 3), tactile sensitivity
is lower at 100 ms following the end of the stimulus than later
(250 ms, predicted time of impact, between-subject one-tailed
unpaired t test, t statistics � 4.53, df � 18, p � 0.00012, Cohen’s
d � 2.03). All the statistically significant comparisons performed
above still hold when two-tailed t tests are performed instead of
one-tailed t tests, as can directly be assessed from the t statistics
and p values provided.

Spatial prediction
In Experiments 1 and 2, the tactile stimulus is always presented at
the expected impact location. In Experiment 3, we test whether
spatial prediction also contributes to tactile processing enhance-
ment. We measured the tactile d� of subjects when the tactile
stimulus was applied to one of their cheeks (1) in the absence of
any visual stimulation [d�(Tactile)], (2) following the video se-
quence of a cone looming toward their face at the time and loca-
tion predicted by the dynamic visual stimulus [d�(V and T
spatially congruent)], or (3) following the video sequence of a
cone looming toward their face at the time predicted by this visual
stimulus but at the opposite location [d�(V and T spatially incon-
gruent)]. Here again, there was a significant effect of the experi-
mental conditions onto the subjects’ tactile d�, as assessed from a
repeated-measure one-way ANOVA (F(2,18) � 14.45, p � 0.0002,
partial � squared � 62%). Specifically, we find that tactile sensi-
tivity was significantly increased with respect to the baseline
d�(Tactile) when V and T were spatially congruent (Table 1, Fig.
4A, dark gray bar; one-tailed t test, p � 0.00048, t statistics � 4.8,
df � 9, Cohen’s d � 0.73, Bonferroni corrected p � 0.01). When
V and T were spatially incongruent, a similar trend could be
observed at an uncorrected level (Table 1, Fig. 4A, light gray bar;
one-tailed t test, p � 0.029, t statistics � 2.2, df � 9, Cohen’s d �
0.36). Most interestingly, d�(V and T spatially incongruent) was
also significantly smaller than d�(V and T spatially congruent)
(Table 1, Fig. 4A; one-tailed t test, p � 0.0015, t statistics � 4.0,
df � 9, Cohen’s d � 0.47, Bonferroni corrected p � 0.01). This
crucial observation still holds true when two-tailed t tests are
used, as can directly be assessed from the t statistics and p values
provided. Thus maximum tactile detection is achieved when the
tactile stimulus is both temporally and spatially predicted by a
visual stimulus looming compared to when the visual stimulus is
only temporally predictive of the tactile stimulus. Again, this ef-
fect did not depend on the tactile stimulation side (left or right
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Figure 4. Spatial prediction. A, Spatial congruence. Bar plots represent the mean (�SE) of the difference between the baseline tactile d�(tactile) and the d� obtained when the tactile stimulus

is applied following the offset of the looming cone onto the subject’s face, at its predicted impact time, at the location predicted by the cone trajectory (V and T spatially congruent) or on the opposite

cheek (V and T spatially incongruent). B, Body limits. Bar plots represent the mean (�SE) of the difference between the baseline tactile d�(tactile) and the d� obtained when the tactile stimulus is

applied at the end of looming cone video sequence, at its predicted impact time, when the cone trajectory predicts an impact to the face (V toward face) or not (V past face). C, Looming versus

receding stimuli. Bar plots represent the mean (�SE) of the difference between the baseline tactile d�(tactile) and the d� obtained when the tactile stimulus is applied during the visual video

sequence of a cone receding away from the subject’s face (T during V) or at the end of the video sequence (V predicting T). All else as in Figure 3.

Cléry, Guipponi et al. • Predictive Tactile Processing of Looming Stimuli J. Neurosci., March 11, 2015 • 35(10):4179 – 4189 • 4185

93



cheek) or on the origin of the looming visual stimulus (left or
right visual field, periphery, or center of the visual field). These
observations, together with those reported in the first two exper-
iments, indicate that both temporal and spatial predictions con-
tribute to enhanced target detection.

Body limit
In the above experiment, we show that the enhancement of tactile
sensitivity is highest on the cheek to be impacted by a looming
stimulus compared with the opposite cheek on which no impact
is predicted. In Experiment 4, we test whether a looming stimulus
with a trajectory brushing past the face but predicting no impact
to the skin also contributes to tactile processing enhancement.
We measured the tactile d� of subjects when the tactile stimulus
was applied to one of their cheeks (1) in the absence of any visual
stimulation [d�(Tactile)], (2) following the video sequence of a
cone looming toward their face at the time and location predicted
by the dynamic visual stimulus [d�(V toward face)], or (3) fol-
lowing the video sequence of a cone looming past their face and
predicting no impact to the skin [d�(V past face)]. There was a
significant effect of the experimental conditions onto the sub-
jects’ tactile d�, as assessed from a repeated-measure one-way
ANOVA (F(2,18) � 26.37, p � 0.00001, partial � squared � 75%).
Specifically, we find that tactile sensitivity was significantly in-
creased with respect to the baseline d�(Tactile) both when the
visual trajectory pointed toward the face (Table 1, Fig. 4B, dark
gray bar; one-tailed t test, p � 0.000059, t statistics � 6.4, df � 9,
Cohen’s d � 1.67, Bonferroni corrected p � 0.001) or past it
(Table 1, Fig. 4B, light gray bar; one-tailed t test, p � 0.00027, t
statistics � 5.2, df � 9, Cohen’s d � 1.27, Bonferroni corrected
p � 0.001). Both these observations still hold true when two-
tailed t tests are used, as can directly be assessed from the t statis-
tics and p values provided. Importantly, d�(V toward face) was on
average higher than d�(V past face) although this trend failed to
reach significance at Bonferroni corrected level (Table 1, Fig. 4B;
one-tailed t test, t statistics � 1.9, df � 9, Cohen’s d � 0.39, p �
0.0445). As a result, tactile processing enhancement is only mar-
ginally reduced by a nonimpacting ipsilateral looming stimulus
compared with what we describe in Experiment 3 for a looming
visual impacting the contralateral cheek. This effect holds inde-
pendently of the side of tactile stimulation (left or right cheek) or
of the origin of the looming visual stimulus (left or right visual
field, periphery, or center of the visual field).

Looming versus receding stimuli
In the previous experiments, the dynamical visual stimulus was a
looming cone approaching the face. The spatial and temporal
prediction enhancement of tactile detection described above
could be fully due to the predictive cues provided by the stimulus
trajectory. Alternatively, the reported effect could reflect an at-
tentional spatiotemporal enhancement of tactile processing at
the predicted location, independent of the fact that the trajectory
of the cone is predictive of an impact on the face. To test for this
effect, we repeated the first experiment, but this time with in-
verted video sequences, i.e., with dynamical visual stimuli reced-
ing away from the subject’s face. A significant effect of the
experimental conditions onto the subjects’ tactile d�, as assessed
from a repeated-measure one-way ANOVA, was also observed
(F(2,18) � 5.91, p � 0.01, partial � squared � 40%). Specifically,
we find that with a receding cone, the baseline d�(Tactile) is sta-
tistically smaller than d�(T during V) (Table 1, Fig. 4C, light gray
bar; one-tailed t test, p � 0.0077, t statistics � 3.0, df � 9, Cohen’s
d � 0.67, Bonferroni corrected p � 0.05) but statistically undis-

tinguishable from d�(V predicting T) (Table 1, Fig. 4C, dark gray
bar; one-tailed t test, p � 0.1121, t statistics � 1.3, df � 9, Cohen’s
d � 0.22). In contrast with what was observed in the first exper-
iment, d�(V predicting T) had a statistically nonsignificant trend
to be smaller than d�(T during V) (Table 1, Fig. 4C; one-tailed t
test, p � 0.028, t statistics � 2.2, df � 9, Cohen’s d � 0.495, p �
0.05 uncorrected). This effect did not depend on the tactile stim-
ulation side (left or right cheek) or on the origin of the looming
visual stimulus (left or right visual field, periphery, or center of
the visual field). Importantly, the change between the baseline
d�(Tactile) and the d� obtained during the looming condition
(from Experiment 1) is significantly different from the change
between the baseline d�(Tactile) and the d� obtained the receding
condition (from Experiment 5), as assessed from a between-
subject one-tailed unpaired t test (t statistics � 2.4, df � 18, p �
0.0136, Cohen’s d � 1.06, this observation still holds true when a
two-tailed t test is used).

Overall, these observations indicate that the effects reported in
the previous experiments cannot be accounted for by general
attentional perceptual enhancement effects but rather that the
predictive cues contained in the looming cone trajectories are
crucially contributing to enhanced tactile detection at the pre-
dicted impact location at the expected time of impact.

Discussion
This study demonstrates that visual stimuli looming toward the
face provide the nervous system with predictive cues that selec-
tively enhance tactile sensitivity at the expected impact location
of the visual stimulus. In the following, we discuss these observa-
tions in the context of multisensory integration, peripersonal
space, and a defense boundary of self.

Predictive cues
Three predictive dimensions of the visual looming stimulus con-
tribute to enhancing tactile sensitivity on the face.

The estimated time of impact
With high-speed looming stimuli, maximum tactile sensitivity is
observed at 100 ms following the disappearance of the looming
stimulus, at the subjective time of their impact to the face (Exper-
iments 1 and 2; Fig. 3A,B). Importantly, with low-speed looming
stimuli, maximum enhancement of tactile sensitivity is observed
later, indicating that the enhancement of tactile sensitivity adjusts
to the speed of the looming stimuli and to the time of their pre-
dicted impact on the face (Experiment 3; Fig. 3C). Several studies
demonstrate that the temporal coincidence (Sugita and Suzuki,
2003) and temporal correlation (Parise et al., 2012) between a
looming visual stimulus and a sound maximize audiovisual inte-
gration. The phenomenon we report here is completely different
in that, in the presence of dynamic looming visual stimuli, max-
imum enhancement of tactile processing is achieved at the pre-
dicted time of impact, reflecting the expected subjective
consequence of the visual stimulus onto the tactile modality. In-
terestingly, the perceptual and physiological binding of two stim-
uli into the representation of a unique external source is subjected
to some degree of temporal tolerance, resulting in the description
of a multisensory temporal binding window (for review, see Wal-
lace and Stevenson, 2014). The bell-shaped pattern of enhanced
tactile sensitivity around the predicted time of impact, as de-
scribed by our Experiment 2 (Fig. 3B), suggests that a similar
probabilistic temporal window of predicted impact may be at
play when processing the consequences of a looming stimulus
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onto our body, and possibly points toward common neuronal
bases.

The estimated position of impact
Maximal tactile sensitivity enhancement is observed when the
tactile stimulus is presented at the expected location of impact of
the looming stimulus on the face compared with an impact on the
opposite side of the face (Experiment 4; Fig. 4A). This nicely
matches the spatial multisensory integration rule as initially for-
mulated (Stein and Meredith, 1993), most probably because of
the crucial importance of spatial information when predicting an
impact to the body (see Spence, 2013 and; Stein and Stanford,
2008, for a discussion of the task dependence of multisensory
integration processes).

Dynamic depth cues
Maximum tactile sensitivity enhancement is selectively observed
for a looming stimulus while a receding stimulus hardly has any
effect on tactile sensitivity (Experiment 6; Fig. 4C). This effect is
similar to what is observed for orienting biases due to looming
stimuli (Maier et al., 2004), except for the major difference that
we probe tactile sensitivity after the looming visual stimulus has
disappeared. While both size and depth cues most probably con-
tribute to the modulation of tactile sensitivity on the face, we
propose that the movement vector cue (away from or toward the
subject) is actually the dominant cue affecting tactile detection.
Indeed, the spatial, temporal, and dynamic predictive cues are
fully accounted for by the trajectory and speed of the looming
visual stimuli. This is confirmed by the fact that slower looming
stimuli result in a delayed predicted time of impact on the face,
and hence a delayed time at which tactile sensitivity is maximally
enhanced (Experiment 3; Fig. 3C).

Impact prediction and multisensory integration
Multisensory integration and causal inference
Multisensory integration is a neuronal process by which the re-
sponse of a neuron in spikes per second to two sensory stimuli of
different modalities (say visual and tactile), presented simultane-
ously, is different from the sum of the spikes per second produced
by this same neuron in response to each sensory stimulus pre-
sented independently (Avillac et al., 2007). Multisensory integra-
tion is maximized when the two sensory stimuli are presented at
the same location (spatial congruence) and at the same time
(temporal congruence) and are low-energy stimuli (inverse effec-
tiveness; Stein and Meredith, 1993), though recent evidence indi-
cates that these factors are highly interdependent (Carriere et al.,
2008; Royal et al., 2009; Ghose and Wallace, 2014; for review, see
Wallace and Stevenson, 2014) and task dependent (Doehrmann and
Naumer, 2008; Spence, 2013; van Atteveldt et al., 2014). This leads to
the notion of causal inference: a visual and an auditory signal origi-
nating at the same spatial location at the same time share a unique
underlying cause (Körding et al., 2007; Shams and Beierholm, 2010;
Parise et al., 2012).

Baseline multisensory enhancement
The mere presence of a looming visual stimulus around tactile
stimulation enhances tactile sensitivity, including when the tac-
tile stimulus is presented during the looming phase (Experiments
1–3) or when the looming stimulus predicts an impact away from
the tactile stimulation location (Experiments 4 and 5). This base-
line effect could be due to an alerting effect of the visual stimulus,
though it needs to be noted that this alerting effect is present only
for looming stimuli, as receding stimuli do not induce an increase
in tactile sensitivity (Experiment 6). This nonspecific enhance-

ment of tactile sensitivity most probably builds on the classical
multisensory integration mechanisms described above.

Impact prediction
On top of a baseline multisensory enhancement, tactile sensitivity
is further enhanced by the predictive components of the hetero-
modal visual stimulus. This situation is encountered in everyday
life. For example, anticipating the impact of an obstacle onto the
body is of vital importance. Because this process involves cross-
modal influences, we propose that the cortical regions responsi-
ble for this multisensory impact prediction highly overlap with
the multisensory convergence and integration functional net-
work. Very early on, Hyvärinen and Poranen (1974) (cited in
Brozzoli et al., 2012) described the visual response of parietal
neurons “as an anticipatory activation” that appears before the
neuron’s tactile receptive field is touched. The ventral intrapari-
etal area (VIP) is an ideal candidate for impact prediction.
Indeed, its neurons integrate vestibular proprioceptive self-
motions and visual motion cues to encode relative self-motion
with respect to the environment (Bremmer et al., 1997, 1999,
2000, 2002a, b; Duhamel et al., 1997). This region encodes both
large field visual movements mimicking the consequences of the
displacement of a subject within its environment (Bremmer et al.,
1999, 2000, 2002a, b) and the movement of visual objects within
the near peripersonal space (Bremmer et al., 1997, 2013). Impor-
tantly, VIP neurons respond to both visual and tactile stimuli
(Duhamel et al., 1998; Guipponi et al., 2013) and perform non-
linear sub-, super-, or additive multisensory integration opera-
tions (Avillac et al., 2004, 2007). Most interestingly, this cortical
region has been proposed to play a key role in the definition of a
defense peripersonal space.

Impact prediction and peripersonal space
Our observations indicate that, quite surprisingly, a visual stim-
ulus intruding into peripersonal space close to one’s cheek has a
higher impact prediction effect on our cheek than a visual stim-
ulus predicting an impact to the other cheek. This enhancement
is smaller than that observed for spatially congruent looming
stimuli, but this difference does not reach significance at the cor-
rected level. This suggests the existence of a security margin
around the face, looming stimuli approaching too close to the
face alerting our nervous system of a potentially harmful impact
to the body. Our observations parallel a recent study by Canzo-
neri et al. (2012), which demonstrates that tactile processing on
the hand is speeded by the presence of a looming sound, predict-
ing an impact on the hand or within a well defined distance from
the hand. A parietal–prefrontal cortical network composed of the
VIP and premotor area F4 is suggested to play a crucial role in the
definition of a defense peripersonal space. The neurons of both
these regions have bimodal visuotactile receptive fields represent-
ing close peripersonal space and the corresponding skin surface
(Gentilucci et al., 1988; Rizzolatti et al., 1988; Colby et al., 1993;
Graziano et al., 1994; Gross and Graziano, 1995; Fogassi et al.,
1996; Duhamel et al., 1998). The electrical microstimulation of
both regions induces a behavioral defense repertoire of whole-
body movements, suggesting their involvement in the coding of a
defense peripersonal space (Graziano et al., 2002; Cooke and
Graziano, 2004; Graziano and Cooke, 2006). We predict that this
cortical network subserving a defense peripersonal space plays a
key role in the prediction of an impact onto the body. Preliminary
nonhuman primate functional-imaging data from our research
group corroborate this prediction (Cléry et al., 2014).
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Predictive coding and multisensory integration
Dynamic visual stimuli are not necessarily predictive of impact
(e.g., a mosquito approaching our face for a blood dinner), but
can be coincident with tactile stimulation (e.g., a mosquito mov-
ing on one’s arm). The Bayesian framework has proven extremely
successful in accounting for the behavioral (Fetsch et al., 2010)
and single-cell recording (Gu et al., 2008) manifestations of mul-
tisensory integration. In addition, divisive normalization oper-
ated by local neuronal populations has been shown to account for
inverse effectiveness and spatial congruence rules (Ohshiro et al.,
2011; Fetsch et al., 2013) as well as for flexible adaptation to cue
reliability (Morgan et al., 2008). On the other hand, the general
predictive coding framework relying on internal generative models
(or priors) constructed through experience (Friston and Kiebel,
2009; Friston, 2010) has been successfully applied to speech compre-
hension, in which visual cues are predictive of auditory speech infor-
mation (van Wassenhove et al., 2005; van Wassenhove, 2013; Altieri,
2014; Lee and Noppeney, 2014). So how does a given functional
multisensory integration network perform either coincident or
predictive context- or task-dependent computations? Context-
dependent time-varying priors could account for the reported be-
havioral effects. Alternatively, phase resetting of ongoing neuronal
oscillations by a given sensory input (looming visual), predictively
preparing neurons to respond to a second sensory input (tactile)
with a particular timing relationship with the first sensory input, has
been proposed as a general model for predictive neuronal processing
(Lakatos et al., 2005, 2007; Kayser et al., 2008; van Atteveldt et al.,
2014). This mechanism could be at the origin of enhanced tactile
sensitivity during impact prediction. The local and global neuronal
mechanisms by which the speed, distance, and trajectory character-
istics of a looming stimulus with respect to the subject are integrated
to estimate time to impact, the specific cortical regions that process
this information, and how it is used for phase resetting remain to
be unveiled.
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Abstract:  

In the jungle, survival is highly correlated with the ability to detect and distinguish between 

an approaching predator and a putative prey. From an ecological perspective, a predator rapidly 

approaching its prey is a stronger cue for flight than a slowly moving predator. In the present study, 

we use functional magnetic resonance imaging (fMRI) in the non-human primate, to investigate 

the neural bases of the prediction of an impact to the body by a looming stimulus, i.e. the neural 

bases of the interaction between a dynamic visual stimulus approaching the body and its expected 

consequences onto an independent sensory modality, namely, touch. We identify a core cortical 

network of occipital, parietal, premotor and prefrontal areas maximally activated by tactile 

stimulations presented at the predicted time and location of impact of the looming stimulus on the 

face, as compared to the activations observed for spatially or temporally incongruent tactile and 

dynamic visual cues. These activations reflect both an active integration of visual and tactile 

information and of spatial and temporal prediction information. The identified cortical network 

coincides with a well described multisensory visuo-tactile convergence and integration network 

suggested to play a key role in the definition of peripersonal space. These observations are 

discussed in the context of multisensory integration and spatial, temporal prediction and causal 

Bayesian inference. 
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Significance statement: 

Looming stimuli have a particular ecological relevance as they are expected to come into contact 

with the body, evoking touch or pain sensations and possibly triggering an approach or escape 

behaviour depending on their identity. Here, we identify the non-human primate functional network 

that is maximally activated by tactile stimulations presented at the predicted time and location of 

impact of the looming stimulus. Our findings suggest that the integration of spatial and temporal 

predictive cues possibly rely on the same neural mechanisms that are involved in multisensory 

integration.  
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INTRODUCTION

In the jungle, survival is highly correlated with the ability to detect and distinguish between 

a predator and a putative prey. From an ecological perspective, a predator rapidly approaching its 

prey is a stronger cue for flight than a slowly moving predator. Experimentally, such a situation can 

be modeled as a looming stimulus moving towards the subject of the experiment. In such a context, 

looming stimuli have been described to elicit stereotyped defensive behavior both in monkeys 

(Schiff et al., 1962) and in human infants (Ball and Tronick, 1971). These observations suggest that 

subjects predict the possible consequences of these stimuli onto their body and anticipate these 

consequences by producing an escape motor repertoire. These predictive mechanisms are expected 

to be hetero-modal by essence: the sensory consequences of looming stimuli, be they visual or 

auditory, are mostly predicted onto the tactile modality, as an impact to the body. And indeed, recent

studies show that looming stimuli enhance tactile processing at the predicted time of impact and at 

the expected location of impact, both as measured by enhanced tactile sensitivity (Cléry et al., 

2015a) and shorter reaction times , including when 

specifically probing nociceptive perception (De Paepe et al., 2016). Likewise, looming auditory-

visual multisensory stimuli increase behavioral orienting indices (Maier et al., 

2009c). Threatening visual looming stimuli, such as spiders as compared to butterflies, further 

shortened the reaction times to tactile probes presented on the skin (de Haan et al., 2016). These 

several lines of behavioral evidence strongly suggest that the predictive mechanisms at play in 

estimating the consequences of looming stimuli on the skin pertain to more general processes 

involved in the defense of body integrity.  

However, the neurophysiological mechanisms by which the dynamic information provided 

by one sensory modality predictively enhances the processing of another sensory modality remain 
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unknown. A parsimonious hypothesis is that these processes involve cortical regions receiving 

neuronal information from both sensory modalities and optimally combining these multisensory 

signals. In the specific context of visual looming stimuli predicting an impact to the face, this 

parsimonious view predicts the contribution of a well characterized visuo-tactile convergence 

network of post-arcuate premotor (specifically premotor zone PMz, a subsector of area F4), 

intraparietal (specifically ventral intraparietal area VIP) and striate and extrastriate visual areas 

(Guipponi et al., 2013, 2015). Consolidating this parsimonious prediction, the parietal and the 

premotor components of this functional network have been involved in the representation of a 

defense peripersonal space (PPS -

as well as in approaching behavior (Rizzolatti et al., 1997).  

Here, we used functional magnetic resonance imaging (fMRI) in the non-human primate to 

test this hypothesis and to specifically identify the neural bases of the prediction of an impact of a 

looming visual stimulus onto the body. While the monkeys were maintaining their gaze onto a 

central point, we presented them with a visual looming stimulus coming towards the face or/and a 

tactile stimulation (airpuff) on the face. These visual and tactile stimuli were either presented in 

isolation in independent blocks or played together in the same blocks. When played together, we 

manipulated the spatial and temporal relationships between the visual and the tactile stimulations 

so as to isolate the specific contribution of either temporal prediction or spatial prediction cues on 

the cortical activations. Our observations confirm the parsimonious hypothesis outlined above, that 

impact prediction (i.e. the anticipation of touch) onto the face activates a core post-arcuate, 

intraparietal striate and extrastriate cortical network previously associated with multisensory 

convergence and multisensory integration. Importantly, we show that the activity of this network 

is highly dependent upon the spatial and temporal predictive information held by the looming visual 

stimulus. These observations are discussed in the context of multisensory integration and spatial, 
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temporal prediction and causal Bayesian inference.   

104



MATERIALS AND METHODS

All procedures were in compliance with the guidelines of the European Community on 

animal care (European Community Council, Directive 2010/63/UE). All the protocols used in this 

experiment were approved by the local animal care committee (agreement # C2EA42-12-10-0401-

002). The animals’ welfare and the steps taken to reduce suffering were in accordance with the 

recommendations of the Weatherall report, "The use of non-human primates in research".

Subjects and Materials 

Two rhesus monkeys (female M1, male M2, 10-8 years old, 6-7 kg) participated in the 

study. The animals were implanted with a plastic magnetic resonance imaging (MRI) compatible 

headset covered by dental acrylic. The anesthesia during surgery was induced by Zoletil 

(Tiletamine-Zolazepam, Virbac, 5mg/kg) and followed by Isoflurane (Belamont, 1-2%). 

Postsurgery analgesia was ensured thanks to Temgesic (buprenorphine, 0.3mg/ml, 0.01 mg/kg). 

During recovery, proper analgesic and antibiotic coverage was provided. The surgical procedures 

conformed to European and National Institutes of Health guidelines for the care and use of 

laboratory animals. 

During the scanning sessions, monkeys sat in a sphinx position in a plastic monkey chair 

positioned within a horizontal magnet (1.5-

facing a translucent screen placed 90cm from the eyes. Their head was restrained and equipped 

with MRI-compatible headphones customized for monkeys (MR Confon GmbH, Magdeburg, 

Germany). A radial receive-only surface coil (10 cm diameter) was positioned above the head. Eye 

position was monitored at 120 Hz during scanning using a pupil-corneal reflection tracking system 

(Iscan®, Cambridge, MA). Animals were rewarded with liquid dispensed by a computer-controlled 

reward delivery system (Crist®) thanks to a plastic tube coming to their mouth. The task, all the 
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behavioral parameters, and the sensory stimulations were monitored by two computers running 

with Matlab® and Presentation® (Neurobehavioural systems, Albany, Canada). Visual stimulations 

were projected onto the screen with a Canon XEED SX60 projector. Tactile stimulations were 

delivered through Teflon tubing and 2 articulated plastic arms connected to distant air pressure 

electro-valves. Monkeys were trained in a mock scan environment approaching to the best the 

actual MRI scanner setup. 

Figure 1: Methods. A) Visual stimuli consisted in a video sequence of a cone placed in a 3D 

environment and looming towards the animal’s face. The red dot corresponds to the spatial 

location the monkey was required to fixate in order to be rewarded. B) The trajectory of the 

looming cone could start from four different points in the back of the visual scene, two ipsilateral 

and two contralateral to the predicted impact location with respect to the monkey’s face. C) 

Tactile stimulations were directed to the center of the face thanks to airpuffs directed to the left 

or right cheek, coinciding with the predicted impact of the looming visual stimulus on the 

monkey’s face. D) We used a mixed fMRI design. Each run was thus composed of five 

conditions organized in blocks (15 pulses per condition), during which visual (looming cone) 
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and tactile (50 ms airpuff) events were organized as follows: a unimodal visual stimulation 

condition (V), a unimodal tactile stimulation condition (T), a bimodal condition in which the 

visual stimulus is spatially and temporally predictive of the tactile stimulus (VT_Full_pr), a 

bimodal condition in which the visual stimulus is spatially but not temporally predictive of the 

tactile stimulus (VT_Sp_pr) and a bimodal condition in which the visual stimulus is temporally 

but not spatially predictive of the tactile stimulus (VT_Tp_pr). 

Task and Stimuli 

The animals were trained to maintain fixation on a red central spot (0.24°x0.24°) while stimulations 

(visual and/or tactile) were delivered. The monkeys were rewarded for staying within a 2°x2° 

tolerance window centered on the fixation spot. The reward delivery was scheduled to encourage 

long fixation without breaks (i.e. the interval between successive deliveries was decreased and their 

amount was increased, up to a fixed limit, as long as the eyes did not leave the window). The 

fixation spot was placed in the center of a background representing a 3D environment with visual 

depth cues and was present all throughout the runs (Figure 1A). The 3D environment and different 

cone trajectories, at eye level, were all constructed with the Blender software 

(http://www.blender.org/). Visual and/or tactile stimuli were presented to the monkeys as follows. 

Visual stimuli consisted in a low contrast dynamic 3D cone-shaped stimulus, pointing 

towards the monkey, moving within this 3D environment, originating away from and rapidly 

approaching the monkey (Figure 1A). The trajectory of this looming stimulus was adjusted so as 

to induce the percept of a potential impact on the monkey’s face at two possible locations, on the 

left or right cheeks, close to the snout. For each impact location, the cone trajectory could originate 

from eight possible locations around the fixation point: four in the left hemifield and four in the 

right hemifield at +/- 0.32°, +/- 1.27°, +/- 3.16° and +/- 4.11°. As a result, half of the cone 

trajectories crossed the mid-sagittal plane and induced a predicted impact to the face on the 
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contralateral cheek with respect to the spatial origin of the cone (Figure 1B).  

Tactile stimuli consisted in air puffs delivered at two possible locations on the monkey’s 

face, on the left or right cheeks, at the two possible impact locations predicted by the cone 

trajectory, close to the nose and the mouth (Figure 1C). These puffs were delivered, with a pressure 

intensity set at 0.3 bars, thanks to tubes the extremities of which were at 2-4 mm from each cheek 

of the monkeys. This barely perceivable airpuff intensity was chosen so as to maximize the 

multisensory integration processes expected to take place when combined with a visual stimulus. 

Indeed, at the single neuron level, multisensory integration processes have been shown to be 

inversely proportional to the strength of each unimodal stimulus, the lower their intensity, the 

higher the deviation of the neuron’s multisensory response from their unimodal response (Stein 

. Airpuff duration was set to 50ms (as measured with 

a silicon pressure on chip signal conditioned sensor, MPX5700 Series, Freescale™) and successive 

airpuffs were separated by a random time interval ranging from 1500 to 2800ms.  

The visual and tactile sensory modalities were tested in the same runs, either in separate 

blocks (unimodal stimulations) or in same blocks (bimodal stimulations) (Figure 1D). In the visual 

unimodal blocks, the movement of the visual cone had a duration of 550 ms and two looming 

stimuli were separated by a random timing ranging from 1300 to 2800 ms. In the tactile unimodal 

blocks, airpuff duration was set to 50 ms and successive airpuffs were separated by a random time 

interval ranging from 1300 to 2800 ms. For the bimodal conditions, we defined three different types 

of stimulation blocks: 1) Temporally simultaneous and spatially congruent bimodal blocks (VT 

spatially predictive, VT_Sp_pr), in which the tactile stimulus was presented while the visual 

stimulus was approaching the face of the monkey (mid-course of the visual stimulus, airpuff latency 

as measured with the pressure sensor), at the location at which the visual stimulus was expected to 

impact the face  2) Temporally and spatially predictive bimodal blocks (VT fully predictive, 
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VT_Full_pr), in which the tactile stimulus was presented at the moment when the visual stimulus 

was expected to impact the face (airpuff latency as measured with the pressure sensor), at the spatial 

location of the expected impact  3) Temporally predictive but spatially incongruent bimodal blocks

(VT temporally predictive, VT_Tp_pr), in which the tactile stimulus was presented at the moment 

when the visual stimulus was expected to impact the face, but at a location symmetrical to where 

the visual stimulus was expected to impact the face. In all these bimodal blocks, visual stimuli were 

presented with the same temporal dynamics as in the unimodal visual blocks. It is crucial to note 

that the visual and tactile stimuli were designed to have a low salience so as to maximize the 

multisensory integration, as discussed above (Stein and Meredith, 1993). 

Functional time series (runs) were organized as follows: 15-volume blocks of unimodal and 

bimodal stimulation blocks were followed by a 15-volume block of pure fixation baseline (Figure 

1D -volume run. The 6 types of blocks were 

presented in 10 counterbalanced possible orders. 

Scanning 

Before each scanning session, a contrast agent, composed of monocrystalline iron oxide 

nanoparticles (Feraheme®, Vanduffel et al., 2001), was injected into the animal’s 

femoral/saphenous vein (4-10 mg/kg). Brain activations produce increased BOLD signal changes. 

In contrast, when using MION contrast agents, brain activations produce decreased signal changes 

signal (Kolster et al., 2014). For the sake of clarity, the polarity of the contrast agent MR signal 

changes was inverted. We acquired gradient-echo echoplanar (EPI) images covering the whole 

voxels). A total of 135 (132) runs was acquired for M1 (/M2). 
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Analysis 

A total of 98 runs for monkey 1 and 92 runs for monkey 2 was selected based on the quality 

of the monkey’s fixation throughout each run (>85% within the eye fixation tolerance window). 

Runs were analyzed using SPM8 (Wellcome Department of Cognitive Neurology, London, United 

Kingdom). For spatial preprocessing, functional volumes were first realigned and rigidly 

coregistered with the anatomy of each individual monkey (T1-weighted MPRAGE 3D 0.6x0.6x0.6 

mm or 0.5x0.5x0.5 mm voxel acquired at 1.5T) in stereotactic space. The JIP program (Mandeville 

et al., 2011) was used to perform a non-rigid coregistration (warping) of mean functional image 

onto the individual anatomies. 

Fixed effect individual analyses were performed for each monkey, with a level of 

significance set at P < 0.05 corrected for multiple comparisons (FWE, t-scores>4.89) and P < 0.001 

(uncorrected level, t-scores>3.1). In all analyses, realignment parameters, as well as eye movement 

traces, were included as covariates of no interest to remove eye movement and brain motion 

artifacts. When coordinates are provided, they are expressed with respect to the anterior 

commissure. Results are displayed on coronal sections or flattened maps obtained with Caret (van 

. 

Assigning the activations to a specific cortical area was performed on each individual 

monkey brain using the monkey brain atlases made available on http://scalablebrainatlas.incf.org. 

These atlases allow mapping specific anatomical coronal sections with several cytoarchitetonic 

parcellation studies. We used the Lewis and Van Essen (2000) and the Paxinos Rhesus Monkey 

(2000) parcellations. For some areas, we additionally referred to more recent works (e.g. Petrides 

. We further checked that the group activations faithfully 

reflected, in their localization and their assignment, the individual activations identified in each 
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monkey. 

Events related analysis. For each condition, we extracted visual times (in mid-course of 

the visual stimulus) and tactile times of presentation. For baseline referencing, we arbitrarily 

defined fixation events within each unimodal and each bimodal condition, assigned at intermediate 

timings between two successive stimuli sequences. For bimodal conditions, we performed two 

types of analyses, one based on the timings of the visual stimuli and one based on the timings of 

the tactile stimuli. In figure 3, color contours correspond to the activations obtained relative to the 

looming visual stimuli time onset and black contours correspond to the activations obtained relative 

to tactile stimuli time onset (t-scores >3.1). In all of the three bimodal conditions, the spatial extent 

of the observed functional activations is only marginally affected by whether the analyses are 

performed relative to the visual or to the tactile stimuli. Thus, unless stated otherwise, the 

communication of the results and their discussion refer to the analysis timed on the visual stimuli.  

Regions of interest. We performed regions of interest (ROI) analyses using MarsBar 

toolbox (Brett et al., 2002), based on the fixed effects individual analyses results. The ROIs were 

defined using the activations obtained at FWE-corrected level (t-scores>4.8) or at uncorrected level 

(t-scores>3.1) when the activations failed to reach the corrected level with the contrast fully 

predictive bimodal VT condition (VT_Full_pr) versus Fixation. The percent of signal change (PSC) 

are extracted for each ROI for all the runs using SPM8 and the MarsBar toolbox. The significance 

of these PSCs across all runs was assessed using paired t-tests, in Matlab™ (The MathWorks Inc., 

Natick, MA, USA). 

Potential covariates. In all analyses, realignment parameters, as well as eye movement 

traces, were included as covariates of no interest to remove eye movement and brain motion 

artifacts. However, some of the stimulations might have induced a specific behavioral pattern 
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biasing our analysis, not fully accounted for by the above regressors. For example, air-puffs to the 

face might have evoked facial mimics (see Guipponi et al., 2014 for an analysis of blink related 

activations) inducing some degree of variability in the point of impact of the air puffs. While we 

cannot completely rule out this possibility, our experimental set-up allows us to minimize its 

impact. First, monkeys worked head-restrained (to maintain the brain at the optimal position within 

the scanner, to minimize movement artifacts on the fMRI signal and to allow for a precise 

monitoring of their eye movements). As a result, the tactile stimulations to the face were stable in 

a given session. When drinking the liquid reward, small lip movements occurred. These movements 

thus correlated with reward timing. The air puffs were placed on the cheeks on each side of the 

monkey’s nose at a location that was not affected by the lip movements. Air-puffs are often 

suspected to activate the auditory system. In the present study, the air-puff delivery system was 

placed outside the MRI scanner room and the monkeys were wearing headphones to protect their 

hearing from the high intensity sound produced by the scanner. By placing a microphone inside the 

headphones, we confirm that no air-puff triggered sound could be recorded, whether in the absence 

or presence of a weak MRI scanner noise (Guipponi et al., 2015). Second, monkeys were required 

to maintain their gaze on a small fixation point, within a tolerance window of 2°x2°. This was 

controlled online and was used to motivate the animal to maximize fixation rates (as fixation 

disruptions, such as saccades or drifts, affected the reward schedule). Eye traces were also analyzed 

offline for the selection of the runs to include in the analysis (good fixation for 85% of the run 

duration, with no major fixation interruptions). 

Pupil size analysis. During the scanning sessions, pupil size (eye pupil horizontal diameter, 

in pixels) was recorded together with eye position signals. The variations of pupil size were 

analyzed as a function of block condition, in order to identify possible autonomic markers that the 

monkeys were interpreting differently each stimulation block, based on the predictive information 
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provided by each block (figure 2). Specifically, changes in pupil size in time were normalized with 

respect to the pupil size average of each session. The main pupil size analysis describes the average 

deviation of pupil size in each block condition with respect to the overall session average, per 

monkey.  
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RESULTS 

Monkeys were exposed, in the same time series, to six different types of stimulation blocks, 

in a mixed fMRI design (Figure 1D), while required to fixate a central red point all throughout. 

These six conditions were: 1) pure ) visual only blocks, with looming visual 

stimuli evolving in a virtual 3D environment (Figure 1A), running along several possible 

trajectories predicting an impact to the face at two possible locations (Figure 1B)  3) tactile only 

blocks with tactile stimulations at two possible facial locations coinciding with the two possible 

endpoints of the looming visual stimuli (Figure 1C -6) three possible bimodal visuo-tactile 

stimulations (Figure 1D) with the visual stimulus spatially and temporally predicting the tactile 

stimulus (VT_Full_pr), the visual stimulus predicting the tactile stimulus spatially but not 

temporally (VT_Sp_pr) or the visual stimulus predicting the tactile stimulus temporally but not 

spatially (VT_Tp_pr). In the following, we describe the behavioral and functional correlates of the 

spatial and temporal prediction information held by the visual looming stimulus onto the processing 

of the tactile stimulus.  

Changes in pupil size reveal an implicit processing of predictive signals 

The monkeys were required to fixate the central red spot as long as possible in order to 

maximize their reward schedule, irrespectively of the type of stimulation they were presented with. 

They thus didn’t produce any overt indicator that they processed the distinct stimulation blocks. 

This was done on purpose so as to probe the prediction of impact of looming of visual stimuli onto 

tactile perception in the absence of any active cognitive task to be operated on any of the two 

sensory inputs, as this would necessarily have interfered with low level multisensory integrative 

processes. However, if the perception of tactile or the visual stimuli is influenced by their co-
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occurrence (due to multisensory integration) and how they are perceived is further differentially 

modulated by the temporal and spatial contingencies between these two stimuli (due to spatial and 

temporal prediction), one can expect block structure to modulate autonomic parameters such as 

pupil size. Indeed, pupil diameter adjusts as a function of the overall illumination (photomotor 

reflex) and reflects a phasic response of LC neurons (Aston-

. However, 

under constant illumination conditions, pupil size can also vary. An increase in pupil diameter has 

been associated with arousal (Bradshaw, 1967), alertness (Yoss et al., 1970) and decision making 

(Simpson and Hale, 1969). Pupil size changes have been shown to index behavioral and attentional 

performance (Gilzenrat et al., 2010, 

al., 2012), surprise and updating  et al., 2013), increased uncertainty 

in the environment, changes in uncertainty, learning (Preuschoff et al., 2011) and emotional content 

of the stimulation (Bradley et al., 2008). In contrast, pupil constriction has been associated with 

information updating (O’Reilly et al., 2013). These variations rely on two major neuromodulation 

systems, the noradrenergic locus coeruleus system (Rajkowski et al., 1994, Aston-Jones and Cohen, 

 and 

the cholinergic basal forebrain system (Yu, 2012). Accordingly, the analysis of how pupil size 

varied as a function of the different stimulation blocks is expected to provide an implicit indicator 

of a selective processing of predictive sensory stimulations as compared to non-predictive sensory 

stimulations (Figure 2). 
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Figure 2. Pupil size changes as a function of the predictive structure of the stimulation 

blocks. Average normalized changes in pupil size with respect to session average (in %),  for 

each of monkeys M1 and M2, for the unimodal visual stimulation condition (Visual), the 

unimodal tactile stimulation condition (Tactile), the bimodal condition in which the visual 

stimulus is spatially and temporally predictive of the tactile stimulus (VT_Full_pr), the bimodal 

condition in which the visual stimulus is spatially but not temporally predictive of the tactile 

stimulus (VT_Sp_pr) and the bimodal condition in which the visual stimulus is temporally but 

not spatially predictive of the tactile stimulus (VT_Tp_pr). The statistical significance of paired 

t-

Specifically, in both monkeys, pupil size was consistently smaller on fixation blocks than 

the corresponding average pupil size in each functional run (paired t-test, p<0.001, for both 

monkeys). Pupil size was also larger on unimodal visual blocks than the corresponding average 

pupil size observed on fixation blocks (paired t-test, p<0.001, for both monkeys). This result is the 

opposite from what could have been predicted from the photomotor reflex: the additional presence 
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of the looming visual stimuli is expected to induce, if anything, a phasic reduction in pupil size, 

resulting in a decrease in the average pupil size on visual blocks relative to fixation blocks. We 

actually observe the opposite, suggesting that the looming visual stimuli evoke in both monkeys 

an increased arousal/expectation state associated with relatively enlarged pupils. A similar increase 

in pupil size as compared to fixation can also be observed in the unimodal tactile block, for monkey 

M2 (paired t-test, p<0.001). Crucially, pupil size was statistically larger on the three bimodal 

predictive conditions as compared to the fixation blocks (paired t-test, p<0.01, for both monkeys) 

but also as compared to the unimodal visual blocks (paired t-test, p<0.01, for both monkeys). It is 

to be noted that in all these three conditions, the visual stimuli that could have induced phasic 

changes in pupil size are actually identical to those presented during the unimodal visual blocks. 

The fact that the bimodal conditions correlated with larger pupil size than in the unimodal visual 

condition is an indication that the tactile stimulus was processed by the monkey.  

In the bimodal conditions, for monkey M2, pupil size changes are maximal in blocks in 

which the visual stimuli both spatially and temporally predict the tactile stimulation (paired t-test, 

p<0.01, when compared to the spatially but not temporally predictive condition, p<0.001, when 

compared to the temporally but not spatially predictive condition). Monkey M1, appears to mostly 

rely on the temporal predictive cues (paired t-test, p<0.05, when comparing the fully predictive 

blocks to the spatially but not temporally predictive condition, p>0.05, when comparing the fully 

predictive blocks to the temporally but not spatially predictive condition). Overall, these 

observations indicate that pupil size changes can serve as an implicit autonomous marker that the 

monkeys are distinctly processing the predictive signals provided by each block, correlating with 

the functional observations that will now be described. 
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Figure 3: Whole Brain activation maps for the Visual (Red), Tactile (Green), VT spatially 

predictive (Blue), VT temporally predictive (Orange) and VT fully predictive (Purple) 

conditions. Each contrast is performed with a level of significance set at P<0.001 uncorrected 

level, t-scores>3.1 for each monkey (M1 and M2). Dark lines represent VT bimodal cortical 

activations when the time reference is based on the tactile stimulus time rather than on the end 

of the visual looming sequence, as in the main analysis. Abbreviations : 2 somatosensory area 

46v ventral area 46 46d posterior subdivision of area 46

Unimodal stimulations evoke very weak cortical functional activations  

The visual and tactile stimulations were specifically designed to have a low salience (low 

contrast looming cone onto the 3D visual background, low intensity tactile stimuli) so as to 

maximize the expected neuronal integration processes 

2004, 2007) . Confirming that these stimuli were indeed low salience stimuli, both evoke very weak 

cortical functional activations when presented each on their own, as can be seen on their individual 

functional whole brain flat-map (figure 3). Specifically, in both monkeys, the visual looming 

stimuli sparsely activate very low striate or extrastriate cortical region, the intraparietal cortex as 

well as the peri-arcuate premotor cortex (Figure 3, red activations, t-scores >3.1). Tactile 

stimulations evoke even weaker cortical activations, mostly in somatosensory related cortices, in 
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monkey M1, and around the post-central sulcus in the right hemisphere of monkey M2 (Figure 3, 

green activations, t-scores >3.1). These tactile maps can be confronted with those obtained in with 

stronger tactile stimuli .  

An occipito-parieto-temporo-premotor network is strongly activated by a tactile stimulus 

presented at the predicted time of impact of a looming visual stimulus on the face 

Figure 3 also presents the whole brain functional activation flat maps for the three bimodal 

visuo-tactile stimulation blocks: for the spatially predictive bimodal condition (VT_Sp_pr, blue 

activations, t-scores >3.1), the temporally predictive bimodal condition (VT_Tp_pr, orange 

activations, t-scores >3.1) and the fully predictive bimodal condition (VT_Full_pr, purple 

activations, t-scores >3.1). Color contours correspond to the activations obtained relative to the 

looming visual stimuli time onset. Black contours correspond to the activations obtained relative 

to tactile stimuli time onset (t-scores >3.1). Crucial to the interpretation of the present data, in all 

of the three bimodal conditions, the observed functional activations are only marginally affected 

by whether the analyses are performed relative to the visual or to the tactile stimuli. Only 

activations identified at least in three hemispheres out of four are discussed below. 

In blocks in which visual stimuli are spatially AND temporally predictive of tactile stimuli 

(VT_Full_pr), the activations are strikingly more widespread and stronger than those observed 

during unimodal visual or tactile stimulations (Figure 3, purple activations, t-scores >3.1). 

Specifically, these include large portions of the striate and extrastriate cortex in areas V1, V2, V3, 

V3a and V4, temporal sulcus activations including areas MT, MST, FST and TEO, parietal 

activations including areas LOP, VIP and MIP, insular activations (area IPro), cingular activations 

(area 24c-d) and prefrontal/premotor activations including premotor zone PMZ, premotor area F4, 

area 44, area 45b and area 46.  
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Figure 4: Temporal and spatial prediction maximizes cortical activations. ROIs are defined 

from the VT fully predictive based on end of visual looming sequence vs fixation contrast in the 

the VT fully predictive 

condition as a function of the Percent Signal Change in the VT spatially predictive condition 

(paired-ttest, M1: p = 0, M2: p = 0). B, Percent Signal Change in the VT fully predictive 

condition as a function of the Percent Signal Change in the VT temporally predictive condition 

(paired-ttest M1: p = 0, M2: p = 0).

Both spatial and temporal prediction cues of impact to the face are crucial to the observed 

activations 

In striking contrast to what is observed when the visual looming stimulus predicts the tactile 

stimulus both in time and space, in blocks in which visual stimuli are temporally but not spatially 

predictive of tactile stimuli (i.e. when the tactile stimulus is presented at the expected impact time 

of the looming visual stimulus, but on the opposite cheek on the face, VT_Tp_pr, figure 3, orange 

maps), functional activations are overall weaker and smaller. This is even more pronounced for 

blocks in which visual stimuli are spatially but not temporally predictive of tactile stimuli (i.e. when 

the tactile stimulus is presented at the expected impact location of the looming visual stimulus on 

the face, but while the visual stimulus is still halfway through its trajectory, VT_Sp_pr, figure 3, 
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blue maps). Specifically, in the majority of regions of interest identified in the fully predictive 

condition (figure 3, purple maps), the percentage of signal change (PSC) is statistically higher in 

the fully predictive bimodal condition than in the bimodal spatially predictive condition (

M1: paired t-test: p < 10-16, VTpr > VTsp (p<0.05): 35/57 ROIs = 61%, VTpr > VTsp 

(0.05<p<0.07): 2/57 ROIs = 4%, VTpr  VTsp: 20/57 ROIs = 35%  M2: paired t-test: p < 10-23, 

VTpr > VTsp (p<0.05): 27/55 ROIs = 49%, VTpr > VTsp (0.05<p<0.07): 7/55 ROIs = 13%, VTpr 

 VTsp: 21/55 ROIs = 38%). Because visual stimuli could originate from 8 different locations in 

the far visual field (4 locations ipsilateral to the impact point and 4 contralateral) but predict only 

two possible impact locations to the face (left or right cheek), the spatial effects reported here 

cannot be accounted for by other aspects of the stimulus. Similarly, in the majority of regions of 

interest, the PSCs are statistically higher in the fully predictive bimodal condition than in the 

paired t-test: p < 10-21, VTpr > VTtp 

(p<0.05): 40/57 ROIs = 70%, VTpr > VTtp (0.05<p<0.07): 4/57 ROIs = 7%, VTpr  VTtp: 13/57 

ROIs = 23 paired t-test: p < 10-25, VTpr > VTtp (p<0.05): 42/55 ROIs = 76%, VTpr > VTsp 

(0.05<p<0.07): 7/55 ROIs = 13%, VTpr  VTtp: 6/55 ROIs = 11%).  

Thus, maximal enhancement is observed in the identified functional network, when the 

tactile stimulus is presented in a time window and at a location compatible with the prediction of 

impact of the visual dynamic stimulus onto the face. This is further exemplified on a subset of 

ROIs, selected in key extrastriate (MST), parietal (VIP) and premotor (areas PMZ or F4) cortices 

of both hemispheres of both monkeys. For all these ROIs, there is a significant stimulation block 

effect (one-way ANOVA, p<0.05, except for right F4 region of monkey 2). Specifically, as can be 

seen in figure 5, the bimodal fully predictive condition (purple) is in most cases statistically 

different from both the visual (red) and the tactile (green) conditions. This bimodal fully predictive 
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condition is also statistically different from both the bimodal spatially predictive (blue) or/and the 

bimodal temporally predictive (orange) conditions in extrastriate visual area MST and posterior 

parietal area VIP (except in the left hemisphere of monkey M2 where the spatially predictive 

condition is not statistically different from the fully predictive condition). In premotor areas PMZ 

and F4 (figure 5), the difference in the PCS between the fully predictive condition and the two 

partially predictive conditions is less marked, more so for the spatially predictive condition 

(statistical difference reached for only one ROI) than for the temporally predictive condition 

(statistical difference reached for 2/4 ROIs). 

This predictive heteromodal functional enhancement results from a multisensory integration 

process of visual and tactile information  

Several statistical criteria can be applied to demonstrate multisensory integrative processes 

on hemodynamic activations 

. A first criterion is the mean-criterion, requiring that the 

integrated response be larger than the mean of unisensory responses. This is the least stringent 

criterion. A second criterion is the super-additive-criterion, requiring that the integrated response 

be larger than the sum of the unisensory responses. This criterion is very stringent when all PSCs 

are positive. A last criterion is the max-criterion, requiring that the integrated response be larger 

than the maximum of the unisensory responses. This criterion can be considered as an intermediate 

criterion. Tables 1 and 2 summarize how, for each of the identified ROIs, the PSCs in the different 

blocks statistically fulfill each of the three possible multisensory integration criteria. When 

focusing on the areas activated by the predictive condition in at least three hemispheres out of four 

(Tables 1 and 2, bold fonts), all of them fulfill the mean-criterion except two (M1: 40/42 ROIs = 

95%, M2: 46 ROIs = 100%), and from half to three quarters fulfill either the super-additive criterion 
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(M1: 22/42 ROIs = 52%, M2: 34/46 = 74%) or the max-criterion (M1: 30/42 ROIs = 71%, 4 ROIs 

at (0.05<p<0.07) = 10%, M2: 36/46 = 78%, 3 ROIs at (0.05<p<0.07) = 10%). Table 3 summarizes 

how many of the three criteria are fulfilled for each of these ROIs. Striate and extrastriate visual 

areas V1, V2d/v V3A, V3/V4 and MST achieve from two to three criteria in all activated 

hemispheres, to the exception of area MT. Parietal area VIPpost (as opposed to a more anterior 

ventral intraparietal activation named VIPant), the polysensory motor zone PMZ on the convexity 

of F4 as well as orbitofrontal area 12 maximize the three multisensory integration criteria in 

virtually all the activated hemispheres. Prefrontal area 44, cingulate area 23 and insular area IPro 

also maximize from two to three of these criteria in all identified ROIs. This possibly singles out 

these areas in the prediction of the impact of a looming stimulus to the body, as will be discussed 

below.  

Figure 5: Impact prediction activates a parieto-frontal network. Histograms represent the 

percent signal change for Visual (Red), Tactile (Green), VT fully predictive (Purple), VT 

temporally predictive (Orange) and VT spatially predictive (Blue) conditions for monkey 1 and 

2, for selected ROIs in the extrastriate cortex (MST), the parietal cortex (area VIP, posterior 

ROI) and the premotor cortex (areas PMZ or F4). The contrast used to extract percent signal 

change is the VT predictive versus fixation contrast (P <0.05, FWE-corrected level (FWE) or 

P<0.001, uncorrected level (unc). For each ROI, block effect is assessed by a repeated measure 

one-

themselves is assessed using paired t-tests , °0.05<P<0.07).  
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Spatial and temporal cues are actively integrated towards impact prediction 

The above analysis demonstrates that a majority of ROIs within the identified network 

actively integrate visual and tactile information during the fully predictive condition. Here, we seek 

to understand whether spatial and temporal cues are also actively integrated during the fully 

predictive condition. To this effect we assess how the PSCs measured during the fully predictive 

condition compare to those obtained during the spatially predictive condition and the temporally 

predictive condition and meet the mean-criterion, the super-additive-criterion, and the max-

criterion (Tables 1 and 2). The super-additive-criterion, the most stringent criterion, is rarely met 

(M1: 3/42 ROIs = 7%, 3 ROIs (0.05<p<0.07) = 7%, M2: 7/46 ROIs = 15%, 1 ROI (0.05<p<0.07) 

= 2%). In contrast, a higher proportion of ROIs meet the max-criterion (M1: 22/42 ROIs = 52%, 3 

ROIs (0.05<p<0.07) = 7%, M2: 19/46 ROIs = 41%, 12 ROIs (0.05<p<0.07) = 26%), and more so 

the mean-criterion (M1: 27/42 ROIs = 64%, 4 ROIs (0.05<p<0.07) = 10%, M2: 39/46 ROIs = 

85%, 3 ROIs (0.05<p<0.07) = 7%). Table 3 recapitulates how many of the three criteria are fulfilled 

for each of the identified ROIs. Striate and extrastriate visual areas V3A, V3/V4 and MST achieve 

from two to three criteria in all activated hemispheres, MT achieve from two to three criteria in 

three activated hemispheres, to the exception of areas V1, V2d/v. Parietal area VIPant (as opposed 

to a more posterior ventral intraparietal activation named VIPpost), lateral occipital parietal area 

LOP and the cingulate area 24ab  maximize from two to three  temporally and spatially predictive 

integration criteria in virtually all the activated hemispheres. This strongly suggests that spatial and 

temporal predictive information is actively integrated at the neuronal level and possibly highlights 

a cortical network specifically involved in the integration of these predictive cues. Single cell 

recordings in key regions of this cortical network will allow to test whether this results from optimal 

cue combination and directly predicts behavior as demonstrated in other instances (e.g. visuo-
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vestibular integration in parietal area VIP, Fetsch et al. .  

A similar predictive multisensory integration process is also at play in the pulvinar 

 The pulvinar is the largest thalamic nucleus and it is proposed to be part of a major thalamo-

cortical pathway for multisensory and sensorimotor integration  et 

. In the fully predictive bimodal condition, we observe activations 

at uncorrected level (p<0.001), within this subcortical nucleus, in both hemispheres of both 

monkeys (Figure 6, t-scores, M1: left hemisphere: t=3.69, right hemisphere: t=3.15 left 

hemisphere: t=3.56  right hemisphere: t=4.0). For 3/4 of the ROIs defined in the pulvinar, there is 

a significant stimulation block effect (one-way ANOVA, p<0.05 or better). Specifically, the 

bimodal fully predictive condition (figure 6, purple) is in most cases statistically different from 

both the visual (red) and the tactile (green) conditions. This bimodal fully predictive condition is 

also statistically different from the bimodal temporally predictive (orange) condition in 3/4 ROIS 

and from the bimodal spatially predictive (blue) condition in 1/4 ROI. All three multisensory 

integration criteria reach statistical significance in the left hemisphere of M1 and the right 

hemisphere of M2. For the other two hemispheres, only the mean-criterion reaches statistical 

significance. A higher field MRI study is needed to provide both a higher spatial resolution and 

more resolved description of the neural correlates of predictive hetero-modal sensory integration 

in this key subcortical nucleus. 
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Figure 6: Temporal and spatial prediction enhances thalamic pulvinar activations in both 

monkeys. All as in figure 5. 
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DISCUSSION

Overall, this study demonstrates that looming visual stimuli towards the body enhance the 

tactile information processing within a temporal window and at a spatial location that coincide with 

the prediction of impact to the body. The activated network is essentially composed of striate and 

extrastriate visual areas, intraparietal and periarcuate premotor areas and pulvinar subsectors. In 

this network, this heteromodal enhancement appears to result from active multisensory integrative 

neuronal mechanisms. These results are discussed in relation with the ecological and behavioral 

significance of looming stimuli, PPS and the predictive coding framework. 

Ecological and behavioral specificity of looming stimuli 
  

Looming visual stimuli have been shown to generate stereotyped fear responses in monkeys 

(Schiff et al., 1962), in human infants (Ball and Tronick, 1971) and in adults (King and Cowey, 

1992). These responses are absent when receding stimuli are used or when the looming object is 

perceived as passing by the observer rather than predicting an impact onto its body (see also Lewis 

and Neider, 2015). While in theory, the rate of optical increase in the size of the retinal image as an 

object approaches allows for a precise prediction of the time-to-collision, independently of object 

size or distance (Gibson, 1979), threatening objects are perceived as arriving earlier than non-

threatening objects , including in infants (Ayzenberg et 

al., 2015).  

Importantly, looming stimuli interfere with visually guided actions, independently of an 

observer’s current goals (Moher et al., 2015). This has led to the formulation of the behavioral-

urgency hypothesis (Franconeri and Simons, 2003) which proposes that dynamic events on specific 

trajectories with respect to the body capture attention when they require an immediate behavioral 

response because they represent a danger to the observer’s safety.  
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Changes in pupil size as a behavioral marker of impact prediction to the body 

Pupil size has been associated with two neuromodulation systems, the noradrenergic locus 

coeruleus (LC-NA) system (for review, see Sara, 2009) and the cholinergic basal forebrain system 

(Yu, 2012). Here we show that pupil size increases as a function of the strength of the spatial and 

temporal cues predicting an impact to the face. This could be related to an enhanced tonic LC-NA 

activity due to the impact predictive cues processing and their potential for harm to the body 

(Bradley et al., 2008).  

Prediction of impact to the body and PPS 
  

Looming stimuli enhance tactile processing by enhancing tactile sensitivity (Cléry et al., 

2015a) and speeding reaction times . Because these 

behavioral effects are induced by visual stimuli and have consequences onto a heteromodal 

modality, namely touch, this strongly predicts the involvement of a visuo-tactile convergence 

network. The network we identify here is extremely similar to the visuo-tactile convergence 

network recently described in monkeys (Guipponi et al., 2013, 2015), though quite distinct from 

the network activated by pure tactile stimulations to the face (Wardak et al., 2016). A direct 

prediction of our observation is that the human homologue of these parietal areas (Beauchamp et 

 are also expected to contribute to impact prediction in human 

subjects.  

Importantly, impact prediction to the face involves, the parieto-frontal (ventral 

intraparietal/post-arcuate PMZ/F4) network that has been associated with the definition of a 

defense PPS (Cléry et al., 2015b). These regions have bimodal visuo-tactile receptive fields 

representing close PPS and the corresponding skin surface 
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Duhamel et al., 1997). They are involved in a defense PPS encoding 

). We suggest that this network not only processes 

the trajectory of the looming objet with respect to the body, but also anticipates its consequences 

on the body by modulating sensitivity to touch. It is unclear whether these predictive mechanisms 

precede the preparation of protective actions in response to the looming stimulus or are 

contemporary to these flight mechanisms. The fact that tactile sensitivity is also enhanced for 

looming stimuli brushing past the face (Cléry et al., 2015a) further supports the idea that this 

network is not only activated by the prediction of intrusion onto the body but more generally into 

PPS as a comfort zone (Quesque et al., 2016).    

Prediction of impact and multisensory integration 

In single cell studies, multisensory integration is the phenomenon by which the sum of 

neuronal responses to unisensory stimulations, in spikes per second, is different from the neuronal 

activity to bimodal stimulations . 

FMRI studies of multisensory integration pose very specific analysis issues, due to the nonlinear 

relationship that exists between spike generation and the corresponding change in the 

hemodynamic response ). 

In particular, the choice of the baseline is a critical factor 

nson, 2012) as well as the criteria for deciding that multisensory integration 

is indeed taking place 

. Here, 

we show that the less stringent criterion (mean-criterion) is reached for virtually all ROIs while the 

most stringent criterion (super-additive criterion) is reached for 50% to 75% of the ROIs, indicating

active visuo-tactile integration in the identified network. This expands previous evidence for visuo-
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tactile integration in the intraparietal cortex (Avillac et al., 2004, 2007) to the temporal prediction 

domain and to novel cortical territories. Quite surprisingly, multisensory integration is observed 

both in premotor and parietal and in lower striate and extrastriate visual areas, strongly indicating 

that multisensory integration processes in these regions is modulated by top-down contextual 

information including spatial and temporal predictive information.  

A directly related question is whether this cortical network specifically integrates visual and 

tactile information or additionally distinctly integrates the spatial and temporal prediction cues. 

Again, we show that 70% of the ROIs fulfill the mean-criterion and up to 50% fulfill the max-

criterion strongly suggesting that spatial and temporal prediction also relies on integrative 

mechanisms.  

Impact prediction and the pulvinar 

Thalamic neurons are suggested to perform multisensory integration, possibly before 

multisensory information even reaches the cortex (Tyll et al., 2011). Within the thalamus, the 

pulvinar is associated to visual (e.g on monkeys Bender, 1981; Benevento and Miller, 1981; 

Petersen et al., 1985) and non-visual processes (Avanzini et al., 1980; Gattass et al., 1978). Cappe 

et al. (2009a) found that the monkey pulvinar nucleus exhibits the most extensive overlap of 

differentially retrogradely labeled neurons after injection of these retrograde neuronal tracers in 

auditory, somatosensory and premotor cortex. As a result, the pulvinar is expected to play a key 

role in multisensory integration. We confirm this role in visuo-tactile integration in the context of 

impact prediction, though electrophysiological studies will be needed to provide a better 

description of how this region modulates or even possibly gates cortical multisensory activity.  

Causal multisensory inference and impact prediction
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Bayesian Causal Inference framework (BCI), that probabilistically associates diverse 

sensory outcomes with a set of potential sources and that explicitly models the potential external 

situations that could have generated the observed sensory signals appears as a very powerful 

computational framework to study multisensory processes (Kö

Beie . In the BCI framework, a final estimate of the actual structure 

of the incoming sensory evidence is obtained by combining the estimates under the various causal 

structures (fusion or segregation) and evaluating the best model using methods such as model 

averaging, model selection, or probability matching (Wozny et al., 2010). Recent studies (Rohe 

and Noppeney, 2015a, 2015b, 2016) demonstrate that BCI is performed within a hierarchically 

organized cortical network: early sensory areas segregate sensory information (prior = information 

 (prior 

structure of the world (implementing predictions compatible with the BCI framework).  

We would like to propose to further enrich this framework with an additional dimension 

beyond fusion and segregation, namely delayed consequences. This implies taking into account the 

temporal dimension of dynamic sensory stimuli as may occur in speech where the vision of the lips 

precedes and predicts the sound of the voice, or in the prediction of impact of a visual object to the 

body. From a neuronal perspective, while single cell recordings in monkeys show that the ventral 

intraparietal cortex performs multisensory source fusion (i.e. multisensory integration, Avillac et 

al., 2004, 2007), our study suggest that this cortical area also performs multisensory prediction, 

possibly thanks to gamma-band synchronization which has been described to increase during the 

processing of looming stimuli (Maier et al., 2008) and which has been suggested to possibly 

implement top-down prior inferences (van Atteveldt et al., 2014).  
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Table 3. Summary of number functional integration criteria (mean-, max- and super-) that reach 
statistical significance (p<0.05), per ROI, per hemisphere, per monkey, for visuo-tactile 
multisensory integration and for the integration of spatial and temporal predictive cues. All 
conventions are as in Table 1. 

  

3 3 
3 0 

1 1 3 
1 3 3 

3 
2 

3 1 

2 0 

3 
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Visuo-tactile multisensory 
integration p-level Mean-criterion Max-criterion Super-criterion 

M1 p<0.05 95% 71% 52% 
0.05<p<0.07  10%  

M2 
p<0.05 100% 78% 74% 

0.05<p<0.07  10%  

Integration of spatial and 
temporal predictive cues p-level Mean-criterion Max-criterion Super-criterion 

M1 p<0.05 64% 52% 7% 
0.05<p<0.07 10% 7% 7% 

M2 p<0.05 85% 41% 15% 
0.05<p<0.07 7% 26% 2% 

Table 4. Percentage of ROIs fulfilling the different functional integration criteria for each monkey. 
Percentage of ROIs reaching near-significance are indicated for discussion.  
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While extra-personal space is often erroneously considered as a unique entity, early 

neuropsychological studies report a dissociation between near and far space processing both in 

humans and in monkeys (Rizzolatti et al., 1983; Halligan and Marshall, 1991; Cowey et al., 

1994, 1999; Vuilleumier et al., 1998; Keller et al., 2005; Aimola et al., 2013). 

Chapter 3: Cortical networks for encoding near and far space in the non-human primate

(Submitted in “Cerebral Cortex”, April 12th 2017, CerCor-2017-00471). 

A lot of studies show the involvement of prefrontal and parietal cortical regions in the 

encoding of space representation both in the non-human primate and in humans (Hyvärinen and 

Poranen, 1974; Rizzolatti et al., 1983; Gentilucci et al., 1988; Graziano et al., 1994; Gross and 

Graziano, 1995; Fogassi et al., 1996; Duhamel et al., 1998; Bremmer et al., 2000, 2002a, 2002b, 

2013; Quinlan and Culham, 2007; Guipponi et al., 2013). However, among these cortical 

regions, no study to date provides, in the non-human primate, a holistic description of the 

cortical networks involved in the processing of far and near space. 

In this study, we use fMRI in the non-human primate immersed in a naturalistic 3D 

environment to provide a precise mapping of the cortical networks involved in the treatment of 

near space with respect to far space. To this effect, we have constructed two real 3D cubes, a 

small one and a big one. The 6 faces of each cube were decorated with 6 different fractal images. 

The monkeys were required to fixate on a central LED during all the acquisition and the 

presentation of stimuli. Monkeys were rewarded for maintaining this fixation as long as 

possible. The small cube stimulated either the near space (15cm from the monkey’s face) or the 
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far space (150cm from the monkey’s face). The big cube stimulated only the far space. The 

small cube placed at 15 cm from the monkey’s face had the same apparent size as the large cube 

placed at 150 cm. 

This paper describes a functional gradient going from selective near space coding, to 

preferential near space coding, to unselective space coding, to preferential far space coding and 

selective far space coding. Particularly, far space processing is found to involve occipital, 

temporal, parietal, posterior, cingulate as well as orbitofrontal regions, possibly subserving the 

processing of the shape and identity of the object. Near space processing is found to involve 

temporal, parietal and prefrontal regions, possibly subserving the preparation of an arm/hand 

mediated action towards the object used for the near space stimulation. Besides, we describe a 

cortical network activated by intrusion into peripersonal space. Interestingly, this network is 

only partially overlapping with the near space coding network. Overall, these observations 

argue for multiple space representations, the functional significance of which remains to be 

assigned. 

Chapter 4: Neuronal bases of peripersonal and extrapersonal spaces, their plasticity and 

their dynamics: Knowns and unknowns (Published in “Neurospsychologia”, April 2015 • 

70(2015)313–326) 

The accumulated knowledge on the understanding of the neural bases involved in the 

processes of near and far space has grown in recent years. In this review, we focus on non-

human primate research and we review the single cells, areal and cortical functional network 

mechanisms that are proposed to underlie extrapersonal and peripersonal space representations. 

149



A majority of studies are developed in relation with a theoretical framework centered on 

the fact that it is the actions and specifically the arm and the actions linked to the hand that 

shape the cortical representation of the peripersonal space.  

In this review, we propose to extend this framework by including other variables that have 

the potential to shape this space: low-level sensory signals from other modalities 

(proprioceptive, tactile, auditory, vestibular), oculomotor signals, proximal and distal motor 

signals, object use, emotional and social contexts. Some of these variables involve learning, 

such as learning how to manipulate a given tool. Others are dynamic in that they continuously 

change more or less predictively, such as the trajectory of a conspecific or his/her emotional 

state. As a result, peripersonal space appears to be not only plastic, that is to say affected by 

training and repeated exposure to a given sensorimotor context, but also dynamic, that is 

capable of an instantaneous adjustment to the ongoing low-level (sensory and motor) and higher 

order (inferential, emotional, social) context. 

References 
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Abstract 

While extra-personal space is often erroneously considered as a unique entity, early 

neuropsychological studies report a dissociation between near and far space processing both in 

humans and in monkeys. Here, we use functional MRI in a naturalistic 3D environment to 

describe the non-human primate near and far space cortical networks. We describe the co-

occurrence of two extended functional networks respectively dedicated to near and far space 

processing. Specifically, far space processing involves occipital, temporal, parietal, posterior 

cingulated as well as orbitofrontal regions, possibly subserving the processing of the shape and 

identity of objects. In contrast, near space processing involves temporal, parietal and prefrontal 

regions, possibly subserving the preparation of an arm/hand mediated action in this proximal 

space. Interestingly, this network also involves somatosensory regions, suggesting a cross-

modal anticipation of touch by a nearby object. Last, we also describe cortical regions that 

process both far and near space with a preference for one or the other. This suggests a 

continuous encoding of relative distance to the body, in the form of a far-to-near or near-to-far 

gradient. We propose that these cortical gradients in space representation subserve the 

physically delineable peripersonal spaces described in numerous psychology and 

psychophysics studies. 
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INTRODUCTION

Our environment is often perceived as a unitary space, however growing evidence 

demonstrates that the brain contains a modular and a dynamic representation of space. Early 

neuropsychological reports demonstrate that the unilateral ablation of the pre-arcuate cortex to 

area 8, corresponding to the frontal eye fields, produces, in the non-human primate, an 

inattention to contralateral objects, more pronounced for far objects than for near objects 

(Rizzolatti et al. 1983). In contrast, the inattention to contralateral objects produced by the 

unilateral ablation of premotor area 6 is more pronounced for near than for far objects 

(Rizzolatti et al. 1983). In 1991, a single case study by Halligan and Marshall, presents the first 

neuropsychological evidence for a left neglect in near space but not in far space after a unilateral 

right hemisphere stroke in humans (Halligan and Marshall 1991). The finding of the opposite 

dissociation confirms that, as is the case for macaque monkeys, far and near space are separately 

coded by the human brain (Cowey et al. 1994, 1999; Vuilleumier et al. 1998), though a task 

dependence of far and near space processing deficits is reported (Keller et al. 2005; Aimola et 

al. 2012).  

In recent years, fMRI studies show that the coding of near space involves a dorsal 

network including the left dorsal occipital cortex, the left intraparietal cortex and the left ventral 

premotor cortex, while the coding of far space involves a ventral network including the ventral 

occipital cortex bilaterally and the right medial temporal cortex (Weiss et al. 2000; Aimola et 

al. 2012). The reversible perturbation of the right angular gyrus (ANG) using  transcranial 

magnetic stimulation (TMS) alters near space perception while that of the right supramarginal 

gyrus (SMG) induces a higher perception deficit in far than in near space (Bjoertomt et al. 2002, 

2009). In spite of this dissociation, the network involved in perceptual and motor processes 

remains unaffected by whether the task is being performed in the near or in the far space (Weiss 

et al. 2003).  
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Peripersonal neurons fire both when a tactile stimulus is delivered to the animal’s skin 

and when a visual stimulus is presented in the space near the part of the body where the tactile 

field is located. These have been described in several cortical regions: the prefrontal cortex 

(Gentilucci et al. 1988; Graziano et al. 1994; Gross and Graziano 1995; Fogassi et al. 1996),  

corroborating with the near space neglect observed following premotor area 6 lesions 

(Rizzolatti et al. 1983); in the parietal cortex where Hyvärinen and Poranen (1974) describe the 

visual response of parietal neurons “as an anticipatory activation” that appears before the 

neuron's tactile RF is touched. The multimodal ventral intraparietal area VIP stands out in this 

respect (Duhamel et al. 1998; Avillac et al. 2004, 2007, Guipponi et al. 2013, 2015). This region 

encodes both large field visual movement mimicking the consequences of the displacement of 

a subject within its environment (Bremmer et al. 2000; Bremmer, Duhamel, et al. 2002; 

Bremmer, Klam, et al. 2002) and the movement of visual objects within the near peripersonal 

space (Bremmer et al. 1997, 2013), this, in spite of the fact that no sensitivity to the 3-

dimensional structure of static stimuli could be found in VIP (Durand et al. 2007). In 

comparison, human VIP shows no preference for any particular spatial range (Quinlan and 

Culham 2007).  

Beyond these two prefrontal and parietal cortical regions, little is known about the whole 

brain network that is involved in far space and near space processing in the non-human primate. 

In particular, while several functional magnetic resonance imaging (fMRI) studies describe the 

cortical regions involved in the processing of 3-dimensional shape from disparity (Durand et 

al. 2009; Joly et al. 2009) or shading and texture (Nelissen et al. 2009), to our knowledge, no 

study to date provides, in this specie, a description of the cortical networks involved in the 

processing of far and near space. Here, we use fMRI in the non-human primate immersed in a 

naturalistic 3D environment to describe a functional gradient going from selective near space 

coding, to preferential near space coding, to unselective space coding, to preferential far space 
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coding and selective far space coding. We also describe a cortical network activated by 

intrusion into peripersonal space. Interestingly, this network is only partially overlapping with 

the near space coding network. Overall, these observations argue for multiple space 

representations the functional significance of which remains to be assigned.  
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MATERIAL AND METHODS

All procedures were in compliance with the guidelines of European Community on 

animal care (European Community Council, Directive No. 86–609, November 24, 1986). All 

the protocols used in this experiment were approved by the animal care committee (Department 

of Veterinary Services, Health & Protection of Animals, permit number 69 029 0401) and the 

Biology Department of the University Claude Bernard Lyon 1. The animals’ welfare and the 

steps taken to ameliorate suffering were in accordance with the recommendations of the 

Weatherall report, "The use of non-human primates in research".

Subjects and experimental setup 

Two rhesus monkeys (female M1, male M2, 5-7 years old, 5-7 kg) participated to the 

study. The animals were implanted with a plastic MRI compatible headset covered by dental 

acrylic. The anesthesia during surgery was induced by Zoletil (Tiletamine-Zolazepam, Virbac, 

15 mg/kg) and followed by Isoflurane (Belamont, 1-2%). Post-surgery analgesia was ensured 

thanks to Temgesic (buprenorphine, 0.3 mg/ml, 0.01 mg/kg). During recovery, proper analgesic 

and antibiotic coverage were provided. The surgical procedures conformed to European and 

National Health guidelines for the care and use of laboratory animals. 

During the scanning sessions, monkeys sat in a sphinx position in a plastic monkey chair 

positioned within a horizontal magnet (1.5-T MR scanner Sonata; Siemens, Erlangen, 

Germany). Their head was restrained and they were equipped with MRI-compatible 

headphones customized for monkeys (MR Confon GmbH, Magdeburg, Germany). A radial 

receive-only surface coil (10-cm diameter) was positioned above the head. Monkeys were 

required to fixate a LED placed at 83cm away from their face, at eye level, aligned with their 

sagittal axis. Eye position was monitored at 120 Hz during scanning using a pupil-corneal 

reflection tracking system (Iscan®, Cambridge, MA). The calibration procedure involved the 
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fixation LED and 4 additional LEDs, placed in the same coronal plane as the fixation LED. All 

five LEDs were sequentially switched on and off and the monkey was rewarded for orienting 

and maintaining its gaze towards the illuminated LED. These four additional LEDs were 

subsequently removed during the main task during which only the central LED was present. 

Monkeys were rewarded with liquid dispensed by a computer-controlled reward delivery 

system (Crist®) thanks to a plastic tube coming to their mouth. The reward probability and 

quantity increased as fixation duration increased according to a subject-specific schedule, thus 

positively reinforcing fixation behavior. Fixation was considered as successful when the eyes 

remained in a window of 1° around the fixation LED. The reward schedule was uncorrelated 

with the scanning schedule. The task and all the behavioral parameters were controlled by two 

computers running Matlab® and Presentation®. Monkeys were trained in a mock scan 

environment approaching to the best the actual MRI scanner setup. Actual scanning was 

performed once their fixation performance was maximized. 

Figure 1: Figure 1: Experimental fMRI protocol. A) 3D naturalistic stimuli, a large 

30x30x30 cm3 cube and an identical small 3x3x3 cm3 cube. The 6 faces of each transparent 

cube were decorated with 6 different fractal images. B) Block design. C) Experimental set 

up. Near space (15 cm from the monkey’s face) and far space (150 cm from the monkey’s 

face) were stimulated with the two types of 3D stimuli (same apparent sizes). Fixation is 

achieved at an intermediate position (red fixation LED, at 90cm). 
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Task and stimuli 

The animals were trained to maintain fixation on the central LED. This allowed to 

control for eye vergence signals all throughout the experimental runs. An enriched stable visual 

scene was installed around the fMRI aperture, in front of the monkeys, so as to maximize depth 

cues (2m high lateral black curtains hiding the experimenters, large wooden static sticks placed 

along the curtains and in the back of the room, visible to the monkeys throughout the 

experiment). Once this behavior was stabilized, monkeys were further trained to maintain 

fixation while 3D objects were presented at either an average of 15 cm in front of their eyes 

(i.e. in the space between their head and the fixation LED, see Figure 1C) or at an average of 

150 cm (i.e. in the space beyond the fixation LED, see Figure 1C), thus allowing to stimulated 

the space situated respectively near and far from the animals. Stimulations were achieved with 

either a small cube (3x3x3 cm) or a large cube (30x30x30 cm, Figure 1A), attached to a rigid 

holding stick. These cubes had the same apparent size when the small cube was placed at 15cm 

from the subject and the larger cube was placed at 150cm (Figure 1C), thus allowing to control 

for size effects. These cubes were constructed with transparent plastic material and the 

presentation of the near small object did not hide the fixation LED from the monkey. In order 

to maximize depth cues, the edges of the cubes were highlighted with red stripes and their 

transparent faces were ornamented with fractal pictures, resized for each cube such that the 

edges and the images occupied the same proportion in each cube (Figure 1A). Each cube was 

attached to a thin wooden stick by means of a transparent nylon cord. During the stimulation 

duration, the cube was continuously agitated by the experimenter so as to prevent neuronal 

habituation, but only the cube and the stick were visible to the monkeys, as the experimenters 

stayed hidden behind the curtains. Three conditions were tested in blocks of 13 pulses: 1) the 

small cube presented in the near space; 2) the small cube presented in the far space and 3) the 

big cube presented in the far space. Both during training and testing, the cubes were approached 
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(1 pulse), agitated (13 pulses) and withdrawn (1 pulse) from the target location (near or far 

space) by two experimenters out of the field of view (behind the black opaque curtains), one 

controlling the small cube and the other the large cube. The stimulation instructions (count 

down, type of stimulation, pulse counts etc.) were delivered to them on a computer screen 

placed next to them and coupled to the experimental control system.  

Functional time series (runs) were organized as follows (Figure 1B): a 13-volume block 

of stimulation category 1 was followed by a 13-volume block of stimulation category 2, a 13-

volume block of stimulation category 3, and a 13-volume block of pure fixation (baseline). 

Before the beginning (resp. after the end) of each block of stimulation, 1 pulse was dedicated 

to the approach (resp. withdrawal) of the appropriate cube towards (resp. away from) the target 

space. Approaching or withdrawing the cubes involved only a minimal displacement of the 

curtains, thanks to two vertical slits in the curtains, placed respectively close to the magnet bore 

or at 150cm from the monkey. These slits were firmly closed back during the main stimulation 

blocks. A given sequence was played three times, resulting in a 174-volume run. The blocks 

for the 3 categories were presented in 6 counterbalanced possible orders.  

Scanning 

Before each scanning session, a contrast agent, monocrystalline iron oxide nanoparticle 

(Feraheme®, Vanduffel et al. 2001), was injected into the animal’s femoral/saphenous vein (4-

10 mg/kg). Brain activations produce increased BOLD signal changes. In contrast, when using 

MION contrast agents, brain activations produce decreased signal changes signal (Kolster et al. 

2014). For the sake of clarity, the polarity of the contrast agent MR signal changes, which 

corresponds essentially to a cerebral blood volume (CBV) measurement, was inverted. We 

acquired gradient-echo echoplanar (EPI) images covering the whole brain (1.5 T; repetition 
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time (TR) 2.08 s; echo time (TE) 27 ms; 32 sagittal slices; 2x2x2-mm voxels). A total of 34 

(22) runs was acquired for M1 (/M2). 

Analysis 

A total of 20 (15) runs were selected based on the quality of the monkeys’ fixation 

throughout each run (>80% within the tolerance window). Time series were analyzed using 

SPM8 (Wellcome Department of Cognitive Neurology, London, United Kingdom). For spatial 

preprocessing, functional volumes were first realigned and rigidly coregistered with the 

anatomy of each individual monkey (T1-weighted MPRAGE 3D 0.6x0.6x0.6 mm or 

0.5x0.5x0.5 mm voxel acquired at 1.5T) in stereotactic space. The JIP program (Mandeville et 

al. 2011) was used to perform a non-rigid coregistration (warping) of a mean functional image 

onto the individual anatomies.  

Fixed effect individual analyses were performed for each condition in each monkey, 

with a level of significance set at p<0.05 corrected for multiple comparisons (FWE, t>4.8, 

unless stated otherwise).  

To define the preferential near space network, we contrasted the cortical activations 

obtained by the stimulation of near space by a small object to those obtained by the stimulation 

of far space by a large object of the same apparent size as the small object in the near space and 

was additionally masked by the activations obtained by the stimulation of near space by a small 

object contrasted by fixation condition (inclusive ‘near space stimulation vs. fixation’ mask, 

uncorrected level, p=0.05). To define the selective near space network, the above preferential 

near space network was additionally masked by the activations obtained by far space 

stimulations (exclusive ‘far space stimulation vs. fixation’ mask, uncorrected level, p=0.05). To 

define the preferential far space network, we contrasted the cortical activations obtained by 

the stimulation of far space by a large object of the same apparent size as the small object in the 
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near space to those obtained by the stimulation of near space by a small object and was 

additionally masked by the activations obtained by the stimulation of far space by a large object 

contrasted by fixation condition (inclusive ‘far space stimulation vs. fixation’ mask, 

uncorrected level, p=0.05). To define the preferential encoding of the large cube in the far 

space network, we contrasted the cortical activations obtained by the stimulation of far space 

by a large object to those obtained by the stimulation of far space by a small object and was 

additionally masked by the activations obtained by the stimulation of far space by a large object 

contrasted by fixation condition (inclusive ‘Large far space stimulation vs. fixation’ mask, 

uncorrected level, p=0.05). To define the selective encoding of the large cube in the far space 

network, the above preferential encoding of the large cube in the far space network was 

additionally masked by the activations obtained by the stimulation of far space by a small object 

(exclusive ‘Small far space stimulation vs. fixation’ mask, uncorrected level, p=0.05). To define 

the specific looming toward near space network, we contrasted the cortical activations 

obtained by the looming of a small object toward near space to those obtained by the stimulation 

of near space by a small object and was additionally masked by the activations obtained by the 

looming of a small object toward near space contrasted by fixation condition (inclusive 

‘looming toward near space vs. fixation’ mask, uncorrected level, p=0.05) and masked by the 

activations obtained by near space stimulations (exclusive ‘near space stimulation vs. fixation’ 

mask, uncorrected level, p=0.05). 

In all analyses, realignment parameters, as well as eye movement traces, were included 

as covariates of no interest to remove eye movement and brain motion artifacts. When 

coordinates are provided, they are expressed with respect to the anterior commissure. Results 

are displayed on flattened maps obtained with Caret, for each monkey (Van Essen et al. 2001; 

http://www.nitrc.org/projects/caret/). The results were consistent in the two animals for all the 

discussed cortical regions (i.e. activations observed in at least 3 out of 4 hemispheres). Thus, 
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figures 4, 5 and 6 correspond to a group analysis, so as to simplify the presentation of the results. 

In this case, fixed effect group analyses were performed for each sensory modality and for 

conjunction analyses with a level of significance set at p<0.05 (t>4.8) and projected onto the 

anatomy of monkey M2. In order to have an unbiased group analysis, we selected the 15 best 

runs of M1 (in term of fixation performance), so as to have the same number of runs for each 

monkey. The results are then displayed on the flattened and fiducial maps of M2. 

Assigning the activations to a specific cortical area was performed on each individual 

monkey brain using the monkey brain atlases made available on 

http://scalablebrainatlas.incf.org. These atlases allow mapping specific anatomical coronal 

sections with several cytoarchitetonic parcellation studies. We used the Lewis and Van Essen 

(2000) and the Paxinos Rhesus Monkey (2000) atlases. 

Regions of interest. We performed regions of interest (ROI) analyses using MarsBar 

toolbox (Brett et al. 2002), based on the fixed effects individual analyses results. We defined 

geometric cubic ROIs (2x2x2 mm) centered on the local maximum t-score based on the 

activations obtained at FWE-corrected level (t-scores>4.8) on the specific near space 

activations, the preference near activations, the unselective near-far space activations, the 

preference far activations and the specific far space activations. The percent of signal change 

(PSC) are extracted for each ROI for all the runs using SPM8 and the MarsBar toolbox. The 

significance of these PSCs across all runs was assessed using a paired t-test, in Matlab™ (The 

MathWorks Inc., Natick, MA, USA).  
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RESULTS

Monkeys were exposed, in the same time series, to naturalistic near or far space 

stimulations (Figure 1), while maintaining their gaze at an intermediate fixation location, so as 

to keep vergence signals constant all throughout the recording runs. This design allows us to 

describe the cortical networks involved in near and far space processing in naturalistic 

conditions. The reported activations in figures 2 and 3 are identified using an individual 

analysis, with a level of significance set at p<0.05, corrected for multiple comparisons (FWE, 

t>4.8). The reported activations in figures 4, 5 and 6 are identified using a group analysis, with 

a level of significance set at p<0.05, corrected for multiple comparisons (FWE, t>4.8). As a 

result, they reflect the activations that are common to the two monkeys involved in the study.  

Naturalistic near and far space stimulations 

Naturalistic near space stimulations with a small cube (Figure 2, yellow upper maps, 

small near vs. fixation contrast) activated a small extent of the occipital striate and extrastriate 

areas, the temporal cortex (superior temporal sulcus), the parietal cortex, the prefrontal cortex 

(arcuate sulcus and posterior and anterior parts of principal sulcus) as well as the orbitofrontal 

cortex. Far space stimulations with a far cube with the same apparent size as the near small cube 

(Figure 2, blue middle maps, big far vs. fixation contrast) also activated a widespread cortical 

network including the entire striate and extrastriate cortex, the temporal cortex, the parietal 

cortex, the prefrontal cortex along the arcuate sulcus and the principal sulcus as well as the 

orbitofrontal cortex. When far space was stimulated using a cube of the same real size as the 

small cube used for the near space stimulation (Figure 2, green lower maps, small far vs. fixation 

contrast), a similar though smaller cortical network was activated. In the following, we identify 

those cortical regions that are either preferentially or specifically involved in near space and far 

space processing respectively. 
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Figure 2: Near space and far space individual analyses. Activations are presented on the 

flattened representation of the two monkey right and left hemispheres obtained with Caret. 

The upper part of the figure shows the near space stimulated with the small cube (SN) versus 

fixation contrast (t scores = 4.8 at p<0.05, FWE-corrected level in the red scale). Middle and 

lower panels present the far space respectively stimulated with the big (BF) and the small 

cubes (SF; t scores = 4.8 at p<0.05, FWE-corrected level respectively in the blue and green 

scales). A, Anterior; D, Dorsal; SN: small near; BF: big far; SF: small far. Cortical sulci: 

AS, arcuate sulcus; CgS, cingulate sulcus; CeS, central sulcus; IOS, inferior occipital sulcus; 

IPS, intraparietal sulcus; LaS, lateral (Sylvian) sulcus; LuS, lunate sulcus; OTS, occipital 

temporal sulcus; POS, parieto-occipital sulcus; PS, principal sulcus; STS, superior temporal 

sulcus. 

Distinctions within the near space cortical network

In the following, we define three different functional near space networks: a restricted 

network selectively encoding near space; a larger network preferentially encoding near space 

with respect to far space and an even larger network encoding near space irrespectively of any 

coding for far space. The larger non-selective near space network corresponds to the one 

identified in Figure 2 (yellow upper maps, represented in the left panel of Figure 3 as a red 

contour) and discussed in the previous section. To define the preferential near space network, 

we contrasted the cortical activations obtained by the stimulation of near space by a small object 

to those obtained by the stimulation of far space by a large object of the same apparent size as 

the small object in the near space and was additionally masked by the activations obtained by 

the stimulation of near space by a small object contrasted by fixation condition (inclusive ‘near 

space stimulation vs. fixation’ mask, uncorrected level, p=0.05; Figure 3: left panel, dark red, 

Figure 6: dark red). This contrast identifies bilateral cortical regions the contribution of which 

is statistically higher for near space than for far space. These include parietal areas: the posterior 

intraparietal sulcus (IPS: ventral intraparietal area VIP, the posterior medial intraparietal area 

MIP) as well as its anterior most tip (possibly anterior intraparietal area AIP), the medial parietal 
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cortex (area PGm) and the parietal opercular region area 7op; temporal areas: the rostral 

temporoparietal occipital area TPOr in the medial mid-to-anterior bank of the superior temporal 

sulcus, the intraparietal sulcus associated area IPa, the inferior temporal area TEAa-m, the 

dorsal portion of the subdivision TE1-3; insular regions:  the parainsular cortex PI; 

somatosensory area SII within the medial bank of the lateral sulcus; prefrontal and premotor 

regions: dorsal premotor cortex F2, premotor area 4C or F4/F5 including premotor zone PMZ, 

the supplementary eye field, the frontal eye fields (area 8a as well as 8ac), prefrontal area 46p, 

prefrontal area 45B; frontal regions: the posterior orbitofrontal area 12.  

To define the selective near space network, the above preferential near space network was 

additionally masked by the activations obtained by far space stimulations (exclusive ‘far space 

stimulation vs. fixation’ mask, uncorrected level, p=0.05). This allows to identify a network 

that is exclusively involved in near space processing (Figure 3: left panel, red to yellow color 

scale, Figure 6: colored to yellow color scale, t scores = 4.8 and above, FWE-corrected level). 

This analysis describes discrete bilateral regions within the majority of the cortical areas 

highlighted by the previous contrast. 

Distinctions within the far space cortical network 

Likewise, we define three different functional far space networks: a restricted network 

selectively encoding far space; a larger network preferentially encoding far space with respect 

to near space and an even larger network encoding far space irrespectively of any coding for 

near space. The larger non-selective far space network corresponds to the one identified in 

Figure 2 (blue middle maps, represented in the right panel of Figure 3 as a blue contour) and 

discussed above. To define the preferential far space network, we contrasted the cortical 

activations obtained by the stimulation of far space by a larger object to those obtained by the 

stimulation of near space by a small object of the same apparent size as the large object in the 
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far space was additionally masked by the activations obtained by the stimulation of far space 

by a large object contrasted by fixation condition (inclusive ‘far space stimulation vs. fixation’ 

mask, uncorrected level, p=0.05; Figure 3: right panel, dark blue, Figure 6: dark blue). This 

contrast identifies bilateral cortical regions the contribution of which is statistically higher for 

far space than for near space. A strong inter-individual variability can be observed, these 

activations being larger in Monkey Z than in monkey T. This is possibly due to the relative size 

between the large stimulus and the subject’s body size. This will need to be further explored. 

In the following, only the common activations are described. These encompass the entire visual 

striate and extrastriate cortex: areas V1, V2, V3, V3A and V4; they also include parietal cortical 

regions: the posterior intraparietal area PIP, the lateral intraparietal area LIP, the medial parietal 

convexity (area 5v), the lateral parietal convexity (area 7a, 7ab and 7b), as well as the posterior 

most part of the intraparietal sulcus (caudial intraparietal area CIP, parietal reach region, PRR), 

these activities extending towards the parieto-occipital cortex (including areas V6A and V6); 

temporal cortex: medial and superior temporal area MT and MST.  

When this contrast is additionally masked by the activations obtained by near space stimulations 

(exclusive ‘near space stimulation vs. fixation’ mask, uncorrected level, p=0.05), thus defining 

the selective far space network, a network that is selectively involved in far space processing 

can be identified (Figure 3: right panel, dark blue to light blue color scale, Figure 6: dark blue 

to light blue color scale, t scores = 4.8 and above, FWE-corrected level). This analysis describes 

discrete bilateral regions essentially in occipital and temporal areas highlighted by the previous 

contrast and few parietal areas. 
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Figure 3: Non-selective, preferential and specific near and far space networks. Activations 

are presented on the flattened maps of individual monkeys. Only the key activations 
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identified in three hemispheres out of four are labelled. A) Non-selective, preferential and 

specific near space encoding. Preferential near space coding corresponds to the cortical 

regions whose activations are higher for the small cube in near space than for the large cube 

in far space (t scores = 4.8 at p<0.05, FWE-corrected level in the dark red). Specific near 

space encoding corresponds to the cortical regions which are activated by the small near 

cube but not for the large far cube (red to yellow scale, exclusive mask for far space versus 

fixation baseline applied at FWE-corrected level p<0.05). The outer red contours correspond 

to non-selective near space encoding (near space versus fixation, as in figure 2). B) Non-

selective, preferential and specific far space encoding. Preferential far space coding 

corresponds to the cortical regions whose activations are higher for the large cube in far 

space than for the small cube in near space (t scores = 4.8 at p<0.05, FWE-corrected level in 

the dark blue). Specific far space encoding corresponds to the cortical regions which are 

activated by the large far cube but not for the small near cube (dark blue to light blue color 

scale, exclusive mask for near space versus fixation baseline applied at FWE-corrected level 

p<0.05). The outer blue contours correspond to non-selective far space encoding (far space 

versus fixation, as in figure 2). 12, area 12; 45B, area 45B; 46, area 46; AIP, anterior 

intraparietal area AIP; CIP caudial intraparietal area; F2, premotor area F2; FEF, frontal eye 

field; LIP, lateral intraparietal area LIP; MT/MST, medial/superior temporal areas MT/MST; 

F4/F5, premotor areas F4/F5; PGm, medial parietal area PGm; PIP, posterior intraparietal 

area PIP, S2, somatosensory area 2; SEF: supplementary eye field; TPOr, rostral 

temporoparietal occipital area TPOr; VIP, ventral intraparietal area VIP; V1/V2/V3/V4, 

visual areas V1,V2,V3 or V4. For other conventions, see Figure 2. 

Far space cortical network modulation by object size 

While the small cube presented in near space had the same apparent size as the far cube 

presented in far space, these two objects had very different physical sizes (3x3x3cm3 versus 

30x30x30cm3). As a result, part of the far or near space network specificities described above 

could have been due to this objective size difference (as opposed to an apparent size difference). 

In order to address this issue, we now compare the cortical activations obtained when 

stimulating far space with either a small cube or a large cube. For the sake of space, a group 

analysis is performed rather than a single subject analysis. This group analysis captures the 
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common activations already described at the single individual level in figures 2 and 3. No 

activations are observed with the small object in far space versus large object in far space

contrast, indicating that all the cortical regions that are involved in processing the small object 

in far space also contribute to the processing of the large object in far space. The inverse contrast 

reveals a large cortical network (Figure 4, dark blue) mostly identical to that revealed by the 

large cube in far space versus fixation contrast (Figure 2, middle blue panels). When this 

contrast is additionally masked by the activations obtained by far space stimulations with the 

small cube (exclusive ‘small cube in far space stimulation vs. fixation’ mask, uncorrected level, 

p=0.05), a network that is selective to the large cube in far space processing as compared to the 

processing of smaller objects in far space (Figure 4, dark blue to light blue color scale, t scores 

= 4.8 and above, FWE-corrected level). This network includes large sectors of the visual striate 

and extrastriate cortex, mostly coinciding with the peripheral visual field representation (see 

Figure 4 in Guipponi et al., 2015 for an identification of these representations on this same 

group of subjects), the parieto-occipital cortex, the posterior parietal cortex, the right medial 

parietal cortex the anterior part of the superior temporal sulcus as well as a large extent of the 

prefrontal cortex, the cingulate cortex, the orbitofrontal cortex and the frontal pole.  

Figure 4: Preferential and specific encoding of the large cube in the far space. Activations 

are presented on the flattened maps of the reference monkey cortex (group analysis). 
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Preferential encoding of the large cube in the far space corresponds to the cortical regions 

whose activations are higher for the big cube in far space than for the small cube in far space 

(t scores = 4.8 at p<0.05, FWE-corrected level in the dark blue). Specific encoding of the 

large cube in the far space corresponds to the cortical regions which are activated by the big 

cube but not for the small far cube in the far space (dark blue to light blue color scale, 

exclusive mask for the big cube in far space versus fixation baseline applied at FWE-

corrected level p<0.05). For other conventions, see Figure 2. 

Functional activations in response to looming and recession in near and far space. 

The physical approach of the cubes into far or near space and their recession back behind 

the curtains was controlled by the experimenters following a precise schedule indicated to them 

on a computer screen. The onsets of these displacements were logged together with all other 

task events. Here, we focus on the activations observed during these dynamic phases of the task 

(Figure 5). For the sake of space, a group analysis is performed rather than a single subject 

analysis. The approach of the small cube into near space produces widespread activations 

(Figure 6A). This network includes the orbitofrontal cortex (12, 46p), prefrontal and premotor 

cortex (FEF, F4, F5), parietal cortex (VIP, PIP, 7a, 7b, 7ab), temporal cortex (MT, MST, TPOr, 

IPa) and visual areas (V1, V2, V3). This network is mostly included in the near space network 

(Figure 5A, black contours, Figure 2, top panel), though a heterogeneity can be noted. Some 

cortical regions modulated by near space stimulations are not activated by intrusion into near 

space, mostly along the ventral visual stream (Figure 5A, uncolored cortex within the black 

contours). Other cortical regions modulated by near space stimulations are equally activated by 

intrusion into near space and near space stimulations (Figure 5A, colored activations within the 

black contours). Importantly, not all the regions that are activated by intrusion into peripersonal 

space are also activated by the sustained presence of a stimulus in near space (Figure 5A, white 

contours outside the black contours). The approach of the big cube into far space produced very 

similar activation patterns to those observed during the approach of the small cube into near 
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space, to the notable exception of the orbitofrontal cortex, possibly indicating an emotional 

component to intrusion into near space (Figure 5E). In contrast, the approach of the small cube 

within far space produced more restricted activations, mostly in the intraparietal sulcus (IPS), 

in the superior temporal sulcus (STS) as well as in the striate and extrastriate cortex (Figure 

5C).  

When the small cube recedes from near space, very few activations are observed, 

circumscribed to the prefrontal area 46 and the superior temporal sulcus STS (Figure 5B). A 

very similar activation pattern is described for the recession of the small cube from far space 

(Figure 5D). Last, activations are more widespread for the large cube receding from far space, 

quite close to those observed for the approach of this stimulus into far space (Figure 5F). This 

contrasts with the difference observed between the looming and recession of the small cube in 

near space, and support the idea that the representation of object movement vectors in the cortex 

differ depending on whether movement takes place in near or in far space. 

Figure 5: Looming stimuli activate both Near and Far space network. Activations are 

presented on the flattened maps of the reference monkey cortex (group analysis). A, C and 

E, this presents the approach of the stimulus respectively towards near space with the small 

cube, towards far space with the small cube or towards far space with the big cube versus 

fixation contrast (t scores = 4.8 at p<0.05, FWE-corrected level respectively in the red, green 

and blue scale). B, D and F, this presents the receding of the stimulus respectively from near 

space with the small cube, from far space with the small cube or from far space with the big 

cube versus fixation contrast (t scores = 4.8 at p<0.05, FWE-corrected level respectively in 

the red, green and blue scale). On the first panel (the approach of the stimulus towards near 

space with the small cube), the black contours represent the near space encoding (one 

identified in Figure 2) and the white contours represent the specific encoding of the approach 

of the small cube in the near space which corresponds to the cortical regions which are 

activated by the approach of the small cube in the near space but not by the near space 

encoding (exclusive mask for the near space versus fixation baseline applied at FWE-

corrected level p<0.05). For other conventions, see Figure 2. 
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Near to far coding gradient in the arcuate (AS) and intraparietal sulcus (IPS).  

Intraparietal and periarcuate regions have been shown to play a key role in space 

representation and space representation for action. In this section, we focus on these two regions 

(Figure 6). Again, for the sake of space, a group analysis is performed rather than a single 

subject analysis. This group analysis captures the common activations already described at the 

single individual level in figures 2 and 3. In the Arcuate sulcus, near space is specifically 

encoded by areas 46p, 12, F4, F5 and SEF whereas specific far space is overall represented at 

the inferior tip of the AS and along the gyrus posterior to the AS. In the Intraparietal sulcus, 

near space is specifically encoded by the VIP area and PGm area whereas far space is 

specifically encoded by the areas 5v and PIP.  

Different regions of interest were defined along the AS and the IPS, and the percentage 

of signal change (PSC) within each of these ROIs was extracted for each contrast of specific 

near space, preferential near space, unselective near and far space, preferential far space and 

specific far space, Figure 6, histograms). Overall, this analysis confirms the existence, along 

the AS, bilaterally, of a progressive decrease of the PSC to near stimuli from ROIs 1 to 5, 

together with a progressive increase in the PSC to far stimuli. A similar progressive decrease 

of the PSC to near stimuli associated with a progressive increase in the PSC to far stimuli can 

also be observed in the IPS, bilaterally (ROIs 6 to 9). Confirming the whole brain contrast 

analysis, we also note deactivations or non-significant activations during the stimulation of far 

space by a larger object in the specific near space contrast (ROIs 1, 2 and 6, bilaterally) and the 

preferential near space contrast (ROIs 3 and 7, bilaterally). Likewise, the PSC during the 

stimulation of far space by a larger object are significantly higher than the PSC during the 

stimulation of near space in the specific and preference contrasts (ROIs 5 and 9, bilaterally). In 

the unselective near and far space contrast, the PSCs during the stimulation of near space and 

far space are not significantly different (ROIs 4 and 8, bilaterally). 

176



Figure 6: Near to Far coding gradient in the arcuate sulcus (AS) and the intraparietal sulcus 

(IPS). A) Inflated representation of the cortex, (left and right hemisphere of the reference 

monkey cortex). The purple inset corresponds to the AS and the yellow inset corresponds to 

the IPS as represented in B). Black solid lines indicate the limit between the convexity and 
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the banks of the IPS and AS; black dashed lines indicated the bottom of the sulcus. B) 

Prefrontal (purple inset) and parietal (yellow inset) activations of near and far space networks 

(group analysis superimposing the activations described in figure 3) on the same inflated 

maps, for the left and right hemispheres. Red to yellow color scale: selective near space 

coding; Red: preferential coding for near space; White: unselective coding for near and far 

space; Blue: preferential coding for far space; Dark blue to light blue color scale: selective 

near space coding. Gray regions correspond to regions activated neither by the large stimulus 

in far space nor by the small stimulus in near space. 5v, ventral area 5v; 7a,7b/7ab, areas 7a, 

7b or 7ab: MIP, medial intraparietal area MIP, V6: cortical visual area V6. For other 

conventions, see Figure 2 and 3. Below each inflated map, the percentages of signal change 

(PSC) are plotted for each condition; looming of the small cube, stimulation of the small 

cube and receding of the small cube in the near space (red bars); looming of the small cube, 

stimulation of the small cube and receding of the small cube in the far space (green bars); 

looming of the big cube, stimulation of the big cube and receding of the big cube on the far 

space (red bars). 
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DISCUSSION

In the present study, we identify the non-human primate networks associated with either 

the stimulation of near or far space with naturalistic dynamic objects, in the absence of any 

overt task. In the following, we discuss the functional dissociation between near and far space 

networks in the light of the related literature. 

Near space specific cortical network 

The near space specific cortical network we describe in the non-human primate is 

surprisingly large. It involves multisensory visuo-tactile cortical regions whose neurons have 

already been described to encode nearby objects relative to the body, namely, the ventral 

premotor cortex (F4: Rizzolatti et al. 1981 and polysensory zone PZ: (Graziano et al. 1994, 

1997, 1999; Fogassi et al. 1996), in agreement with the description of a near space neglect 

following the ablation of the postarcuate cortex, as these lesions most probably included the 

polysensory zone PZ -Rizzolatti et al. 1983) and ventral intraparietal area VIP, within the 

fundus of the intraparietal sulcus (Duhamel et al. 1997, 1998; Avillac et al. 2005; Schlack et al. 

2005; Bremmer et al. 2013; Guipponi et al. 2013). It additionally involves several other cortical 

areas whose contribution to near space processing has been overlooked up to now. These 

include dorsal premotor regions, just medial to the polysensory zone PZ. This observation is in 

agreement with the description, in human patients with a damage in the dorsolateral prefrontal 

cortex, of a near space specific neglect syndrome (Aimola et al. 2012). We also describe the 

involvement of posterior and medial parietal areas, which together with the observed activations 

in the fundus of the intraparietal cortex are in perfect agreement with the description of a near 

space neglect in patients with posterior parietal lesions including the fundus, medial and 

posterior parts of the intraparietal sulcus (Halligan and Marshall 1991). Near space activations 

are also observed in the anterior temporal regions within the fundus of the STS and on the 
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inferior temporal convexity, suggesting a specific processing of the feature and identity of near 

objects within the ventral visual processing pathway.  

Interestingly, near space specific activations can also be observed in area SII. This 

activation possibly reveals a general “attention-to-touch” process due to the anticipation of 

tactile stimulation to the body because of the vicinity of the moving stimulus to the face. 

Alternatively, it could actuate the strong functional link between near space processing and the 

somatosensory representation of self. While previous studies have mostly assumed that this link 

is subserved by multisensory visuo-tactile brain areas (Makin et al. 2008; Blanke 2012), the 

present observations suggest that low level sensory areas might also be involved in the 

representation of space at the frontier of self. This observation might be due to the fact that, in 

contrast with previous studies, the stimulus is presented extremely close (15cm) to the face of 

the monkeys. At this distance, the 9cm3moving cube can be viewed as a potentially dangerous 

object, all the more given that the monkeys cannot protect themselves from its presence (no 

escape, no goal-directed arm movements). This defensive attitude towards the near space 

stimulus could possibly also account for the observed orbitofrontal activations (area 12, Murray 

and Izquierdo 2007). 

A functional circuit subserving peripersonal space representation is formed by parietal 

area VIP (head-centered) and premotor area F4 (arm-centered) (Matelli and Luppino 2001; 

Rizzolatti and Luppino 2001; Cléry, Guipponi, Wardak, et al. 2015) These two regions have 

anatomical connections and functional homologies and we can observed strong activations of 

these regions in Figure 3 and 6. This VIP-F4 network processes all the necessary information 

to bind together the localization of objects around our body, and specifically around the head, 

with actions towards these objects. It also processes the necessary visual and tactile information 

required to define a safety body margin contributing to the definition of self with respect to the 
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external world (Graziano and Cooke 2006; Brozzoli et al. 2013, 2014; Chen et al. 2014; Cléry, 

Guipponi, Wardak, et al. 2015). 

Overall, the non-human near space specific cortical network we describe here has major 

specificities as compared to the analog human cortical network. Indeed, we essentially describe 

bilateral cortical regions, while in humans, only the left dorsal occipital cortex, the left 

intraparietal and the left ventral premotor appear to be involved in near space processing (Weiss 

et al. 2000; Aimola et al. 2012). Additionally, this near space non-human primate cortical 

network involves many more areas than the human network. This could be due to the fact that 

we stimulated near space at 15cm away from the subject’s eyes while Weiss et al. (Weiss et al. 

2000) for example, stimulated them at 70cm. Alternatively, this could be due to a genuine 

interspecies difference. 

Far space specific cortical network 

The far space specific cortical network we describe in the non-human primate is also 

very extended, involving large portions of the occipital cortex, as well as posterior temporal 

and superior temporal regions. This is similar to what is seen in humans as Weiss et al. (2000) 

describe a network involving the ventral visual stream including the ventral occipital cortex 

bilaterally and the right medial temporal cortex. These observations are in agreement with the 

description of a far space neglect following a temporal hematoma (Vuilleumier et al. 1998).  

A human study (Quinlan and Culham 2007) shows a near preference coding in dPOS. 

There are a larger number of similarities between the human superior parieto-occipital cortex 

(sPOC) and the macaque parieto-occipital area which comprises areas V6 and V6A (Galletti et al. 

1999, 2005). In our study, we show a clearly far space preference coding in V6A in both 

hemispheres. This opposite results can be explaining by the task conditions in each study. In our 
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task, we use naturalistic and dynamic stimuli in near or far space whereas in Quinlan and Culham 

(2007) study participants fixate upon points in near vs. far space with no other visual stimulation. 

As a result, only oculomotor signals of vergence eye position and ocular accommodation are 

manipulated by the task design. Last, Rizzolatti et al. describe a more pronounced hemineglect 

in far space than in near space following prearcuate area 8 ablations (Rizzolatti et al. 1983). 

This contrasts with the fact that we identify no preferential coding of far space in this region, 

but rather a preferential though not specific coding for near space. This discrepancy could 

reflect a task dependence of far and near space processing as described in humans, in active 

oculomotor or reaching contexts (Keller et al. 2005; Aimola et al. 2012). 

Object size effects 

In our hands, all the cortical regions that are involved in processing the small object in 

far space also contribute to the processing of the large object in far space, while the reverse is 

not true. At the neuronal level, this possibly suggests a multiplexing of object real-size and 

location in far space relative to the subject. Indeed, combing these two pieces of information 

could of ecological relevance, as a big object in far space is not expected to have the same 

valence as a small object in far space. In addition, size coding might further be normalized with 

respected to the actual body size of the subject big objects being possibly more dangerous for 

small individuals than for larger individuals (cf. difference in far space network size between 

monkey M1 and M2).  

In humans, recent studies show that visual objects may be mapped along the ventral 

occipito-temporal cortex according to their real-world size. This mapping reflects the visual or 

functional properties associated with small versus big real-world objects (Konkle and Oliva 

2012) but also abstract and conceptual size representation (Gabay et al. 2016). In these studies, 

a consistent medial-to lateral organization of big and small object preferences can be observed 

182



in this ventral temporal cortex. It would be highly interesting to test different objects with real-

world size well known for monkey to further characterize the functional coding interaction 

between real object-size and object distance from the subject. 

Looming stimuli and peripersonal space 

The looming of the small cube in near space results in a large activation of brain 

involving both the near and far space networks. Such looming stimuli have been described to 

trigger stereotyped defense responses and enhance reaction times or sensitivity to a second 

stimulus (Schiff et al. 1962; Ball and Tronick 1971; Vagnoni et al. 2012; Canzoneri et al. 2012; 

Kandula et al. 2015; Cléry, Guipponi, Odouard, et al. 2015) including a nociceptive stimulus 

(De Paepe et al. 2016). In a recent study, we also describe that this type of dynamic visual 

stimuli activate a parieto-frontal network highly overlapping with the one described here (Cléry, 

Guipponi, Wardak, et al. 2015). This functional overlap between a network encoding the 

presence of a stimulus within peripersonal space at the same time as intrusion into peripersonal 

space reinforces the view that this network encodes visual stimuli in relation with the margin 

of self and their possible tactile consequences on the body, whether harmful or not. 

Relative encoding of near and far space as substrate for a dynamic space representation 

The description of a cortical network specific for near space processing and another 

complementary network specific for far space processing should not have us overlook the fact 

that large cortical regions contribute to the processing of both far and near objects, though often 

favoring one over the other. This is for example the case of the lateral bank of the intraparietal 

sulcus and the adjacent convexity, including areas 7a, 7ab and 7b. Bimodal visuo-tactile 

neurons have been described in area 7b with very large receptive fields over the arm, leg, chest 

or even the skin of the whole body (Leinonen et al. 1979). Lesions of this region induce a 
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neglect in peripersonal space (Matelli et al. 1984), leading to the idea that area 7b is involved 

in the perception of near space and in the organization of movements towards stimuli presented 

in peripersonal space. The fact that we describe a privileged coding of far space in this cortical 

regions calls for reassessment of its functional role in relation with space processing. Indeed, 

while this cortical region has mostly been studied in the context of arm reach movements, 

highlighting its interaction with peripersonal space, this area also contains a lower body 

representation. As a result, it is also expected to contribute to whole body motion in the space 

beyond peripersonal space. This remains to be investigated. 

Overall, the description of large cortical regions having either a preference for near 

space processing or far space processing call for reappraising far space or near space specificity. 

Indeed, the alternative view that we would like to put forward in the light of our observations 

is that of a continuous encoding of relative distance to the body, in the form of a far-to-near or 

near-to-far gradient. In this context, far or near space specific regions represent the extreme 

points of this continuum. The idea of such a continuum is supported by the fact that no abrupt 

change in visuo-spatial neglect can be seen between near and far space (Cowey et al. 1999). 

Indirect evidence for such a continuum can also be found in a recent non-human fMRI study 

by Joly et al. (2009), which describes disparity-related signals in far space (monkeys are fixating 

at 57cm) in area F5a, at a location close to the bilateral inferior periarcuate far space activation 

in our Figure 6. It is important to note that the existence of such a cortical far-to-near and a 

near-to-far gradient in space representation does not preclude the existence of a physically 

delineable peripersonal space, as described in numerous psychology and psychophysics study 

(Berti and Frassinetti 2000; Macaluso and Maravita 2010; Farnè et al. 2005; Ladavas and Serino 

2008). 

Overall we describe a more complex organization of near and far space processing 

networks than initially proposed. These results open the way to the study of the how these two 
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networks dynamically interact during action planning, tool use or as a function of the emotional 

or social contexts as some studies show that these processes are dynamics (Markman and Brendl 

2005; Bassolino et al. 2010; Brozzoli et al. 2010; Lourenco and Longo 2009; Lourenco et al. 

2011; Valdés-Conroy et al. 2012; Teneggi et al. 2013).  
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a b s t r a c t

While space is perceived as unitary, experimental evidence indicates that the brain actually contains a
modular representation of space, specific cortical regions being involved in the processing of extra-
personal space, that is the space that is far away from the subject and that cannot be directly acted upon
by the body, while other cortical regions process peripersonal space, that is the space that directly
surrounds us and which we can act upon. In the present review, we focus on non-human primate
research and we review the single cells, areal and cortical functional network mechanisms that are
proposed to underlie extrapersonal and peripersonal space representations. Importantly, the current
dominant framework for the study of peripersonal space is centered on the key notion that actions and
specifically arm and hand-related actions, shape cortical peripersonal space representations. In the
present review, we propose to enlarge this framework to include other variables that have the potential
to shape peripersonal space representations, namely emotional and social information. In the initial
section of the manuscript, we thus first provide an extensive up-to-date review of the low level sensory
and oculomotor signals that contribute to the construction of a core cortical far and near space
representation, in key parietal, premotor and prefrontal periarcuate cortical regions. We then highlight
the key functional properties that are needed to encode peripersonal space and we narrow down our
discussion to the specific parietal and periarcuate areas that share these properties: the parieto-
premotor peripersonal space network and the parieto-premotor network for grasping. Last, we review
evidence for a changing peripersonal space representation. While plastic changes in peripersonal space
representation have been described during tool use and their underlying neural bases have been well
characterized, the description of dynamical changes in peripersonal space representation as a function of
the emotional or social context is quite novel and relies on behavioral human studies. The neural bases of
such a dynamic adjustments of peripersonal space coding are yet unknown. We thus review these novel
observations and we discuss their putative underlying neural bases.

& 2014 Elsevier Ltd. All rights reserved.

1. Introduction

While our surrounding environment is often perceived as a
unitary construct onto which we act and with which we interact,
an ever growing body of neuropsychological evidence demonstrates
that the brain actually contains a modular representation of space,
some cortical regions being involved in the processing of extra-
personal space, that is the space that is far away from the subject and
that cannot be directly acted upon by the body, while other cortical
regions appear to process peripersonal space, that is the space that
directly surrounds us and which we can directly interact with (Fig. 1).

Early lesion studies in the non-human primate (Rizzolatti et al.,
1983) show that the unilateral ablation of the pre-arcuate cortex to

area 8, corresponding to the frontal eye-field or FEF, results in a
decrease of contralateral eye movements and a neglect in the
contralateral space, that is to say a deficit in the visual processing
of objects in this part of the visual field (see also Wardak et al.
(2006)). Interestingly, this neglect is more pronounced in the far
extra-personal space and is not associated with somatosensory
deficits. In contrast, post-arcuate lesions to area 6 result in a severe
contralateral visual neglect, limited to peripersonal space and
associated with a somatosensory neglect. This bimodal neglect in
peripersonal space is also associated with a deficit in the use of the
contralateral hand.

In humans, cases of neglect restricted to the near peripersonal
space have been described (Berti and Frassinetti, 2000; Beschin and
Robertson, 1997; Bisiach et al., 1986; Guariglia and Antonucci, 1992;
Halligan et al., 2003; Halligan and Marshall, 1991; Ortigue et al., 2006),
as well as cases of neglect restricted to the far extrapersonal space
(Coslett et al., 1993; Cowey et al., 1994, 1999; Vuilleumier et al., 1998;
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Ackroyd et al., 2002; Ortigue et al., 2006), though these deficits in near
and far space processing appear to depend on the ongoing task being
performed by the subjects (Aimola et al., 2013; Keller et al., 2005).

The reversible perturbation of the right angular gyrus (ANG) using
transcranial magnetic stimulation (TMS) alters near space perception
while that of the right supramarginal gyrus (SMG) induces a more
marked deficit in far as compared to near space (Bjoertomt et al.,
2002, 2009). Functional and lesion studies confirm the involvement
of a dorsal network in the coding of near space in humans including
the left dorsal occipital cortex, the left intraparietal cortex and the
left ventral premotor cortex, and the complementary involvement of
a ventral network in far space processing, including the ventral
occipital cortex bilaterally and the right medial temporal cortex
(Aimola et al., 2013; Weiss et al., 2000). Interestingly, in normal
subjects, neural perceptual processes (e.g. a bisection judgment task)
and motor processes (e.g. a manual bisection task) remain unaf-
fected by whether the task is being performed in the near or the far
space (Weiss et al., 2003). This is in agreement with the report
of similar far and near space dissociations in patients whether
performing a perceptual or a motor task (Pitzalis et al., 2001).

In the face of this accumulated knowledge, the understanding of
the precise neural bases underlying near and far space processing,
the construction of extrapersonal and peripersonal space represen-
tations and their relation with perception, action and body aware-
ness is growing at a slower pace, since the seminal monkey studies
issued some 15 years ago. These early studies highlight two distinct
parieto-premotor networks (Jeannerod et al., 1995; Rizzolatti et al.,
1998, 2014; Sakata et al., 1998; Luppino et al., 1999; Rizzolatti and
Luppino, 2001; Rizzolatti and Matelli, 2003): a parieto-premotor
peripersonal space network, composed of a parietal region (area
VIP, see below) and a premotor region (area F4, see below), and a
parieto-premotor network for grasping with the hand, composed of
two parietal region (areas AIP and 7b, see below) and a premotor
region (area F5, see below). The theoretical framework developed
by the majority of these studies when discussing these two
functional networks is an action-based perspective of space. In
other words, it is centered on the key construction that actions and
specifically arm and hand-related actions shape cortical peripersonal

space representations. In the present review, we propose to enlarge
this framework to include other variables that have the potential to
shape peripersonal space representations. In the initial section of the
manuscript, we thus first provide an extensive up-to-date review of
the low level sensory (visual—including disparity, tactile, proprio-
ceptive) and oculomotor (vergence) signals that contribute to the
construction of a core far and near space cortical representation, in
key parietal and premotor and prefrontal periarcuate cortical regions.
In the next section, we highlight the key functional properties that
are needed to encode peripersonal space and we narrow down our
discussion to the specific parietal and periarcuate areas that share
these properties. These areas coincide with the parieto-premotor
peripersonal space network and the parieto-premotor network for
grasping with the hand, mentioned above. Section 4 thus provides a
review of seminal data on the contribution of the peripersonal space
network to the definition of a defense space, as well as more recent
evident evidence on its contribution to the prediction of impact to
the body and to the coding of others' peripersonal space. Likewise,
Section 5 provides a review of the contribution of the grasping
network to goal directed hand movements in peripersonal space and
to the mirroring of others' bodily movements. In all these sections,
we focus on non-human primate research and we review the single
cells, areal and cortical functional network mechanisms that possibly
underlie the processes of interest. In the last section, we review
evidence for a changing peripersonal space representation. While
such changes and their underlying neural bases have been well
characterized during tool use, the description of changes in periper-
sonal space representation as a function of the emotional or social
context is quite novel, mostly relying on human studies, and their
underlying neural correlates are yet unknown. We conclude with a
discussion of the putative neural mechanisms that could subserve
such changes.

2. Neural bases of far versus near space representation

Locating a visual object with respect to our own body involves
the combination of both low level and high level cues. The high
level cues are based on the cognitive interpretation of what is
being perceived. For example, we can infer the distance at which a
lion stands from us based on its apparent size and on the prior
knowledge we have of the size of an adult lion. Low level cues
include both oculomotor information such as eye vergence and
visual cues such as binocular disparity information. Vergence
corresponds to the conjugate eye movements that allow both eyes
to focus onto a given visual object. As a result, an image of this
object is projected onto each fovea, at the center of each of the
right and left retinas. Vergence by providing the brain with
information about where the eyes are fixating in space at the
same time, carry information about the location of the object that
is being fixated. However, when we are actively fixating a specific
object, we are also able to simultaneously estimate the location of
a visual stimulus located in front or behind this fixated object. This
estimate is constructed by combining eye vergence signals with
binocular disparity information. Binocular disparity corresponds to
the difference in where the image of a given object falls on the left
and right retina. The binocular disparity of a fixated object is thus
null. The disparity of an object that is located between the eye
convergence point and the face is negative, while that of an object
located beyond the eye fixation point is positive. An early model
suggests that the encoding of the spatial location of an object can
be achieved through the modulation of the neuronal response of
disparity selective neurons by eye vergence signals (Pouget and
Sejnowski, 1994). And indeed, neuronal response modulation by
vergence and disparity cues is documented in the several cortical

Fig. 1. Spaces around the body. The peripersonal space is the space that directly
surrounds us and with which we can directly interact whereas the extrapersonal
space is the space that is far away from the subject and that cannot be directly acted
upon by the body.
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regions which have been proposed to contribute to near and far
space processing.

2.1. Contribution of the parietal cortex to the coding of near
peripersonal and far extrapersonal space (Fig. 2a)

Several parietal areas contribute to an enhanced representation of
near space, through diverse mechanisms. In the medial parietal area
V6A (Luppino et al., 2005), a significant proportion of neurons are
modulated by gaze position in 3D-space as well as by vergence
signals, i.e., by the location in depth of the visual object being foveated
(Hadjidimitrakis et al., 2011, 2012; Breveglieri et al., 2012). Impor-
tantly, at the population level, the preferred fixation distances extend
up to 30 cm from the monkey's body, i.e. within the limits of the
space that can be reached by the monkey's arm. Fixations beyond
50 cm, i.e. beyond the monkey's reaching space, are also represented,
but to a lesser extent. Interestingly, fixations around 45 cm from the
monkey's body, at the limit of the arm's reaching distance, are the
least represented. The significance of this functional limit or “gap
zone” between a peripersonal reachable space and an extrapersonal
unreachable space is not clear (Hadjidimitrakis et al., 2011, 2012;
Breveglieri et al., 2012). A similar neuronal preference for eye fixation
within the near peripersonal space is also described in other parietal
areas. The majority of 7a neurons, on the cortical convexity of the
inferior parietal cortex, are described to prefer fixations within 50 cm
from the monkey's face (Sakata et al., 1980). The close by area 7b is
dominated by the tactile modality. However, up to 30% of its face and
arm related tactile neurons also have a response to visual stimuli
presented close to their tactile receptive field (Hyvärinen and
Shelepin, 1979; Hyvärinen, 1981). A preference for peripersonal space
is additionally described in lateral intraparietal area LIP, lying on the
lateral bank of the intraparietal sulcus IPS and characterized by an
enhanced central visual field representation (Ben Hamed et al., 2001).
Indeed, 72.5% of LIP neurons have a higher discharge rate for fixations
in the near peripersonal space (Genovesio and Ferraina, 2004; Gnadt
and Mays, 1995). These neurons also have higher discharge rates for
disparities corresponding to visual stimuli presented between the
monkey and the fixated spatial location, i.e. presented in the near
peripersonal space (Genovesio and Ferraina, 2004). A similar prefer-
ential coding of the portion of space closest to the monkey can also be
found on the medial bank of the IPS, in medial intraparietal area

MIP or parietal reach region PRR (Bhattacharyya et al., 2009). This
correlates with an alignment of disparity tuning curves and gain
modulation by vergence angle during the preparation of arm reaching
movement can be seen. Last, a preferential coding for moving visual
stimuli in near peripersonal space is described in the ventral intrapar-
ietal area VIP, using either natural object presentations (Colby et al.,
1993) or stereoscopic visual presentations allowing for a quantification
of binocular disparity information during a fixed-vergence design
(Yang et al., 2011; Bremmer et al., 1997, 2013) (Fig. 2a).

A recent fMRI study in the non-human primate, designed to
investigated the coding of 3D visual shape, allows to capture how
the intraparietal cortex encodes disparity information in the
70.61 range (Durand et al., 2007). The authors show a change in
the hemodynamic signals as a function of the position of the
presented visual stimuli in depth in the anterior part of lateral
intraparietal area LIP, in caudal intraparietal area CIP, in medial
lateral area MIP/PRR, as well as in posterior parietal area PIP,
matching observations from the same group in humans (Durand
et al., 2009). In these parietal regions, this coding of position in
depth is often associated with the coding of the 3D structure of
complex objects. In contrast, in anterior parietal area AIP, the
coding of 3D structure is present (Durand et al., 2007; Srivastava
et al., 2009; Verhoef et al., 2010; Theys et al., 2012), in the absence
of a coding of the position of visual stimuli in depth (Durand et al.,
2007). Most interestingly, the majority of AIP neurons remained
selective for 3D objects in the absence of disparity cues, indicating
that 3D structure was partially extracted from monocular depth
cues (Romero et al., 2013). A significant proportion of AIP neurons
also express short latency, low visual selectivity responses to 2D
object fragments containing a particular curvature (Romero et al.,
2014). These responses are highly dependent upon the location of
the visual stimuli within the neuron's receptive field (Romero
et al., 2014). All this taken together suggests that AIP might be
more interested in object fine structure rather than in its actual
position in space, thus possibly challenging the contribution of this
cortical region in extracting object affordances that can further be
used to program and execute appropriate grip (Romero et al., 2014).
Notably, in adjacent area VIP, Durand et al. (2007) do not describe
any disparity-related fMRI activations, contrasting with Bremmer
et al., 2013. This is most probably due to the fact that while Durand
et al. (2007) manipulated disparities in the order of 70.61,

Fig. 2. (a) Meta-analysis of evidence for low level depth cues in identified intraparietal and peri-arcuate functional areas, color coded as identified in the legend.
(b) Functional networks associated with an enhanced representation of peripersonal space: areas involved in reaching (dark blue), parieto-frontal network subserving
peripersonal space for action (cyan), parieto-frontal network subserving self defense and the encoding of a safety boundary around the body (green), oculomotor structures
with partial evidence for an over-representation of peripersonal space (red).
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Bremmer et al. (2013) report that about 60% of VIP cells preferred
near space disparities of �21 or below (see next paragraph).

While most of the above cited studies highlight a preferential
encoding of near peripersonal space, they nonetheless often describe
a simultaneous though weaker encoding of far space. In a recent
monkey fMRI study (Cléry et al, ongoing work), we identify only few

parietal loci representing near space to the exclusion of far space
(Fig. 3, horizontal panel 1). Specifically, we use moving naturalistic
cubes of identical angular (apparent) size to stimulate either the far
space (1.5 m away from the monkey's face) or the near space (15 cm
from themonkey's face), while themonkeys are fixating an LED placed
at an intermediate location (90 cm from their face, fixation being

Fig. 3. fMRI mapping of the contribution of the intraparietal and periarcuate cortex to peripersonal and extrapersonal space coding, in a representative non-human primate
individual. Top panel: flattened representation of the cortex, obtained with Caret (left and right hemispheres of individual monkey). The yellow inset corresponds to the IPS
and the green inset corresponds to the AS, as represented in (B) and (C). Black solid lines indicates the limit between the convexity and the banks of the IPS and AS; black
dashed lines indicate the bottom of the sulcus and black dotted line, the projection on the flat map of the most posterior coronal section of the IPS, just before the annectant
gyrus. AS, Arcuate sulcus; CS, central sulcus; IOS, inferior occipital sulcus; IPS, intraparietal sulcus; LS, lateral sulcus; LuS, lunate sulcus; PS, principal sulcus; STS, superior
temporal sulcus. (A) Experimental design for each study: 1) Neural bases of near and far space visual representations; 2) Neural bases of visual and tactile convergence;
3) Neural consequences of prediction of impact to the face by visual looming stimulus over tactile-related activation; 4) Neural consequences of simultaneous visual and
tactile presentations. (B) Parietal cortical activations presented on the flattened IPS (yellow inset in the whole brain flat maps presented in the top panel). (C) Periarcuate
cortical activations presented on the flattened AS (green inset in the whole brain flat maps presented in the top panel). On all maps, colors represent t-score scales as
indicated by the legends. In study 1, all t-scores are at FWE-corrected level (po0.05). In studies 2–4, t-scores are color-coded from 3.1 uncorrected level (po0.001) to above
FWE-corrected level (po0.05).
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controlled with a video eye tracker, fixation window of 21, Fig. 3a1). As
a result, this study involved a larger disparity range than those
manipulated in Durand et al. (2007). Posterior and medial to the
intraparietal sulcus, the upper most medial portion of area V6A
selectively encodes visual objects presented in the near peripersonal
space (not shown). Within the intraparietal sulcus (IPS), a selective
coding for near peripersonal space can be seen in ventral intraparietal
area VIP (Fig. 3b1, red to yellow), matching Bremmer et al. (2013).
Interestingly, this selective near space representation does not encom-
pass the entire VIP, but nicely coincides with the VIP visuo-tactile
convergence patches as identified with full strength tangential moving
bars and full strength airpuff tactile stimulations to the perioral skin
(Fig. 3b2, Guipponi et al., 2013a). Note that none of these two
experimental contexts (Fig. 3b1, far versus near space stimulation;
Fig. 3b2, visual and tactile convergence as identified from full strength
sensory stimulations) lead to lateral bank LIP activations, indicating
that our observations are not confounded by microsaccades, nor to
medial bank activations, indicating that our observations are not
confounded by blinks (Guipponi et al., 2014). In comparison, the
fundal cortex surrounding these patches appears to equally represent
near and far spaces (Fig. 3b1, white) and the posterior medial
intraparietal bank as well as a large extent of the lateral intraparietal
bank preferentially represents far space (Fig. 3b1, blue). Overall, this
fMRI study captures the extent of parietal cortex dedicated to near
space and far space processing. It highlights the fact that there is
actually a strong overlap between the near and far space encoding
networks. These overlapping representations are possibly at the origin
of the construction of a unitary perceived space representation.
However, how this is precisely achieved is yet unclear. A precise
analysis of how vergence signals interact with disparity signals for
space representation can potentially shed light of this question as
well as account for the apparent partial discrepancy between these
fMRI observations in the lateral and medial banks and the above
cited single cell recording studies.

In humans, Quinlan and Culham (2007) show a strong over-
representation of peripersonal space in the dorsal parieto-occipital
sulcus (dPOS), in a region possibly corresponding to the human
homolog of area V6A (Pitzalis et al., 2013). In this study, subjects
viewed looming and receding moving visual stimuli presented
close to their face (moving in the range of 13–17 cm from the face),
at an intermediate distance from their face (moving in the range of
33–43 cm from the face) or far away (moving in the range of
73–95 cm from the face). In dPOS, BOLD contrast increased for closer
stimuli. Interestingly, this was not the case in the putative hVIP, which
was activated by moving stimuli irrespectively of their distance from
the face. This suggests that while near space representation in dPOS
strongly relies onto vergence signals, the VIP neurons might actually
rely on the combination of several depth cues, including disparity, as
described by Bremmer et al. (1997, 2013) and in our fMRI study on
near and far space representations.

Overall, while there is clearly a growing understanding of
how near and far spaces are encoded in the parietal cortex, we
are still missing a systematic fine grained parametric analysis of
how oculomotor vergence and sensory disparity signals interact,
in a spatial range encompassing extremely close visual stimuli
and far away an reachable stimuli, applied to the entire parietal
cortex at the same time. Likewise, it would be interesting to
further understand how higher level cues interact with ver-
gence and disparity signals to construct a representation of
space. Durand et al. (2007) have used such an approach to
explore how objects are encoded in 3D. A similar approach
could be extended to the analysis of space representation at
large. Our ongoing Cléry et al. is an initial step in this direction.
In particular, it would be of high interest to substantiate the
notion of “gap zone” functionally delimiting far space from
peripersonal space.

2.2. Contribution of the premotor and prefrontal cortex to the coding
of near peripersonal and far extrapersonal space (Fig. 2a)

Similarly to what has been described in the parietal cortex,
several premotor and prefrontal cortical regions demonstrate a
preferential coding for near peripersonal space. As discussed pre-
viously, post-arcuate lesions to area 6, including areas F4 and F5,
result in a severe contralateral visual neglect, limited to periperso-
nal space. Correlating with these observations, the neurons of area
F4 essentially represent visual objects located in the peripersonal
space (Rizzolatti et al., 1981; Gentilucci et al., 1988; Graziano et al.,
1994; Gross and Graziano, 1995; Fogassi et al., 1996). Specifically,
these neurons can be divided into pericutaneous neurons (54%),
responding to visual stimuli presented in the close vicinity (a few
centimeters) of the skin and distant peripersonal neurons (46%),
responding to visual stimuli presented at a distance from the skin,
within the animal's reaching distance (Rizzolatti et al., 1981).
Interestingly, the visual receptive fields of these neurons are inde-
pendent of the position of the eyes or the body and remain anchored
to a specific body part. For example, a neuron responding to a visual
object presented close to the right hand when the arm is stretched
away from the body will continue to respond to a visual stimulus
presented close to the right hand even if the arm is held close to the
chest, (Graziano et al., 1994; Fogassi et al., 1996; Gentilucci et al.,
1983). These neurons essentially represent the near peripersonal
space around the face and the arms (for review, Rizzolatti et al., 1997,
2002). Adjacent area F5, along the inferior branch of the arcuate
sulcus, contains highly overlapping movement representations of the
hand and mouth, as revealed by electric stimulation studies
(Rizzolatti et al., 1988; Hepp-Reymond et al., 1994). Accordingly, the
neurons of this premotor cortical region respond to hand-grasping
both in light and in dark and 50% of these neurons additionally
presentation 3D graspable visual objects (Murata et al., 1997;
Rizzolatti et al., 1988; Raos et al., 2006). These F5 neurons called
“canonical” neurons have a visual selectivity that matches their
motor selectivity, responding best to the object that calls for their
preferred hand-grasping configuration (Murata et al., 1997; Raos
et al., 2006). Following the inactivation of F5, the hand shaping that
relies on the visual properties of the object to be grasped is disrupted
(Fogassi et al., 2001). In relation with the scope of the present review,
the visual response of F5 neurons is selective of near peripersonal
space though their response mostly relies on whether the viewed
object is graspable or not (operational quality) rather than on their
distance from the body (Bonini et al., 2014). In the peri-arcuate cortex
facing area F4, across the arcuate sulcus, the neurons of the frontal
eye field (FEF, area 8) are also modulated by the distance at which a
visual object is presented. Specifically, a prefrontal cortical region just
anterior to the saccadic FEF is modulated by eye vergence (Gamlin
and Yoon, 2000; Akao et al., 2005; Alkan et al., 2011). In addition, the
FEF neurons are modulated by binocular disparity (Ferraina et al.,
2000). However, none of these studies on pre-arcuate cortex func-
tions highlight a preferential encoding of near or far extrapersonal
space, in contrast with the description of a more pronounced visual
neglect in the far extra-personal space following a lesion of this pre-
arcuate cortex than in near peripersonal space (Rizzolatti et al., 1983)
(Fig. 2a).

The same monkey fMRI study as cited above (Cléry et al., ongoing
work, Fig. 3, horizontal panel 1) provides additional information on
near and far space representation around the arcuate sulcus (Fig. 3c1).
Within the upper branch of the arcuate sulcus, we describe stronger
activations for near visual stimuli than for far visual stimuli including
the premotor convexity (dorsal premotor areas F2 and F7, Fig. 3c1,
red), and the prefrontal dorsal convexity (the medial portion of the
FEF and area 46p, Fig. 3c1, red). A clear bilateral activation selective to
the near visual space stimulation at the exclusion of the far space
stimulation can be seen in area F7, at a location compatible with the
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supplementary eye field SEF (not shown). The SEF is described to
encode oculomotor information in a diversity of frames of references,
ranging from eye- to head- to space/body (Martinez-Trujillo et al.,
2004) to object-centered frame of reference (Olson and Gettner, 1995;
Olson, 2003). Vergence-related activations have been described in the
SEF (Alkan et al., 2011), these activation being stronger for predictive
vergence than random vergence (Alvarez et al., 2010) behavior. But to
our knowledge, the specific contribution of this area to near space
processing has not been documented yet. A second bilateral activation
specific to the disparity induced by near visual space stimulation can
be seen on the posterior bank of the arcuate sulcus, across from the
FEF, at a location compatible with F4 (Fig. 3c1, red). This postarcuate
preferential near space representation is surrounded by cortex that
equally represents near and far spaces (Fig. 3c1, white). In comparison,
a preferential far space representation is observed at the tip of the
lower branch of the arcuate sulcus, the inferior premotor convexity
(lateral F5), as well as the prefrontal ventral convexity (Fig. 3c1, blue).

3. Multimodal peripersonal space representations

As discussed in Section 1, peripersonal space corresponds to
the space that surrounds our body at the frontier with our skin.
Bimodal visuo-tactile neurons responding both to tactile stimula-
tions to the skin and to visual stimulations in the near space are
suggested to be at the origin of this peripersonal space represen-
tation, as reviewed by others (Brozzoli et al., 2012; Làdavas and
Farnè, 2004). A parieto-premotor network appears to play a crucial
role in this peripersonal space representation. Indeed, amongst the
several cortical areas discussed above as having an enhanced
representation of peripersonal space, only few have neurons with
these specific response properties underlined above. Peripersonal
neurons firing both when a tactile stimulus is delivered to the
animal's skin and when a visual stimulus is presented in the space
near the part of the body where the tactile field is located can be
found in two key parietal cortical areas. First, in the ventral
intraparietal area VIP, which is a site of audio-visuo-tactile con-
vergence in both humans (Bremmer et al., 2001) and non-human
primates (Colby et al., 1993; Duhamel et al., 1998; Guipponi et al.,
2013a), as well as a site of multisensory integration (Avillac et al.,
2004, 2005, 2007). VIP neurons encode visual information in a
gradient of eye- to head- frame of reference (Duhamel et al., 1997;
Avillac et al., 2005), while tactile stimuli are encoded in a stable,
unique head-centered frame of reference (Avillac et al., 2005). As a
result, in a fraction of VIP neurons, the visual and tactile receptive
fields spatially match irrespectively of eye position. For the
remaining neurons, the relationship between the visual and tactile
receptive fields depended on gaze direction. Visuo-tactile neurons
can also be found in parietal area 7b. This area presents a coarse
somatotopic organization, with a face representation on the upper
inferior parietal convexity, at the border with area 7a. Lateral,
along the inferior parietal convexity, and adjacent to this face
representation comes an arm and hand followed by a foot
representation (Hyvärinen and Shelepin, 1979; Hyvärinen, 1981;
Robinson and Burton, 1980). In the face and arm region of 7b,
about 33% of the cells are described as bimodal, their visual
receptive fields spatially matching their tactile receptive fields
(Hyvärinen and Poranen, 1974; Hyvärinen and Shelepin, 1979;
Hyvärinen, 1981; Leinonen et al., 1979; Leinonen and Nyman,
1979). Peripersonal neurons can also be found in the premotor
cortex, both in areas F4 and F5, in rostral area 6 (Gentilucci et al.,
1988; Rizzolatti et al., 1988; Graziano et al., 1994; Gross and
Graziano, 1995; Fogassi et al., 1996). This multisensory conver-
gence in ventral premotor cortex is also observed in humans
(Bremmer et al., 2001), corroborating the somatosensory neglect
observed following premotor area 6 lesions (Rizzolatti et al., 1983).

In addition to their bimodal visuo-tactile response selectivities,
the ventral premotor cortex F4 and F5 and the parietal areas VIP
and 7b share important functional characteristics in relation with
space and self-motion processing. For example, both premotor
areas F4 and F5 (in humans, Bremmer et al., 2001; in monkeys,
Fig. 3c2, Guipponi et al., 2013b) and parietal area VIP (in humans,
Bremmer et al., 2001; in monkeys, Bremmer et al., 1999, 2000,
2002a; Guipponi et al., 2013a) are activated by large field optic
flow stimulations eliciting a percept of relative motion of the
subject with respect to the surrounding environment. Area VIP is
activated by vestibular stimulations, contributing to the representa-
tion of the subject's displacement in its environment (Chen et al.,
2011a, 2011b, 2013; Bremmer et al., 2002b; Akbarian et al., 1993).
Vestibular projections to premotor cortex are also described, though
they appear to be restricted, to the monkey area 6pa, coinciding
with area F5 (Akbarian et al., 1993, 1994). Last, the tactile receptive
fields of both cortical regions preferentially represent the face and
more so the peri-oral region of the face or the arm and hand. Face
representation is more marked in areas VIP (Colby et al., 1993;
Duhamel et al., 1998) and F4 (Graziano et al., 1994, 1997; Fogassi
et al., 1996; Gentilucci et al., 1983) while arm representation is more
marked in areas 7b (Hyvärinen and Shelepin, 1979; Hyvärinen,
1981; Robinson and Burton, 1980) and F5 (Murata et al., 1997;
Rizzolatti et al., 1988; Rizzolatti and Luppino, 2001; Raos et al.,
2006). As a result, two distinct functional circuits subserving
peripersonal space representation can be distinguished, as des-
cribed below.

4. Distinct, but functionally coupled VIP head-centered and F4
arm-centered peripersonal spaces

The first peripersonal space representation circuit is formed by
parietal area VIP and premotor area F4 (Fig. 2b, Rizzolatti and
Luppino, 2001; Matelli and Luppino, 2001). Importantly, in spite of
their strong anatomical connections and functional homologies, a
key functional difference needs to be highlighted between these
two cortical regions. The visual information in F4 is anchored to the
limbs. As a result, both the tactile and the visual receptive fields of
F4 neurons match each other, irrespectively of eye position and the
location of the object in space (Graziano et al., 1994). As discussed
above, in area VIP, visual and tactile information matches for a
significant fraction of VIP neurons, essentially representing the near
space around the face and head. For the remaining neurons, the
spatial position of the VIP visual receptive fields is influenced by
the gaze (Duhamel et al., 1997; Avillac et al., 2005). The tactile and
visual receptive fields match is essentially described for VIP neurons
representing the peripersonal space around the head (Duhamel
et al., 1997). As a result, F4 visual information is anchored onto the
arm/hand while in VIP, visual information is anchored to the head
(Fig. 4). Interestingly, a recent study (Chen et al., 2014) describes
that, under large-field, multi-patch, random-dot motion visual
stimulations, virtually all VIP neurons represented visual informa-
tion in an eye centered and not in a head centered frame of
reference. This contrasts with the seminal Duhamel et al. (1997)
observations, suggesting that the spatial reference frames of visual
responses in VIP may depend on the visual stimulation conditions, i.
e. on the ongoing sensory context, thus hinting towards a context-
dependent, dynamic space representation

4.1. Defense, avoidance and margin of safety around the body

The VIP-F4 network thus processes all the necessary information
to bind together the localization of objects around our body, and
specifically around the head, with actions towards these objects.
Specifically, VIP represents the relative movement between the
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environment or its sub-elements and the subject's the body, while it
does not encode the 3D structure of objects in the vicinity of the
body (Durand et al., 2007). This contrasts with adjacent anterior
intraparietal area AIP, whose neurons discharge during the fixation
of graspable objects, during their grasping both in light and in dark
(Sakata and Taira, 1994; Murata et al., 2000), as well as to the fine
3D structure of close by graspable objects (Durand et al., 2007).
As a result, one can hypothesize that VIP's function is more about
perceiving and locating objects in space than providing F4 with
information about how to grasp them. In this context, electrical
microstimulation studies provide insight about a possible functional
role of this parieto-premotor VIP-F4 network. Specifically, the elec-
trical microstimulation of area VIP produces eye blinking and squint-
ing (this in spite of the fact that spontaneous eye blinks do not
activate fundal IPS, Guipponi et al., 2014), ear folding back against the
head and shoulder shrugging (Thier and Andersen, 1998), as well as
lifting the upper lip in a face grimace, the retraction of the face from
the contralateral side of space and the lifting of the contralateral
arm and movement of the hand into lateral or upper lateral space
(Cooke and Graziano, 2003; Graziano et al., 2005; Stepniewska et al.,
2005), a movement repertoire that is also observed following air puffs
delivered to the face (Cooke and Graziano, 2003; Graziano and Cooke,
2006). In F4, at sites with visual and tactile receptive fields encoding
peripersonal space close to the head, a similar motor repertoire as
that observed in VIP is also elicited by electrical microstimulations
(Cooke and Graziano, 2004; Graziano et al., 2002; Graziano and
Cooke, 2006). At sites with visual and tactile receptive fields encoding
peripersonal space close to the arm or hand, fast withdrawal of the
hand to a protective posture behind the back is elicited (Cooke and
Graziano, 2004; Graziano et al., 2002; Graziano and Cooke, 2006).
However, mirroring the distinct functional response properties of
these two regions, distinct contributions of area VIP and area F4 to
defense and avoidance seem to co-exist, as highlighted by the
comparative electrical microstimulation study performed by Cooke
and Graziano (2004), Graziano et al. (2002) and Graziano and Cooke
(2006). While the above described motor repertoire could be elicited
from the premotor cortex with thresholds as low as 20 mA, both in the
awake and anesthetized monkey, in the parietal cortex, current
intensities of 100 mA or more had to be used and the frequency and

amplitude of this motor repertoire were greatly reduced by anesthesia.
Another important difference needs to be highlighted. The electrical
microstimulation of F4 systematically disrupts ongoing behavior
(by the above described motor repertoire), but this ongoing behavior
is abruptly resumed when the stimulation is interrupted. In VIP, the
evoked defensive repertoire often diminishes over repeated electrical
stimulation trials, indicating an adaptation to the stimulation. In
addition, the complex movement pattern generated by the stimula-
tion continues after the end of the stimulation (i.e. the monkey does
not abruptly resumes the behavior it was performing prior to the
stimulation), possibly indicating that the percept at the origin of the
motor response is still active (Graziano and Cooke, 2006). Overall,
these observations suggest a contribution of this VIP-F4 network to
defense and obstacle avoidance behavior, the parietal pole of this
network being more involved in the construction of a perception of
the environment anchored to the head, and the premotor pole being
more involved in the production of reflexive, rapid, complex defen-
sive motor patterns aimed at protecting the body by producing
defensive (e.g. closing of the eye lid, lifting the arm/hand in front of
the head) or avoidance responses (moving the head away to the side,
retrieving the arm and placing it behind the back). In other words,
this network is proposed to sub-serve the representation and
protection of near peripersonal space or safety margin around the
body, with a specific emphasis on two vulnerable body parts, the
head and the arm/hand unit (Fig. 5, Graziano and Cooke, 2006).

4.2. Looming stimuli and the dynamic intrusion into the peri-
personal safety margin

When considering the concept of a safety margin, stable stimuli
close to our body (e.g. a tree, a cup) do not have the same ecological
significance as dynamic stimuli looming towards us. Indeed, looming
stimuli are potentially more dangerous than other visual stimuli,
including dynamic stimuli with no predicted impact to the body.
Think in this respect of a predator or an aggressive conspecific
jumping on us, or of a branch coming onto us at high speed. Such
looming stimuli are known to trigger stereotyped defense responses
(in monkeys: Schiff et al., 1962; in human infant: Ball and Tronick,
1971). Interestingly, threatening looming stimuli are perceived as

Fig. 4. Head and arm/hand peripersonal spaces have a privileged representation as
compared to the rest of the body.

Fig. 5. The boundary between far and near space representations is plastic and
dynamic, under the influence of a variety of endogenous and exogenous factors.
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having a shorter time-to-impact latency as compared to non-
threatening objects moving at the same objective speed (Vagnoni
et al., 2012). In a recent study (Ben Hamed et al., 2013), we show that
tactile sensitivity is enhanced at the predicted location and predicted
time of impact of a looming visual stimulus to the face as compared to
1) baseline tactile sensitivity (average increase in d0 ¼0.44, n¼10,
po0.01 at corrected level), 2) the tactile sensitivity observed when
the looming stimulus is temporally predictive but not spatially
predictive (average increase in d0 ¼0.25, n¼10, po0.01 at corrected
level), and 3) the tactile sensitivity observed when the looming
stimulus is spatially predictive but presented during the looming
stimulus rather than at its expected time of impact (average increase
in d0 ¼0.20, n¼10, po0.05 at corrected level). Tactile perception is
also enhanced as compared to baseline tactile sensitivity when the
looming stimulus brushes past the face without however predicting
an impact to the face (average increase in d0 ¼0.75, n¼10, po0.001).
This suggests a cross-modal processing of visual stimuli potentially
impacting the face.

Interestingly, and in direct relation with these observations, the
visual response occasionally observed in parietal tactile neurons
(and more generally in bimodal visuo-tactile neurons) was initially
interpreted as an “anticipatory activation”, predictive of touch in the
corresponding skin (Hyvärinen and Poranen, 1974). Amongst the
several areas discussed above as hosting bimodal neurons, the
selectivity of VIP and F4 neurons appears as optimally tuned for
the detection of dynamic looming visual stimuli (Colby et al., 1993;
Bremmer et al., 2002a, 2002b; Rizzolatti et al., 1981; Graziano
et al., 1997), corroborating their possible role in the definition of a
border-of-self safety zone. Accordingly, in a recent non-human
primate fMRI experiment (Fig. 3, horizontal panels 3 and 4, Cléry
et al., 2013, 2014), we present low luminosity looming stimuli
predicting an impact to the face while monkeys fixated a central
fixation point. These degraded visual looming stimuli were either
presented on their own, or in conjunction with a very weak tactile
stimulus (air puff), either in temporal coincidence with the looming
visual stimuli (Fig. 3, horizontal panel 4) or in temporal offset, such
that the visual stimuli are actually predicting the tactile stimuli
(which are thus presented at the predicted time of impact of the
looming stimulus to the face, Fig. 3, horizontal panel 3). This
experiment is designed to identify the cortical sites that are
maximally activated by the predictive bimodal stimuli. These
robustly include striate and extrastriate visual cortical sites (not
shown). Areas VIP (Fig. 3b3) and F4 (Fig. 3b3) are also robustly
activated, bilaterally. Most importantly, these activations are sys-
tematically significantly higher when the looming stimulus is pre-
dictive of the tactile stimulus than when these two stimuli are
presented simultaneously, a condition which hardly elicits any
parietal (Fig. 3b4) or periarcuate activation (Fig. 3b4). Overall, these
observations indicate that the peripersonal defense network
described above is also involved in the prediction of intrusive
impact prediction to the body. In addition, they strongly suggest
that this parietal premotor VIP-F4 network most probably belongs
to a larger functional network involving lower level visual areas.

4.3. The parieto-premotor VIP-F4 network and social cognition

Ishida et al. (2010) describe, in parietal area VIP, “body-matching
neurons” that respond to visual stimuli presented near a specific
body part of the monkey being recorded from (as classically
described), but also to visual stimuli presented near the correspond-
ing body part of the human experimenter. The response of the
majority of these neurons depends on the position of the experi-
menter with respect to the monkey, though some of them are, to a
certain extent, independent of this spatial relationship between the
monkey and the observed experimenter. In humans, a shared
representation for the space near oneself and near others has

recently been described by Brozzoli et al. (2013). This suggests that,
at minimum, the parietal node of the discussed parieto-premotor
VIP-F4 network possibly contributes to the construction of both a
representation of one own's body and of the body of others. This is
to be contrasted with the description of the representation of others'
actions in the parieto-premotor network for action described below.

In conclusion, as stated above, the peripersonal representation
subserved by this parieto-premotor network, though serving the
definition of a safety body margin contributing the definition of
self (as a whole) with respect to the external world, over-
represents two vulnerable body parts, namely the head and the
arm/hand unit (Figs. 2 and 3). This network is tightly associated
with defensive behavior, protecting the body margin from external
aggression, and the prediction of intrusive impact to the body.
Because of these specific properties, we predict that the periper-
sonal space representation subserved by this functional network
dynamically adjusts to the general emotional and social context
the subject is experiencing (see discussion below).

5. The parieto-premotor network for action

The second circuit is formed by parietal areas AIP and 7b and
premotor area F5 (Fig. 2b). As will be detailed below, while areas
7b and F5 share sensory visual and tactile properties as well as
motor hand-related properties subserving their central role in
grasp planning and execution within a motor peripersonal space
defined as the reachable space (see Sections 2.2 and 3), area AIP
does not appear to contribute to peripersonal space representation
per se (though it does represent 3D objects structure and thus
possibly contributes to the definition of the motor affordances of
objects; see Section 2.1). However, given the strong anatomical
connections and otherwise functional homologies between these
three cortical regions (Matelli and Luppino, 2001; Rizzolatti and
Luppino, 2001), the contribution of areas F5 and 7b to grasping in
peripersonal space cannot be discussed without also discussing
the contribution of area AIP to this network.

5.1. Grasping

The second parieto-premotor network is formed by parietal
areas 7b and AIP (not that this latter cortical region is not described
to contain bimodal visuo-tactile neurons), and premotor area F5
(Fig. 2b, Rizzolatti and Luppino, 2001; Matelli and Luppino, 2001;
Rizzolatti and Matelli, 2003). It is functionally specialized in the
visuomotor transformation that subserves the grasping of objects
in our environment, i.e. the online adjustment of the hand and
finger configuration for a secured interaction with the objects. The
neurons of area AIP can be classified into three different categories
(see Sakata and Taira (1994) and Murata et al. (2000)). “Visual-
dominant” neurons discharge during object fixation and when this
object is grasped in light, but not in dark. “Visual-and-motor”
neurons discharge during grasping both in light and in dark, but
their response is higher when the grasped object is visible. These
neurons also respond to the mere presentation of a graspable object.
“Motor-dominant” neurons discharge during grasping whether in
dark or in light but are not responsive to the presentation of an
object. A specific coding for the 3D structure of objects is also
described in this region (Durand et al., 2007). The reversible
inactivation of this cortical region induces an inability for the
monkey to correctly shape its hand and finger to grasp the presented
object (Gallese et al., 1994). A high proportion of area 7b neurons
respond not only to visual and tactile stimulations but also to motor
activity (Hyvärinen, 1981; Hyvärinen and Poranen, 1974; Hyvärinen
and Shelepin, 1979; Leinonen, 1980; Leinonen et al., 1979; Leinonen
and Nyman, 1979; Robinson et al., 1978). These neurons respond for
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simple actions (e.g. grasping a specific object) as well as to complex
sequences of actions, though differently (e.g. grasp to bring to the
mouth, Fogassi et al., 2005; Fogassi and Luppino, 2005). Last, as is
the case for AIP neurons, 20% of area F5 neurons discharge in
response to the visual presentation of 3D objects (Murata et al.,
1997). The so-called canonical neurons are selectively activated by
the vision of objects of a specific size, shape and orientation. Their
visual specificity matches their motor specificity and their visual
response is independent of whether an action is being planned or
performed towards the object or not (Murata et al., 1997). Its
inactivation leads to deficit similar to the one observed following
AIP inactivations (Fogassi et al., 2001).

5.2. Objects, one's action and others' actions

The monkey ventral premotor visuomotor neurons of area F5 are
classically subdivided into two categories of neurons. “Canonical”
neurons, as described above, respond to visually presented objects
and to actions generated towards these objects, both in dark and in
light and are proposed to underlie visuomotor transformation for
grasping (Murata et al., 1997; Raos et al., 2006). “Mirror” neurons
respond during both the generation of an action and the observa-
tion of someone else performing the same action, and are proposed
to play a role in action understanding (Gallese et al., 1996; Rizzolatti
et al., 1996; Rizzolatti and Matelli, 2003; Rizzolatti and Fogassi,
2014). In a recent study, Bonini et al. (2014) show that neurons with
canonical and mirror properties are often present at the same
cortical sites. A subset of F5 neurons actually share both canonical
and mirror properties (canonical-mirror neurons). In addition, the
authors show that responses of canonical and canonical-mirror
neurons to the presentation of graspable objects typically require
the stimulus to be in peripersonal space. In other words, these
neurons require the grasping action called for by the object to be
feasible. In contrast, the action observation responses of mirror and
canonical-mirror neurons are present irrespectively of whether the
observed action is performed in the peripersonal or in the extra-
personal space. As a result, in this cortical region, space constrained
responses to objects mostly rely on an action possibility rather than
actual distance from the body. Interestingly, mirror-neurons can
also be found in parietal area 7b (Fogassi et al., 2005; Fogassi and
Luppino, 2005). These neurons, like the “canonical” 7b neurons,
respond differentially to simple acts and to complex goal-directed
sequences of acts specifying an action. Fogassi et al. suggest that
these neurons not only code the observed act but also the intention
of the agent when performing the whole sequence specifying the
action. A further comparison between the properties of parietal 7b
and premotor F5 mirror neurons suggests that the inferior parietal
cortex plays an important role in the organization of natural
ecological actions (Bonini et al., 2010). Because of these specific
properties, we do not expect this functional network to be dyna-
mically adjusts to the general emotional and social context the
subject is experiencing. Rather, in addition to its dependence of its
responses on whether an object is graspable, we predict a dynami-
cal adjustment of these responses to the emotional and social
nature of the object to be grasped (e.g. graspable object on fire,
see discussion below).

6. Plastic AND dynamic peripersonal space representations

All throughout this review, we have considered peripersonal
space as a static functional representation, determined by fixed
body constraints such as the within reach space around the body or
around the head. However, there is an ever growing body of
evidence that peripersonal space should rather be considered as
extremely dynamic and rapidly adjusting to both endogenous and

exogenous factors (Fig. 5). Here, we distinguish two types of changes
in peripersonal space representation. Plastic changes are defined
as changes that occur following training or learning. In contrast,
dynamic changes are defined as abrupt changes due to a correlated
change in the environment or in the internal state of the individual.
These two types of changes are expected to be mediated by different
mechanisms (see below). Whenever monkey driven evidence is
available, this will be discussed in priority (Section 6.1). In the
absence of such experimental evidence, human data will be put
forward, in order to stimulate future research on the neural bases of
peripersonal space plasticity and dynamics in the non-human
primate.

6.1. Action-dependence

Near space is not rigidly defined by the space at hand-reaching
distance. Far space can indeed become included in near periper-
sonal space when subjects manipulate tools that allow them to act
in a larger space around their body (Farnè and Làdavas, 2000; Berti
and Frassinetti, 2000). This tool incorporation into the body schema
and the correlated plastic expansion of peripersonal space represen-
tation cannot be solely based on the passive perceptual observation
of the tool in the hand, but requires active repeated use of the tool to
reach objects in far space (Farnè et al., 2005). This tool remapping of
peripersonal space has been reviewed by several authors and is
beyond the scope of the present work (Maravita et al., 2003;
Maravita and Iriki, 2004; Làdavas and Serino, 2008; Cardinali et al.,
2009; Makin et al., 2012; Brown and Goodale, 2013; Brozzoli et al.,
2014; but see Holmes (2012)). We would just like to highlight here
the fact that training, i.e., repeated action, appears to be important
for tool remapping to take place, though this training does not need
to be long in order to produce measurable effects on peripersonal
space representation (Maravita et al., 2002; Sengül et al., 2012).
Overall this suggests that tool remapping of peripersonal space relies
on motor knowledge (Brown and Goodale, 2013). This is supported,
amongst, other evidence, by the fact that peripersonal space repre-
sentation dynamically adapts to the action the subject is actually
performing (e.g. a reach versus a grasping movement, Brozzoli et al.,
2010). In a set of monkey electrophysiological recording studies, Iriki
et al. elegantly explore the neural bases of tool remapping of
peripersonal space. In particular, they describe bimodal neurons, in
the medial anterior intraparietal sulcus and in the post-central gyrus,
whose visual receptive fields expand following tool use training so as
to encompass the tool in addition to the hand or arm (Iriki et al.,
1996; Maravita and Iriki, 2004). This was the case for both “distal”
cells, whose tactile receptive field was on the skin of the hand, and
“proximal” cells, whose tactile receptive field was on the skin of the
shoulder. Importantly, these changes required active tool use. Using
positron emission tomography (PET), Obayashi et al. (2001) further
describe the activation, at the cortical level, of the pre-supplementary
motor area and the premotor cortex at locations matching F4 and F5
areas discussed above. The increased corticocortical afferents to the
intraparietal sulcus (Hihara et al., 2006) and the increased expression
of neuronal plasticity markers in this cortical region (Ishibashi et al.,
2002a, 2002b) following the learning of tool-use but not following its
execution confirm that training on tool-use activates parietal neuro-
nal plasticity mechanisms.

However, there is yet more to action-dependent plasticity of
peripersonal space. For example, Lourenco and Longo (2009) show
that changing the arm-related prioprioceptive signals by wearing
weights to the wrists results in a contraction of peripersonal space,
indicating that peripersonal space does not exclusively rely on
visuo-motor interactions, and supporting the idea of a functional
link between peripersonal space representation and body schema
(Cardinali et al., 2009). For example, Bassolino et al. (2010) show
that an extension of peripersonal space can be achieved not only
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by using a solid tools acting onto the far space environment, but
also with a tool that acts onto far space without being physically
connected to it (e.g. a mouse). This suggests that the driving
information in tool-use remapping might actually be the percep-
tual resultant of the action onto far space rather than the action
itself. In addition, the authors show that the subject's peripersonal
space representation adjusts to whether the subjects are manip-
ulating the mouse or not, suggesting that there is no such thing as
a “near space” representation but rather, that it is dynamical in
essence, constantly incorporating sensory, motor and higher-order
elements (see below) in time.

6.2. Inferred sensations

In most daily life situations, visual stimuli are physically per-
ceived and analyzed with respect to our self. However, some
artificial situations lead us to infer the presence of a visual stimulus
close to our body. For example, when facing a mirror, we see a visual
image of our body projected somewhere in extrapersonal space. A
visual stimulus seen through the mirror as close to our body will be
referred to a real stimulus close to our actual body, though this
stimulus is physically perceived in far space, and will be incorpo-
rated into our peripersonal space representation (Maravita et al.,
2000; Holmes and Spence, 2006). To our knowledge, there is a
unique experimental account of the putative neural bases of this
mirror inferential effect. Iriki et al. (2001) show that the bimodal
visuo-tactile neurons in the lateral anterior intraparietal cortex of
the monkey respond both when a visual stimulus is presented
within their visual receptive field close to the body, or when the
animals viewed a video in which a visual stimulus is presented
closed to their filmed body, at a location matching their visual
receptive field. Another example is the case of body shadow. Several
experiments suggest that the space round our body shadow is
partially remapped as peripersonal space (Pavani and Castiello,
2004; Bonfiglioli et al., 2004; Galfano and Pavani, 2005). This ability
to extend peripersonal space representation to other spaces refer-
ring to the body is proposed to serve defense and protective
behaviors. Think of yourself drinking at a water pound, in the
savanna, on the watch for any predator ready to jump on you. Both
a change in the visual information from the water reflection and the
body shadow limits are strong indicators of danger. However, the
neural bases of such inferred peripersonal space are still scarce.

6.3. Positional interactions

Head and arm peripersonal spaces are often considered as
independent spaces; however, recent evidence suggests that
depending on the relative position of one with respect to the
other, these peripersonal spaces can actually interact and merge.
Sambo et al. (2012a) show that the hand blink reflex that is elicited
by an electrical stimulation of the median nerve is dramatically
increased when the hand is placed within the face peripersonal
space. The authors suggest that this is due to a top down
modulation exerted by the VIP-F4 parieto-motor network and
having as effect to change the response thresholds of the medial
nerve. Interestingly, the eye blink reflex that is elicited by an
electrical stimulation of the trigeminal nerve is not affected by the
proximity of the hand to the face, suggesting that the hand is being
incorporated into the head peripersonal space and not the reverse.
In addition, the hand blink reflex is highly dependent onto
cognitive expectations and inferences. Indeed, it is enhanced only
when participants expect to receive stimuli on the hand (placed
close to the face, Sambo et al., 2012b). Last, this enhancement is
abolished when a thin wooden screen is placed between the
participants' face and their hand, creating a virtual separation
between the face and hand peripersonal space representations.

Again, the neural bases of such positional interaction in periper-
sonal spaces are scarce.

6.4. Social and emotional plasticity of peripersonal space

Last, several higher-order variables have been described to
dynamically influence perceptual processes and the representation
of peripersonal space. For example, Markman and Brendl (2005)
demonstrate an interaction between word valence (positive words
and negative words) and the representation of self, whereby
subjects are faster at pulling a lever than at pushing it when
presented with a positive word and faster at pushing than pulling
when presented with a negative word. Likewise, positive objects
induce an extension of the peripersonal space, such that they are
perceived closer to the body than neutral or negative objects, as if
they were included in the peripersonal space (Valls-Solé et al.,
1997). As a result, the nature of the action one is performing is not
only important in the definition of peripersonal space (Brozzoli
et al., 2010), but also the emotional valence of the target as well as
the emotional consequences of the actions. This is all the more
marked in the context of social interactions (Teneggi et al., 2013).
Indeed, Teneggi et al. (2013) describe that our peripersonal space is
smaller when we are facing another individual standing in far space,
as compared to when we are facing a mannequin placed at the same
location. Importantly, the peripersonal boundary changes as a func-
tion of the social experience we are having with the individual facing
us. Teneggi et al. show that, following an economic game, periperso-
nal space boundaries between our self and the other individual
merge, but only if this person behaved cooperatively. Overall, this
indicates a link between low-level sensorimotor processing shaping a
core peripersonal space representation and high-level social and
emotional cues dynamically adjusting this core representation. This
type of dynamic adjustment of peripersonal space is proposed to
serve defense and protective behaviors. Corroborating this putative
function of peripersonal space dynamics induced by emotions,
claustrophobic fear is positively correlated with a larger peripersonal
space (Lourenco et al., 2011). These observations suggest that the
enlarged peripersonal space might actually be at the origin of
claustrophobia, anxiety to enclosed spaces and physically restrictive
situations arising from the higher rate of objects and agents per-
ceived as intruding into these subjects' peripersonal space.

7. Putative mechanisms subserving dynamic peripersonal
space representations

7.1. Domain specific social and emotional dynamics in the processing
of peripersonal space

As described in Section 6.1, action-dependent changes in peri-
personal space representation is proposed to essentially involve the
core 7b-AIP-F5 parieto-premotor network (and possibly other func-
tionally coupled cortical and subcortical regions). A major property of
this functional network is the dependence of its visual responses to
the operational quality of the presented objects, i.e. to whether they
are graspable or not. Emotional and social cues can alter the grasp-
ability of an object. For example, a graspable object on fire is no more
graspable. Likewise, in the presence of a dominant conspecific, a
graspable apple may become ungraspable for social peace motivations.
As a result, we predict that the peripersonal space representation
subserved by this functional network will dynamical adjust to the
emotional and social nature of the object to be grasped. In contrast, we
propose that the positional and inferential changes in peripersonal
space representation described in Sections 6.2 and 6.3 essentially
involve the core VIP-F4 parieto-premotor network, due to its central
role in the definition of a protective margin of self. Likewise, we expect
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this functional network to be involved in the dynamics in peripersonal
space representations following changes in the emotional and social
global context experienced by the subjects. This proposal does not
exclude functional interactions between these two networks (and
hence these two types of peripersonal spaces), as perception and
action are not independent cortical functions (for a review, Rizzolatti
and Matelli, 2003).

7.2. Plastic and dynamic

As stated in Section 6, plastic cortical changes are defined as
changes taking place following training or learning. In contrast,
dynamic changes are defined as abrupt changes in response to a
change in the environment or in the internal state of the individual.
Overall, peripersonal space appears to be not only plastic (Section 6.1),
that is to say affected by training and repeated exposure to a given
sensori-motor context, but also dynamic, that is capable of an instan-
taneous adjustment to the ongoing low-level (sensory and motor)
and higher order (inferential, emotional, social) context (Sections 6.2,
6.3 and 6.4). Several groups have provided important insights on the
neural basis of tool-induced plasticity in the non-human primate.
However, in the face of the growing number of neuropsychological
and psychological studies describing the dynamic properties of
peripersonal space representations in humans, non-human primate
studies describing its possible neural bases remain rare. Several
studies have characterized the dynamic changes in the visual recep-
tive fields of individual MT visual extrastriate (Womelsdorf et al.,
2006, 2008; Anton-Erxleben et al., 2007) and parietal cortex (Ben
Hamed et al., 1997, 2002) as a function of attention, demonstrating
the highly dynamic context-dependent nature of the visual space
representation. These attention-driven dynamic adjustments of how
individual cells represent visual information are proposed to allow
for an adjustment of spatial processing to the requirements of the
ongoing behavior, corroborating the psychophysical evidence for an
effect of attention on size and distance perception (Anton-Erxleben
et al., 2007, 2010; Anton-Erxleben and Carrasco, 2013; Wardak et al.,
2011). We propose that similar dynamic neuronal mechanisms
underlie the overt dynamic changes in peripersonal space representa-
tion described above and result from the weighted integration, by
local networks, of context-dependent incoming information (visual,
tactile, proprioceptive, attention, emotional, social, cognitive, motor,
etc.). Consequently, space representation dynamically is proposed to
change as a function of the nature of processed information, while the
unified space perception is proposed to be achieved via the fact that it
arises from stable cortical networks. Like it has been described for
attention (Buschman and Miller, 2007; Gregoriou et al., 2009, 2012),
long-range top-down synchronization mechanisms in the functional
networks highlighted above are expected to play a crucial role in the
continuous adjustment of the core peripersonal space representation
(as defined by low level cues) to the cognitive context. The periper-
sonal space dynamics induced by emotional and social situation are
expected to involve long-range synchronizationmechanisms between
these core functional networks and such structures as the amygdala
or the orbitofrontal cortex. Future experiments will allow to directly
test this hypothesis.
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The aim of this first axis of the thesis was to investigate the neural basis of impact 

prediction to the face and peripersonal space in non-human primates. The major question that 

we ask is: do the same regions contribute to multisensory convergence, to the prediction of the 

consequences of a looming visual stimulus onto tactile processing and to the construction of 

peripersonal space? 

The perceptual and physiological binding of two sensory inputs into the representation of 

a unique external source is subjected to some degree of temporal tolerance, resulting in the 

description of a multisensory temporal binding window (for review, see Wallace and Stevenson, 

2014), including when considering dynamic stimuli. Indeed, several studies demonstrate that 

the temporal coincidence (Sugita and Suzuki, 2003) and temporal correlation (Parise et al., 

2012) between a looming visual stimulus and a sound maximize audiovisual integration. 

However, though this type of binding is relevant for an accurate description of the outside 

world, it remains inaccurate if the dynamic stimuli are predicting an interaction with the body. 

In Chapter 1, we show that in this context, the dynamic visual stimuli predict delayed 

heteromodal consequences onto the tactile sensory modality and that the human brain 

predictively anticipates these effects by enhancing tactile processing and tactile sensitivity at 

the predicted time and location of the impact (Chapter 1, Cléry et al., 2015a).  

Some studies propose a general model for predictive neuronal processing that could be at 

the origin of the enhancement of tactile sensitivity during impact prediction. This model argues 

that phase resetting of ongoing neuronal oscillations by a given sensory input (looming visual), 

predictively prepares neurons to respond to a second sensory input (tactile) with a particular 

timing relationship with the first sensory input (Lakatos et al., 2005, 2007; Kayser et al., 2008; 
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van Atteveldt et al., 2014). What are the neural bases involved in these impact prediction 

mechanisms? 

In Chapter 2 we sought to characterize the functional network involved in the prediction 

of touch to the body, with a non-human primate study using the same stimuli. We identified a 

core occipito-parieto-premotor functional network that is maximally activated when the 

looming visual stimuli spatially and temporally predict the tactile stimulus. We propose that 

these activation subserve the enhanced tactile sensitivity observed at the predicted location and 

time of impact on the face in our psychophysical study (Chapter 1, Cléry et al., 2015a). This 

enhancement corresponds to visuo-tactile integration processes and spatial and temporal 

prediction cues processes (Avillac et al., 2004, 2007; Beauchamp et al., 2004; Beauchamp, 

2005b; Werner and Noppeney, 2011; Noppeney, 2012; Tyll et al., 2013). 

With this paper, we would like to propose to further enrich this BCI framework (Körding 

et al., 2007; Shams and Beierholm, 2010; Wozny et al., 2010; Parise et al., 2012; Rohe and 

Noppeney, 2015a, 2015b, 2016) with an additional dimension beyond fusion and segregation, 

namely delayed consequences (prediction). While area VIP has been shown to perform 

multisensory source fusion (Avillac et al., 2004, 2007), we suggest that this area also performs 

multisensory prediction, possibly through a gamma-band synchronization mechanism (Maier 

et al., 2008; van Atteveldt et al., 2014). 

Interestingly, the areas with maximal activations observed when the looming visual 

stimuli spatially and temporally predict the tactile stimulus, are those identified in a well-

characterized visuo-tactile convergence network, namely, the post-arcuate premotor cortex 

(specifically premotor zone PMz, a subsector of area F4), intraparietal cortex (specifically the 
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ventral intraparietal area VIP) and striate and extrastriate visual areas (Guipponi et al., 2013, 

2015). For the parieto-frontal network, in a context of multisensory prediction, the activations 

are more spread out and stronger than in a convergence context (Fig 3, Chapter 4). Therefore, 

this parieto-frontal network selectively involved in predicting impact to the face, highly 

overlaps with the visuo-tactile convergence network, indicating that several areas are activated 

by both visuo-tactile impact prediction and visual or tactile stimulations. 

Besides, the parietal and the premotor components of this functional network have been 

involved in the representation of a defense peripersonal space (Graziano and Cooke, 2006; see 

for reviews, Cléry et al., 2015b) as well as in approaching behavior (Rizzolatti et al., 1997). In 

Chapter 3 and 4, we expand the description of this functional network and we show the 

activation of a dorsal parieto-frontal network including area F4 and VIP for near space encoding 

(Chapter 3) and more generally for peripersonal space representation (Chapter 4). Interestingly, 

these two regions have anatomical connections and functional homologies (Matelli and 

Luppino, 2001; Rizzolatti and Luppino, 2001; Cléry et al., 2015b), though the functional 

specificity of each of these regions and how they interact is still unclear. 

This cortical network selectively involved in the processing of near space highly overlaps 

with the network predicting impact to the face and the visuo-tactile convergence network, 

indicating that several areas are activated by both visuo-tactile impact prediction, visual or 

tactile stimulations and by specific near space encoding. Therefore, these three mechanisms 

share a common parieto-frontal network (ventral intraparietal area / premotor area F4). 

The peripersonal representation subserved by this parieto-premotor network, though 

serving to define a safety body margin contributing to the definition of the self (as a whole) 

with respect to the external world, has been shown to overrepresent two vulnerable body parts, 

namely the head and the arm/hand unit (Graziano and Cooke, 2006; Brozzoli et al., 2013, 2014; 

Chen et al., 2014; Cléry et al., 2015b). As a result, this network is tightly associated with a 
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defensive behavior, protecting the body margin from external aggression, and the prediction of 

intrusive impact to the body, including for the far space (remember that when the big cube is 

looming towards far space, we have the same pattern than when the small cube is looming 

towards near space, and thus we have the illusion of an approach into near space in spite of the 

fact that the stimulus is physically presented in far space). This possibly pertains to a more 

general mechanism that allows dynamical updating of the probability that surrounding elements 

from the environment, whether static or dynamic, whether corresponding to inanimate objects, 

potential predators or nearby conspecifics, are going to intrude into our comfort peripersonal 

space (Quesque et al., 2016) 

We propose that this network does not only process the trajectory of the looming object 

with respect to the body, but also anticipates its consequences for the body and prepares 

protective actions in response to the looming stimulus. 

Now that this parieto-frontal network is well identified by fMRI, future explorations will 

be to drive electrophysiological recording experiments in the same animals to unveil the precise 

neuronal computations underlying these three distinct mechanisms: visuo-tactile convergence, 

impact prediction to the face and near space encoding. In particular, it would be very interesting 

to explore how the same regions, local neuronal populations and single neurons, encode the 

multisensory stimuli according to the context. Indeed, in the VIP area, a multisensory 

integration at the neuron scale was demonstrated during the presentation of simultaneous visuo-

tactile stimuli (Avillac et al., 2007). We show in fMRI that this region is particularly activated 

in a context of visual prediction of a tactile impact on the face. How are these different 

conditions encoded? Are the integration rules being Bayesian? Do these rules depend on the 

cognitive or sensory context imposed on animals? How are these priors implemented in the 

local neuronal computations? What are the dynamics of these rules? 
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A second exploration would be to study the boundaries of the peripersonal space and its 

dynamics as a function of high-level signals such as the social and non-social environment 

(Lourenco et al., 2011), or lower level signals such as, for example, by changing the 

proprioceptive information (Lourenco and Longo, 2009) or motor (e.g. Brozzoli et al., 2010). 

It is thus possible to 1) evaluate the position of this boundary by placing our stimulations at 

different distances from the animal, then 2) to measure the displacement of this boundary by 

manipulating social (presentation of conspecific images) and / or emotional contexts 

(presentation of appetitive or aversive images). 

Lastly, we have shown that not only the same regions as a whole but also some well-

identified voxels are activated by these three mechanisms (convergence, prediction and 

peripersonal space encoding).  However, in fMRI, BOLD signal reflects the indirect activity of 

thousands of neurons for each voxel, so do the same neurons encode these three processes or is 

it rather a subpopulations of neurons that encodes each process separately within the same 

voxel? And what is the specific contribution of local field potentials (LFPs) input signals and 

spike output signals to the observed fMRI activations? 

These different studies show that the brain, in general, and spatial representation, in 

particular, are highly plastic. Indeed, for example, the receptive fields can move and deform, 

an area can modify its responses according to the sensory and cognitive context of the moment, 

the operation of the network can adapt to the constraints of the environment, rules of 

information integration can change according to the context (Connor et al., 1996, 1997; Ben 

Hamed et al., 2002; Womelsdorf et al., 2006; Melcher and Colby, 2008; Anton-Erxleben et al., 

2009; Hall and Colby, 2011; Liverence and Scholl, 2011; Wardak et al., 2011; Anton-Erxleben 

and Carrasco, 2013; Carrasco and Barbot, 2014; Zirnsak et al., 2014). How can this knowledge 

be used? Can this plasticity be induced to treat some pathologies, such as hemispatial neglect?  
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The next part of this thesis focuses on the study of visual plasticity and presents our preliminary 

results on the subject. 

Specifically, I have developed a set of high-resolution MRI methods to assess functional 

(high-resolution visual mapping fMRI, rs-MRI), pharmacological (GABA spectroscopy 

imaging) and structural (anatomical MRI, DTI) imaging to define reference measures against 

which to evaluate the changes induced by plasticity at different times after its induction, through 

a longitudinal study performed in the same animals. This ongoing work is presented in the next 

axis of this thesis. 
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Neuronal plasticity is an intrinsic property of the cerebral cortex that ensures the 

capability of the organism to adapt to environmental changes through a modification of neural 

circuitry and is the basis of fundamental processes, such as learning and memory, that are 

preserved during the entire lifespan (Pascual-Leone et al., 2005). It is at the core of early brain 

development and is finely organized by both gene expression and environmental influences. As 

development proceeds, this plasticity progressively reduces. In comparison, adult neuronal 

plasticity is very restricted. 

During development, neuronal plasticity plays a crucial role in refining sensory cortical 

organization. Studies demonstrate that this mechanism is dependent on experience for visual, 

auditory and somatosensory systems and takes place within a specific temporal window called 

the critical period (Wiesel, 1982; Berardi et al., 2000; Pascual-Leone et al., 2005).  

In research on the visual system, the most widely studied critical period is when 

monocular deprivation (MD) affects the ocular dominance of cortical neurons. It has been 

characterized in many species such as mice, rats, ferrets, cats, monkeys and humans (Huang et 

al., 1999; Fagiolini et al., 1994; Issa et al., 1999; Olson and Freeman, 1980; Harwerth et al., 

1986; Banks et al., 1975, Figure 8). As shown by Figure 8, the critical period is only a defined 

portion of the life of the animal and it is devoted to the formation of neural connections. The 

length of this period will differ according to the animal species. Two main relationships will 

influence it. The first corresponds to the fact that the longer the life of the animal is, the longer 

the critical period will be. The second relationship concerns the complexity of the brain, so the 

more complex the brain, the longer the critical period (Berardi et al., 2000). 
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Figure 8: Critical period in Man, Monkey, Cat and Rat (from Berardi et al., 2000). 

Abnormal visual experience during the critical period of development disrupts neuronal 

circuitry in the visual cortex leading to severe alterations in the visual representation. This is 

observed in several developmental pathologies such as amblyopia or congenital cataract. These 

pathologies bring a lot of difficulties in daily life. 
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Amblyopia affects 2 to 5% of the human population (Carlton et al., 2008; Powell and 

Hatt, 2009). Amblyopia is a developmental disorder caused by physiological alterations in the 

visual cortex early in life resulting in eyesight deficiencies. Two main causes exist (Tailor et 

al., 2016): (i) a difference in the optical properties of the two eyes, reflected in a different 

spectacle prescription for the right and the left eye (anisometropia) and (ii) strabismus 

(misalignment of the visual axes). This pathology involves low- and high-level visual 

deficiencies: reduced visual acuity and contrast sensitivity, high levels of spatial uncertainty, 

spatial distortion and impaired reading abilities (for reviews, see Kiorpes, 2006; Levi, 2006). 

In the last century, it was generally believed that the visual deficiencies, and more particularly 

visual acuity, in amblyopia could be reversed if a treatment was used before the end of the 

critical period of brain development but not beyond this period and therefore adult amblyopia 

was thought to be irreversible. Over the last twenty years, studies both in rats and in humans 

have suggested that the mature amblyopic brain retains a substantial degree of plasticity (Li et 

al., 2011; Vedamurthy et al., 2015b). 

Cataract is defined by an opacification of the normally transparent crystalline lens. This 

is common among the elderly but much rarer among younger people. However, congenital 

cataract (present at birth) and pediatric cataract (appearing between birth and the age of 16) do 

exist. This pathology results in a visual deprivation of the eye where cataract is present and 

induces severe amblyopia since the retina does not receive a clear image (Churchill and Graw, 

2011; Rong et al., 2015). To treat this pathology, the main strategies applied are to remove the 

cataract and/or to implant an intraocular lens followed by optical corrections. The next step is 

to treat the severe amblyopia and therefore reinduce visual plasticity. 
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Neural plasticity is regularly induced, throughout the life, by structures such as the 

hippocampus which continuously generates cohorts of neurons (for review, see Gu et al., 2012). 

There is no critical period for these structures. Although adult neuronal plasticity used to be 

considered as extremely restricted compared to that observed during early brain development, 

growing evidence indicates that it can be drastically enhanced by specific manipulations (for 

reviews, Bavelier et al., 2010; Baroncelli et al., 2011). In particular, changes in the balance 

between excitation and inhibition (E/I) have been demonstrated to directly regulate the potential 

for plasticity within a given cortical network, Figure 9 (very much like what takes place 

spontaneously in the visual cortex during early development, Di Cristo et al., 2007). These 

changes can be induced in different ways developed in the following points.  

Figure 9 : Balance between excitation and inhibition modulate neuronal plasticity. 

Basal GABAergic inhibition is necessary to trigger the plasticity of ocular dominance and 

to modulate the onset and end of the critical period (Hensch et al., 1998; Fagiolini and Hensch, 

2000). GABAergic inhibition also plays a crucial role in neuronal plasticity in adult animals: 

the balance between excitation and inhibition at the primary visual cortex V1, measured in the 
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resting-state, modulates the susceptibility of ocular dominance to deprivation (Pizzorusso et al., 

2002; Harauzov et al., 2010; Heimel et al., 2011). Indeed, Harauzov et al. (2010) show that a 

local reduction in intra-cortical inhibition partially reactivates the plasticity of ocular 

dominance in response to monocular deprivation, in rats. Recently, Lunghi et al. (2015) have 

measured GABA concentration in adult human V1 using ultra-high-field 7T magnetic 

resonance spectroscopy before and after short-term monocular deprivation. Resting GABA 

concentration decreased in V1 after monocular deprivation, but was not affected in a control 

parietal area. They observed a high correlation between the decrease in GABA concentration 

in the visual cortex and the perceptual boost of the deprived eye induced by monocular 

deprivation and measured by binocular rivalry. Besides, after deprivation, GABA concentration 

measured during monocular stimulation correlated with the deprived eye dominance. Authors 

suggest that the reduction in resting GABAergic inhibition triggers homeostatic plasticity in 

adult human V1 after a brief period of abnormal visual experience. A study on mice (Davis et 

al., 2015), has successfully opened a new critical period by transplanting embryonic inhibitory 

neurons into the adult visual cortex of mice. This transplantation has allowed to reactivate visual 

cortical plasticity and to restore visual perception impairment after a deprivation during the 

juvenile critical period of the mouse. 

These different studies confirm the key role of GABA in visual plasticity and the fact that 

the reduction of cortical inhibition can modulate this plasticity. To measure GABA 

concentration is thus a good way to evaluate neuronal plasticity. 

Neuromodulations can induce changes in this balance between excitation and inhibition 

more in favor of excitation than of inhibition allowing neuronal plasticity restoration. Different 

types of neuromodulations exist and some examples for each are described below. 
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Acetylcholine increases thalamocortical synaptic transmission compared to lateral 

intracortical connections (Giocomo and Hasselmo, 2007). Studies in animals (Kimura et al., 

1999; Roberts et al., 2005) and in humans (Silver et al., 2008) have shown that acetylcholine 

regulates the spatial integration within the visual cortex, in particular by reducing the size and 

the diffusion of receptive fields excitation in the visual cortex and therefore playing on the 

excitation / inhibition balance. The knock-out mouse model for the Lynx1 protein, a protein that 

is strongly present in adulthood and is directly bound to nicotinic acetylcholine receptors, 

reducing their sensitivity to the acetylcholine, spontaneously recovers its visual acuity after 

monocular deprivation (Morishita et al., 2010; Sadahiro et al., 2016). Cholinergic activation has 

thus made it possible to restore neuronal plasticity, notably by manipulating acetylcholine 

signaling allowing to promote remyelination and consequently the rewiring of old and new 

connections (Fields, 2015; for review, see Fields et al., 2017). 

The central noradrenergic system is involved in novelty, stimulus salience, attentional 

processes as well as arousal, spatial and recognition memory. Noradrenaline (also called 

norepinephrine) is synthetized in the locus coeruleus and can modulate the activity of cortical 

GABAergic cells in the neocortex and hippocampus (Kawaguchi and Shindou, 1998). 

Kasamatsu (1982) has reported that an increase in the local availability of noradrenaline 

enhances neuronal plasticity, accelerating cortical recovery from the effects of prior monocular 

deprivation in cats. Indeed, it has been shown that the use of 6-hydroxydopamine (6-OHDA) 

destroying noradrenaline terminals suppresses visual plasticity in kitten and cortical recovery 

in cats after monocular deprivation but that an infusion of noradrenaline enhances this recovery 

(Kasamatsu, 1982, 1991; Gordon et al., 1988). 
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The serotoninergic system appears early in the mammalian embryo playing a role in the 

developmental process and is widely distributed both in the body and in the central nervous 

system. Therefore, serotonin is involved in many aspects of the mammalian physiology 

(cardiovascular regulation, respiration, gastrointestinal system, thermoregulation, circadian 

rhythm) and brain functions (pain, appetite, aggression, sensorimotor activity, sexual behavior, 

mood, cognition, learning and memory; for review, see Sodhi and Sanders-Bush, 2004). This 

system is a key target to treat some diseases such as depression and to understand autism 

(Zafeiriou et al., 2009). Fluoxetine is a drug clinically used to treat depression. It is a selective 

serotonin reuptake inhibitor. Therefore, chronic administration of fluoxetine induces an 

increase of extracellular serotonin resulting in the restoration of neuronal plasticity in the adult 

visual system of the rat. Indeed, a reinstatement of ocular dominance plasticity as well as a 

promotion of visual function recovery in adult amblyopic animals, have been observed after a 

reduced cortical inhibition and increased expression of brain-derived neurotrophic factors in 

the visual cortex (Maya Vetencourt et al., 2008). Since this great new discovery, other studies 

using antidepressants have shown that they play a role in multiple neuroplasticity processes. 

These antidepressants are selective serotonin reuptake inhibitors, serotonin-norepinephrine 

reuptakes and multimodal-acting antidepressants (like vortioxetine), so they are all linked with 

serotoninergic neuromodulations (Castrén and Hen, 2013; Russo and Nestler, 2013; Pehrson et 

al., 2015). However, they do not use the same mechanisms. For example, in adult rats, 

vortioxetine regulates the expression of genes associated with plasticity in the frontal cortex, 

hippocampus, and amygdala but it also has similar effects in relation to fluoxetine (Waller et 

al., 2017). Clinical studies on serotoninergic modulation on neuroplasticity provide new 

interesting ways to reinduce plasticity in adulthood. 
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Dopamine plays a major role in reward-motivated behavior and motor control. Some 

studies focus on Parkinson disease (PD), characterized by a loss of dopaminergic neurons in 

substantia negra resulting in a loss of dopamine in the dorsal lateral striatum. These studies have 

shown an exercise-induced increase in the dopamine D2 receptor expression, protein and 

binding in the striatum, and these changes influence and restore motor learning both in healthy 

and PD patients (Gilliam et al., 1984; MacRae et al., 1987; Foley and Fleshner, 2008; Fisher et 

al., 2013; for review, see Jakowec et al., 2016). Studies on rodents using a pharmacologically 

specific blockade of dopamine D2 receptors have shown that this receptor antagonism, in either 

the early or the late phases of motor skill learning, leads to impairment in glutamatergic-

dependent synaptic potentiation in the striatum, and to alterations in motor learning but also in 

maintenance of learned motor behaviors (Yim et al., 2009; Beeler et al., 2010, 2012) and 

improvement of executive function including behavioral flexibility (Eddy et al., 2014). 

In addition to potential pharmacological interventions, certain sensory interventions can 

induce plasticity through reduced input signals (He et al., 2006, 2007), increased input noises 

(Zhou et al., 2011) and environmental enrichment. 

In amblyopic adult rats, the use of a complete visual deprivation through a complete 

darkness exposure for a period of 10 days promotes a significant recovery of vision once they 

are allowed to see binocularly (He et al., 2006, 2007). In amblyopic cats, the same period of 

darkness exposure improves gradually the visual acuity of the deprived (amblyopic) eye to 

normal levels in 1 week or less (Duffy and Mitchell, 2013; Mitchell et al., 2016). The same 

results are observed after a bilateral temporary retinal inactivation followed by a short period 
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of binocular visual experience promoting fast recovery of the visual acuity of the deprived eye 

to normal levels both in mice and kittens (Fong et al., 2016). 

Zhou et al (2011) show a great capacity for naturally driving “negative” cortical changes, 

by exposing postcritical period juvenile or adult rats over a several-week-long period to 

moderate-level and continuous noise. In time, noise exposure reinstates critical period plasticity 

resulting in a plastic degradation of the selective representation of the detailed features of sound 

stimuli within the auditory system and cortex. Besides, a wide range of changes occurs in the 

cortex, most specifically in the auditory cortex which reacquires characteristics that apply for 

this cortical area in the critical period in a less mature (infantile) state. However, by returning 

animals to natural acoustic environments, these cortical changes are again reversed to 

reestablish a physically and functionally normal adult cortex. 

Early on, by introducing environmental enrichment as an experimental protocol to 

investigate the influence of environment on the brain and behavior, has been shown that the 

intensity of environmental stimulation can induce brain changes ranging from the molecular to 

the anatomical and functional level (Rosenzweig, 1966; Rosenzweig and Bennett, 1969; for 

review, see Rosenkranz et al., 2014; van Praag et al., 2000). For example, environmental 

enrichment for animals corresponds to placing animals in large groups and to maintain them in 

widely stimulating environments where a variety of objects (e.g. toys, tunnels, nesting material 

and stairs) are present and change frequently. This combination of social and inanimate 

stimulations provides the optimal conditions for the animals to enhance exploration, cognitive 

activity, social interaction and physical exercise (Rosenzweig et al., 1978). Since then, other 

studies have shown that environmental enrichment accelerate the development of the visual 

system (e.g., visual acuity in rodents, Cancedda et al., 2004; Landi et al., 2007), and enhance 

visual-cortex plasticity in adulthood (for reviews, see Sale et al., 2009; Cooper and Mackey, 

2016).  
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Other studies indicate that specific repetitive behavioral manipulations can also induce 

long-lasting plastic changes in vision such as perceptual learning and video game practice 

though the underlying neuronal bases of these observations remain to be uncovered (Levi, 

2013). 

Perceptual learning is a form of implicit memory, the unconscious acquisition of habits 

and skills with practice, involved improvement in sensory discrimination or detection by 

repeated exposure to sensory stimuli (Gilbert et al., 2009). Perceptual learning has been widely 

studied in the last and present centuries: part of these studies were interested in perceptual 

learning to treat amblyopia (Levi and Li, 2009a, 2009b). These studies show that practicing 

visual tasks can lead to dramatic and long-lasting improvements in the performance of these 

tasks by inducing permanent changes in both performance and neural processing in the visual 

cortex (Kiorpes, 2006; Levi, 2006). Using perceptual learning in amblyopic infants and adults 

forces them to use the amblyopic eye allowing to restore visual acuity in these patients. 

Perceptual learning operates via a reduction of internal neural noise and/or through a more 

efficient use of the stimulus information by retuning the weighting of the information (Li and 

Levi, 2004; Li et al., 2007, 2008). 

Playing action video games, for example Halo, Call of Duty, World of Warcraft, Guild 

Wars or StarCraft, requires rapid processing of sensory information and prompt action, forcing 

players to make decisions and execute responses at a far greater pace than is typical in everyday 
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life (Dye et al., 2009). Studies show that playing action video game benefits performance in an 

array of sensory, perceptual, and attentional tasks (Orosy-Fildes and Allan, 1989; Green and 

Bavelier, 2003, 2006; Castel et al., 2005; Feng et al., 2007; Li et al., 2016) but also improves a 

visuo-motor control (Li et al., 2016) that goes well beyond the specifics of game playing. 

However, the benefits are not the same if action video game training is practiced by healthy 

youngsters or older adults (for review, see Wang et al., 2016). Therefore, researchers have been 

interested in the use of these action video games for treating different pathologies such as 

amblyopia. Indeed, the action video game training can lead to the improvement of a wide range 

of fundamental functions, from low-level to high level, including visual acuity, positional 

acuity, spatial attention and stereopsis (Li et al., 2011; Vedamurthy et al., 2015a, 2015b, 2016; 

Guo et al., 2016). The recovery of these functions is faster than the one obtained with occlusion 

therapy in childhood amblyopia. 

Figure 10:  Evolving plastic capacity across the lifespan (blue arrows) suggests possible mechanisms for enhancing 
learning and recovery of functions in adulthood (red arrows). From Bavelier et al. 2010. 
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To summarize, the major effects of invasive, pharmacological or sensory interventions 

are to remove structural brakes (Figure 10, (1)) targeting perineuronal nets, myelin or 

epigenetic status; to reset the local balance between excitation and inhibition (E/I) to a juvenile 

state (Figure 10, (2)) by reducing inhibition and promoting excitation; to push the system into 

a plastic state. In this way, it is possible to observe a rewiring of plasticity and particularly of 

visual plasticity (Bavelier et al., 2010). 
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A set of psychophysical studies demonstrates that the visual representation is 

continuously reshaped as a function of bottom-up influences (both driven by the external 

environment and intrinsic properties of the adult’s visual system: Zénon et al., 2008, 2009a, 

2009b) as well as top-down influences (driven by the subject’s internal state and goals: Ibos et 

al., 2009; Wardak et al., 2011). This has the general effect of dynamically adjusting which part 

of the visual field is being processed with the highest resolution. For example, the space around 

the locus of attention is perceived as distorted and expanded up to 7-8° degrees away from this 

location (Wardak et al., 2011). These observations suggest that changes are taking place at 

several locations within the visual system dynamically affecting how neurons individually and 

collectively represent space. This is in sharp contrast with the notion of visual neurons reliably 

encoding a given well-defined portion of space, referred to as its receptive field.  

Studies on the neural substrates for these psychophysical observations demonstrate that 

parietal neurons represent the central visual field with a higher resolution during attentive 

fixation than during free gaze thanks to changes in the spatial position of their receptive fields 

(in LIP, Ben Hamed et al., 2002). When attention is focused away from the fixation point, the 

visual receptive fields of parietal neurons literally “move” in space with the final result of 

enhancing of the representation of the locus of attention and the space directly around it. The 
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same spatio-temporal visual representation dynamics can also be observed in prefrontal neurons 

suggesting that these dynamics is actually ubiquitous at all levels of the visual cortex, though 

the relative weight of external and internal influences varies at each processing stage (Ibos et 

al., 2013). In parallel with the demonstration that the receptive fields of individual visual 

neurons undergo a context and task dependent dynamics, my team additionally shows, using an 

online population decoding approach, that how visual information is encoded by the entire 

neuronal population also changes (Astrand et al., 2014, 2015). A classifier can be trained to 

predict the location of a visual stimulus from the instantaneous response of a prefrontal neuronal 

population (48 recording points) recorded while the monkey is performing a simple visual 

detection task in which the target can be presented at 4 possible locations. This decoder will 

only partially succeed in decoding these very same 4 locations from the prefrontal population 

response, if they are presented in a context in which the target can now be presented at 8 possible 

locations (including the 4 previous ones). This suggests drastic changes in the visual field 

representation and we propose that this short-term dynamic shares major characteristics with 

adult plasticity within the visual cortex at large.

While most of the visual cortex adult plasticity studies have targeted area V1, there is 

growing evidence that plasticity should be analyzed at the whole brain level (Gilbert and Li, 

2012). In this perspective, the lateral intraparietal area (LIP) and the frontal eye field (FEF) 

appear to be crucial nodes in the visual system. Indeed, both are essential to conscious vision 

(Corbetta and Shulman, 2011; Boly et al., 2013). At the same time, there is now ample evidence 

that while FEF is at the source of the endogenous spatial signals that bias visual processing 

downstream so as to optimize performance (Wardak et al., 2006; Buschman and Miller, 2007; 

Ekstrom et al., 2008; Ibos et al., 2013), LIP prioritizes bottom-up information (Wardak et al., 

229



2004; Buschman and Miller, 2007; Ibos et al., 2013). As a result, we predict that while plasticity 

effects within the primary visual cortex are independent of how visual plasticity is induced, 

differences at other levels of visual processing will depend on how plasticity is triggered. 
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The objective of this second axis is precisely to establish the link between studies on 

cerebral plasticity in humans and studies in animals focusing on the molecular and cellular 

mechanisms of adult plasticity. In this respect, non-human primate is a well-chosen 

experimental model, because it allows to combine and compare, within the same experiment 

and the same subject, invasive and non-invasive interventions. Moreover, the visual system of 

the non-human primate is close enough to the human visual system to facilitate the transfer of 

research results to human applications. 

The aim is to be able to compare the cortical effects of visual plasticity in the adult brain 

when this plasticity is induced in different ways (either by sensory influences, cognitive 

influences or localized pharmacological influences). 

We do not know exactly what changes will be induced by this visual plasticity, nor the 

magnitude of these effects. How can we measure neuronal plasticity?  

The main objective of this second axis is to develop different methods and techniques of 

MRI acquisition in order to optimize the best observation of the effects of plasticity in vivo, in 

the non-human primate. 
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The first step of this project was to adapt our different equipments and installations to the 

new 3Tesla MRI scanner (Siemens, Prisma) which will allow us to have a better spatial 

resolution than the 1.5Tesla MRI scanner used for previous studies (Axis 1, Chapter 2 and 3) 

and which is essential for observing fine plasticity changes. 

With this new scanner, we also acquired an eight-channel phased-array coil (MRI Coil 

Laboratory, Laboratory for Neuro- and Psychophysiology, Katholieke Universiteit Leuven, 

Leuven, Belgium, see Kolster et al., 2014), specially dedicated to non-human primate 

acquisitions. This coil is made up of three components: 

A radial transmit coil which comes closest to the skull of the animal from above  

a four-channel phased-array receive coil for the animal’s left hemisphere  

a four-channel phased-array receive coil for the animal’s right hemisphere  

All these elements allow us to be closer to the animal’s brain in order to improve the 

spatial resolution, the signal-to-noise ratio and to cover the entire surface of the animal's brain 

as well as possible. Besides, with this system, the animals are able to watch a screen and perform 

behavioral tasks while being vigilant. 

On the old 1.5T MRI scanner, we used a radial receive-only surface coil (10 cm diameter). 

Therefore, we have had to develop a new fixing system that was both rigid to minimize as much 

as possible the propagation of the vibrations induced by the scanner and flexible to adapt as 
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best as possible to the size of the head of the animal. We can now thus move the different 

elements of the antenna on the three spatial axes X, Y and Z (Figure 11). 

Figure 11 : Primate contention chair, MRI compatible ; with eight-channel phased-array receive coil and radial 
transmit coil system. 

The tasks performed by the animals are played by a video projector projecting images on 

a home-made screen (Figure 12). Visual stimulations must be able to activate not only the 

center but also the periphery of the animal’s visual field, so it is necessary to have a field of 

view as large as possible. For this, there are some limitations with the scanner due to its shape 

and size that we have to take into account. Indeed, the head of the animal must be at the center 

of the MRI bore, its visual field is therefore reduced by the size of the bore diameter (60 cm) 

and by the distance between the animal and the screen. We designed a semi-circular MRI-

compatible screen that is located 40 cm from the tunnel edge, which corresponds to a distance 

of 60 cm between the eyes of the animal and the screen. As the size of the projected image is 

32x32 cm, this allows us to have a field of view of about 15 degrees all around the screen center 

point. 

Four-channel phased-array 
receive coil for left 

hemisphere 

Radial transmit coil 

Four-channel phased-array 
receive coil for right 

hemisphere 

Fixing system 

MRI contention chair 
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Figure 12: Visual stimulation projected onto the semi-circular screen inside the scanner. 

During MRI acquisitions, we record eyes signals (X, Y positions, pupil size) by means of 

a pupil-corneal reflection tracking system EyeLink at 1000Hz (SR-Research). It is composed 

of an infrared camera that can record the eyes signals in the dark, an illuminator that will 

maximize infrared rays for better signal and pupil contrast, as well as a specific recording 

software. 

It was necessary to optimize the installation of the camera and the illuminator, since these 

two components cannot enter the tunnel because they would generate eddy currents which 

would create artefacts and distortions in the images acquired. It is therefore necessary to catch 

the eye of the animal despite the screen that is in the tunnel. The camera and illuminator are 

Tunnel of 3T MRI scanner 

Visual stimulation 
projected on the screen 

Semi-circular screen 

Camera of Eyelink system 

Illuminator of Eyelink 
system 
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installed at the edge of the tunnel (Figure 12); the animal's eye signal is recorded from below 

the screen (which is why the screen has a semi-circular shape). 

The primate contention chair is the same as the one used for the MRI 1.5T acquisitions. 

It is built according to the model of Vanduffel et al. (2001, Figure 13). The animal is seated in 

sphinx position and its head is fixed by its MRI compatible implant to the contention chair. 

The animal looks straight ahead, allowing it to see the screen where the visual 

stimulations are projected and to record the eyes signals. Two optical fibers, passed on either 

side of a vertical bar in front of the chair, serve for the manual response of the animal. Indeed, 

when the animal places its hand on the bar, it cuts off the light beam between the optical fibers 

indicating that the animal hold the bar (like a joystick). When the animal releases the bar, the 

optical beam between the fibers joins indicating that the animal has responded. Hydric rewards 

(water, syrup, fruit juice) are dispensed by a computer-controlled reward delivery system 

(Crist®) using a solenoid valve and a long plastic tube coming into the animal's mouth. 

Figure 13 : MRI primate chair from Vanduffel (2001)

Reward system 

Animal in sphinx position 

Vertical bar/ joystick 

Optical fibers 
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Nuclear magnetic resonance (MR) consists of studying changes in magnetization of the 

atomic nuclei (or spins) of a substance under the joint action of two magnetic fields: a constant 

high magnetic field (B0) and a rotating electromagnetic field (B1). 

The functional imaging we used is based on the magnetization of hemoglobin which is 

present in red blood cells. Hemoglobin can be either in an oxyhemoglobin form in cells 

oxygenated by the lungs or in a deoxyhemoglobin form in cells deoxygenated by tissue 

metabolism. While oxyhemoglobin is non-active in MR, deoxyhemoglobin is highly 

paramagnetic. Therefore, following the perturbation of the MR signal emitted by this molecule, 

it is possible to observe the cerebral activity. Indeed, the increasing activity in an area of the 

brain will lead to an influx of oxygenated blood which will drive the deoxygenated blood from 

this area, it is the BOLD signal (Blood Oxygenation level-dependent). This results in an excess 

of oxyhemoglobin in the venous capillaries of the activated area and, consequently, a relative 

decrease in the concentration of deoxyhemoglobin. This decrease in deoxyhemoglobin 

concentration results in a small increase in the signal in the activated territory on the T2*-

weighted sequences (by elongation of the T2* of the blood in the capillaries, Kastler and Vetter, 

2011). 

To observe the blood flow modulations related to brain activity during our various 

cognitive tasks, we optimized a gradient-echo T2*-weighted Echo Planar Imaging (EPI) 

sequence. Images were taken as accelerated images in generalized autocalibrating partially 

parallel acquisition mode with foot-head acceleration direction and an acceleration factor 

(integrated parallel acquisition technique) of 2 (Grappa 2). The slices were acquired in cross-
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section (from top to bottom), not interlaced (i.e. there is a 100 m gap to avoid excitation on 

the sides).  

Fourier transform space was in 6/8th, the bandwidth of 1190Hz and a flip angle of 90°. 

The field of view (FOV) of read-out was 105mm and that of phase was 95mm. The repetition 

time (TR) was 2000ms and the voxel resolution wass 1.25x1.25x1.25mm. 

Figure 14: Relaxation rate changes for BOLD (black) and MION (red) contrast, together with the corresponding 
linear model fits, during two cycles of 60 s of stimulus (gray shaded intervals) followed by 60 s of baseline. At the end 

of the stimulus interval, MION relaxation rate changes were more than 7 times greater than BOLD changes. Peak 
MION signal change corresponds to a 25% increase in cerebral blood plasma volume (Leite et al., 2002). 

Only two parameters in the sequence were likely to change depending on whether the 

animal had been previously injected with a contrast agent or not (Feraheme ®). The contrast 

agent composed of monocrystalline iron oxide nanoparticle (MION) was injected intravenously 

(IV) into the saphenous vein of the animal before certain functional acquisitions (e.g. fixation 

task). Using the contrast agent improved the contrast/noise ratio by ~3-fold (Vanduffel et al., 

2001; Leite et al., 2002) and enhanced spatial selectivity of the MR signal changes (Zhao et al., 

2005).  

While brain activations produce an increase in MR signals in BOLD signal 

measurements, they lead to a decrease in MR signals in the presence of MION, essentially 
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corresponding to measurements of the blood brain volume. The hemodynamic signal is 

different depending on whether the BOLD signal or the MION signal is measured (the 

relaxation time R is longer in MION, Figure 14).  

This is why it is important to change the Gradient Echo Time (TE) in the parameters of 

the functional sequence to be sure to measure brain activity (TE corresponds to the inverse of 

the relaxation time: TE = 1 / R, so a shorter TE is required when MION is present). The two 

parameters that change are therefore the TE and the number of slices acquired. 

Without MION: 31 cross-section slices with a TE of 30 ms. 

With MION: 38 cross-section slices with a TE of 18 ms. 

The contrast between the gray matter and the white matter is more pronounced on the 

images acquired on the BOLD signal (Figure 15) than on the images acquired on the MION 

signal (Figure 16). However, on the latter, the convolutions are much clearer than on the images 

acquired in BOLD. 

Figure 15: Example of raw functional images in BOLD signal (TE 30 ms) 

Figure 16: Example of raw functional images in MION signal (TE 18 ms) 
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The anatomical images are acquired conventionally by T1-weighted imaging sequences 

(MPRAGE). This sequence provides a 3D image that shows the contrast between white matter 

(white), gray matter (gray) and cerebrospinal fluid (CSF) in black (Figure 17). Anatomical 

images are used for brain segmentation, surface extraction processing (fiducial, inflated and 

flattened maps, Figure 18), functional image registration and for projecting functional analysis 

results. 

Figure 17: Example of anatomical images centered on anterior commissure (3D T1 MPRAGE) 

For these acquisitions we used two L11 coils placed on each side of the skull of the 

anesthetized animal (intramuscular injection of zoletil, 10 mg / kg) and placed in a stereotactic 

apparatus. Our anatomical sequence is a 3D magnetization-prepared rapid gradient-echo 

(MPRAGE) with a spatial resolution of 0.5mm isotropic, a bandwidth of 130Hz, a TR of 

3000ms, a TE of 5.38ms, an inversion time (TI) of 1100 ms, a flip angle of 8° and 192 slices 

acquired. Between three and four whole brain volumes are acquired in the same session 

averaged to improve the signal-to-noise ratio. 
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Figure 18: Fiducial map of anatomical surface in dorsal view, lateral view and medial view. 

Diffusion Tensor Imaging (DTI) is a unique non-invasive MRI-based technique that 

allows to visualize the position, orientation and anisotropy of the bundles of white matter brain 

and to analyze cerebral tissue microstructures in vivo by characterizing the diffusion properties 

of the water molecules at each point of the image. This technique allows to investigate white 

matter connections between different brain areas using a tractography technique and to generate 

biomarkers of white matter structure such as fractional anisotropy (FA) which measures its 

Left hemisphere Right hemisphere 

Medial view 

Lateral view 

Dorsal view 
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directionality coherence (Pierpaoli et al., 1996; Basser et al., 2000; Garimella and Kraft, 2017; 

Warbrick et al., 2017). DTI is already used to study plasticity such as in studies on brain 

connectivity influenced by training (for review, see Moore et al., 2014); or in diseases (e.g. in 

Parkinson disease, for review, see Calabrese, 2016). 

Figure 19: Setup for DTI acquisition with two L22 coils and one L7coil in anesthetized monkey. 

This technique is very promising for the study of primate brains but remains limited due 

to its low sensitivity and spatial resolution and its vulnerability to motion and susceptibility 

artefacts. A recent study on postmortem rhesus macaque brain performing DTI on a 7 Tesla 

MRI scanner, provided new brain atlases with a very high resolution and better quality. 

However, the total acquisition time was of approximately 46 hours per specimen (Calabrese et 

al., 2015). The first step, here, was to perform DTI with high-resolution but in awake monkeys 

and so with a very much shorter acquisition time. For this, we used two L11 coils placed on 

each side of the skull of the anesthetized animal placed in a stereotactic frame (induced by 

intramuscular injection of ketamine, 10 mg / kg and followed by isoflurane 1-2%) and one L7 

coil placed on the top of the head, around the headpost (Figure 19). Coils were combined with 

a custom pulse sequence based on a segmented 3-dimensional EPI sampling of Fourier space, 
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on a 3 Tesla MRI scanner with following parameters: diffusion weighted images (b-value of 

1000s/mm2), 30 directions diffusion gradient encoding with two B0, a spatial resolution of 

0.5mm isotropic, an unprecedented voxel size of 0.125mm3, a bandwidth of 776Hz, a TR of 

750 ms, a TE of 71ms, 4 segments, a FOV of 105x125x56mm3 and an acquisition time of 130 

minutes (Tounekti et al., 2017). 

Raw data has been reconstructed offline with Gadgetron software 

(http://gadgetron.github.io/). Magnetic susceptibility and eddy currents have been corrected. 

Fractional anisotropy maps were generated using FSL-DTIFIT (FMRIB software Library). The 

tractography was performed with the Euler method of DSI Studio (http://dsi-

studio.labsolver.org). Figure 20 shows an example of colored fractional anisotropy map and 

Figure 21 shows an example of tractography maps. The obtained spatial resolution DTI maps 

are unprecedented in the awake monkey. 

Figure 20: DTI acquisition in anesthetized macaque : uncolored (top) and colored (bottom) fractional anisotropy map. 
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Figure 21: DTI acquisition in anesthetized macaque : different views of tractography maps 

Magnetic resonance spectroscopy (MRS) is the only non-invasive way to measure the 

local concentrations of GABA in the brain, in vivo. GABA detection is particularly challenging 

and requires special MRS techniques (Bogner et al., 2014). Indeed, the GABA concentration is 

low (around 1-2 mM) compared to the other metabolites dominating the MR spectrum and the 

spectral overlap of the main GABA peaks with peaks of other neurotransmitters which are 

present in much greater concentrations, in particular the creatine (Cr) peak at 3.0 ppm. (Novotny 

et al., 2003; Agarwal and Renshaw, 2012). However, this neurotransmitter seems to play a 

central role in rewiring plasticity (cf Axis II; Introduction; 3). Therefore, the measure of GABA 

concentration level and comparison of its different levels after plasticity induction could be a 
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very strong indicator of this plasticity induction and an indication about the neural changes 

playing a part in the balance between excitation and inhibition. 

In humans, MRS are performed within a defined brain region of interest (ROI) with a box 

size of 30x30x30 mm and an acquisition time of 20 minutes. To define a smaller region is very 

complicated and results in a decrease in signal-to-noise ratio. However, since the brain of the 

macaque monkey is smaller than the human brain, we need to have a smaller ROI. We thus 

defined a ROI size of 15x8x10 mm in visual cortex and used four coils: two L11 coils placed 

on each side of the skull of the anesthetized animal, one L7 coil placed on the top of the head 

and one L4 coil placed just in the back of the skull. 

Figure 22: Average edit-ON, edit-OFF and edited spectra (difference between the edit-ON and edit-OFF data). The 
typical shapes of the Na-acetyl aspartate (NAA), Creatine (Cr), and choline (Cho) spectra can be clearly identified on 
the edit-off spectrum and the saturated NAA peak can be found on the edit-on spectrum. On the edited spectrum, an 
inverted NAA peak, Glx (glutamate and glutamine) peaks and GABA peak can be found at 2.02 ppm, 3.75 ppm and 3.0 
ppm, respectively (from Tsai et al., 2016). 

For our acquisition, after performing a classical MPRAGE (anatomical image) to define 

the ROI in the monkey brain, we used the MEGA-PRESS sequence 

(https://www.cmrr.umn.edu/spectro/) with the following parameters: a ROI size of 15x8x10 

mm, a TR of 2000ms, a TE of 68ms, a bandwidth of 2000Hz, a number average of 640 (640 

ON-OFF repetitions), 2048 points measured and an acquisition time of 50min. The editing pulse 

was applied to the GABA spins at 1.9ppm in order to selectively refocus the evolution of J-
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coupling to the GABA spins at 3 ppm (for “ON”). The inversion pulse was applied at 7.5 ppm 

(which corresponds to 4.7ppm of water spins minus 1.9 ppm of the GABA spins plus 4.7ppm) 

for “OFF”). We made a manual shim for the acquisition to have a better water suppression. 

We then used the most popular sequence: MEscher-GArwood (MEGA) difference editing 

with single-voxel Point RESolved Spectroscopy (PRESS) localization (Mescher et al., 1998; 

Mullins et al., 2014). Two spectra were acquired interleaved and subsequently subtracted: 1) an 

EDIT-ON spectrum with selective refocusing J-coupling evolution to the GABA spins at 3ppm, 

and 2) an EDIT-OFF spectrum without selective refocusing of the J-coupling evolution 

(Mescher et al., 1998; Mullins et al., 2014). The subtraction of the refocused ON spectrum from 

the non-refocused OFF spectrum removes the peaks that are not affected by the editing pulses 

and retains only those peaks that are affected by the editing pulses as shown by the example on 

Figure 22 (Tsai et al., 2016). A clear, though noisy GABA peak was obtained, validating our 

procedure to characterize changes in GABA following plastic changes in the adult monkey 

visual cortex. 

Many white matter regions of the brain, such as the corpus callosum, contain a majority 

of unmyelinated axons in adulthood (Sturrock, 1980), making it conceivable that adult-born 

oligodendrocytes could engage in de novo myelination of previously naked axons suggesting a 

novel form of neural plasticity which has been termed “myelin plasticity” (for review, see Wang 

and Young, 2014). The late myelination of these axons would significantly alter their 

conduction speed, and thereby the functionality of the circuit. Activities ranging from motor 

task acquisition to cognitive training have been demonstrated to induce changes in white matter 

microstructure, which have been attributed to increased myelination (for review, see Fields, 
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2008; Richardson et al., 2011; Zatorre et al., 2012). This “myelin plasticity” might play a role 

in learning and memory and therefore changes in visual plasticity. 

Some studies have suggested to measure cortical myelination in vivo with MRI (Clark et 

al., 1992; Barbier et al., 2002; Walters et al., 2003). Intracortical contrast related to myelin has 

been mapped in vivo (Sigalovsky et al., 2006; Bock et al., 2009, 2011, 2013; Geyer et al., 2011; 

Glasser and Essen, 2011; Barazany and Assaf, 2012; Cohen-Adad et al., 2012; Dick et al., 

2012). Variations in signal intensities within the gray matter (i.e., myelin sensitivity) have been 

observed using quantitative T1 mapping (Sigalovsky et al., 2006; Geyer et al., 2011; Barazany 

and Assaf, 2012; Dick et al., 2012; Sereno et al., 2013), T1-weighted (Clark et al., 1992; Barbier 

et al., 2002; Walters et al., 2003; Clare and Bridge, 2005), T2-weighted (Yoshiura et al., 2000; 

Carmichael et al., 2006; Trampel et al., 2011), quantitative T2* (Fukunaga et al., 2010; Cohen-

Adad et al., 2012; Cohen-Adad, 2014) and T2*-weighted images (Hinds et al., 2008; 

Zwanenburg et al., 2011; Sánchez-Panchuelo et al., 2012). Heavily myelinated areas have high 

signal intensities in T1-weighted images and low signal intensities in T2-weighted images. 

Glasser and Van Essen (2011) have developed a new method which corresponds to making the 

ratio between these two types of images (T1w/T2w). This ratio eliminates the bias of intensity 

of the image related to the magnetic resonance and improves the contrast of the noise for the 

myelin. We used this method to measure myelin index in our project. 

We used a MPRAGE sequence to acquire T1w images with a spatial resolution of 0.5mm 

isotropic, a bandwidth of 250Hz, a TR of 3000ms, a TE of 3.62ms, an inversion time (TI) of 

1100ms, a flip angle of 8° and 144 cross-sections acquired. The field of view (FOV) of read-

out was 160mm and that of phase was 105mm.  

We use a SPACE sequence to acquire T2w images with a spatial resolution of 0.5mm 

isotropic, a bandwidth of 710Hz, a TR of 3000ms, a TE of 366ms, a flip angle of 120° and 144 
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cross-sections acquired. The field of view (FOV) of read-out was 160mm and that of phase was 

105mm.  

All images were filtered with the Adaptive Optimized Nonlocal Means of Coupé and 

Manjon (2010). The T1w images were averaged and then the ratio was made. The image thus 

obtained is coregistered on the animal anatomical image by means of the JIP software 

(Mandeville et al., 2011) and projected on the anatomical image in Caret (van Essen et al., 

2001). This allowed us to visualize and quantify the level of myelin on the cortex surface and 

thus be able to compare between each cycle of acquisitions and induction of plasticity the 

changes induced at the level of myelin. 
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The rhesus macaque (macaca mulatta) is a dominant model for cognitive neuroscience 

since this species, among the different animal models that dominate the neurosciences, has the 

following characteristics: it is able to learn complex behavioral tasks used to study the human 

cognitive functions and shares strong anatomical and functional homologies with humans. This 

distinguishes it from rat and mouse models and makes it more suitable for the study of high-

level cortical functions. 

Because of its phylogenetic proximity to the human species, a large part of the fine 

observations made in this species (by targeted cell recordings or by anatomical studies) can be 

transposed directly into humans (whose study of cortical functions is dominated by fMRI). Our 

choice to work with macaques using fMRI, a discipline still emerging, is based on a desire to 

evaluate in more detail the conditions and limitations of the transposition of knowledge between 

NHP (non-human primates) and human cortical functions. 

This project involves two rhesus macaques, two males of 8 and 9 kg, aged respectively 9 

and 8. 

We performed surgery that aimed at implanting a headpost in the animals. This allowed 

us to fix the head of the animals during the scanning sessions, which is crucial for precise 

control of the oculomotor behavior and for the acquisition of MRI images. 

Surgery involved cutting the skin and reaching the surface of the skull. Once this surface 

was thoroughly cleaned and aseptic, we installed histocompatible ceramic screws on the future 
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circumference of the headpost. These screws served as a grip to fix the skull to the acrylic dental 

cement which we then deposited. The headpost was placed at the top of the skull and secured 

to it by this same cement. A rest period of at least one month followed the laying of the headpost. 

Training the animal to come out of its cage to enter its restraint chair as well as to return 

into its cage from the chair was done by means of a restraining cane, a positive conditioning 

and reinforcement, and breaking down the different steps. The animal was first accustomed to 

the presence of the cane, then to be caned to its collar, to leave the cage with the cane and to 

enter the chair. All this was done step by step over several days or weeks to ensure that the 

animal was as calm and confident as possible. 

The learning of the task of interest is carried out under conditions of water control in order 

to motivate the animals, so that the daily water requirements are covered by the experimental 

time and the associated rewards. Learning is composed of different stages. Each step acquired 

by the animal gives rise to the complexification of the task until the desired behavior is 

achieved. In this project, the animals learned to fix a central point on a screen either without 

any other stimulation or during the presentation of visual stimulations (passive or followed by 

a manual response). They were rewarded (hydric rewards: water, syrup or apple juice) to 

maintain this fixation as long as possible. Indeed, the reward delivery was scheduled to 

encourage long fixation without breaks (i.e. the interval between successive deliveries was 

decreased and their amount was increased, up to a fixed limit, as long as the eyes did not leave 

the tolerance window centered on the fixation spot), so as to be compatible with active fMRI 

designs. 
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Monkeys were trained in a mock scan environment resembling as much as possible the 

actual MRI scanner setup. For this, during training, the animals were habituated to the fixation 

of their headposts. MRI acquisitions being very noisy and occurring in the dark; the animals 

were also habituated to wear ear plugs and installed in a dark tunnel in sphinx position to better 

imitate the MRI scanner environment and reduce their nervosity during the actual acquisitions 

in the scanner. 

For the acquisition of part of the cognitive tasks (retinotopic mapping and resting-state 

sessions), the animals received an intravenous injection of a contrast agent (Feraheme®). As 

this agent must be injected before the MRI acquisition session, it is done on awake animals. 

The animals were thus trained and used to this step of intravenous injection in order to remain 

as calm as possible and to minimize the stress induced by this manipulation. 

Several functional MRI acquisitions were performed in awake animals for each plasticity 

cycle. The sequences acquired are EPI sequences (cf Chapter 5, 2a). 

In lower visual areas (e.g., V1 through V5) the neurons are organized in an orderly fashion 

called topographic or retinotopic mapping, in the sense that they form a 2D representation of 

the visual image formed on the retina in such a way that neighboring regions of the image are 

represented by neighboring regions of the visual area. However, the retinotopic representation 
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in the cortical areas is distorted. The foveal area is represented by a relatively larger area in V1 

than the peripheral areas (for review, see Wandell and Winawer, 2011). Functional MRI is a 

powerful tool for investigating the retinotopic organization of the macaque visual cortex in 

individual subjects (Brewer et al., 2002; Vanduffel et al., 2002; Fize et al., 2003; Kolster et al., 

2009, 2014; Patel et al., 2010; Arcaro et al., 2011; Janssens et al., 2014). Retinotopic mapping 

makes it possible to measure a map of visual receptive fields whose size can be modified 

(widened and narrowed) following the induction of plasticity (d’Almeida et al., 2013; Chang et 

al., 2015; Striem-Amit et al., 2015).  

For this, the animal must fix a central point throughout the sequence. It is rewarded to 

maintain this fixation as long as possible. During this time, visual stimulations are played. 

Functional time series (runs) to measure polar angle and eccentricity in which the visual stimuli 

are played respectively by a rotating wedge and by an expanding ring are alternated. Within a 

run the visual stimulation cycle is repeated 2 times. 

Rotating wedge:  

It corresponds to a black and white checkerboard in the shape of a wedge that flickers at 3.33Hz. 

This wedge rotates around the central fixation point in a counterclockwise direction and is 

composed of two segments in the azimuthal direction and 20 segments radially (Figure 23a). 

There are 30 positions and thus 6° between two adjacent segments in the azimuthal direction.  

The radial sizes of the segments were adjusted according to a log(r) law to approximate the 

human cortical magnification factor. All positions are not played within the same run because 

it would be too long for the animal. Therefore, there are two different runs, one run for the first 

fifteen positions and one for the last fifteen. 139 whole brain volumes are acquired during a run, 

for a total time of 278 seconds per run. 
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Expanding ring:  

It corresponds to a black and white checkerboard in the shape of a ring which flickers at 3.33Hz. 

This ring is expanding and reducing around the central fixation point (Figure 23b). This 

concentric ring is composed of 60 squares in the azimuthal direction. There are 19 annuli. The 

radial sizes of the segments were adjusted according to a log(r) law to approximate the human 

cortical magnification factor. 177 whole brain volumes are acquired during a run, for a total 

time of 354 seconds per run. 

Figure 23: Retinotopic mapping task: a. Rotating wedge, b. Expanding ring 

For retinotopic mapping tasks, the monkeys were required to fixate the central point 

throughout the run despite the visual stimulations played (wedges or annuli). They were 

rewarded for maintaining this fixation as long as possible. 

The peripheral detection task allows us to obtain a behavioral measurement because it is 

an active task, contrary to retinotopic mapping which is a passive task. 176 whole brain volumes 

are acquired during a run, corresponding to an average of 40 correct trials per task. 

During this task, the monkeys were required to fixate a central point throughout the run. 

In this task, monkeys were rewarded when they correctly detected a target that appeared 

randomly in the four quadrants (with no other visual stimulations, black background). The 

monkeys were required to respond by raising its hand from the bar after target appearance. 
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Functional acquisition during resting-state gives an overview of brain activations in the 

absence of environmental stimulations (visual, tactile, reward) and allows to analyze the 

functional connectivity of different brain networks in order to see how they evolve following 

the plasticity induction. This type of run is acquired at the beginning of the session to avoid all 

activations linked to the active tasks and not to the resting-state. Accordingly, the animal is 

inside the scanner but is not solicited (it is in the dark, it does not receive any reward). 181 

whole brain volumes are acquired during a run (around 6 minutes, van Dijk et al., 2010). 

As seen in introduction, plasticity can be induced in the visual cortex of adult monkeys 

in different ways (sensory training, cognitive training, pharmacological injection…). The visual 

field is divided into four distinct visual quadrants. One of the visual quadrants is the target of 

the induction of plasticity. For each new cycle, the selected visual quadrant is different from 

the previous cycle. This makes it possible to compare each visual quadrants with the others, 

within the same cycle of plasticity induction and to see the effect of it, but also between each 

cycle in order to see the effects of the different plasticity. In the present thesis, I will describe 

only the sensory training method used to induce plasticity within the visual cortex of our adult 

monkeys. 

Bottom-up influences are both driven by the external environment and intrinsic properties 

of the adult’s visual system (Zénon et al., 2008, 2009a, 2009b). To study the plasticity involved 

in these influences, we will induce plasticity via sensory training. This reinforcement will be 
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achieved by over-stimulation of one of the quadrants of the visual field. We will expect these 

manipulations to increase the spatial resolution of the visual map at the level of the visual 

quadrant defined. 

To do this, we created two tasks: a simple fixation task and a detection task.  

The monkeys will be required to fixate a central point throughout the run. They will be 

rewarded for maintaining this fixation as long as possible. Visual stimulations will correspond 

to clouds of white dots on a black background. The position of dots will be randomized but 

biased by the greater quantity of dots in the test quadrant (40 times of dots, Figure 24a).  

The monkeys will be required to fixate a central point throughout the run. Visual 

stimulations and background will be the same as in the simple fixation task. In this task, 

monkeys will be rewarded when they will correctly detect a target that will appear randomly in 

the four quadrants (manual response by peripheral visual detection, Figure 24b). 

Figure 24: Task to induce plasticity by sensory training : a. Passive fixation task, b. Active peripheral visual detection 
task. 
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Monkeys will be train to perform these two tasks for at least two months.  

Different types of imaging data were and will be acquired before and after each plasticity 

induction in 3T scanner. The first step of this project, after the development of sequences and 

monkeys training of classical tasks, were to acquire the cycle T0 which corresponds to the 

period before plasticity induction. For this first cycle, we acquired in several sessions in an 

anesthetized animal:  

• Anatomical imaging 

• DTI imaging 

• GABA spectroscopy imaging 

• T1w and T2w for myelin index 

For functional imaging data, awake animals performed the resting-state task, the 

retinotopic mapping task and classical detection task during two weeks to have a great number 

of runs (for all type of tasks, we kept only the runs in which monkeys had their gaze within the 

tolerance window more than 85% of the time). 

After this first cycle, monkeys will be train during two months to perform the two tasks 

described above (Axis II, Chapter 6, 3a.) to observe bottom-up influences on plasticity induced 

by this sensory training. The second cycle T1 of MRI acquisitions corresponds to the period 

after the first plasticity induction. As in cycle T0, the same types of imaging data will be 

acquired during sessions with anesthetized animal. During MRI awake sessions, animals will 

perform the resting-state task and the retinotopic mapping task as in cycle T0. They will also 

perform the simple fixation task and the detection task in the presence of salient distractors. 
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We will report the observed plastic changes occurring throughout the visual cortex 

through different measures: 

1) Behavioral indicators of persistent functional changes in visual processing, reflecting 

the onset of plasticity as well as the stabilization of its effects. Using detection tasks 

allows us to probe visual contrast sensitivity as a function of the spatial location 

(classical detection task, at T0) and bottom-up visual integration processes (detection 

task in the presence of salient distractors, at T1). 

2)  By analyzing how these manipulations progressively alter the temporal pattern of 

information flow between lower and higher visual cortical regions 

3) By comparing the high-resolution fMRI mapping of their retinotopic organization 

between the different cycles of plasticity induction to assess changes in term of 

receptive field (size, overlap…) 

4) By quantifying whole-brain changes in functional resting-state connectivity (as in 

Babapoor-Farrokhran et al., 2013). 

5) By comparing the myelin index reflecting myelin changes induced by plasticity 

(increase of myelin density, new myelinated areas…)

6) By assessing changes in water diffusion and water revealing new connections and 

reorganization of connections. 

7) By quantifying the GABA concentration to evaluate if this plasticity induces a 

reduction of GABA concentration and plays a role in the balance between excitation 

and inhibition. 
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I will present here the first results obtained for this projects, namely, imaging and 

behavioral data acquired for the T0 cycle. All these data will serve as a baseline for the future 

acquisitions allowing to compare and observe the changes induced by the different types of 

plasticity induction. 

Detection tasks allowed us to extract behavioral data. We extracted the number of “Hits”, 

“Correct rejection”, “Miss”, “False alarm” and “Late” but also reaction times. 

• Reaction times (RT): it corresponds to the time between the appearance of the 

target and monkey’s response. The monkey had to respond with a RT between 

150 and 1000ms to be rewarded. 

• Hits: In this trial, the monkey did respond correctly after the appearance of the 

target and he was rewarded. It means that he released the bar with its hand after 

perceiving the target. 

• Correct rejection: In this trial, there was no target. The monkey did not release 

its hand of the bar but fixated correctly the fixation point therefore he was 

rewarded. 

• Miss: In this trial, the monkey did not release the bar after the target appeared and 

thus did not receive any reward. 

• False alarm: In this trial, the monkey released the bar although there was no target 

or it had not yet appeared (RT < 150ms). It was considered as an anticipation. The 

animal did not receive any reward. 
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• Late: In this trial, the monkey released the bar after target appeared but too late 

to be rewarded. It means that the time between the appearance of the target and 

the monkey’s response was too long (RT > 1000ms). 

This first detection task is relatively easy for monkeys. As shown by Figure 25, monkey 

1 (M1) performed a lot of correct trials (93.8% with 75.04% of Hits and 18.76% of Correct 

rejection %) and few mistakes (6.21% with 0.44% of Miss; 5.75% of False alarm and 0% of 

Late). Monkey 2 (M2) performed also a lot of correct trials (74.09% with 57.93% of Hits and 

16.16% of Correct rejection) but he made more mistakes (25.9% with 5.92% of Miss; 19.98% 

of False alarm and 0% of Late). The two monkeys did not have exactly the same behavior. For 

almost 20% of trials, M2 had more false alarms and therefore more anticipation than M1. 

Figure 25: Global performance of monkey 1 and monkey 2 during detection tasks. 

Data were also separated and analyzed by visual quadrants. In this case, we considered 

only trials in which a target appeared (there is no correct rejection because this parameter is 

only for no target apparition). For M1 (Figure 26), we have the same proportion of responses 
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for each quadrant (~99% of Hits). Therefore, this animal has no bias for one of the quadrants. 

If we compare the number of false alarms between the global performance and the analysis by 

visual quadrants, we observe very few false alarms (only 1 false alarm) for trials with a target 

suggesting that the greatest number of false alarms in the global performance (65 false alarms) 

were performed during trials without a target. It means that the animal released the bar when 

he only needed to fixate. 

Figure 26: Performance divided into visual quadrants for monkey 1. 

For M2 (Figure 27), we also have the same proportion of responses for each quadrant 

(~90% of Hits). Therefore, this animal has no bias for one of the quadrants. If we compare the 

number of false alarms between the global performance and the analysis by visual quadrants, 
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we observe very few false alarms (only 7 false alarms) for trials with a target suggesting, as 

with M1, that the greatest number of false alarms in the global performance (199 false alarms) 

were performed during trials without a target. On the contrary, the animal M2 performed some 

miss responses (59 miss) but it is not dependent on any visual quadrant. 

Figure 27: Performance divided into visual quadrants for monkey 2. 

These first results show that neither of the two monkeys has any bias for a particular 

visual quadrant. When we will induce plasticity we expect to see changes in the proportion of 

responses between the over-stimulated quadrant and the other three. 
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First, we analyzed reaction times in a global way (Figure 28). The mean of RT for 

monkey 1 is 336 ms (standard deviation, STD: 26 ms) and for monkey 2, it is 322 ms (STD: 29 

ms). Monkey 2 is faster than monkey 1 (Fisher test: 7.5 10-66; two-tailed paired-ttest: 4.5 10-8). 

Figure 28: Reactions times distribution for monkey 1 and monkey 2. 

Secondly, we analyzed reaction times separately by visual quadrants (Figure 29 and

Figure 30) 

Monkey 1 has a mean RT of 340 ms for the top/left quadrant, 346 ms for the top/right 

quadrant, 332 ms for the bottom/left quadrant and 325 ms for the bottom/right quadrant (Figure 

29). Reaction times between these four quadrants are significantly different (anova, 2.4 10-13). 

RTs for bottom quadrants are significantly shorter than RTs for top quadrants (two-tailed 

paired-ttest: 2.3 10-12).  

Monkey 2 has a mean RT of 323 ms for the top/left quadrant, 329 ms for the top/right 

quadrant, 318 ms for the bottom/left quadrant and 317 ms for the bottom/right quadrant (Figure 

30). Reaction times between these four quadrants are not significantly different (anova, 0.26). 

However, we can note that RTs for bottom quadrants tend to be shorter than RTs for top 

quadrants (Fisher test: 0.03; two-tailed paired-ttest: 0.06).  
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Figure 29: Reaction times distribution divided into visual quadrant for monkey 1 

Figure 30: Reaction times distribution divided into visual quadrant for monkey 2. 
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These second results show that both monkeys have different RTs between the different 

quadrants and in particular, bottom quadrants have shorter RTs than top quadrants.  

When we will induce plasticity we expect to see changes in RTs on the over-stimulated 

quadrant compared to the other three, between before and after plasticity induction. In other 

words, this T0 characterization will serve as reference. 

Today, only monkey 1 performed functional imaging sessions with a contrast agent 

injection. We used phase-encoded mapping method and calculated a fast Fourier transform of 

the observed time series to generate the different retinotopic maps (based on methods using by 

Sereno et al., 1995; Alvarez et al., 2015). 

Figure 31 and Figure 32 show the retinotopic maps respectively, for polar-angle and for 

eccentricity, in the left and right hemispheres of monkey 1. We can see that the ventral portions 

of V1, V2, V3 and V4 contain maps of the upper visual field while the lower visual field 

quadrants are represented in the dorsal portions of the areas. Visual stimulations are mapped in 

the contralateral hemifield. It means that for the task “wedge 1” in which stimulations are 

essentially played in the right visual field, they are mapped by the left hemisphere while for the 

task “wedge 2” in which stimulations are essentially played in the left visual field, they are 

mapped by the right hemisphere (Figure 31). This is more visible with the task “annuli”, we 

can see the different annuli mapped on the visual cortex with the shape of these annuli. Besides, 

this task shows that the central visual field is mapped by the central part of visual areas and this 

mapping is expanded when the annuli is expanded (Figure 32). Overall, we reproduce using 

this high-resolution retinotopic mapping approach what is already described in the literature in 

terms of topographical organization of areas V1 to V4. This topography will serve as a reference 

T0 for the subsequent post-plasticity mappings. 
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Figure 31: Retinotopic maps for polar-angle in the left (by Wedge1 task) and right hemispheres (by Wedge 2 task) 
represented on inflated (top panel) and flattened maps (lower panel). The color code is indicated in the figure. Dashed 

white lines delineate the different visual areas, based on the F99 monkey template brain in Caret. 

Figure 32: Retinotopic maps for eccentricity in the left and right hemispheres (by Annuli task) represented on inflated 
(top panel) and flattened maps (lower panel). The color code is indicated in the figure. Dashed white lines delineate 

the different visual areas, based on the F99 monkey template brain in Caret. 
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Today, only monkey 1 performed functional imaging sessions with a contrast agent 

injection. We performed different resting-state analyses with the software CONN 

(http://www.nitrc.org/projects/conn/).  

Figure 33: Strong correlations between left and right FEF, and between left and right LIP. 
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We built regions of interest (ROI) using MarsBar toolbox (Brett et al., 2002) based on 

anatomical images of the animal and monkey brain atlases made available on 

http://scalablebrainatlas.incf.org (essentially Paxinos et al., 2000; Calabrese et al., 2015). ROIs 

defined for FEF regions are built by a box with widths in XYZ (mm) of 2x3x2 centered at [-

17.8; 5.6; 14] mm from the anterior commissure for left FEF and at [16.2; 6.6; 14] mm for right 

FEF. ROIs defined for LIP regions are built by a box with widths in XYZ (mm) of 2x5x2 

centered at [-11.8; -17.4; 15] mm from the anterior commissure for left LIP and at [11.2; -17.4; 

15] mm for right LIP. We also performed the probabilistic independent component analysis 

approach (ICA) to identify different resting-state networks bilaterally 

ROI to ROI analysis in monkey 1 (Figure 33) show that the left and right FEFs are 

strongly positively correlated (FDR-corrected pvalue: 0.020, two-side inference) and the left 

and right LIPs are also strongly positively correlated (FDR-corrected pvalue: 0.0048, two-side 

inference). 

Seed to voxel analysis searches which voxels of brain are correlated (positively or 

negatively) with the defined ROI (the same ROIs as above). 

The left and right FEFs seed connectivity maps show that both FEFs are strongly 

functionally connected together (Figure 34). We observed a lot of positive connectivities 

between FEF and visual areas (V1, V2, V4) in both hemispheres and for both seeds. FEF are 

also positively connected with secondary somatosensory area II (SII), primary somatosensory 

areas 3a and 2, with temporal areas (middle temporal area MT, medial superior temporal area 

MST, temporoparietal associated area TPO) and more importantly with parietal areas (ventral 
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and lateral intraparietal areas; VIP and LIP respectively). We also observed negative 

connectivities between FEF and premotor areas (F2, F4, F5), primary somatosensory areas 

(areas 1 and 3b), orbitofrontal area 45A, parietals areas 7 and 7op. The left and right FEFs seed 

connectivity maps are fairly symmetrical. However, the left FEF seems to have a stronger 

connectivity than the right FEF. 

Figure 34: Left FEF (left) and right FEF (right) seed connectivity maps projected onto the inflated anatomy of monkey 
1 (t-score > 3.1 set at cluster significance of P < 0.001, uncorrected). The connectivity maps are shown on lateral, medial, 
ventral, and dorsal views. Asterisks show the location of the seed region. pos, parieto-occipital sulcus; cas, calcarine sulcus; 
cs, central sulcus; hs, hippocampal sulcus; cis, cingulate sulcus; sts, superior temporal sulcus; ios, inferior occipital sulcus; 
lus, lunate sulcus; ots, occipitotemporal sulcus; ps, principal sulcus; L, left; R, right.

The left and right LIPs seed connectivity maps show that both LIPs are strongly 

functionally connected together (Figure 35). We observed lot of positive connectivities 

between LIP and visual areas (V1, V2, V3a, V4) in both hemispheres and for both seeds. LIP 

are also positively connected with premotor area F4, primary somatosensory area 1, with other 

parietal regions (VIP and medial intraparietal area MIP), with temporal areas (MT, MST and 

TPO) and more importantly with both FEFs. The left and right LIPs seed connectivity maps are 

fairly symmetrical. We observe very few negative connectivities. 
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Figure 35: Left LIP (left) and right LIP (right) seed connectivity maps projected onto the inflated anatomy of monkey 
1 (t-score > 3.1 set at cluster significance of P < 0.001, uncorrected). The connectivity maps are shown on lateral, medial, 
ventral, and dorsal views. Asterisks show the location of the seed region. pos, parieto-occipital sulcus; cas, calcarine sulcus; 
cs, central sulcus; hs, hippocampal sulcus; cis, cingulate sulcus; sts, superior temporal sulcus; ios, inferior occipital sulcus; 
lus, lunate sulcus; ots, occipitotemporal sulcus; ps, principal sulcus; L, left; R, right

This analysis shows that FEF, LIP and visual areas (our target functional regions) are 

strongly connected, we expect to observe changes in this connectivity (e.g. reinforcement of 

the connectivity strength) after plasticity induction. 

Using the ICA approach, we identified in monkey 1 nine resting-state networks bilaterally 

(somatomotor, somatosensory, foveal visual, peripheral visual, central visual, superior temporal 

sulcus, executive, auditif and fronto-parietal networks) comparable to those previously 

described in both anesthetized and awake monkeys (Moeller et al., 2009; Hutchison et al., 

2011).  
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Figure 36: Illustration of the four most interesting cortical networks for our project, identified by the ICA in monkey 1 
and projected onto the inflated anatomy of monkey 1, in dorsal view (t-score > 3.1 set at cluster significance of P < 0.001, 
uncorrected). 

We are most interested in the four following networks: parieto-frontal, peripheral visual, 

central visual and foveal visual (Figure 36). Indeed, these four networks involve visuals areas, 

LIP or FEF and we expect to see changes between these networks before and after plasticity 

induction. 
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By means of DTI imaging, we obtained the fractional anisotropy maps (FA) for both 

monkeys (Figure 37). It is an index for the amount of diffusion asymmetry within a voxel. The 

colors assigned to voxels are based on a combination of anisotropy and direction. The 

orientation of the principal eigenvector controls hue and anisotropy controls brightness (for 

more details, see review Minati and Weglarz, 2007), as in:  

Red=|e1,x| .FA 

Green= |e1,y| .FA 

Blue= |e1,z| .FA 

Figure 37: Colored fractional anisotropy map for monkey 1 (top) and monkey 2 (bottom). 

285



The denser an axonal bundle is, the more membranes and myelin hinder and restrict 

diffusion transversally, rendering diffusion more anisotropic: as a consequence, diffusion 

anisotropy is considered as a rough index of axonal density. Insofar as denser bundles are 

assumed to imply stronger anatomical connectivity, anisotropy may be considered as an 

indicator of connection strength (Basser, 1995; Minati et al., 2008; Basser and Pierpaoli, 2011). 

By means of DTI imaging, we also obtained tractography maps for both monkeys (Figure 

38) which correspond to the fiber trajectories in and out of the region selected (whole brain, 

part of brain, voxels…). 

Figure 38: Tractography maps for monkey 1 (top) and monkey 2 (bottom). 
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We can see that in both monkeys we have fibers in all directions (x, y and z). For example, 

a complex structure in the brain is the corpus callosum. In this structure, part of the fibers are 

essentially in red color and so in X axis (left to right or right to left direction) allowing for the 

connections between the two hemispheres. A large part of this corpus is in green color, so in Y 

axis (posterior to anterior or from anterior to posterior direction) allowing for the connections 

from the frontal to the occipital lobe and conversely. And finally some fibers are in blue color, 

so in Z axis allowing for the connections between top and bottom regions. We expect plasticity 

changes to reflect onto FA index measures, but it is however unclear whether changes will also 

be quantifiable onto the tractography reconstructions. This remains to be explored. 

In anesthetized monkeys, we performed acquisitions of T1w and T2w images. Following 

the Glasser and Van Essen method (2011), we calculated the ratio T1w/T2w and we projected 

the results onto the inflated surface of each monkey by means of Caret (Figure 39). This ratio 

eliminates the bias of intensity of the image related to the magnetic resonance and improves the 

contrast of the noise for the myelin. The myelin maps were displayed at quarter and 96th 

percentiles for the hemisphere as a whole, with saturation above (red) and below (black) these 

values.  

For each monkey, the visual cortex (including V1) and motor areas are highly myelinated, 

parietal (including LIP), temporal and central gyri are also strongly myelinated whereas the 

medial part of the brain appears to be low myelinated. The fundus of sulci is less myelinated. 

For both animals, the right hemisphere seems to be more myelinated than the left hemisphere. 
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However, we do not have the same pattern of myelination for both animals. We observe 

stronger and more spread out myelination for M2 compared to M1. For example, FEF areas are 

clearly heavily myelinated in M2 whereas only a small portion of FEF is myelinated in M1. 

Whether this inter-individual change will correlate with differences in plasticity onset and 

amplitude will be of outmost interest. 

Figure 39:  Myelin maps projected onto the inflated surface of monkey 1 (M1) and monkey 2 (M2). The myelin maps are 
shown on lateral, medial, ventral, and dorsal views. pos, parieto-occipital sulcus; cas, calcarine sulcus; cs, central sulcus; 
hs, hippocampal sulcus; cis, cingulate sulcus; sts, superior temporal sulcus; ios, inferior occipital sulcus; lus, lunate sulcus; 
ots, occipitotemporal sulcus; ps, principal sulcus; L, left; R, right. The scale is T1w/T2w = 4% (black) to 96 % (red).

These are the first results obtained with the MEGA-PRESS sequence. MRS GABA 

spectroscopy was performed within a region of interest defined on the left visual cortex and 

centered at [-13.3; 62.9; -19.3] position. The size of this region was 15x8x10mm (Figure 40). 

The MRS acquisition lasted 50 minutes and used the four coils. The images were analyzed and 

preprocessed by means of FID-A (Simpson et al., 2017) and GANETT softwares (Edden et al., 

2014). 

288



Figure 40: Coronal, sagittal and transversal views of the defined region of interest in left visual cortex, in monkey 2. 

Spectra of different coils were phase-aligned that is to say they were aligned with respect 

to the orientation of the coils relative to the ROI defined and then, coils were combined (Figure 

41).  

Figure 41: Results of multi-coils combination. 

Then, we removed motion-corrupted averages: averages were calculated for all spectra 

and if points were three times different from the standard deviation, they were removed with 

their pairs (ON-OFF pairs). As our animal is anesthetized, few points are removed (Figure 42). 

Figure 43 shows the results of removal of bad averages shown in Figure 42 but focuses on 

between 3.12 and 2.72ppm of spectra (around the creatine peak) according to each repetition 
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over time, which means over each ON-OFF repetitions. We see more colored maps around 

3ppm which corresponds to the creatine peak and suggests the presence of GABA peak. 

Figure 42 : Results of removal of bad averages 

Figure 43: Results of removal of bad averages focusing on creatine peak (between 3.12 and 2.72 ppm, top panel) and 
results of frequency alignment of spectra on the creatine peaks (bottom panel). 
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Spectra were filtered at 3 Hz. During the next steps, spectra were frequency aligned with 

respect to peak position of creatine (at 3.02 ppm, Figure 43) on the spectrum and a zero-order 

phase correction was applied to maximize this peak of creatine and optimized the differential 

between ON and OFF spectra.  

Figure 44: Results of the subspectra subtraction of ON-OFF spectrum (top panel) and focus of this differential 
spectrum display between 2.5 and 4 ppm (bottom panel). Na-acetyl aspartate (NAA), Creatine (Cr) and Choline (Cho).

Figure 44 shows that, although there is a lot of noise in spectra, the different peaks of 

Na-acetyl aspartate (NAA), Creatine (Cr) and Choline (Cho) at 2.02, 3.02 and 3.75 ppm, 

respectively. We have a large peak around 2.95 ppm which could correspond to the GABA 

peak. 

By means of Gannett, the GABA spectrum was fitted by a Gaussian model to quantify 

the relative GABA concentration (relative to water quantity) by calculating the integral area 

under the GABA peak (Figure 45). We found 15.552 i.u. (institutional units). 

NAA Cr Cho 

Cr Cho 

2.95ppm 
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It is unclear whether this identified GABA peak has a high enough signal-to-noise ratio 

(SNR) to detect the subtle expected GABA changes following plasticity onset. Our second 

acquisition phase will allow us to address this point experimentally. 

Figure 45: Gannett outputs with Gaussian fit onto GABA spectrum and estimation of GABA concentration (top 
panel) and water spectrum (bottom model). 

In conclusion, all tools are ready and all analyses characterizing T0 pre-plasticity 

anatomical functional and connectivity data have been performed for Monkey M1 and are 

ongoing for Monkey M2, thus setting the reference lines for pursuing the project. I will continue 

supervising this project in the coming months and transferring my expertise to the students who 

will take it over.  
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The different results presented in Chapter 7 remain preliminary and further in-depth 

analyses will be necessary. However, these first results are promising for our project to measure 

and observe neural changes after plasticity induction. We will discuss these different first results 

below. 

Behavioral data extracted in runs of detection tasks show that most importantly, at T0, so 

before plasticity induction, we have no bias in any of the two monkeys for any visual quadrant 

in term of responses proportion (correct, miss, false alarm…). We expect that after performing 

the task for plasticity induction using bottom-up influences (cf Methodology, 3.a), monkeys 

will be better in the visual over-stimulated quadrant because their attention will be biased 

toward this quadrant. This could induce more incorrect responses: more miss trials or incorrect 

responses for the other three quadrants but also more false alarms for the over-stimulated 

quadrant. 

Reaction times analyses show that in both monkeys we have differences of RTs between 

the different visual quadrants. The fact that RTs are different between the four quadrants is not 

problematic because we will compare RTs within the same visual quadrant following each 

plasticity cycle (to see if RTs are shorter or longer after plasticity induction). We expect to have 

shorter RTs in the over-stimulated quadrant between before and after plasticity induction thanks 

to an enhancement of visual processing in this quadrant. 

More interestingly, at T0, we observe that bottom visual quadrants have shorter RTs than 

top quadrants suggesting a vertical asymmetry in the visual function. This has been previously 

described in numerous studies using a variety of paradigms and methodologies (Danckert and 
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Goodale, 2001; Maehara et al., 2004; Chen et al., 2005; Khan and Lawrence, 2005; Liu et al., 

2006; Qu et al., 2006; Carlsen et al., 2007) and showing a greater functionality of the inferior 

visual field (Sample et al., 1997; Levine and McAnany, 2005). Some studies that have directly 

examined latency differences between superior and inferior visual fields, suggest that the 

inferior visual field has a shorter latency in terms of motor reaction times, for example for 

discriminating a range of stimuli, including those that differ in contrast, hue, and motion (Payne, 

1967; Maehara et al., 2004; Levine and McAnany, 2005; Qu et al., 2006; Fortenbaugh et al., 

2015).  

Whatever the distinctions that contribute to these field differences, they may be seen to 

make some ecological sense (Previc, 1990). The lower visual field is where the hands (or paws) 

work at fine tasks like separating seeds and peels from fruit, or capturing small prey (Previc, 

1990; Levine and McAnany, 2005). 

In our retinotopic mapping analyses, we found a functional topography of the visual 

cortex close to those found by recent retinotopic mapping studies (Kolster et al., 2009, 2014; 

Arcaro et al., 2011; Janssens et al., 2014). Indeed, the polar-angle maps reveal the retinotopic 

organization of V1-V4 in agreement with earlier-cell (Daniel and Whitteridge, 1961; Essen and 

Zeki, 1978; Gattass and Gross, 1981; Gattass et al., 1981, 1988, 1997, 2005; Van Essen et al., 

1984; Felleman and Van Essen, 1991) and fMRI studies (Vanduffel et al., 2001; Brewer et al., 

2002; Fize et al., 2003; Kolster et al., 2009, 2014). It means that V1/V2 and V3/V4 boundaries 

correspond to a vertical meridian and the V2/V3 and rostral V4 boundaries correspond to a 

horizontal meridian (Kolster et al., 2009). Besides, the upper quadrant is represented ventrally 

and the lower quadrant dorsally in areas V1, V2, V3 and V4. The eccentricity maps confirm 

that the central representations of V1-V4 refer to the central visual field. 
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Further analyses may be carried out in our retinotopic mapping data such as population 

receptive field (pRFs) estimates. This new method computes a model of the population 

receptive field from responses to a wide range of stimuli and estimates the visual field map as 

well as other neuronal population properties, such as receptive field size and laterality. The 

visual field maps obtained with the pRF method are more accurate than those obtained using 

conventional visual field mapping, and allow to draw with high precision the visual field maps 

to the center of the foveal representation. This method is being increasingly used to studies 

cortical topographies and their changes with age, diseases or plasticity, both in humans and in 

the non-human primate (Dumoulin and Wandell, 2008; Kolster et al., 2009, 2010, 2014; Harvey 

and Dumoulin, 2011; Brewer and Barton, 2014; Schwarzkopf et al., 2014; Alvarez et al., 2015; 

Thomas et al., 2015; van Dijk et al., 2016; Anderson et al., 2017). 

Our resting-state results are coherent with what we can find in literature, in particular in 

recent papers on functional connectivity patterns of frontal eye fields (Hutchison et al., 2012, 

2015; Babapoor-Farrokhran et al., 2013). However, we found some differences. Indeed, we 

performed resting-state analyses for intra-subject and in an awake monkey. Some studies 

showed that anesthetics agents can modulate resting-state networks. Recently Hutchison et al. 

(2014) showed that assessing dynamic functional connectivity patterns revealed that the 

functional repertoire of brain states is related to anesthesia depth and most strikingly, that the 

number of state transitions linearly decreases with increased isoflurane dosage. Taken together, 

the results indicate dose-specific spatial and temporal alterations of functional connectivity that 

occur beyond the typically defined endpoint of consciousness. 
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We have tested three different approaches to analyze resting-state data. For the rest of the 

project, we will use only seed-to-voxel and ICA approaches. Indeed, the ROI-to-ROI analysis 

is too stringent because this tests connectivity only between the voxels of ROI defined. 

Consequently, the exact location of the ROI and its size play an important role for the 

connectivity tested. Seed-to-voxel analysis allows to know how the ROIs defined are connected 

with the whole brain and thus allows to more easily see changes in this connectivity patterns. 

For example, we have seen that FEF areas are connected with LIP areas but not for the entire 

LIP areas. The question that we can ask here is, can we observe stronger connectivity between 

these areas and/or more extended and/or new points connected to these areas, after plasticity 

induction? 

The ICA approach gives us a more global view of brain connectivity showing the different 

independent networks identified. With this approach we will compare the different plasticity 

induction cycles and see how these networks can evolve with plasticity (network more 

extended? Stronger? Reinforced?)? 

Recently, a team has performed DTI of the postmortem rhesus macaque brain on a 7Tesla 

with a very high-resolution (150x150x150μm) and the best quality. However, the total 

acquisition time was approximately of 46 hours per specimen (Calabrese et al., 2015). Here, we 

succeeded in performing DTI with high-resolution (500x500x100μm) but in awake monkeys 

and this with very much shorter acquisition time. Our acquisition lasted 130 minutes (Tounekti 

et al., 2017). To our knowledge we are the first team to achieve this feat. This is very promising 

for the study of DTI in vivo, with high-resolution.  
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With DTI data, we will want to perform seed connectivity. It means we will define a ROI 

(in FEF, LIP and V1) and search how fibers enter and exit these areas and more interestingly if 

they are directly connected through these fibers (no intermediaries). This approach will allow 

us to see how plasticity induction interferes in this structural connectivity (Saur et al., 2008; 

Gold et al., 2010; Purcell et al., 2011; Bennett and Rypma, 2013). This work is still in progress. 

To create myelin maps of our two monkeys, we calculated the ratio of T1w/T1W. We 

then projected these results on Caret. These results are preliminary data. Indeed, we want to 

perform the entire method of Glasser and Van Essen (2011). They used the software FreeSurfer 

(http://surfer.nmr.mgh.harvard.edu/) which is more frequently used for humans (Caret is more 

frequently used for monkeys). FreeSurfer segmentation generates different files including 

ribbon.mgz file which corresponds to the cortical (gray matter) ribbon of the brain. Its means 

voxels with voxels centers located between the white and pial surfaces. This allows to see 

myelination more precisely not only in surface view (fiducial, inflated…) but also in sagittal, 

cortical and transversal views and to see areal boundaries for some cortical areas (Glasser and 

Essen, 2011; Glasser et al., 2014). Performing FreeSurfer segmentation in monkeys is a more 

involving and complicated process than for human cortical reconstruction. We are currently 

working on this step of development. 

Glasser et al. (2014) have reviewed some in vivo mapping studies both in humans and in 

non-human primates. They reported that primary sensory or motor areas are heavily myelinated 

whereas associations areas are less myelinated (Sereno et al., 1995; Glasser and Essen, 2011; 

Power et al., 2011; Yeo et al., 2011). They suggested, on the one hand, that these heavily 

myelinated regions may need to be more static and hardwired to perform their lower-order 
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sensory and motor functions. On the other hand, lightly myelinated areas, which have largely 

higher-order cognitive functions, may have greater synaptic plasticity and thus require more 

adaptable, dynamic, and plastic circuitry than heavily myelinated ones. 

Interestingly, by comparing the myelin maps of humans, chimpanzee and macaques, they 

reported that humans have more lightly than heavily myelinated regions, whereas they reported 

the reverse trend in the non-human primate. This suggests that the human brain is more plastic 

and dynamic which may allow for higher cognitive abilities such as language. Further studies 

on this topic will be necessary to test this hypothesis. 

The first step of plasticity induction uses bottom-up influences; we expect to see changes 

in myelination patterns between visual, frontal and parietal areas. If the above hypothesis is 

correct, we can predict two possibilities: our V1-LIP-FEF network will have a reduction of 

myelination to allow dynamic and plastic changes with the addition of new connections or 

suppression of others; or our V1-LIP-FEF network will have a stronger heavy myelination to 

reinforce the olds connections and consolidate this strength network. 

The fact that humans have a brain potentially more plastic than non-human primates is 

promising. Indeed, if we succeed in reinducing plasticity with our tasks and see changes in the 

macaque brain, we can expect to see the same changes or stronger changes in humans and thus 

treat some pathologies such as amblyopia in the adult brain. 

Magnetic resonance spectroscopy (MRS) is the only non-invasive way to measure the 

local concentrations of GABA in the brain, in vivo. GABA detection is particularly challenging 

and requires special MRS techniques. Performing MRS on monkeys is very challenging due to 

the smaller size of their brain compared to the human brain. In spite of this difficulty, we tried 

to perform this on anesthetized monkeys with a really small ROI size (15x8x10 mm). 
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Unfortunately, we had too much noise in our signal (after spectrum subtraction) due to a signal-

to-noise ratio too weak. Therefore, we were not able to clearly identify the GABA spectrum 

and confirm that the GABA concentration level estimation within V1 visual area was correct. 

Despite the noise, it seemed possible to identify a GABA peak which was not centered at 3 ppm 

but shifted toward 2.95 ppm.  

Because we performed spectroscopy on an anesthetized animal, we skipped the step of 

the alignment of frequency averages. We also skipped the step of removing points before and 

after echo as we assumed that the magnetic field of B0 is stable. Because we have a lot of noise 

in our spectra (as shown in Figure 42), the peak of creatine is difficult to discriminate and this 

could result in a wrong frequency shift for phase-correction for centering spectra onto the 

creatine peak and lead to a GABA peak more in 2.95 ppm than in 3.02 ppm. However, in a 

study performed in adults with a region of interest defined in visual cortex (Yoon et al., 2010), 

this GABA peak shift is also observed. Further analyses and setup optimization to reduce the 

noise in our signal are necessary. We are currently searching for different solutions to solve this 

problem. One of them is to try to perform a longer acquisition. Another solution is to test with 

our eight-channel phased-array coil. 

A very interesting way to perform GABA spectroscopy is to use MRS imaging. This 

approach uses a 3D MEGA-editing MRS imaging sequence (Bogner et al., 2014). This 

sequence is characterized by real-time motion correction, dynamic shim updates and selective 

reacquisition of adiabatic spiral to eliminate subtraction artifacts due to scanner instabilities and 

subject motion. The localization is made by Adiabatic Selective Refocusing (LASER) to 

improve the localization accuracy and signal-to-noise ratio. This aspect is very important for us 

to improve our signal-to-noise ratio in our really small ROI compare to the MEGA-PRESS 

sequence. Besides, this sequence is insensitive to the effects of B1, which means insensitive to 
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the excitation quality and refocalisation. Lastly, this sequence has a K-space encoding via a 

weighted stack of spirals which provides 3D metabolic mapping with flexible scan times. 

Along with the improvement of our current GABA spectroscopy method with the MEGA-

PRESS sequence and the search for an appropriate and optimal environment (time, coils, 

position, ROI size…), we are trying to obtain the MEGA-LASER sequence and adapt it to our 

3T Siemens Prisma scanner. 
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The aim of the present thesis was to investigate the neural bases of space representation 

in the awake non-human primate using functional magnetic resonance imaging. 

In the first axis, we have shown that, in humans, dynamic looming visual stimuli enhance 

tactile sensitivity at the predicted location and time of impact on the face (Cléry et al., 2015a, 

Chapter 1). A similar study, performed in awake monkeys and in fMRI, confirms that this type 

of stimuli leads to maximal cortical brain activations. Importantly, we highlight the involvement 

of a parieto-frontal network which seems to subserve the tactile enhancement observed when 

studying humans (Chapter 2). This parieto-frontal network is essentially composed of the 

intraparietal area VIP and the premotor area F4 which have already been described as encoding 

multisensory convergence processing (Guipponi et al., 2015).  

The identification of the neural bases that encode near and far space shows that the 

parieto-frontal network identified in multisensory convergence and integration processing also 

participates to the peripersonal space encoding (Chapter 3 and 4). A network involved in at 

least three different processing shows its important contribution in space representation 

mechanisms. 

Some studies (for reviews, see Cléry et al., 2015b; de Vignemont and Iannetti, 2015, 

Introduction Part II) have assessed that the peripersonal space is dynamic and plastic and 

therefore the “virtual” boundary between this space and the extrapersonal space can be shrinked 

or expanded according to emotional, social or actions components. However, the majority of 

these studies explore these aspects at the behavioral level. In the present thesis, we contribute 

to the definition of the neural bases encoding near and far space in a neutral environment. A 

direct perspective of this first axis is to use fMRI to identify the changes in cortical activations 

when we stimulate the peripersonal space with objects that have a positive or negative value 

but also with social or anti-social stimuli. This will allow us to investigate how the parieto-

frontal network is activated by the context. 
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Most importantly, the two fMRI studies of Axis I can lead us to perform others 

experiments with the same experimental design, in the same animal, and using a single cell 

recording technique. The site recording will be at the exact location of the activated areas 

identified in impact prediction and peripersonal space encoding thanks to fMRI, in particular 

about the parieto-frontal network. How are patterns activity at whole brain (and population) 

level correlated and reflected at neuronal level? More precisely, are the same neurons involved 

in the three processes of multisensory convergence, impact prediction and peripersonal space 

encoding or rather are there sub-populations of neurons involved in each process separately in 

the same voxel? 

In the second axis, we develop numerous challenging technics and methods that will 

allow us to observe neural changes after plasticity induction. Some of these methods need to be 

more refined and further analyzed but they show themselves to be really promising for the study 

of plasticity in the non-human primate. 

The next step will be to induce plasticity to confirm that our methods are correct. The first 

plasticity will be induced by means of bottom-up influences through sensory training (cf Axis 

II; Methodology; Chapter 6; 3). These manipulations are expected to increase the spatial 

resolution of the visual map in the visual quadrant over-stimulated, all the more when the 

stimulations are coupled with a visuomotor response. The second plasticity will be induced by 

means of top-down cognitive influences through prior reinforcement. For example, the priors 

the monkeys have about space can be manipulated by systematically reinforcing a goal-oriented 

behavior in a defined quadrant either with a higher reward or a higher probability of target 

appearance than in the other location. In this case of plasticity induction, we will expect to 

observe a locale increase in the spatial resolution of the visual map. 
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Another type of plasticity induction, which explains, in part, why we work with monkey 

for our plasticity project, is pharmacological neuromodulation. We have seen in the introduction 

of Axis II that numerous neuromodulators can lead to plasticity. The one that we are interested 

in more particularly is the GABA which plays a central role in the balance between excitation 

and inhibition. An interesting method is to locally inject bicuculline GABA antagonist (Wardak 

et al., 2006) in the visual cortex and therefore to reduce GABAergic inhibition in this area. We 

expect that to lead to more excitation than inhibition in the balance E/I and to induce plasticity 

in the visual cortex. The combination of pharmacological neuromodulation, sensory and 

cognitive influences may enable us to potentiate and maximize the plasticity power and neural 

changes. 

We hope that this project, in addition to providing a long-missing integrative view of 

plasticity in the adult visual cortex, will provide new directions of investigation to treat 

abnormal visual experience due to eye misalignment in early childhood (amblyopia, congenital 

cataract) or visual deficits due to acute cortical lesions (following head traumas or 

cerebrovascular accidents) leading to such conditions as anopsia or neglect, thus addressing 

major issues in the physiopathology of the visual cortex. 

Future interesting perspectives, linking the two axes of the present thesis, would be to 

study whether the parieto-frontal network (VIP-F4) involved in multisensory convergence, 

impact prediction and peripersonal space (Guipponi et al., 2013, 2015, Cléry et al., 2015a, 

2015b, Chapter 2 and 3) can be modulated using the same strategies of plasticity induction, i.e. 

sensory modulation, cognitive modulation and pharmacological modulation but with tasks 

designed directly to imply these three mechanisms and allowing to reinforce them. Besides, 

couldn’t current remediation treatments of some pathologies, such as hemispatial neglect, due 
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to lesions or impairments in the areas involved in these mechanisms, be treated by means of 

plasticity induction tasks and a better understanding of adult plasticity mechanisms?  

Can the network involved in visual representation such as the attentional parieto-frontal 

network involving LIP and FEF (Ben Hamed et al., 2002; Wardak et al., 2002, 2004, 2006; Ibos 

et al., 2013; Astrand et al., 2015, 2016) have an impact on the peripersonal space after plasticity 

induction? Or more precisely, do the different tasks we will use to induce plasticity have only 

a local effect, a more spread out effect or a global effect on the brain? 

However, even though we applied fMRI to the non-human primate to bridge the gap 

between the two major sources of knowledge, namely monkey electrophysiology and human 

neuroimaging techniques, some research projects on both monkeys and humans need to be 

conducted to confirm our results and compare the difference between humans and non-human 

primates. 

The two axes of the present thesis open numerous new ways of research investigations. 
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The proposal that sensory processing is achieved in segregated anatomical pathways has been profoundly
revisited following the description of cross-modal anatomical connections both at higher and at lower processing
levels. However, an understanding of the cortical extent of these long range cross-modal functional influences
has beenmissing.Here,we use functionalmagnetic resonance imaging (fMRI) tomap, in the non-humanprimate
brain, the cortical regions which are activated by both visual and tactile stimulations. We describe an unprece-
dented pattern of functional visuo-tactile convergence, encompassing both low-level visual and somatosensory
areas and multiple higher-order associative areas. We also show that the profile of this convergence depends on
the physical properties of the mapping stimuli, indicating that visuo-tactile convergence is most probably even
more prevailing than what we actually describe. Overall, these observations substantiate the view that the
brain is massively multisensory.

© 2015 Elsevier Inc. All rights reserved.

Introduction

Advances in neurosciences in the last decades have repeatedly chal-
lenged our views on the organization of cortical sensory processing.
Early anatomical (Kuypers et al., 1965) and lesion studies (Massopust
et al., 1965) led to the description of segregated anatomical pathways,
each processing a specific sensory modality. In 1991, Felleman and
Van Essen (1991) refined this view, proposing a massively parallel,
hierarchical processing organization of the visual system, in which the
initial sensory stages are performed by low level unimodal sensory
areas, while later processing stages are performed by multisensory
higher-order associative regions, such as the temporal cortex
(Barraclough et al., 2005; Beauchamp et al., 2004) or the parietal cortex
(Avillac et al., 2005; Duhamel et al., 1998; Guipponi et al., 2013; Schlack
et al., 2005; Sereno and Huang, 2006). The subsequent description of
heteromodal connection in early sensory processing areas (e.g. auditory
projections onto visual cortex or vice-versa: Falchier et al., 2002;
Rockland and Ojima, 2003; Cappe and Barone, 2005; somatosensory
projections onto auditory cortex or vice-versa: Cappe and Barone,
2005; Budinger et al., 2006; de la Mothe et al., 2006; Smiley et al.,
2007; visual projections onto somatosensory cortex: Wallace et al.,
2004) further nuanced this view, suggesting that multisensory process-
ing takes place at earlier processing stages than commonly admitted.
The contribution of these heteromodal projections to the modulation
of the response of early sensory neurons is confirmed both by single

cell recording studies (Iurilli et al., 2012; Schroeder and Foxe, 2005;
Vasconcelos et al., 2011) and functional neuroimaging studies (Amedi
et al., 2001; Macaluso et al., 2000; Sathian et al., 1997). On the basis of
the growing evidence for pervasive multisensory influences at all levels
of cortical processing, Ghazanfar and Schroeder (2006) question, in a
recent review, whether multisensory processing could actually be an
essential property of neocortex.

Here, functional magnetic resonance imaging (fMRI) in the non-
human primate allows us to capture the spatial pattern of visuo-tactile
cortical convergence, the extent of which has been overlooked by previ-
ous studies, both in low-level visual and somatosensory areas and in
multiple higher-order associative areas. In particular, we show that
the profile of this visuo-tactile convergence is functionally shaped by
the physical properties of the stimuli used for the sensory mapping.

Material and methods

Ethical statement

All procedures were in compliance with the guidelines of the
European Community on animal care (European Community Council, Di-
rectiveNo. 86–609, November 24, 1986). All the protocols used in this ex-
periment were approved by the animal care committee (Department of
Veterinary Services, Health & Protection of Animals, permit number 69
029 0401) and the Biology Department of the University Claude
Bernard Lyon 1. The animals' welfare and the steps taken to ameliorate
suffering were in accordance with the recommendations of the
Weatherall report, “The use of non-human primates in research”. The
study involved two rhesus monkeys (Macaca mulatta, a male, 7 kg, age
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7 and a female, 5 kg, age 5), as accepted in non-human primate fMRI
studies. The animals were housed in twin cages (2 m2 by 2 m height in
total). The twin cages could be separated in two individual cages or
connected to form a unique housing for a pair of monkeys thus offering
the monkeys a socially enriched environment. This last configuration
was the norm. Twin cages communicated with a larger play cage
(4 × 1.5 × 2 m3) to which the monkeys were granted access on days on
which they were not involved in experiments. Light was switched on
and off at fixed hours (on: 7.30 a.m and off: 8 p.m), all year round. Mon-
keys had free access to food pellets. They were also given fresh fruits and
nuts. Duringweek days, monkeys had access towater during the training
sessions. Additional water and fruits were given in order to achieve a
minimum of 30–40 ml/kg of daily water intake. Animals had free access
to water starting from Friday late afternoon to Sunday night. All cages
were enriched with mirrors, hanging ropes, balls and foraging baskets.
No procedure that might cause discomfort or pain was undertakenwith-
out adequate analgesia or anesthesia. The specific surgical procedures are
detailed below. The general health status of the animals was monitored
every day by competent and authorized personal. In agreement with
the 3R ‘reduction’ recommendation, the two animals involved in the
present study were enrolled later in another experiment.

Subjects and materials

Two rhesus monkeys (female M1, male M2, 5–7 years old, 5–7 kg)
participated in the study. The animals were implanted with a custom-
made PEI plastic MRI compatible headset covered by dental acrylic.
The anesthesia during surgery was induced by Zoletil (Tiletamine-
Zolazepam, Virbac, 15 mg/kg) and followed by Isoflurane (Belamont,
1–2%). Post-surgery analgesia was ensured thanks to Temgesic
(buprenorphine, 0.3 mg/ml, 0.01 mg/kg). During recovery, proper
analgesic and a full antibiotic coverage was provided (long action
Terramycin, one injection during the surgery and one 5 days later,
0.1 ml/kg, i.m.). The surgical procedures conformed to the European
and National Institutes of Health guidelines for the care and use of lab-
oratory animals.

During the scanning sessions, monkeys sat in a sphinx position in a
plastic monkey chair positioned within a horizontal magnet (1.5-T MR
scanner Sonata; Siemens, Erlangen, Germany) facing a translucent
screen placed 90 cm from the eyes. Their head was restrained and
equipped with MRI-compatible headphones customized for monkeys
(MR Confon GmbH, Magdeburg, Germany). A radial receive-only sur-
face coil (10-cm diameter) was positioned above the head. Eye position
was monitored at 120 Hz during scanning using a pupil-corneal
reflection tracking system (Iscan®, Cambridge, MA). Monkeys were
rewarded with liquid dispensed by a computer-controlled reward
delivery system (Crist®) thanks to a plastic tube coming to their
mouth. The task, all the behavioral parameters as well as the sensory
stimulations were controlled by two computers running with Matlab®
and Presentation®. The fixation point the monkeys were instructed to
fixate, as well as the visual stimuli, were projected onto a screen with
a Canon XEED SX60 projector. Tactile stimulations were delivered
through Teflon tubing and 6 articulated plastic arms connected to
istant air pressure electro-valves. Monkeys were trained in a mock
scan environment approaching to the best the actualMRI scanner setup.

Task and stimuli

The animals were trained to maintain fixation on a red central spot
(0.24° × 0.24°) while stimulations (visual or tactile) were delivered.
Themonkeys were rewarded for stayingwithin a 2° × 2° tolerancewin-
dow centered on the fixation spot. The reward delivery was scheduled
to encourage long fixation without breaks (i.e. the interval between
successive deliveries was decreased and their amount was increased,
up to a fixed limit, as long as the eyes did not leave the window). The
two sensory modalities were tested in independent interleaved runs

(see below for the organization of the runs). Stimulation strength was
maximized in order to saturate the evoked neuronal response and
induce an unambiguously strong percept for all types of stimuli.

Visual stimulations
Large field (32° × 32°) visual stimulations consisted of white bars

(3.2° × 24.3°, horizontal, vertical, or 45° oblique) or white random
dots on a black background (Fig. 1A). Three conditions were tested in
blocks of 10 pulses (TR=2.08 s): 1) coherentmovement, with barsmov-
ing in one of the 8 cardinal directions or expanding or contracting ran-
dom dots pattern (with 5 possible optic flow origins: center, upper
left (−8°, 8°), upper right, lower left and lower right); each coherent
movement sequence lasted 850 ms and 24 such sequences were
pseudo-randomly presented in a given coherent movement block;
2) scrambled movement, in which the different frames of a given coher-
entmovement sequencewere randomly reorganized; 3) static, inwhich
individual frames randomly picked from the coherentmovement visual
stimuli sequences,were presented for 250ms. As a result, within a given
block, 850 ms portions of the different stimuli (bars/dots/directions/
origins) of the same category (coherent/scrambled/static) were
pseudo-randomly interleaved. The movement related activations were
reported for the parietal cortex in a previous paper (Guipponi et al.,
2013). In the present paper, we focus on the static stimulations, so
that in all analyses, the visual stimulation vs. fixation contrast
corresponds to static visual stimuli compared to the fixation, except in
the analysis presented in Figs. 4 and 5.

Tactile stimulations
They consisted of air puffs delivered to three different locations on

the left and the right of the animals' body (Fig. 1B): 1) center of the
face, close to the nose and the mouth; 2) periphery of the face, above
the eyebrows; 3) shoulders (cf. Guipponi et al. (2013)). The intensity
of the stimulations ranged from 0.5 bars (center/periphery) and 1 bar
(shoulders), to adjust for the larger distance between the extremity of
the stimulation tubes and the skin, as well as for the difference in hair
density. The inter-stimulus interval for air-puff presentation was ran-
dom (mean of 1210 ms, s.d. of 148 ms). Though the air-puff delivery
system produced a weak noise at air-puff production, the entire system
was placed outside theMRI room and the noise could thus not reach the

Fig. 1. Stimulation fMRI protocol. A. Two examples of whole field visual stimuli: optic
flows and large-field bars. These stimuli were assembled to evoke either static, coherent
movement or scrambled dynamic visual stimulation. B. Tactile stimulations: air-puffs
were delivered to the center of the face, the periphery of the face, or the shoulders, simul-
taneously on the left and right sides of the monkeys. C. fMRI block design. Visual runs
consisted of a pseudorandom association offixation blocks (F), coherent visual movement
blocks (Co), scrambled visual movement blocks (Sc) and static visual stimulation blocks
(St). Tactile runs consisted of a pseudorandom association of fixation blocks (F), center
of the face tactile stimulations (Ct), periphery of the face tactile stimulations (Pe) and
shoulder tactile stimulations (Sh).
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monkeys. On the monkeys' side, the air puffs did not produce any
notable noise. In any case, the monkeys were surrounded by the noise
of the MRI scanner and their ears were covered with MRI-compatible
headphones thus isolating them from their auditory environment.

Scanning

Before each scanning session, a contrast agent, monocrystalline iron
oxide nanoparticle (Sinerem, Guerbet or Feraheme, AMAG, Vanduffel
et al., 2001), was injected into the animal's femoral/saphenous vein
(4–10mg/kg) in order to increase the signal–noise ratio and the spatial
resolution. For the sake of clarity, the polarity of the contrast agent MR
signal changes, which are negative for increased blood volumes, was
inverted. We acquired gradient-echo echoplanar (EPI) images covering
the whole brain (1.5 T; repetition time (TR) 2.08 s; echo time (TE)
27 ms; 32 sagittal slices; 2 × 2 × 2-mm voxels). Functional time series
(runs) were organized as follows (Fig. 1C): a 10-volume block of pure
fixation (baseline) was followed by a 10-volume block of stimulation
category 1, a 10-volume block of stimulation category 2, and a 10-
volume block of stimulation category 3; this sequence was played four
times, resulting in a 160-volume run. The blocks for the 3 categories
were presented in 6 counterbalanced possible orders. A retinotopy
localizer was run independently in the two monkeys using exactly the
stimulations of Fize et al. (2003). This localizer was used to localize
the central and peripheral representations of visual areas within each
hemisphere, in both animals. During each scanning session, the runs
of different modalities and different orders were pseudo-randomly
intermixed. A total of 40 (34) runs was acquired for visual stimulations
in M1 (/M2), 36 (40) runs for tactile stimulations. Fifty-seven (45) runs
were obtained for the retinotopy localizer in independent sessions for
M1 (/M2).

Analysis

A total of 23 (25) runs were selected for the visual stimulation
condition, 21 (32) for the tactile stimulation condition and 20 (24) for
the retinotopy localizer, based on the quality of the monkeys fixation
throughout each run (N85% within the tolerance window). Time
series were analyzed using SPM8 (Wellcome Department of Cognitive
Neurology, London,UnitedKingdom). For spatial preprocessing, functional
volumeswere first realigned and rigidly coregisteredwith the anatomy of
each individual monkey (T1-weightedMPRAGE 3D 0.6 × 0.6 × 0.6mm or
0.5 × 0.5 × 0.5 mm voxel acquired at 1.5 T) in stereotactic space. The JIP
program (Mandeville et al., 2011) was used to perform a non-rigid
coregistration (warping) of a mean functional image onto the individual
anatomies. The same procedure was used to coregister the functional im-
ages of monkey M1 onto the anatomy of monkey M2 (i.e., realignment
followed by a rigid and then a non-rigid coregistration).

Fixed effect individual analyses were performed for each sensory
modality in each monkey, with a level of significance set at p b 0.05
corrected for multiple comparisons ((FWE, t N 4.89) and p b 0.001 un-
corrected (t N 3.1) (see Table 1)). We also performed conjunction anal-
yses (statistical levels set at p b 0.05 at corrected level and p b 0.001 at
uncorrected level). In all analyses, realignment parameters, as well as
eye movement traces, were included as covariates of no interest to re-
move eye movement and brain motion artifacts. When coordinates
are provided, they are expressed with respect to the anterior commis-
sure. As the results were consistent in the two animals for all the
discussed cortical regions (i.e. activations observed in at least 3 out of
4 hemispheres), we present a group analysis in order to simplify the
presentation of the results. Fixed effect group analyses were performed
for each sensory modality and for conjunction analyses with a level of
significance set at p b 0.001 (t N 3.1) and projected onto the anatomy
of monkey M2. Results are displayed on M2 flattened maps obtained
with Caret ((van Essen et al., 2001); http://www.nitrc.org/projects/
caret/).

We performed regions of interest (ROIs) analyses using MarsBar
toolbox (Brett et al., 2002), based on the individual conjunction analyses
results. The ROIs were defined using the activations obtained at
corrected level (FWE, t N 4.89) or at uncorrected level (t-scores N 3.1)
when the activations failed to reach the corrected level. When the acti-
vations obtained at corrected level were too large and included several
areas, we defined a geometric cubic ROI (2 × 2 × 2mm) centered on the
local maximum t-score. For each ROI, each run and each contrast of in-
terest, we extracted the percent of signal change (PSC) using SPM8 and
the MarsBar toolbox. The significance of these PSCs across all runs was
assessed using a paired t-test, in Matlab™ (TheMathWorks Inc., Natick,
MA, USA). P-values are not corrected for multiple comparisons. Thema-
jority of the described effects in Fig. 3 are highly significant (p b 0.001)
and would survive a Bonferroni correction for n= 2 (test for visual and
for tactile PSC significance). The fact thatmost of the reported effects are
described in the two hemispheres of both monkeys strongly indicates
that our statistical descriptions do not correspond to false positive as-
sessments. In addition, areas where statistical significance was reached
for only one animal or less than three hemispheres are discussed with
caution.

Assigning the activations to a specific cortical areawas performed on
each individual monkey brain using the monkey brain atlases made
available on http://scalablebrainatlas.incf.org. These atlases allow map-
ping specific anatomical coronal sections with several cytoarchitetonic
parcellation studies. We used the Lewis and Van Essen (2000) and the
Paxinos Rhesus Monkey (1999) parcellations. For some areas, we
additionally referred to more recent works (e.g. Petrides et al., 2005;
or Belmalih et al., 2009). We further checked that the group activations
faithfully reflected, in their localization and their assignment, the
individual activations identified in each monkey.

Potential covariates

In all analyses, realignment parameters, as well as eye movement
traces, were included as covariates of no interest to remove eye move-
ment and brain motion artifacts. However, some of the stimulations
might have induced a specific behavioral pattern biasing our analysis,
not fully accounted for by the above regressors. While we cannot
completely rule out this possibility, our experimental set-up allows to
minimize its impact. Monkeys worked head-restrained (to maintain
the brain at the optimal position within the scanner, to minimize
movement artifacts on the fMRI signal and to allow for a precise
monitoring of their eyemovements).Uncertainty about tactile stimulation
location. As a result of the head restraint, the tactile stimulations to the
center were stable in a given session.When drinking the liquid reward,
small lip movements occurred. These movements thus correlated with
reward timing and were on average equally distributed over the differ-
ent sensory runs and the different conditions within each run (we
checked that the monkeys had equal performance among the different
conditions within a given run). The center of the face air-puffs were
placed on the cheeks on each side of the monkey's nose at a location
that was not affected by the lip movements. Peripheral body stimula-
tion air-puffs were directed to the shoulders, at a location that was
not affected by possible arm movements by the monkey. This was pos-
sible because themonkey chair tightly fit themonkey's width. Air-puffs.
Air-puffs are often considered as aversive stimuli evoking awide variety
of emotional overt behavioral reactions such as eye movements, blinks
or facial mimics. In our study, the intensity of the air-puffs was adjusted
such that the tactile stimulations were well above detection threshold,
yet not evoking any overt behavior in the monkey. As a result, at the
beginning of the training period, monkeys were curious about this
novel stimulus and did have typical blink and eye exploration patterns.
This interrupted the reward schedule as the fixation criterion was
violated. The monkeys quickly habituated to the stimuli and reverted
to the expected fixation behavior. The fact that these air-puffs did
not evoke eye movements is documented in the supplementary
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information. Confirming this, the monkeys' fixation performance didn't
vary between the tactile and visual runs (One-way ANOVA, M1,
p = 0.98, M2, p = 0.23). A finer analysis of fixation performance as a
function of the stimulation blocs in each type of runs is provided in
the supplementary information. The potential eye movement or
blink confound are further explored below. Air-puffs are also often
suspected to activate the auditory system. In the present study, the
air-puff delivery system was placed outside the MRI scanner room
and the monkeys were wearing headphones to protect their hearing
from the high intensity sound produced by the scanner. By placing
a microphone inside the headphones, we confirm that no air-puff
triggered sound could be recorded, whether in the absence or pres-
ence of a weak MRI scanner noise (see supplementary material).
We also show that none of the tactile contrasts of interest produced
an activation similar to that obtained for pure auditory stimulations
(see supplementary material), in the core auditory region, on the
inferior lateral bank of the lateral sulcus. Eye movements. Monkeys
were required to maintain their gaze on a small fixation point, within
a tolerance window of 2° × 2°. This was controlled online and was
used to motivate the animal to maximize fixation rates (as fixation dis-
ruptions, such as saccades or drifts, affected the reward schedule). Eye
traces were also analyzed offline for the selection of the runs to include
in the analysis (good fixation for 85% of the run duration, with nomajor

fixation interruptions). A statistical analysis (alreadymentioned above)
indicates that themonkeys' performancewas not significantly different
across the visual or tactile (One-way ANOVA, M1, p = 0.75, M2, p =
0.65). This suggests that the overall oculomotor behavior was constant
across types of runs. Importantly, the frontal eye fields (FEF, Bruce and
Goldberg, 1985) and the lateral intraparietal area (LIP, Barash et al.,
1991; Ben Hamed et al., 2001, 2002), two key cortical oculomotor re-
gions that are activated by eye movements including microsaccades,
are not identified in our successive analyses, while their activity can
be shown to correlate with the eye movements regressor of our fMRI
design (data not shown). Eye blinks. Last, air-puffs to the face might
have evoked eye blinks inducing some degree of variability in the
point of impact of the air-puffs, but most importantly might have led
to a confound between eye blink activations and face tactile activations.
In a recent study (Guipponi et al., 2014), we identified the cortical
network activated by eye blinks. Several regions highlighted by this
analysis, such as medial parietal area MIP and the lateral most portion
of precentral area ProM, are not reported in the present study.
This greatly minimizes blinks as potential confound. Reward schedule.
The reward schedule was the same between tactile and visual runs,
and was directly related to the fixation performance of the animals.
Since performance was similar in both types of runs, reward schedule
was also similar.

Table 1
Summary of the visuo-tactile conjunction activations, for the individual ROIs identified in the left and right hemispheres of monkeys M1 and M2.

M1/left hemisphere M1/right hemisphere M2/left hemisphere M2/right hemisphere

Coordinates Size
T–

value
V and

T
Coordinates Size

T–
value

V and
T

Coordinates Size
T–

value
V and

T
Coordinates Size

T–
value

V and
T

Visual areas

V1v [ –15 ; –36 ; –3 ] 11 6.07 V>T [ 6 ; –37 ; –5 ] 64 4.55 V>T [ –11 ; –36 ; –1 ] * 4.72 V>T [ 14 ; –30 ; –1 ] * 4.66 V>T

V1d [ –8 ; –41 ; 6 ] 1 5.49 V>T [ 8 ; –41 ; 5 ] 5 4.05 V>T [ –6 ; –40 ; 2 ] 2 4.91 V>T [ 8 ; –41 ; 1 ] 6 5.59 V>T

V2v [ –9 ; –36 ; –7 ] 71 6.5 V>T [ 6 ; –41 ; –8 ] 10 4.17 V>T [ –6 ; –33 ; –6 ] 6 5.3 V>T [ 5 ; –33 ; –4 ] 1 5.14 V>T

V2d [ –5 ; –30 ; 0 ] 96 9.85 V>T [ 3 ; –30 ; 1 ] 155 9.43 V>T [ –6 ; –36 ; 0 ] 55 6.04 V>T [ 6 ; –38 ; 0 ] 24 6.72 V>T

V3/V3a [ –9 ; –30 ; 7 ] * 5.24 V>T [ 5 ; –30 ; 4 ] * 5.14 V>T [ –15 ; –31 ; 8 ] * 2.58 V>T [ 15 ; –31 ; 8 ] * 3.42 V>T

V4 [ –12 ; –35 ; 9 ] 2 4.9 V>T [ 23 –30 2 ] 6 6.01 V>T [ –17 ; –30 ; 8 ] 42 4.55 V>T [ 16 ; –30 ; 9 ] 13 4.28 V>T

Temporal areas

MST [ –11 ; –23 ; 2 ] 39 7.28 V>T [ 10 ; –22 ; 4 ] 22 6.36 V>T [ –12 ; –20 ; 2 ] 4 2,84 V>T [ 15 ; –22 ; 6 ] 1 2,89 V>T

FST [ 12 ; –16 ; –2 ] 1 3.13 V>T

Parietal areas

PIP [ –10 ; –27 ; 5 ] 26 6.19 V>T [ 7 ; –26 ; 2 ] 26 3.61 V>T [ –10 ; –27 ; 1 ] * 3.79 V>T [ 10 ; –27 ; 1 ] * 3.16 V>T

VIPposterior [ –10 ; –22 ; 8 ] 31 6.61 V>T [ 9 ; –22 ; 9 ] 11 7.12 V>T [ –10 ; –17 ; 9 ] 10 6.65 V>T [ 10 ; –17 ; 9 ] 11 6.64 V>T

VIPanterior [ –14 ; –16 ; 9 ] 2 5.93 V=T [ 13 ; –15 ; 11 ] 3 3.48 T>V

7b [ –24 ; –18 ; 8 ] 1 5.27 V>T

7op [ –23 ; –20 ; 9 ] 2 3.79 V=T [ 16 ; –22 ; 11 ] 1 3.68 V>T [ –16 ; –19 ; 11 ] 5 4.22 V>T [ 17 ; –18 ; 11 ] 9 4.62 T>V

Medial areas

24c–d [ –8 ; 8 ; 16 ] 1 2.77 V>T [ 4 ; 8 ; 18 ] 1 2.69 V=T [ –2 ; 9 ; 13 ] 3 4.93 V>T [ 5 ; 9 ; 12 ] * 4.03 V=T

PreSMA [ –3 ; 5 ; 18 ] 2 3.87 V=T [ 3 ; 3 ; 18 ] 5 3.64 V=T

Somatosensory cortex

SII/PV [ –27 ; –7 ; 4 ] 4 3.54 T>V

SII [ –17 ; –3 ; 8 ] * 1.67 T>V [ 18 ; –3 ; 6 ] * 1.86 T>V [ –17 ; –5 ; 8 ] 1 3.11 T>V [ 16 ; –2 ; 4 ] * 3.13 T>V

3a [ 15 ; –4 ; 12 ] 8 3.99 T>V

2 [ 21 ; –11 ; 13 ] 1 3.16 T>V [ –15 ; –12 ; 16 ] 12 3.87 T>V [ 15 ; –14 ; 16 ] 11 3.85 T>V

Pi [ –18 ; 0 ; –4 ] 7 1.97 V=T [ 15 ; 2 ; –5 ] 1 1.66 T>V [ –17 ; –1 ; –4 ] 5 3.78 T>V [ 18 ; –5 ; –2 ] * 4.01 T>V

Ig [ –16 ; –11 ; 2 ] 8 3.62 V>T [ 18 ; –5 ; 2 ] 51 4.55 T>V

Premotor areas

F5a [ –20 ; 6 ; 10 ] 4 5,79 T>V [ 17 ; 4 ; 11 ] 3 5.65 V>T

F4/F5p [ –20 ; –3 ; 13 ] 1 3.15 T>V [ 15 ; –4 ; 12 ] 8 3.99 T>V [ –17 ; –4 ; 14 ] 2 2.75 V>T [ 18 ; –1 ; 13 ] 1 3.18 T>V

Prefrontal areas

9/46v [ –17 ; 14 ; 12 ] * 5.46 T>V [ 14 ; 13 ; 12 ] 48 6.82 V>T [ –15 ; 13 ; 10 ] 42 7.55 V>T [ 14 ; 13 ; 11 ] 47 6.82 V>T

GrF/ProM [ –20 ; 10 ; 6 ] 2 5.38 V=T [ 17 ; 9 ; 8 ] 11 7.39 V>T [ –20 ; 8 ; 3 ] 9 5.63 V>T [ 19 ; 8 ; 4 ] 34 7.64 V>T

44 [ –16 ; 3 ; 8 ] 1 5.17 V>T [ 11 ; 1 ; 9 ] 2 5.47 V>T [ –15 ; 1 ; 8 ] 3 5.16 V>T [ 15 ; 4 ; 7 ] 36 8.66 V>T

Orbitofrontal areas

11 [ –18 ; 16 ; 10 ] 41 7.47 V=T [ 13 ; 16 ; 8 ] * 6.25 T>V [ –14 ; 12 ; 9 ] * 4.92 V>T [ 11 ; 14 ; 9 ] * 4.85 V>T

13 [ –13 ; 15 ; 7 ] * 6.19 V>T [ 10 ; 16 ; 8 ] * 5.5 T>V [ –11 ; 10 ; 7 ] * 4.76 T>V [ 7 ; 10 ; 4 ] * 4.66 T>V

*: ROI created by an 8 mm3 sphere. In gray, the ROIs identified on the group but not on the single subject at uncorrected level. The table describes the anatomical localization of each ROI
with respect to the anterior commissure, its size, the associated maximum t-score and whether a significant difference is observed between the tactile and visual PSCs with respect to
fixation.
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Results

Monkeys were exposed, in independent time series, to visual (Fig. 2,
upper panel, red scale, static visual stimulations versus fixation
contrast) or tactile (Fig. 2, upper panel, green scale, center of the face
tactile stimulations versusfixation contrast) stimulations, while fixating
a central point. In the following, we specifically focus on the visuo-
tactile conjunction network, i.e. on the functional network that is
activated both by visual and tactile stimulations.

Unimodal visual and tactile cortical networks

In order to identify the inter-individual visuo-tactile convergence in-
variants between the two monkeys, we performed a group analysis
allowing to identify the cortical regions that are robustly activated in
both monkeys (Fig. 2). Static visual stimulations massively activated
the occipital striate and extrastriate areas, the temporal cortex (superior
temporal sulcus), the parietal cortex (inferior and medial parietal
convexity and the lateral and posterior parts of the intraparietal sulcus),
the prefrontal cortex (principal and arcuate sulci) and the inferior
orbitofrontal cortex (Fig. 2, upper panel, red scale). Center of the face
tactile stimulations strongly activated primary (central sulcus) and
secondary (lateral sulcus) somatosensory cortices, the cingulate cortex,
the parietal cortex (anterior superior and inferior parietal convexities,
anterior intraparietal sulcus), the prefrontal cortex (ventro-lateral
prefrontal cortex and premotor cortex) and the inferior orbitofrontal
cortex (Fig. 2, upper panel, green scale).

Visuo-tactile convergence network

Fig. 2 (lower panel, purple scale) represents the visuo-tactile con-
junction statistical maps identifying the cortical regions responding
both to static visual stimuli and center of the face tactile stimuli. This
analysis reveals parietal activations including posterior intraparietal
area PIP, ventral intraparietal area VIP, area 7b and parietal opercular
area 7op; prefrontal activations in area 46v/9, precentral area F4/F5,
area 44 at the fundus of the inferior branch of the arcuate sulcus and
prefrontal area GrF or ProM (GrF, Petrides et al., 2005; ProM, Belmalih
et al., 2009); cingulate activations in area 24c-d; insular activations in
area Pi and in a region anterior to SII/PV in the upper bank of the lateral
sulcus, which we call SII*; and orbitofrontal activations in areas 11 and
13. Interestingly, both visual and tactile stimulations also activated, bi-
laterally, visual striate and extrastriate areas (V1, V2, V3, V3A), medial
superior temporal area MST, as well as somatosensory area 2. This
analysis allows to identify strong multisensory convergence invariants
between the two monkeys.

In order to analyze the visual and tactile response patterns in these
convergence regions, at the same time as also gain an insight on inter-
individual differences in multisensory convergence, we additionally
performed an individual visuo-tactile conjunction analysis (as above,
but on each individual monkey). These maps are remarkably similar
to the group map presented in Fig. 2 (data not shown; to some excep-
tions described in Table 1 and below). For each monkey, regions of in-
terest (ROIs) were then extracted from the individual monkey
conjunction analysis, and assigned to a given cortical area based on
their location on the individual's own brain (see methods, Table 1).

Fig. 2. Visual, tactile modalities and their convergence network. Activations are presented on the flattened representation of the cortex obtained with Caret. The upper part of the figure
shows the unimodal activations: (1) static visual stimulations versus fixation contrast (black regions correspond to t scores N=3.1, p b 0.001 uncorrected level, and t scores N4.8, p b 0.05,
FWE-corrected level; the regions significant at corrected level, p b 0.05 FWE, are associated with the red color scale); and (2) tactile center of the face stimulations versus fixation contrast
(idem butwith a green color scale). The lower part of the figure provides whole-brainflatmaps of the visuo-tactile conjunction analysis (idem butwith a purple color scale). The contrasts
used for the conjunction are the unimodal visual and tactile contrasts described above. A, Anterior; D, Dorsal; MST: medial superior temporal area; Pi: parainsular cortex; PIP: posterior
intraparietal area; SII*: secondary somatosensory cortex, anteriorly; VIP: ventral intraparietal area; V1v: visual area V1, ventral part; V1c: visual area V1, central part; V1d: visual area
V1, dorsal part; V2v: visual area V2, ventral part; V2d: visual area V2, dorsal part; V3: visual area V3; V3A: visual area V3A; 2: somatosensory area 2; F4/F5: activation overlapping
with areas F4 and F5p; 7b: somatosensory area 7b; 7op: opercular area 7; 44: area 44; GrF/ProM: area GrF or ProM; 11: orbitofrontal area 11; 13: orbitofrontal area 13; 24c-d: cingulate
area 24c-d; 9/46v: area 9/46v. Cortical sulci: AS, arcuate sulcus; Cg, cingulate sulcus; CS, central sulcus; IOS, inferior occipital sulcus; IPS, intraparietal sulcus; LS, lateral (Sylvian) sulcus; LuS,
lunate sulcus; PS, principal sulcus; STS, superior temporal sulcus.
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Focusing on the inter-individual invariants, Fig. 3 represents the
percentage signal change (PSC) with respect to the fixation baseline,
measured during each of the reference visual (red bars) and the tactile
(green bars) stimulation blocs, for the ROIs that are also identified on
the group analysis presented in Fig. 2. By definition, all these ROIs
have significant PSCs with respect to the fixation baseline, both during
the reference visual stimulation blocs and the reference tactile stimula-
tion blocs (Fig. 3, with few exceptions discussed below). As expected, all
visual striate and extrastriate areas have significantly higher visual
than tactile PSCs. In contrast, somatosensory area 2, in the precentral
cortex, has significantly higher tactile than visual PSCs. In the parietal
convergence areas, visual responses dominated, to the exception of
the right and left anterior VIP and the left 7op areas identified in
monkey M1. This also tended to be the case in the cingulate conver-
gence regions though, this was significantly so in only two hemispheres
out of four. In the frontal and prefrontal cortex, areas 11, 44, Grf/ProM
and 9/46v have, overall, stronger visual than tactile PSCs, while areas
13 and F4/F5 have stronger tactile than visual PSCs. SII* and Pi can be
identified on the group conjunction analysis but not on the individual
conjunction analysis of monkey M1. We thus defined ROIs on the
group and probed the corresponding PSCs in monkey M1. In both
hemispheres, visual PSCs were positive. However they failed to reach
significance. We predict that more complex textured stimuli associated

with specific tactile exploration behavior can lead to stronger visual ac-
tivations of this region. Unpublished data from our own group indeed
indicates that 3D objects placed close to the monkeys' face do activate
this cortical region, bilaterally in these same two monkeys. MST and
24c-d can also be identified on the group conjunction analysis but not
on the individual conjunction analysis of M2 and M1 respectively.
Both the visual and tactile PSCs within the ROIs defined on the group
conjunction analyses for these two regions are statistically different
from zero.

A certain degree of inter-individual variability can also be observed
across monkeys. Specifically, monkey M1 has two bilateral visuo-
tactile convergence regions in the fundus of the intra-parietal sulcus,
which we here call VIP anterior and VIP posterior (VIP, for ventral
intraparietal area, Guipponi et al., 2013; please note that this is in no
way the suggestion of a new nomenclature; rather it is a label that
allows us to describe the functional properties at these two distinct
fundal IPS cortical sites identified in monkey M1), as well as a bilateral
prefrontal visuo-tactile convergence in F5a. This monkey additionally
has unilateral visuo-tactile convergence regions, in the fundus of
temporal sulcus (area FST), in parietal area 7b and in precentral somato-
sensory area 3a. MonkeyM2 has a bilateral visuo-tactile convergence in
the preSMA, and in insular area Ig. This monkey additionally has a uni-
lateral visuo-tactile convergence region, in somatosensory area SII/PV.

Fig. 3. Percentage signal change (PSC) with respect to the fixation baseline, for the static visual stimulation blocks (visual runs, red) and the tactile to the center of the face stimulation
blocks (tactile runs, green), for each of the regions of interest (ROIs) presented in Fig. 2, as identified from the individual conjunction analysis maps of monkeys M1 (left most columns)
andM2 (rightmost columns), for the left (left) and right (right) hemispheres. The significance of each PSC is indicated (° b 0.07; * b 0.05; ** b 0.01; *** b 0.001), aswell as the significance of
the difference between the visual and tactile PSCs.
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Visuo-tactile convergence depends on the location of the tactile stimulation
on the body

Fig. 4 reproduces the above described visuo-tactile convergence net-
work for tactile stimulations to the center of the face (light green, 2467
significant voxels in all), together with the visuo-tactile convergence
networks defined by periphery of the face (middle scale green, 1329 sig-
nificant voxels in all) and shoulders (dark green, 259 significant voxels
in all) tactile stimulations. Center of the face tactile stimulations globally
activate a larger visuo-tactile convergence network, only partially over-
lapping the visuo-tactile convergence networks defined by the periph-
ery of the face (overlap of 410 significant voxels, 16.6% of Center of
the face visuo-tactile convergence) and shoulder tactile stimulations
(overlap of 65 significant voxels, 2.6% of Center of the face visuo-
tactile convergence). In particular, while some convergence regions
were activated by the three types of tactile stimulations, other regions
were activated by only one or two types of tactile stimulations (see
supplementary information for more detailed quantifications). Impor-
tantly, within the occipital, posterior parietal and temporal visual cortex,
visuo-tactile convergence spared the central most visual representation
(within the central 1.5°, Fig. 4, white shaded cortex, as defined using
standard retinotopic localizers, Fize et al., 2003) and prevailed in regions
representing the peripheral visual field (Fig. 4, dark gray shading; a
further close comparison with Fize et al., 2003, suggests maximum
convergence beyond the central 5 to 7°). This preferential visuo-tactile
convergence in the cortical regions representing peripheral vision was
present whether the convergence was defined using center of the face
(peripheral visual field: 1065 voxels (43.1% of a total of 2467 voxels);
central visualfield: 101 voxels (4.1% of a total of 2467 voxels)), periphery
of the face (peripheral visual field: 447 voxels (33.6% of a total of
1329 voxels); central visual field: 118 voxels (8.9% of a total of
1329 voxels)), or shoulder tactile stimulations (peripheral visual field:
81 voxels (31.2% of a total of 259 voxels); central visual field: 24 voxels
(9.3% of a total of 259 voxels), see supplementary information).

Visuo-tactile convergence depends on the type of visual stimulation used

Fig. 5 reproduces the visuo-tactile convergence network presented
in Fig. 2 for static visual stimulations (yellow, 2467 significant voxels
in all), together with the visuo-tactile convergence networks defined
by coherent movement visual stimulations (orange, 2374 significant
voxels in all) and scrambled visual stimulations (dark red, 1898
significant voxels in all). Static visual stimulations reveal the largest
visuo-tactile convergence cortical network, embedding most of the

visuo-tactile convergence activations revealed by the coherent (overlap
of 2181 significant voxels, 88.4% of static visuo-tactile convergence) or
scrambled (overlap of 1860 significant voxels, 75.4% of static visuo-
tactile convergence, see supplementary information for more detailed
quantifications) visual stimulationmodalities. However, it is interesting
to note that some cortical regions such as the anterior cingulate cortex
and the lateral sulcus activations are not activated by scrambled visual
stimuli.

Discussion

We describe an extended network of visuo-tactile convergence,
involving both early sensory processing and higher level associative
cortical areas, the precise configuration of which depends upon the
sensory stimulation being investigated. In the following, we discuss
the functional and physiological implications of these observations.

Multisensory convergence at early sensory processing stages

We describe widespread somatosensory functional influences onto
the striate and extrastriate cortex, capturing the spatial extent of the
synaptic consequences of these somatosensory projections onto the
visual cortex (Goense and Logothetis, 2008; Logothetis et al., 2001;
Logothetis and Pfeuffer, 2004;Magri et al., 2012). These are not expected
to necessarily be at the origin of tactile spikes in the visual cortex, but
rather of the modulation of visual responses by tactile stimuli (often
interpreted as attention-related effects: Sathian et al. (1997); Macaluso
et al. (2000); Amedi et al. (2001)).

These influences are remarkablywidespread, covering almost 50% of
the visual cortex dedicated to the representation of the peripheral visual
field. Surprisingly, there are very few accounts of direct anatomical pro-
jections from low level somatosensory cortices onto the visual cortex.
Cappe and Barone (2005); Cappe et al. (2009) describe, in the marmo-
set, direct projections from visual area MTc onto somatosensory areas
1 and 3a, but no reverse projections. Clavagnier et al. (2004) describe
projections from the multisensory superior temporal polysensory area
STP onto V1, possibly at the origin of both auditory and somatosensory
inputs on this area. However, STP is unlikely at the source of the entire
visuo-tactile convergence we describe in the visual cortex as visuo-
tactile convergence within STP does not represent the center of the
face (Fig. 4). Privileged anatomical connections between somatosensory
area 2 and the somatosensory complex SII/PV on the one hand and visu-
al areas V1, V2, V3A andMSTmight have beenmissed, in the absence of
functional indications allowing to precisely target tracer injections at

Fig. 4. Visuo-tactile activations for the center of the face, periphery of the face, and shoulders presented on whole-brain flat maps at p b 0.001 uncorrected level. For every conjunction
analyses, the visual component is the static visual stimulations versus fixation contrast. The center of the face (light green), periphery of the face (middle scale green), and shoulder
(dark green) components of the conjunction correspond, respectively, to the center of the face versus fixation, periphery of the face versus fixation, and shoulder versus fixation contrasts.
The hyphenated white (delimiting dark background) and black (delimiting white background) lines represent respectively the center and the peripheral retinotopic representations. For
other conventions, see Fig. 2.
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relevant sites. For example, though quite large, the anatomical tracer in-
jections used in the recent studies by Markov et al. (2011, 2013, 2014)
to describe the large-scale regularities in macaque cortical networks,
rarely encompass the entire anatomically defined area. Alternatively, a
sub-cortical route could alsomediate the functional connectivity we de-
scribe here (Liang et al., 2013). High resolution fMRI allowing a func-
tional mapping of the thalamus and a quantification of effective
thalamocortical connectivity, coupled with tracer injections targeted
to selected functional visuo-tactile convergence ROIs could be used to
directly address this question.

Interestingly, visuo-tactile convergence within the visual cortex is
localized in the peripheral visual field representation, similar to what
is described for the auditory projections (Falchier et al., 2002;
Rockland and Ojima, 2003) and putative proprioceptive projections
(e.g. in relation with blinks, Guipponi et al., 2014), onto areas V1 and
V2. The functional significance of this bias for the periphery of the visual
field is unclear. Multisensory integration enhances perception when
sensory inputs are uncertain, the combination of the several incoming
sensory information allowing to disambiguate this uncertainty (Alais
and Burr, 2004; Ernst and Banks, 2002).When a given sensorymodality
provides enough information about the environment, the benefit of
multisensory integration decreases both as measured behaviorally
(Alais and Burr, 2004; Ernst and Banks, 2002) and at the neuronal
level (Beauchamp, 2005; Fetsch et al., 2013; Helbig et al., 2012).
This principle could be at the origin of the progressive evolutionary
selection of heteromodal projections specifically onto cortical regions
representing the periphery of the visual field.

This visuo-tactile convergence provides the neural substrates for the
modulation of visual cortex by tactile stimulation (Amedi et al., 2001;
Macaluso et al., 2000; Sathian et al., 1997). Importantly, disrupting the vi-
sual cortex alters in turn tactile discrimination (Zangaladze et al., 1999).
Concordantly, visuo-tactile convergence is also observed on the upper
bank of the lateral sulcus (possibly within the SII/PV complex) as well
as in area 2. Its spatial extent is much smaller than what is observed in
the visual cortex. This could reflect amajor functional difference between
vision and somatosensation. Alternatively, visuo-tactile convergence
within the somatosensory pathway might be specific of more complex
visual stimuli than those used in the present study, such as small 3D
objects and textured stimuli potentially evoking tactile experience.

Multisensory convergence in higher-order associative cortical regions

We confirm multisensory convergence in several higher order
cortical regions: the posterior parietal cortex (Hikosaka et al., 1988;

Duhamel et al., 1998; Bremmer et al., 1999, 2000, 2002a,b; Avillac
et al., 2004, 2005, 2007; Schlack et al., 2005; Rozzi et al., 2008;
Guipponi et al., 2013), the anterior parietal cortex (Hikosaka et al.,
1988; Huang et al., 2012), the superior temporal sulcus (Barraclough
et al., 2005; Beauchamp et al., 2004; Bruce et al., 1981; Hikosaka et al.,
1988) including medial superior temporal area MST as described in
humans (Beauchamp et al., 2007), the posterior arcuate prefrontal
cortex (Graziano et al., 1994, 1997; Graziano and Gandhi, 2000;
Graziano and Cooke, 2006; Fogassi et al., 1996), the insular and peri-
insular cortex (Augustine, 1996), the cingulate cortex (Laurienti et al.,
2003) as well as the inferior orbitofrontal cortex (Rolls, 2004; Rolls
and Baylis, 1994). Several of these higher-order associative cortical re-
gions have been described to be the site ofmultisensory visuo-tactile in-
tegration, a process through which the response of individual neurons
to a bimodal sensory input differs from the sum of their responses to
each unimodal stimulus presented on their own. This is for example
the case for the ventral intraparietal area within the parietal cortex
(Duhamel et al., 1997; Avillac et al., 2004, 2007) and the prefrontal
polysensory zone in the posterior arcuate prefrontal cortex (Cooke
and Graziano, 2004), two cortical regions that are suggested to
subserve a peripersonal defense space (Graziano et al., 2002; Graziano
and Cooke, 2006; Cléry et al., 2014) and the prediction of impact to
the face (Cléry et al., 2014, 2015). As is the case for these two cortical
regions, each of the visuo-tactile convergence regions highlighted by
the present work could contribute to a distinct functional aspect of the
incoming visuo-tactile information (e.g. location, identity, texture, emo-
tional valence, Werner and Noppeney, 2010). Remarkably, overall, a
large portion of the cortex is involved in this process.

Multisensory convergence as a general property of the neocortex

We show that the visuo-tactile convergence patterns vary within
these several cortical regions as a function of the specific stimulation
type. Multisensory convergence within the visual cortex is largest for
tactile stimuli directed to the center of the face, but this bias is less
marked for the rest of the cortex. In the orbitofrontal cortex conver-
gence patterns are co-localized for all tactile stimulation types. Else-
where, the overlap ranges from partial (inferior precentral gyrus,
ventral premotor cortex) to weak (superior temporal cortex, parietal
cortex, cingulate cortex), potentially suggesting a topographical organi-
zation of these convergencemaps. In particular, and consistentwith the
recent description of a higher-level visuo-tactile homunculuswithin the
parietal cortex (Huang et al., 2012), we show a parietal visuo-tactile-
center-of-the-face activation in the fundus and medial bank of the

Fig. 5. Visuo-tactile activations for the static visual stimulations, themovement visual stimulations and the scrambled visual stimulations presented onwhole-brain flatmaps at p b 0.001
uncorrected level. For every conjunction analyses, the tactile component is the center of the face versus fixation contrast. The static visual stimulation (yellow), movement visual
stimulation (orange), and scrambled visual stimulation (dark red) components of the conjunction correspond, respectively, to the static visual stimulations versus fixation, movement
visual stimulations versus fixation, and scrambled visual stimulations versus fixation contrasts. The hyphenated white (delimiting dark background) and black (delimiting white
background) lines represent respectively the center and the peripheral retinotopic representations. For other conventions, see Fig. 2.
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intraparietal sulcus. Medial to it and posteriorly, we describe a parietal
visuo-tactile-shoulder activation. A study investigating visuo-tactile
convergence using topographically more distant tactile stimuli
(e.g. center of the face, arm and foot) would allow to precisely test for
parietal as well as temporal and cingulate visuo-tactile homunculi.

Likewise, the visuo-tactile convergence patterns also varied within
these several cortical regions as a function of the characteristics of the
visual stimulations. Static visual stimulations evoked the largest visuo-
tactile convergence. In lower order visual areas, coherent movement
and scrambled movement stimulations led to the same patterns of
visuo-tactile convergence, while in higher order areas, coherent visual
movement evoked larger convergence patterns. Some regions, such as
the anterior cingulate cortex and the insula showed visuo-tactile
convergence only for static or coherent movement visual stimuli.

Varying the nature of visual stimulus (e.g. small moving object, large
field visual stimuli, 3D objects, textured objects), tactile stimuli
(e.g. painful, hot or cold, mechanical, textured) as well as the behavioral
requirements (e.g. no task as here, detection, discrimination), is expected
to reveal new visuo-tactile convergence patterns. For example,
Vasconcelos et al. (2011) show that, during a free tactile exploration
task, the visual neurons of rats carry comparable amount of information
about the identity of objects as somatosensory neurons but not during a
tactile discrimination task. At the neuronal level, phase resetting mecha-
nisms could be at the origin of such a dynamic (see van Atteveldt et al.
(2014) for a review). We thus propose that multisensory convergence
is a general (Schroeder and Foxe, 2005), context-dependent, dynamical
property of the neocortex, subserving ‘amodal’ perception and decision-
making processes, that is, processes that are not determined by unique
sensory channels.

Cortical sulci

AS, arcuate sulcus; CgS, cingulate sulcus; CeS; central sulcus; IOS,
inferior occipital sulcus; IPS, intraparietal sulcus; LaS, lateral (Sylvian)
sulcus; LuS, lunate sulcus; OTS, occipital temporal sulcus; POS, parieto-
occipital sulcus; PS, principal sulcus; STS, superior temporal sulcus.
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Abstract 

Attention is a central cognitive function that plays an essential role in the perceptual 

analysis of our environment and in the production of appropriate behavioral responses. It has 

been proposed to operate along three different subsystems: the alert system, the orientation 

system, and the executive control system (Posner and Petersen, 1990). The contribution of the 

locus cœruleus-noradrenaline (NA) system to each of these attentional subsystems is still 

controversial (Aston-Jones and Cohen, 2005). The present study analyses whether NA 

modulates evidence accumulation and response decision thresholds selectively as a function of 

the attentional sub-process.  

Seven monkeys had to saccade to 10° targets as fast as possible either during a simple 

target detection task or during a cued target detection task (Fan et al., 2002). In this latter task, 

80 % of the trials were valid cue trials. The remaining 20% trials were either no-cue trials, 

invalid cue trials or neutral cue trials. In addition, a distractor could appear at the same time as 

the target, in 66% of the trials, either in the same or in the opposite hemifield. Monkeys either 

received a saline injection or Atomoxetine (ATX), or an inhibitor of NA-reuptake, enhancing 

its transmission. Reaction times (RT) distributions were compared using the LATER model to 

quantify whether the observed changes induced by the attentional condition or the 

pharmacological neuromodulation were better modeled by a change in evidence accumulation 

or in decision threshold (Noorani and Carpenter, 2016). 

Overall, the modulation of attention orientation (comparing valid vs. invalid RT 

distributions) by ATX was mediated by a change in the decision threshold. This was also the 

case for distractor interference (comparing distractor vs. no distractor RT distributions) and 

alert (comparing no cue vs. neutral cue RT distributions, 3/7 monkeys). In contrast, the 

modulation of executive control by ATX was mediated by a change in evidence accumulation 

between the simple RT task and the no-cue trials of the cued task. These results suggest that 
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NA influences different facets of the attention function and that these effects might rely on 

different neuronal processes. 
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Abstract 

Introduction:  

Diffusion Tensor Imaging (DTI) is a unique non-invasive technique that allows to analyze 

the microstructure of in vivo brain tissues by characterizing the diffusion properties of water 

molecules. This technique is very promising for the study of the non-human primate brain but 

remains limited by its low sensitivity, spatial-resolution, vulnerability to motion and 

susceptibility artefacts. Here, we propose the three surface coils combined with a custom 

sequence pulse based on a segmented 3D Echo-Planner Imaging (EPI) sampling of Fourier 

space. The purpose of this study is to demonstrate the feasibility of acquiring high resolution 

DTI data on anesthetized monkeys in a 3 Tesla MR scanner.   

Materials and methods:  

An in vivo MRI study was performed on a 3 Tesla Siemens Prisma MRI scanner 

(Erlangen, Germany) with a maximum gradient amplitude of 80 mT/m. The radiofrequency 

transmission was performed using a full body coil, then three surface coils were used for signal 

reception. Four healthy adult Rhesus macaques were involved in this study. The monkeys were 

anesthetized by intramuscular injection of ketamine (10 mg / kg). Then, they are intubated and 

placed in a sphinx position in a custom-build MRI compatible stereotaxic frame (Kopf 

Instruments). During the acquisition, the anesthesia was maintained by isoflurane 1.5% (Aestiva 

MRI GE Healthcare). Their physiological functions were monitored continuously (Expression 

MR200, InVivo) through the acquisition time. 

A segmented 3D-EPI readout module was implemented and combined with the standard 

monopolar diffusion preparation scheme (Stejskal and Tanner, 1965) to collect the diffusion 

weighted volume dataset. The scan parameters were as follows: Repetition-Time/Echo-Time: 

750/71 ms; Matrix size: 210×248 mm2; Field of view: 105×125×56 mm3; spatial isotropic 

resolution of 0.5mm; slice number: 112. Thirty diffusion encoding directions were acquired 
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with b-value of 1000 s/mm2. Two additional volumes were collected with a b-value of 0 s/mm2. 

Another volume was acquired with reversed phase encoding direction. The total scan duration 

was about 130 min.  Diffusion tensor maps were computed using FMRIB Software Library 

(http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/). 

Results:  

The segmented 3D-EPI sequence pulse allows to perform in vivo DTI for the non-human 

primate brain at an isotropic spatial resolution of up to 0.5 mm (0.125mm3 cubic voxel size). 

Therefore, it leads to a significant increase in the sensitivity of the diffusion-weighted images 

at this resolution. 

Discussion and conclusion  

In this work, a diffusion-weighted 3D-EPI pulse sequence was implemented and used 

with a segmented sampling of Fourier space in order to minimize susceptibility and motion 

artifacts in DTI data. To our knowledge, the highest spatial resolution obtained for in vivo DTI 

macaque brain was 0.7 mm. This resolution was achieved with a 2D EPI sequence associated 

with an 8-channel phased array coil implanted on the skull of the animal for a total acquisition 

time of 3 hours (Janssens et al., 2012). The 3D-EPI sequence pulse is an alternative approach 

to perform in vivo DTI for non-human primate brain at submillimeter spatial resolution with an 

improved signal-to-noise ratio (SNR). However, this approach requires a long acquisition time 

which should be, in the future, reduced by using the parallel imaging techniques. 
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