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Eléments du cycle de vie de l’Eau Antarctique de Fond

Résumé : L’Eau Antarctique de Fond constitue la principale masse d’eau océanique par son vol-
ume, et nourrit la composante la plus profonde et la plus lente de la circulation océanique. Les
processus qui régissent son cycle de vie sont donc clé pour la capacité de stockage de l’océan en
carbone et chaleur aux échelles centennales à multi-millénaires. Cette thèse tente de caractériser
et quantifier les principaux processus responsables de la destruction (synonyme d’allègement et
de remontée) de l’Eau Antarctique de Fond dans l’océan abyssal. A partir d’une estimée issue
d’observations de la structure thermohaline de l’océan mondial et de diagnostics fondés sur le
budget de densité des eaux profondes, les rôles respectifs du chauffage géothermal, du mélange
turbulent par déferlement d’ondes internes et de la géométrie des bassins sont évalués. Il est mon-
tré que la géométrie de l’océan gouverne la structure de la circulation de l’Eau Antarctique de
Fond. La contribution du déferlement des ondes internes, bien que mal contrainte, est estimée
insuffisante pour maintenir un rythme de destruction de l’Eau Antarctique de Fond comparable à
celui de sa formation. Le chauffage géothermal a quant à lui un rôle important pour la remontée
des eaux recouvrant une large surface du lit océanique. Les résultats suggèrent une réévaluation de
l’importance du mélange au niveau des détroits et seuils profonds, mais aussi du rôle fondamental
de la forme des bassins, pour l’allègement et le transport des eaux abyssales.

Mots clés : Masses d’eau, Océan abyssal, Circulation thermohaline, Chauffage géothermal,
Mélange, Ondes internes, Turbulence, Paramétrisation, Modélisation, NEMO

On the lifecycle of Antarctic Bottom Water

Abstract : Antarctic Bottom Water is the most voluminous water mass of the World Ocean, and
it feeds the deepest and slowest component of ocean circulation. The processes that govern its
lifecycle are therefore key to the ocean’s carbon and heat storage capacity on centennial to multi-
millennial timescales. This thesis aims at characterizing and quantifying processes responsible for
the destruction (synonymous of lightening and upwelling) of Antarctic Bottom Water in the abyssal
ocean. Using an observational estimate of the global ocean thermohaline structure and diagnostics
based on the density budget of deep waters, we explore the roles of basin geometry, geothermal
heating and mixing by breaking internal waves for the abyssal circulation. We show that the shape
of ocean basins largely controls the structure of abyssal upwelling. The contribution of mixing
powered by breaking internal waves, though poorly constrained, is estimated to be insufficient to
destroy Antarctic Bottom Water at a rate comparable to that of its formation. Geothermal heating
plays an important role for the upwelling of waters covering large seafloor areas. The results
suggest a reappraisal of the role of mixing in deep straits and sills, but also of the fundamental role
of basin geometry, for the lightening and transport of abyssal waters.

Keywords : Water masses, Abyssal ocean, Thermohaline circulation, Geothermal heating, Mixing,
Internal waves, Turbulence, Parameterization, Modelling, NEMO
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Introduction

Earth’s climate system is composed of different interconnected media: the atmosphere,

the ocean, sea ice, land ice, the seabed (both sediments and bedrock) and continental surfaces

(soils, vegetation, rivers and lakes). Climate dynamics are driven by exchanges of energy, mo-

mentum and matter between these media and with the outer space. Describing, understanding

and modelling climate therefore hinges upon characterizing and quantifying these exchanges.

Central to the climate system is the atmosphere, which regulates radiative exchanges with

the outer space, shuffles heat and freshwater around the globe and across media, and largely

sets surface properties of continents and oceans. But the atmosphere’s ability to exchange

and redistribute properties over large spatial and short temporal scales goes at the expense of

its storage capacity and memory, both of which are limited relative to other media (Fig. 1).

Instead, storage and memory functions are largely attributes of the other main fluid of the

climate system: the ocean.

Two defining properties of the ocean distinguish it from the overlying atmosphere: its ther-

mal inertia and its opacity. Because the ocean is nearly 300 times heavier than the atmosphere,

and because it costs four times more energy to warm by one Celsius degree a given mass of

water relative to the same mass of air, the total heat capacity of the ocean is over 1,000 times

that of the atmosphere. Its total heat capacity is also much larger than that of Earth’s frozen

water, whose volume is only about 2 % that of the ocean. Hence, the ocean is the primary heat

reservoir of the climate system.
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Figure 1: Typical equilibration time and total heat capacity of various components of the climate sys-
tem. The total heat capacity [J/K] is the amount of energy required to raise by one Celsius degree
the mean temperature of each component. The equilibration timescale is the typical duration for a
component to adjust to modified boundary conditions. Values from McGuffie and Henderson-Sellers
(2014).

Yet most of this reservoir is not readily accessible. Indeed, whereas solar radiation is

able to penetrate throughout the atmosphere, the opacity of seawater prevents it from reaching

ocean depths greater than 200 meters. As a result, the incoming solar energy warms pref-

erentially the land and ocean surface. This surface warming is a destabilizing force for the

atmosphere but a stabilizing force for the ocean, because gravity needs warmer, lighter fluid

to rest above colder, denser fluid. Solar heating thus stimulates a rapid vertical rearrangement

of atmospheric properties, but inhibits this vertical redistribution and the downward pene-

tration of atmospheric forcing in the ocean. The ocean’s opacity thus contributes to isolate

the large deep ocean reservoir from the remainder of the climate system. Together with the

ocean’s tremendous thermal inertia, the inefficient oceanic redistribution explains why it may
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Figure 2: Longitudinal section across the Atlantic Ocean at 22◦W showing the annual mean (a) poten-
tial temperature and (b) salinity of seawater. Major deep water masses are labelled: Antarctic Bottom
Water (AABW), North Atlantic Deep Water (NADW) and Antarctic Intermediate Water (AAIW). Data
from the WOCE hydrographic atlas (Gouretski and Koltermann 2004).

take centuries to millennia before deep ocean layers fully adjust to new boundary conditions.

More generally, the restricted penetration of atmospheric forcing into the ocean gives the latter

its characteristic memory and organized global property distributions in distinct, stable water

masses.

A water mass can be defined as a body of water with coherent temperature, salinity and

biochemical attributes. Major deep ocean water masses are clearly identifiable in a latitude-

depth view of seawater salinity and temperature (Fig. 2): a cold, relatively fresh body of water

extends from the Antarctic continent to northern basins along the ocean floor (Antarctic Bot-
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tom Water); a warmer, saltier water mass spreads southward from the North Atlantic at mid-

depths (North Atlantic Deep Water); and a distinctly fresh tongue of water that originates at

the Southern Ocean surface protrudes northward at shallower depths (Antarctic Intermediate

Water).

Crucially, it is apparent that these water masses inherit their core characteristics near the

surface, under the influence of air-sea exchanges, and only thereafter carry their acquired prop-

erties into the ocean interior. By contrast with the short-lived air masses of the atmosphere,

the absence of direct radiative forcing of the deep ocean allows water masses to retain their

defining characteristics for decades to thousands of years and to span planetary spatial scales.

Yet the gradual erosion of deep water mass properties following their pathways shows that

they are not entirely sheltered from forcing. This erosion is primarily the result of turbulent

mixing, which works to suppress the property gradients that delineate water masses.

The overall structure, the lifetime and flowing pathways of water masses thus depend both

on their formation and export by air-sea fluxes, and on their subsequent modification and de-

struction in the ocean interior. In turn, the lifecycle of water masses determines ocean physical

and biochemical property distributions, how they evolve under changing boundary conditions

and how their evolution feeds back on the changing climate state. In particular, characteriz-

ing and quantifying processes governing the lifecycle of the voluminous deep water masses is

key to understanding and modelling the ocean’s role in low-frequency climate variability and

change.

This thesis explores some of the processes involved in the millennial journey of the densest

global-scale water mass: Antarctic Bottom Water (AABW). Two sections of the AABW life-

cycle have been considered: its formation in open waters of the Weddell Sea, as a continuation

of my master’s project, and its destruction in the global ocean abyss, as the core of this PhD

work. For cohesion and brevity, I choose to focus this thesis on the abyssal itinerary of AABW,

and present investigations of formation processes only in the Appendix. Despite this choice,

the two facets of the AABW lifecycle are in close connection to each other: AABW forma-

tion and injection through deep convective mixing provides a conduit from the surface to the
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abyss, while AABW destruction through abyssal lightening provides the return path to the up-

per ocean. Together, the injection into and return from the abyss regulate exchanges between

the atmosphere and the vast abyssal pools of carbon and heat, participating in century-scale to

glacial-interglacial climate variations (Sigman et al. 2010; Ferrari et al. 2014).

The following pages set the stage for the journey by situating and formulating questions

to be examined (Physical problem). In chapter I, we assess the roles of internal ocean waves

(the subsurface analogue of surface waves that break on beaches) and geothermal heating for

the density transformation of AABW. We show that the slow but steady heating from below

significantly helps homogeneous abyssal waters to climb back to lighter layers. The impact of

turbulent mixing fed by breaking internal waves is found to be strongly dependent on its spatial

distribution but weaker than previously suggested, especially when accounting for variations of

the efficiency of mixing (chapter II). In chapter III, we show that the concentration of density

loss along the bottom boundary implies that the geometry of ocean basins exerts a strong

control on the volume and return route of AABW. A discussion of the under-appreciated role

and lack of observations of the bottom boundary layer is provided in chapter IV. Next, we

construct new three-dimensional maps of internal wave-driven turbulence and refine estimates

of deep water mass transformation by breaking internal waves (chapter V). The improved

maps demonstrate that internal waves are unlikely to be a dominant contributor to AABW

destruction. Main results and stirred questions are summarized in the concluding chapter.

Two articles focused on near-surface processes make up the Appendix. In the first study

(de Lavergne et al. 2014), we analyse historical observations of Antarctic subpolar seas and

model simulations to document a plausible but previously overlooked shift in AABW ventila-

tion following the mid-1970s. Deep winter convection in the open Weddell Sea was observed

in 1974-1976 thanks to newly-available satellite observations of Antarctic sea ice (Gordon

1978; Carsey 1980), but has not reoccurred since, and is now assumed to be an insignificant

mode of AABW formation (Heuzé et al. 2013). However, model simulations indicate that the

measured decrease in surface ocean salinity around Antarctica over recent decades is suffi-

cient to impede the onset of deep convection, suggesting that the frequency of Weddell Sea
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convective events could have been stronger in the past. Is the surface freshening and resulting

stabilization of subpolar Southern Ocean waters part of a long-term climate trend? Is it a man-

ifestation of natural variability, or is it largely human-induced? Such questions are examined

in the second study (Jones et al. 2016).
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Physical problem

The densest ocean waters are produced in the surface high latitudes through freshwater

loss to freezing seawater and/or heat and freshwater loss to the colder, dryer atmosphere.

Gravity allows some of these dense waters to sink to abyssal depths, where they become largely

isolated from strong surface atmospheric forcing. This relative isolation from surface density

and momentum fluxes slows their transformation and transport, increases their residence time,

and thus favours their gradual accumulation in the deep ocean. As a result, 75 % of the ocean

volume is filled with waters colder than 4◦C that originate in the Antarctic and Arctic regions

(Fig. 1a).

But the nonetheless finite volume of cold deep waters implies that the filling process from

the poles must be balanced by some emptying process. What provides for the required sink of

dense waters? This long-standing oceanographic question (Munk 1966) remains an active area

of research, and is the subject of this thesis. We next consider three types of mechanisms able

to convert dense waters into lighter ones: deep ocean mixing, near-surface thermodynamic

forcing and mixing, and bottom thermodynamic forcing. We conclude with a summary of

recent developments and key unresolved questions.
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Figure 1: Zonal average (a) potential temperature and (b) salinity as a function of neutral density
(contoured every 0.1 kg m−3) and latitude. For visual purposes, the density-binned values are remapped
to pseudo-depth using a bottom-up filling of each latitude band with ocean waters ordered from dense
to light. Deep waters, composed of Indian Deep Water (IDW), Pacific Deep Water (PDW) and North
Atlantic Deep Water (NADW), embody the 27.5-28.1 kg m−3 neutral density range. Denser waters are
defined as Antarctic Bottom Water (AABW). Schematic transports of the overturning circulation are
shown in (b). Flow across (along) density surfaces is termed diabatic (adiabatic). Data from the WOCE
hydrographic atlas (Gouretski and Koltermann 2004). The neutral density variable is that of Jackett and
McDougall (1997).

1. Deep mixing

Away from ocean boundaries, only two processes can modify the density of seawater:

mixing, and frictional heat production by sheared motions. Though significant in nearshore

surf zones (Sinnett and Feddersen 2014), frictional heating is quasi-negligible in the subsur-

face ocean, whose scarcer energetic small-scale motions are unable to overwhelm the high

volumetric heat capacity of seawater (Eden et al. 2014). Therefore, density transformation in

the ocean interior is almost exclusively the result of mixing.
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Interior sinks of dense waters must then rely on their mixing with lighter waters. Molecular

mixing rates of heat and salt are 1.4 × 10−7 and 1.4 × 10−9 m2 s−1, respectively (e.g., Stern

1960). The time for molecular diffusion to communicate a surface temperature anomaly to the

abyssal ocean, say to 4,000 m depth, scales as (4000 m)2/(1.4 × 10−7 m2 s−1) ≈ 4 millions

of years. It is two orders of magnitude larger still for a salt anomaly. Alone, such slow rates of

mixing would let the whole ocean interior fill with the densest ocean waters.

Observed ocean properties and basin-scale property budgets suggest that effective deep

ocean mixing rates rather average about 10−4 m2 s−1 (Munk 1966; Ganachaud and Wunsch

2000; Lumpkin and Speer 2007; Talley 2013). Such elevated mixing relative to molecular

levels requires that turbulent stirring enhances and renews small-scale property gradients. In

turn, the presence of ocean turbulence requires sources of turbulent kinetic energy. The search

for interior sinks of dense waters is thus tied to the search of energy sources able to sustain

sufficient turbulent mixing (Munk 1966; Munk and Wunsch 1998).

Abyssal Recipes

In his pioneering Abyssal Recipes, Munk (1966) showed that observed vertical property

profiles λ(z) of the deep Pacific, between 1,000 and 4,000 m depth, are consistent with a

balance between vertical advection and diffusion, w ∂zλ = ∂z(Kz ∂zλ), provided the up-

welling velocity w and the vertical diffusivity Kz near values of 1.2 × 10−7 m s−1 and

1.3 × 10−4 m2 s−1, respectively. Scaled to the entire Pacific, the implied upwelling rate of

∼ 20 Sverdrups (1 Sv ≡ 106 m3 s−1) was found to be comparable to the estimated polar

downwelling (and subsequent northward inflow) of dense Antarctic Bottom Water. Hence,

it appeared that a constant deep Pacific mixing rate of about 10−4 m2 s−1 could lighten Pacific

bottom waters at a rate sufficient to prevent their filling of the entire basin.

Munk (1966) considered a number of mechanisms that could allow for the inferred turbu-

lent mixing rate: intensified mixing near the bottom boundary, due to interactions of currents

with topography; double-diffusive mixing, arising from the differential in heat and salt molec-

ular diffusivities; the cabbeling effect, a densification process involving the non-linearity of

the equation of state of seawater; shear instability of internal ocean waves, particularly inter-

nal ocean tides, which are generated by tidal currents over sloping topography; and mixing by

9
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swimming and migrating organisms. Quantification of the latter two processes was attempted.

Using energetic considerations and an analysis of internal wave stability, he suggested that

biological mixing should be negligible, but that breaking internal tides could possibly provide

for a fraction of the inferred mixing.

Half a century later, results and proposals of Abyssal Recipes remain central to discus-

sions of deep ocean mixing. Double-diffusive instabilities can drive significant density fluxes

in regions of unstable salinity (S) or temperature (T ) stratification and relatively weak back-

ground small-scale turbulence allowing for differential T, S mixing (Schmitt 1994; Merryfield

et al. 1998; Inoue et al. 2007; Jackson and Rehmann 2014). However, they are mostly active

in upper-ocean waters characterized by sharp gradients and/or strong water mass variability

(Schmitt 1994; Merrifield et al. 2016). Because of these spatial restrictions, their impact on

large-scale ocean transports and the less variable deep ocean water masses is modest (Mer-

ryfield et al. 1999). Moreover, by extracting potential energy stored in the unstable T or S

stratification, double-diffusive instabilities increase the density of waters underlying instability

locales and lower the ocean’s centre of mass (Inoue et al. 2007), in opposition to the requisite

lightening and potential energy gain of the abyss. Similarly, the cabbeling and thermobaric

effects, both related to the non-linear dependence of density on T and S, have been shown to

be a net density source for the deep ocean (Iudicone et al. 2008a,b; Klocker and McDougall

2010): they contribute to the formation rather than to the destruction of dense waters. Hence,

purely thermodynamic, interior sources of density fluxes are implausible sinks of cold abyssal

waters.

Estimates of the energy spent into swimming by marine organisms (Dewar et al. 2006)

and observations of turbulence bursts triggered by migrating krill (Kunze et al. 2006) recently

attracted attention to biological mixing. But whether fluid displaced (Huntley and Zhou 2004)

or dragged (Katija and Dabiri 2009) by swimming animals causes significant, efficient mixing

is unclear (Visser 2007; Rousseau et al. 2010; Thiffeault and Childress 2010; Kunze 2011;

Noss and Lorke 2014). Above all, the bulk of swimming-driven turbulence and transports, like

biomass, is confined to the biologically productive upper-ocean waters (Munk 1966; Kunze

et al. 2006; Rousseau et al. 2010), with virtually all of the available energy concentrated above
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the maximum depth of the diel vertical migration of zooplankton, about 700 m (Bianchi et al.

2013). By confining the solar energy flux that feeds the marine biosphere to a thin surface

layer, the opacity of seawater restricts biological mixing to shallow waters, much as it restricts

the penetration of atmospheric forcing.

We are thus left with two of the abyssal mixing processes considered by Munk (1966):

near-boundary turbulence fed by ocean currents, and breaking internal waves away from to-

pography. The former mechanism is presently thought to be the leading contributor to deep

ocean mixing, and the latter to mixing in stratified open waters (Munk and Wunsch 1998;

Garrett and Laurent 2002; Bryden and Nurser 2003; Nikurashin and Ferrari 2013; Waterhouse

et al. 2014). Both of them rely on sources of oceanic kinetic energy, which must ultimately de-

rive from one or several of: surface momentum fluxes, gravitational interaction with the Moon

and Sun, and boundary density fluxes. Surface winds directly impart momentum to the ice-free

ocean, and indirectly to frozen seas via sea ice momentum transfers. Gravitational interaction

with the Moon and Sun drives ocean tidal currents. Heat, freshwater and salt exchanges at

ocean boundaries modify the density of seawater, and the resulting density gradients set the

fluid in motion through gravity and pressure differences.

Abyssal Recipes II

In 1998, Munk and Wunsch revisited Munk’s Abyssal Recipes in light of new observa-

tions. Decades of oceanographic cruises had made available global estimates of the ocean’s

mean thermohaline structure (Levitus et al. 1994; Levitus and Boyer 1994). Developing meth-

ods to measure mixing rates in situ had shown that interior diffusivities average only about

10−5 m2 s−1 (Osborn and Cox 1972; Stigebrandt 1979; Schmit et al. 1988; Gregg 1989; Led-

well et al. 1993; Toole et al. 1994), but can attain values of up to 10−1 m2 s−1 in specific

boundary regions (Polzin et al. 1996, 1997). In particular, vertical profiles of velocity and

temperature microstructure taken along a longitudinal section of the Brazil Basin had revealed

a marked enhancement of diffusivities near the rough topography of the Mid-Atlantic Ridge

(Fig. 2; Polzin et al. 1997). It was suspected that the elevated mixing was maintained by the

local generation and subsequent breaking of internal tides, as later confirmed (Ledwell et al.

2000; Nikurashin and Legg 2011).
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low-intensity microstructure. Turbulent dif-
fusivity values for the central Brazil Basin
were about 0.1 3 1024 m2 s21. We ob-
served just a slight enhancement in the
mixing over the rise within 100 m of the
bottom, most likely a result of boundary
layer turbulence. These small dissipation
estimates were surprising in that a bottom-
intensified deep western boundary current
flows above the rise (albeit at speeds of only
about 2 cm s21) that has been implicated in
mixing Brazil Basin waters (13). In contrast,
turbulent dissipation rates were elevated
one to two orders of magnitude above the
rough flanks of the MAR, particularly with-
in 300 m of the bottom.

We repeatedly sampled one spur of the
MAR with the HRP between 3 and 20
February, 1996, a period encompassing both
spring and neap tides. Turbulent diffusivity

values in this region were consistently
greater than 1024 m2 s21 within 300 m of
the bottom; within 150 m, some values
exceeded 1023 m2 s21 (Fig. 3). This region
of rough topography was chosen as the trac-
er release site. Approximately 110 kg of SF6
was released during an 8-day period on a
density surface at about 4010 m depth near
21°409S, 18°259W (Fig. 1) (14). The initial
root-mean-square vertical spread of the
tracer relative to the target density surface,
resulting from shifts in sensor calibration
between tows, was about 9 m. Tracer con-
centration broadened in the 11 days after
injection (Fig. 4). Application of a diffusion
model (15) returned a diapycnal diffusivity
value of 0.5 3 1024 6 0.5 3 1024 m2 s21.
On the basis of the 39 HRP stations made
in this region, we estimate that K between
3960 and 4060 m was 0.3 3 1024 to 0.6 3

1024 m2 s21 (95% confidence bounds). Al-
though a K value close to zero cannot be
ruled out by the tracer data, the best esti-
mate is consistent with those from the
HRP.

The microstructure data show that mix-
ing was enhanced throughout much of the
water column in regions with rough topog-
raphy. Turbulence supported directly by
bottom stress is limited to boundary layers
that are typically only tens of meters high.
That mixing occurs remote from the bot-
tom implicates wave processes that can
transport energy up from the bottom.
Steady and time-dependent bottom cur-
rents flowing over undulating bathymetry
can generate internal waves that propagate
up into the water column (16). Subsequent
instability and breaking of such waves
would provide an energy source for the tur-
bulent mixing. Consistent with this idea,
enhanced fine-scale shear and strain (17)
were observed above rough bathymetry. We
propose that the energy source for the inter-
nal waves supporting the mixing near the
MAR is the barotropic tides impinging on
the rough bathymetry of the ridge. (Mean

Fig. 1. Distribution of HRP
stations (triangles) in the Bra-
zil Basin of the South Atlantic
Ocean. Isobaths greater than
2000-m depth are depicted
with a contour interval of
1000 m. The expanded scale
plot to right shows the ship
tracks during injection of the
SF6 tracer (solid lines). The
dashed lines mark the sam-
pling tracks of the initial trac-
er survey.
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Fig. 3. Profiles of average cross-isopycnal diffu-
sivity versus depth as a function of position rel-
ative to a spur of the MAR (whose bathymetry is
shown versus latitude). Diffusivity profiles have
been offset horizontally to roughly correspond to
their physical position relative to the spur and are
plotted on a logarithmic axis. The tick marks and
color scheme denote decadal intervals, and the
vertical reference lines denote K 5 1025 m2 s21.
The 95% confidence intervals are roughly 650%
of the depicted estimates. The horizontal line
marks the average depth at which the SF6 tracer
was injected.
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Fig. 2. Depth-longitude section of cross-isopycnal diffusivity in the Brazil Basin inferred from velocity
microstructure observations. Note the nonuniform contour scale. Microstructure data from the two
quasi-zonal transects have been combined without regard to latitude. The underway bathymetric data
to 32°W is from the eastward track, the balance comes from the westward track. The white line marks
the observed depth of the 0.8°C surface.
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Figure 2: Depth-longitude section of turbulent diffusivity across the Brazil Basin. The diffusivity was
estimated from velocity microstructure data along two longitudinal transects sampled in 1996. The
white line marks the 0.8◦C isotherm. From Polzin et al. (1997).

These observations meant that assumptions of uniform diffusivity and upwelling and the

restriction to a few local property profiles were no longer justified. To estimate large-scale

mean diffusivities, Munk and Wunsch (1998) considered the horizontally-averaged density

balance of the 40◦S-48◦N ocean domain, between 1,000 and 4,000 m depth, under given

boundary transports. Assuming the northern plus southern inflow of dense waters below

4,000 m depth to be 30 Sv, and that all of it upwells across density surfaces to 1,000 m depth,

they obtained a mean vertical profile of the diffusivity (Fig. 3). The mean diffusivity was found

to be almost independent of depth and just over 10−4 m2 s−1. Though matching the previous

estimate of Munk (1966), the value was no more interpreted as a uniformly-acting diffusivity

but rather as an effective diffusivity resulting from concentrated density fluxes along bound-

aries.
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a
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Figure 3: Domain and results of the Abyssal Recipes II calculation. (a) Zonal mean stratification
(N2 = (g/ρ) ∂zρ, in cycles per hour) contours from the Levitus et al. (1994) climatology. Arrows
schematize the transports (blue) and downward buoyancy fluxes (red) implied by the calculation: depth-
decreasing, convergent buoyancy fluxes cause lightening and cross-density upwelling of dense waters.
(b,c) Calculated profiles of mean (b) diffusivity and (c) turbulent kinetic production. The preferred
solution (right curves) uses the boundary condition ∂zKz = 0 at z = 4000 m. From Munk and Wunsch
(1998).

But central to the new recipe was the discussion of energy sources able to maintain such

density fluxes and thereby confine the dense inflowing waters to depths greater than 4,000 m.

The density flux, equal to the vertical (more precisely, diapycnal) diffusivity times the density

gradient, can be related to the rate of turbulent kinetic production εT [W kg−1] through a

mixing efficiency Rf (Osborn 1980):

(g/ρ)Kz ∂zρ = Rf εT ,

13



PHYSICAL PROBLEM

with g the gravitational acceleration and ρ the potential density of seawater. The above equa-

tion states that a fraction Rf of the energy flux into small-scale turbulence performs work

against gravity, causing mixing and potential energy gain. The rest of the energy is con-

verted into (quasi-negligible amounts of) heat by friction. Choosing a commonly-used upper-

bound value Rf = 0.2, Munk and Wunsch deduced the 1,000-4,000 m depth profile of the

horizontally-averaged εT (Fig. 3c). Vertical integration and multiplication by the global sur-

face area of the ocean yielded a total rate of turbulent kinetic energy production of 2.1 TW.

Which forcing supplies the required 2.1 TW of energy? Arguing that air-sea density fluxes

alone would produce only a very shallow convectively-driven ocean circulation, as suggested

by early theoretical and laboratory work (Sandström 1908; see Coman et al. 2006), Munk and

Wunsch (1998) asserted that the required deep mixing must be powered by winds and tides.

Estimating the global kinetic energy supply from winds and tides is non-trivial. Determining

the proportion of that energy which ultimately feeds small-scale turbulence in the deep ocean

is even more difficult, because it demands a precise understanding and quantification of energy

routes from forcing to dissipation. A preliminary budget was nonetheless attempted by Munk

and Wunsch (Fig. 4).

Several sources of information constrain the energy available from tidal forcing. Retrore-

flectors placed on the Moon during the Apollo mission allow precise laser ranging measure-

ments of the Earth-Moon distance (Dickey et al. 1994). The measurements show that the

Moon recedes from the Earth by almost four centimetres per year, diminishing the energy of

the Earth-Moon gravitational system at the rate of 3.2 TW (Munk and Wunsch 1997). This

energy loss corresponds to the power input to lunar tides. Additional information comes from

gravity perturbations of the orbits of man-made satellites, indicating notably that solar tides

receive another 0.5 TW (Marsh et al. 1990). Altimetry observations further allow spatially-

resolved estimates of the work done by tidal forces on the ocean (Cartwright and Ray 1991)

and of the rate at which ocean tidal currents dissipate (Egbert 1997; Egbert and Ray 2000).

They show that the total power input to barotropic ocean tides nears 3.5 TW (the remaining

0.2 TW drives solid earth and atmospheric tides), about two-thirds of which are lost to bottom

friction at continental margins and one-third to baroclinic or internal tides (e.g., Egbert and

Ray 2003). Through wave instabilities near topography or in the interior, internal tides may

then provide for ∼ 1 TW of turbulent kinetic energy production (Fig. 4).
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Fig. 4. An impressionistic budget of tidal energy flux. The traditional sink is in the bottom boundary layer
(BBL) of marginal seas. Preliminary results from Egbert (1997) based on TOPEX/-POSEIDON altimetry
suggest that 0.9 TW (including 0.6 TW of M

!
energy) are scattered at open ocean ridges and seamounts.

Light lines represent speculation with no observational support. ‘‘14 Hawaiis’’ refers to an attempted global
extrapolation of surface to internal tide scattering measured at Hawaii, resulting in 0.2 TW available
for internal wave generation. The wind energy input is estimated from Wunsch (1998), to which we have
added 0.2 TW to balance the energy budget. This extra energy is identified as wind-generated internal
waves — radiating into the abyss and contributing to mixing processes.

The conclusion that BBL dissipation accounts for nearly all of tidal dissipation has
been the accepted view since Taylor’s early work. But there are many uncertainties; we
note that when the astronomical estimates for the total dissipation fluctuated over the
years by a factor of two before settling down to the present value, the estimated BBL
dissipation kept up with the fluctuation (see Munk (1997) for a brief history). The drag

W. Munk, C. Wunsch / Deep-Sea Research I 45 (1998) 1977—2010 1991

Figure 4: Energy budget proposed by Munk and Wunsch (1998). Winds contribute 1.2 TW to deep
mixing and, thereby, to the maintenance of abyssal density gradients. Tides lose most of their energy in
the bottom boundary layer of marginal seas. The remaining 0.9 TW contributes to distributed interior
("pelagic") turbulence, associated with a diffusivity of about 10−5 m2 s−1, and to concentrated mixing
along boundaries producing a large-scale mean diffusivity of about 10−4 m2 s−1.
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The rates and routes of wind-driven deep turbulence production are less well known. Like

solar radiation, the vast majority of the wind energy input is absorbed in the surface bound-

ary layer (Wunsch and Ferrari 2004; Wang and Huang 2004a,b). A small fraction directly

excites internal waves, notably near-inertial internal waves, with an estimated ∼ 0.1 TW of

near-inertial wave energy escaping the surface mixed layer and (potentially) contributing to

deeper mixing (Townsend 1965; Large and Crawford 1995; Alford 2003a; Furuichi et al. 2008;

Rimac et al. 2013, 2016). A larger contribution, thought to lie in the 0.75-1 TW range, pow-

ers large-scale and mesoscale geostrophic flows of the ocean interior (Wunsch 1998; Huang

et al. 2006; von Storch et al. 2007; Scott and Xu 2009; Roquet et al. 2011; Rimac et al. 2016).

The energy of geostrophic flows must eventually dissipate at small scales, but the location and

mixing efficiency of the induced small-scale turbulence depend on the dissipation pathways of

these flows (e.g., Molemaker et al. 2005; Dewar and Hogg 2010; Molemaker et al. 2010; Zhai

et al. 2010; Nikurashin and Ferrari 2010; Dewar et al. 2011; Wright et al. 2013). Because the

relative contributions of the various dissipative mechanisms are poorly quantified, the amount

of deep mixing powered by winds is largely unknown. Guided by the estimated ∼ 1 TW of

wind input to the general circulation (Wunsch 1998), Munk and Wunsch (1998) closed their

budget by assigning a 1.2 TW wind contribution to the cross-density upwelling of dense waters

via mixing (Fig. 4).

Beyond the recipes

Stommel (1958) first argued that the high-latitude sinking of dense waters must be bal-

anced by upwelling across density surfaces at lower latitudes. Munk (1966) showed that the

maintenance of vertical property gradients of the abyssal Pacific requires turbulent diffusivi-

ties of order 10−4 m2 s−1. Munk and Wunsch (1998) further emphasized the reliance of the

cross-density low-latitude upwelling on mechanical energy input by winds and tides. Because

this cross-density upwelling joins the abyssal equatorward flow of cold dense waters with the

compensating upper-ocean poleward flow of warmer, lighter waters (Fig. 3a), they argued that

the poleward heat transport accomplished by the circulation connecting sources and sinks of
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dense waters is ultimately driven by wind- and tide-powered mixing. They so contributed to

change the view of this circulation, referred to as the meridional overturning circulation, from

one driven by surface density forcing and high-latitude sinking to one driven by momentum

forcing and deep mixing (Kuhlbrodt et al. 2007).

The influential work of Munk and Wunsch (1998) arouses a number of questions. First,

are winds and tides "the only possible source of mechanical energy to drive the interior mix-

ing"? Surface density fluxes generate flows, whose kinetic energy must eventually cascade

to small-scales, causing turbulence and mixing. In particular, high-latitude surface densi-

fication generates descending plumes of dense waters which entrain and mix with ambient

waters, causing strong transformation of the dense waters along their route from the surface

to the abyssal ocean (e.g., Killworth 1977; Hughes and Griffiths 2006). This transformation

is largely responsible for the significant salinity, temperature and density gradients observed

along the bottom sinking and spreading branches of the overturning (Fig. 1; Polzin et al. 1996;

Bryden and Nurser 2003). Though unable to lift abyssal waters back to the surface, mixing in

sinking plumes thus contributes to lighten dense waters and participates to the overall density

and temperature contrasts of the meridional overturning circulation. More generally, since

both boundary density forcing and momentum forcing supply mechanical energy to the ocean

(Oort et al. 1994; Hughes et al. 2009; Hogg 2010; Saenz et al. 2012; Howard et al. 2015), both

could be expected to contribute to deep ocean mixing.

Second, how important is the distribution of the required turbulent kinetic energy pro-

duction? The oft-quoted global number of 2 TW masks the restricted domain of the Abyssal

Recipes II calculation (Fig. 3a) as well as the vertical structure of the horizontally-averaged

power density (Fig. 3c). What fraction of the power available from internal tides and winds

dissipates above 1,000 m depth, or deeper than 4,000 m? Given that internal wave energy dis-

sipation is generally observed to scale with stratification ∂zρ in the open sea (Gregg 1989;

Polzin et al. 1995; Kunze and Sanford 1996), the possibility that a majority of tidal dissipation

occurs in the upper-ocean cannot be ruled out. What if a large fraction of the available power

dissipates south of 40◦S, where most of the large-scale wind work is located (Wunsch 1998)?

The latitudinal distribution of upwelling should affect the meridional extent and structure of

the overturning, and therefore the associated heat, salt and passive tracer transports. Distribu-

tion matters also within the low-latitude, abyssal domain of the calculation. In order to have
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density loss (equivalently, buoyancy gain) and upwelling throughout the 1,000-4,000 m depth

range, the density flux Kz ∂zρ must decrease with depth. Given a fixed mixing efficiency, so

does the turbulent production εT . Hence, the 2 TW of turbulence production should not be

randomly distributed, but rather follow the depth-decreasing curve of Fig. 3c on a horizontal

average. In general, the three-dimensional distribution of density fluxes should govern the

locations of dense water sinks, and thereby the circulation linking sinks to sources.

Third, the horizontally-averaged framework of the recipe raises the question of basin ge-

ometry. Perhaps to account for the mixing occurring in regions outside of their domain, Munk

and Wunsch (1998) used the global surface ocean area to convert their average εT profile into a

total energy requirement. But the overall procedure dismisses the depth-decrease of the ocean

area. Between 1,000 and 4,000 m depth, the 40◦S-48◦N wet area shrinks by almost a factor of

two. To compensate for the decrease in basin area, the mean density flux should decrease less

rapidly with depth, distorting and shifting to higher values the diffusivity profile of Fig. 3b.

By assuming the mean velocity to be vertically uniform and ignoring geometry, Munk and

Wunsch (1998) thus underestimated the mean diffusivity and its vertical variation. Puzzlingly,

they neglected the presence of the same sloping boundaries that they hypothesized as host-

ing the bulk of density fluxes. Yet without these slopes, concentrated mixing along the flat

ocean bottom would disallow a top-to-bottom buoyancy transfer and concomitant bottom-to-

top cross-density upwelling (rather, such mixing would be expected to erase the near-bottom

stratification). Given concentrated sources of mixing along the seafloor, could the shape of the

bottom boundary affect the distribution of these sources, and thereby the energy, diffusivity,

and upwelling profiles?

The one-dimensional, horizontally-averaged calculation also neglects co-variations be-

tween diffusivities and stratification. Munk and Wunsch (1998) assumed that vigorous heat

and salt exchanges between the mixing boundaries and the interior effectively maintain a hor-

izontally homogeneous stratification. But in regions such as above the rough Brazil Basin

topography (Fig. 2), where strong near-bottom turbulence is sustained by steady tidal forcing,

one might expect the near-bottom stratification to be weaker than in more quiescent surround-

ings. If abyssal mixing is dominated by tidally-forced, bottom-enhanced turbulence, one could

expect an anti-correlation between mixing and stratification levels, so that mean diffusivities

are no longer representative of the mean density flux. Further, if a significant fraction of the
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near-bottom turbulence dissipates within the well-mixed bottom boundary layer, where den-

sity fluxes must vanish, the overall mixing efficiency associated with such boundary processes

may be well below the upper-bound 20 % value. As a result, the energy requirement could be

significantly underestimated – or, equivalently, the effective power availability overestimated.

What are the implications of mixing efficiency variations for the energetics of the overturning?

2. Near-surface transformation

Following Stommel (1958), Munk and Wunsch (1998) proposed that cross-density up-

welling at temperate latitudes closes the circulation of northern-sourced and southern-sourced

dense waters by returning them to the upper-ocean as lighter waters. The resulting overturn-

ing circulation may be pictured as consisting of two symmetric cells (Fig. 3a): a southern cell

associated with the lifecycle of Antarctic Bottom Water (AABW) and a northern cell fed by

North Atlantic Deep Water (NADW) formation. Yet Toggweiler and Samuels (1993b) had

challenged this view by showing that observed radiocarbon activities are not compatible with

bottom-to-top, low-latitude upwelling of dense waters. Instead, Toggweiler and Samuels ar-

gued that most of the upwelling occurs near the Antarctic continent (Fig. 1b). There, surface

westerlies drive northward Ekman flow in a shallow surface layer. South of the position of

maximum zonal wind stress, the divergent Ekman transport raises deep waters towards the

surface, where they can be destroyed locally by air-sea fluxes or transported northward in the

Ekman flow to be transformed elsewhere (Toggweiler and Samuels 1993b,a, 1995; Döös and

Coward 1997). No deep mixing is required, it was argued, because the upwelling is adiabatic

rather than diabatic (Toggweiler and Samuels 1998): that is, it occurs along rather than across

density surfaces (Fig. 1b).

Toggweiler and Samuels (1993a, 1995) further argued that the presence of a zonally con-

tinuous band of water within Drake Passage latitudes helps to select relatively deep waters

as a replacement for the shallow northward Ekman transport. Indeed, above the ≈ 2,000 m

deep Drake Passage sill, the zonal mean zonal pressure gradient must vanish, disallowing

any net meridional geostrophic transport. Only deep waters located below the sill depth are

allowed to flow in geostrophic balance towards or away from the Antarctic continent. This dy-

namical constraint, combined to the required southward mass transport to compensate for the
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surface Ekman (and bottom AABW) northward flow, ultimately favours the southward import

of relatively dense, deep waters (Toggweiler and Samuels 1995). Nonetheless, ageostrophic

dynamics also allow the southward and upward transport of deep waters, as necessitated by

the surface divergence within (and not only south of) Drake Passage latitudes (Marshall 1997;

Gnanadesikan 1999; Marshall and Radko 2003; Olbers and Visbeck 2005; Nikurashin and Val-

lis 2011). Below the Ekman layer and above the sill depth, this mass transport is accomplished

by mesoscale eddies acting to flatten out the slant density surfaces of the Antarctic Circum-

polar Current (see Fig. 1; Gent and Mcwilliams 1990; Marshall 1997). Both geostrophic and

ageostrophic upwelling pathways are thought to be primarily adiabatic, involving little den-

sity transformation below the direct influence of air-sea density fluxes (Marshall and Speer

2012). Nonetheless, the presence of significant salinity and temperature along-density gradi-

ents (Fig. 1) implies that significant interior mixing and water mass property modification does

occur along the upwelling path (Naveira Garabato et al. 2007, 2016).

The Southern Ocean adiabatic upwelling route, which is primarily wind-forced (Togg-

weiler and Samuels 1993b; Marshall and Speer 2012), alleviates the requirement for density

transformation and diabatic upwelling at temperate latitudes (Webb and Suginohara 2001). In-

deed, it is presently thought that the bulk of southward-flowing NADW upwells along isopy-

cnals in the Southern Ocean rather than into the main thermocline (Lumpkin and Speer 2007;

Talley 2013). On the other hand, the denser, northward-flowing AABW does need to upwell

diabatically, but only until it reaches the mid-depth density layers which connect southward to

the Ekman divergence of the Southern Ocean. The deep ocean meridional circulation may then

be conceptualized as composed of two dynamically distinct branches (Figs. 1b and 5; Talley

2013): a northward, diabatic branch that carries AABW from Antarctica to the abyss of the

Indian, Pacific and Atlantic basins, along which AABW is gradually lightened until converted

into one of North Atlantic, Indian or Pacific Deep Water; and a southward, adiabatic branch

that carries these lighter deep waters along density surfaces to the Southern Ocean surface,

where near-surface thermodynamic forcing and mixing convert them into denser (AABW) or

lighter waters. In the remainder of this thesis, we focus on density transformation processes in

the abyssal ocean and, therefore, on the AABW limb of the overturning.
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and later discussion). 
Quantitative transports that are the 

basis of these schematics are described 
in Quantifying Transports and Fluxes 
below, and are consistent with other 
quantitative analyses of the GOC. The 
separate roles of the IDW/PDW and 
NADW are described above, and are the 
basis for the hypothesis at the heart of 
these schematics, that the IDW/PDW 
outcrops north of the NADW in the 
Southern Ocean, and a portion of its 
transport is the dominant source of the 
northward flow of surface waters into 
the Southern Hemisphere thermocline, 
rather than the NADW.

Like all schematics, this set has its 
particular oversimplifications. Perhaps 
most importantly, the shallow overturn-
ing cells in the tropics and subtropics 
are omitted; they transport much of the 
poleward heat out of the tropics and 
redistribute much of the freshwater 
(e.g., Talley, 2003, 2008). A second 
oversimplification is that no schematic 
adequately represents the mixing that 
blurs the distinctions between juxta-
posed water masses as they move along 
together and in fact circulate in the same 

Figure 5. Schematic of the overturning circula-
tion in a two-dimensional view, with important 
physical processes listed, revised from Talley et al. 
(2011). Colors as in Figures 1 and 4. (a) Most 
complete version, including North Atlantic Deep 
Water (NADW) and Antarctic Bottom Water 
(AABW) cells, and upwelling in the Southern, 
Indian, and Pacific Oceans. (b) Incomplete single 
cell schematic, corresponding to the Gordon 
(1986a,b) and Broecker (1991) “conveyor belt,” 
which (intentionally) was associated with the 
global NADW circulation, excluding AABW, but 
thereby incorrectly excluded Southern Ocean 
upwelling of NADW. (c) Incomplete two-cell 
schematic, emphasizing the NADW and AABW 
cells, closely resembling the globally zonally 
averaged streamfunction. 

Figure 5: Schematic of the overturning circulation by Talley (2013). The densest water mass, Antarctic
Bottom Water (AABW), is formed around Antarctica and spreads northward along the bottom. It is
lightened into Indian Deep Water (IDW), Pacific Deep Water (PDW) and North Atlantic Deep Water
(NADW). Deep waters move southward primarily adiabatically and upwell in the Southern Ocean. The
densest of upwelled waters are recycled into AABW. The remainder is lightened into Antarctic Inter-
mediate Water (AAIW), Subantarctic Mode Water (SAMW) or lighter upper-ocean waters, ultimately
feeding North Atlantic sinking.

3. Geothermal heating

Thermodynamic forcing of the ocean is not restricted to its upper boundary: geother-

mal heat diffuses from Earth’s interior into the ocean bottom (Munk 1966). The global heat

supply through the ocean floor amounts to ∼ 30 TW, corresponding to an average flux near

80 mW m−2 (Stein and Stein 1992; Pollack et al. 1993; Huang 1999). This heat flux is much

smaller than typical surface fluxes of 10-100 W m−2, but is always of the same sign and ideally

placed to supply potential energy to the abyss (Huang 1999; Hofmann and Morales Maqueda

2009). Munk (1966) and Munk and Wunsch (1998) estimated that this heat flux would only

warm by 0.1-0.3◦C abyssal waters renewed at a rate of about 30 Sv. Because this temperature

difference is small compared with the ∼ 10◦C temperature changes across the overturning,

they concluded that geothermal heating plays a negligible role in the overturning circulation.
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Fig. 6. Outcome of the CBW simulations after 2100 years of integration. (a) Meridional effective overturning streamfunction (9eff, Sv) in
CBW. (b) 9eff difference, CBW Quni � CBW (Sv). (c) Potential temperature difference (CBW Quni � CBW) in �C. Note the intensification
of the bottom water circulation of about 5 Sv in CBW Quni, and the zonal mean warming of the bottom 2000 m of the ocean.

deep circulation again intensifies, as shown in Fig. 8a, how-
ever the difference in streamfunction maxima is found less
extreme than for CBW Quni–CBW (3 Sv instead of 5 Sv).
This is because lateral temperature gradients are larger in this
set of experiments, so a lesser increase in circulation is re-
quired to evacuate the heat input from the seafloor.

In Table 2 we summarize the results obtained by the two
independent methods (density binning and GCM transport in
the limit of small vertical mixing) to evaluate the response of
the ocean to a uniform heatflow. It is seen that the maximum
in transformation is systematically greater than the circula-
tion diagnosed from GCM experiments, confirming that di-
apycnal mixing partially compensates geothermally-induced
advection in the model. The discrepancy proves even larger
in the case of strong vertical mixing (not shown). This oc-
curs because the bottom boundary heatflow acts to erode the
initial stratification, which diminishes the downward turbu-
lent heat flux Kz@zT . There is thus less heating convergence
at depth, thus less need for a cold water source to balance
the heat budget, which in steady-state implies a circulation
slowdown. Therefore, any finite amount of diapycnal mixing
will lead to circulations systematically lower than those diag-
nosed from the geothermal transformation alone. However,

the interplay between the two processes is quite non-linear,
as will be seen again in Sect. 5.4. It is also noteworthy that
this discrepancy is much larger in the Atlantic basin than in
others: this is not surprising, since we have seen in Sect. 3
that it is where the water mass configuration most strongly
favors the impact of diapycnal mixing over geothermal heat-
ing.

5.3 Effect of a spatially variable geothermal heat flux

In Fig. 8c we plot the global streamfunction difference be-
tween experiments STD Qvar and STD Quni. One can see
that the effect of the spatial variations is to reduce the AABW
circulation by ⇠1.5 Sv (Fig. 8b). In the temperature field
(Fig 9), the effect is to enhance the warming at mid-depth
by about 0.02 degrees, and to reduce it near the bottom
(by up to 0.1�C in the North Pacific). This can be easily
understood by considering the horizontally-integrated heat-
flow at each depth in the “realistic” and “uniform” case
(Fig. 10). The dash-dotted line, representing the difference
between the two cases, explains this result: with a spatially
variable heatflow, the ocean receives more heat at moder-
ate depths (2000 to 3000 m) where the flux is at a maxi-
mum near mid-ocean ridges. It receives comparatively less

Ocean Sci., 5, 203–217, 2009 www.ocean-sci.net/5/203/2009/

Figure 6: Impact of geothermal heating in a global ocean model. (a) Meridional overturning stream-
function [Sv] in a standard configuration without geothermal heating. (b,c) Change in the (b) overturn-
ing streamfunction [Sv] and (c) zonal mean potential temperature [◦C] due to the addition of geothermal
forcing. From Emile-Geay and Madec (2009).

However, experiments using ocean general circulation models later showed that the addi-

tion of bottom geothermal forcing, while warming AABW by less than 0.5◦C, may strengthen

the AABW circulation by up to 5 Sv (Fig. 6; Adcroft et al. 2001; Scott et al. 2001; Hofmann

and Morales Maqueda 2009; Emile-Geay and Madec 2009). Using an observational estimate

of the bottom density distribution, Emile-Geay and Madec (2009) further showed that the den-

sity balance of bottom ocean waters requires a cross-density advective transport of up to 6 Sv

to counter the geothermal lightening. This relatively large transport is a consequence of the

weak bottom density gradients of northern basins: there, advection over a large distance is

necessary to equilibrate a small geothermal heat input (Emile-Geay and Madec 2009). Hence,
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because of the relative homogeneity and large seafloor coverage of AABW (Johnson 2008),

geothermal heating seems to contribute significantly to the AABW limb of the overturning.

Emile-Geay and Madec (2009) noted that, near the ocean bottom, the upward geothermal heat

flux is of comparable magnitude to the downward heat flux induced by a 10−4 m2 s−1 diffu-

sivity. Could bottom density forcing be as important a sink of AABW as abyssal mixing?

4. Overturning circulation driven by breaking internal waves?

Internal gravity waves, which represent the oceanic dynamical regime closest to small-

scale turbulence in terms of time and space scales, are thought to be the primary pathway to

turbulent mixing in the stratified ocean (Garrett and Munk 1979; Garrett and Laurent 2002;

Alford 2003b; Gregg et al. 2003; Waterhouse et al. 2014; Eden et al. 2014). Sources of internal

waves include: baroclinic tide generation over irregular ocean topography (Munk 1966); lee

wave radiation by geostrophic flows impinging on rough, small-scale topography (Nikurashin

and Ferrari 2010); surface generation of near-inertial waves by atmospheric storms (Alford

2003a); spontaneous generation by imbalanced flow (Williams et al. 2008; Vanneste 2013;

Nagai et al. 2015; Sugimoto and Plougonven 2016). Observations and theory suggest that

bottom-generated internal tides and lee waves dominate in the deep ocean (Polzin et al. 1997;

Egbert and Ray 2000; Ledwell et al. 2000; Garrett and Laurent 2002; Naveira Garabato et al.

2004; Nycander 2005; Nikurashin and Ferrari 2011; Sheen et al. 2013).

In order to represent internal wave-driven mixing in ocean climate models and estimate its

contribution to the transformation of dense waters, it is necessary to map the production of tur-

bulent kinetic energy by breaking internal waves. Such three-dimensional maps have recently

been constructed for the dissipation of internal tides and lee waves (St. Laurent et al. 2002;

Polzin 2009; Niwa and Hibiya 2011; Nikurashin and Ferrari 2013; Oka and Niwa 2013). As a

first step, the bottom energy flux into these waves is estimated. Most accurate maps of energy

sources have been obtained by applying linear wave theory (Bell 1975; Llewellyn Smith and

Young 2002) to recent bathymetry products (Smith and Sandwell 1997; Goff and Arbic 2010;

Goff 2010) and climatologies of ocean stratification and tidal or geostrophic currents (Fig. 7;

Nycander 2005; Scott et al. 2011; Nikurashin and Ferrari 2011; Green and Nycander 2013;

Melet et al. 2013; Falahat et al. 2014). Next, it is assumed that a fraction of the energy source
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of mixing generated by these waves. Then, we apply the
water-mass transformation framework [Walin, 1982] to
convert mixing into water-mass transformation rates.

2.1. Wave Radiation Estimate
[6] Stratified tidal and geostrophic currents flowing over

rough bottom topography generate internal tides and lee
waves, respectively. In the limit of small topographic
steepness, i.e. when the topographic slope is smaller than
the internal wave slope, the wave generation problem
can be solved analytically for an arbitrary bottom topogra-
phy. Resulting linear theory expressions for the energy
conversion from tidal and geostrophic flows are summa-
rized in the supplementary material. These expressions
are applied to stratification obtained from ocean hydro-
graphic data, bottom velocity obtained from global tidal
and ocean models, and topography obtained from satellite
altimetry and ship single-beam echo soundings to estimate
the global distributions of the energy conversion into inter-
nal waves. The reader is referred to Nycander [2005] and
Nikurashin and Ferrari [2011] for a more detailed presen-
tation of the wave radiation estimates. Here we simply use
these previous estimates.
[7] Global estimates of the energy conversion into inter-

nal tides [Nycander, 2005] (internal waves generated by
barotropic tides), and lee waves [Nikurashin and Ferrari,
2011] (internal waves generated by geostrophic motions)
are shown in Figure 1. Tidal energy conversion takes
place in all ocean basins, because of the global extent of
tidal motions and is enhanced along mid-ocean ridges
and major topographic features. The globally integrated
energy conversion from tidal motions into internal tides
in the deep ocean is about 1 TW (1 TW=1012W), which
is comparable to the total power input into the large-scale
ocean circulation from atmospheric winds [Wunsch, 1998].

In contrast, lee waves are generated primarily in the
Southern Ocean, where deep geostrophic flows are
strongest and topography is rough on scales shorter than
O(10 km). The globally integrated energy conversion from
geostrophic motions into lee waves is 0.2 TW, weaker
than that from tides. A similar global estimate by Scott
et al. [2011] reports slightly higher global energy conver-
sion into lee waves, up to 0.4 TW. The energy conversion
into lee waves, however, dominates over that into internal
tides in the Southern Ocean, where tidal motions are gen-
erally weak. In the Southern Ocean, lee wave generation is
enhanced in regions of strong currents and high eddy
activity such as the Drake Passage and the lee of the
Kerguelen Plateau.

2.2. Ocean Stratification
[8] The ocean density distribution is taken from the World

Ocean Circulation Experiment hydrographic atlas [Gouretski
and Koltermann, 2004]. The zonally averaged density distri-
bution and its vertical derivative, the stratification, are plotted
in the upper panel of Figure 2. The stratification is largest in
the upper kilometer of the ocean (i.e., in the thermoclines
maintained by the wind-driven overturning cells) and is
small, but not negligible, below it. Density contours at mid-
depth correspond to the upper interhemispheric cell of the
overturning circulation and outcrop both in the North
Atlantic and in the Southern Ocean, while density contours
in the abyssal ocean outcrop only in the Southern Ocean
and correspond to the lower cell of the overturning circula-
tion. The lower cell starts through convection of dense waters
around Antarctica, flows north at the bottom of all ocean ba-
sins, becomes progressively lighter as it is being mixed with
lighter waters, and finally comes back south to come to the
surface in the Southern Ocean.
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Figure 1. Global distribution of the energy conversion in [log10(mWm!2)] from (upper panel) M2 barotropic tide and
(lower panel) geostrophic motions into internal tides and lee waves, respectively.
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of mixing generated by these waves. Then, we apply the
water-mass transformation framework [Walin, 1982] to
convert mixing into water-mass transformation rates.

2.1. Wave Radiation Estimate
[6] Stratified tidal and geostrophic currents flowing over

rough bottom topography generate internal tides and lee
waves, respectively. In the limit of small topographic
steepness, i.e. when the topographic slope is smaller than
the internal wave slope, the wave generation problem
can be solved analytically for an arbitrary bottom topogra-
phy. Resulting linear theory expressions for the energy
conversion from tidal and geostrophic flows are summa-
rized in the supplementary material. These expressions
are applied to stratification obtained from ocean hydro-
graphic data, bottom velocity obtained from global tidal
and ocean models, and topography obtained from satellite
altimetry and ship single-beam echo soundings to estimate
the global distributions of the energy conversion into inter-
nal waves. The reader is referred to Nycander [2005] and
Nikurashin and Ferrari [2011] for a more detailed presen-
tation of the wave radiation estimates. Here we simply use
these previous estimates.
[7] Global estimates of the energy conversion into inter-

nal tides [Nycander, 2005] (internal waves generated by
barotropic tides), and lee waves [Nikurashin and Ferrari,
2011] (internal waves generated by geostrophic motions)
are shown in Figure 1. Tidal energy conversion takes
place in all ocean basins, because of the global extent of
tidal motions and is enhanced along mid-ocean ridges
and major topographic features. The globally integrated
energy conversion from tidal motions into internal tides
in the deep ocean is about 1 TW (1 TW=1012W), which
is comparable to the total power input into the large-scale
ocean circulation from atmospheric winds [Wunsch, 1998].

In contrast, lee waves are generated primarily in the
Southern Ocean, where deep geostrophic flows are
strongest and topography is rough on scales shorter than
O(10 km). The globally integrated energy conversion from
geostrophic motions into lee waves is 0.2 TW, weaker
than that from tides. A similar global estimate by Scott
et al. [2011] reports slightly higher global energy conver-
sion into lee waves, up to 0.4 TW. The energy conversion
into lee waves, however, dominates over that into internal
tides in the Southern Ocean, where tidal motions are gen-
erally weak. In the Southern Ocean, lee wave generation is
enhanced in regions of strong currents and high eddy
activity such as the Drake Passage and the lee of the
Kerguelen Plateau.

2.2. Ocean Stratification
[8] The ocean density distribution is taken from the World

Ocean Circulation Experiment hydrographic atlas [Gouretski
and Koltermann, 2004]. The zonally averaged density distri-
bution and its vertical derivative, the stratification, are plotted
in the upper panel of Figure 2. The stratification is largest in
the upper kilometer of the ocean (i.e., in the thermoclines
maintained by the wind-driven overturning cells) and is
small, but not negligible, below it. Density contours at mid-
depth correspond to the upper interhemispheric cell of the
overturning circulation and outcrop both in the North
Atlantic and in the Southern Ocean, while density contours
in the abyssal ocean outcrop only in the Southern Ocean
and correspond to the lower cell of the overturning circula-
tion. The lower cell starts through convection of dense waters
around Antarctica, flows north at the bottom of all ocean ba-
sins, becomes progressively lighter as it is being mixed with
lighter waters, and finally comes back south to come to the
surface in the Southern Ocean.
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Figure 1. Global distribution of the energy conversion in [log10(mWm!2)] from (upper panel) M2 barotropic tide and
(lower panel) geostrophic motions into internal tides and lee waves, respectively.
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Figure 7: Energy flux [log(mW m−2)] into (a) internal tides and (b) lee waves estimated by Nycander
(2005) and Nikurashin and Ferrari (2011), respectively. The global power input is 1 TW for internal
tides and 0.2 TW for lee waves. From Nikurashin and Ferrari (2013).

contributes to local or near-field wave breaking, with a turbulent kinetic production gener-

ally taken as decreasing exponentially with height above bottom, consistent with Brazil Basin

microstructure observations (St. Laurent et al. 2002). The remote or far-field internal wave

energy dissipation, whose distribution is largely unknown, is generally ignored or assumed to

sustain an interior diffusivity of 10−5 m2 s−1 (Simmons et al. 2004; Nikurashin and Ferrari

2013).

Using constructed three-dimensional maps of local internal tide and lee wave dissipation

and an observation-based hydrographic climatology, Nikurashin and Ferrari (2013) recently

calculated the global cross-density transports required to balance the density tendencies caused

by near-field internal wave breaking. They found that locally-dissipating internal tides and lee

waves can balance diabatic upwelling transports of up to 17 and 9 Sv, respectively (Fig. 8).

The peak total transport of about 25 Sv across the 28.1 kg m−3 neutral density surface roughly

matches the strength and depth of the AABW circulation suggested by inverse estimates of

ocean transports (Ganachaud and Wunsch 2000; Talley et al. 2003; Lumpkin and Speer 2007;
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the commonly used water-mass transformation framework
[Walin, 1982], we estimate the interior transformation D as
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Note, that we consider here only mixing processes due to
breaking of internal gravity waves and thus do not account
for water-mass transformation by processes due to the
nonlinear equation of state such as thermobaricity and
cabelling [e.g., Klocker and McDougall, 2010].

3. Results

[12] We obtain a global three-dimensional distribution of
internal wave-driven mixing in the ocean by applying the
St. Laurent et al. [2002] parameterization to stratification
and energy conversion estimates. The zonally averaged inter-
nal tide and lee wave-driven mixing is shown in the middle
and lower panels in Figure 2 to illustrate the global distribu-
tion of mixing with depth. Consistent with observations, the
diapycnal diffusivities are fairly constant in the ocean interior
of O(10#5) m2 s#1 [e.g., Ledwell et al., 1998] and enhanced
within a kilometer of rough topography [e.g., Polzin et al.,
1997; Naveira Garabato et al., 2004]. The internal tide-
driven mixing is concentrated in the bottom kilometer of
the ocean and widespread across all latitudes. The diapycnal
diffusivities vary generally fromO(10#3)m2 s#1 near the bot-
tom to background values within a kilometer from the bot-
tom. Only in the Southern Ocean radiation of internal tides
and the associated mixing are weak.
[13] Zonally averaged lee wave-driven mixing is enhanced

in the equatorial region and in the Southern Ocean, where the
associated energy conversion is large in Figure 1. The
diapycnal diffusivities are comparable in the two regions,
even though the energy conversion is weaker in the equato-
rial region, because it takes less energy to mix the weakly
stratified equatorial bottom waters than the more heavily
stratified Southern Ocean waters (the diapycnal diffusivity
is inversely proportional to stratification). Also, the strongest
mixing of O(10#3) m2 s#1 appears to take place a few

kilometers above bottom in the Southern Ocean, because
the highest conversion rates are found in the Drake
Passage, where the ocean depth is a few kilometers shallower
than in the Southern Ocean abyssal plains. Overall, most
of the tidal and lee wave-driven mixing takes place on
neutral density surfaces greater than 28 kgm#3, i.e. in the
Antarctic Bottom Water (AABW) formed around the
Antarctic continent.
[14] Turbulent mixing across density surfaces results in the

transformation of water masses, i.e. in a water-mass flux
across density surfaces. In Figure 3, we show estimates of
the water-mass transformation associated with internal
wave-driven mixing as a function of neutral density. We find
that internal wave-driven mixing in the ocean interior sus-
tains up to 25 Sv of water-mass transformation across the
28–28.2 kgm#3 density surfaces. This maximum value is
comparable to the peak water-mass transformation rates in-
ferred for these dense water masses from surface air-sea
fluxes [Speer and Tziperman, 1992; Marshall et al., 1999;
Nurser et al., 1999] and inverse box models [e.g., Lumpkin
and Speer, 2007]. The density surfaces where the water-
mass transformation is largest correspond roughly to the
boundary between the upper and lower cells of the meridio-
nal overturning circulation, associated with the North
Atlantic Deep Water (NADW) and AABWmasses. The den-
sity range of this maximum is set by the distribution of water
masses with respect to topography in the ocean, rather than
by the vertical profile of mixing. The largest mixing is con-
fined very near the bottom topography, because mixing
decays exponentially with height above bottom. Hence the
water-mass transformation driven by mixing tracks closely
the ocean bottom topography. For the present climate, this
distribution is such that the mixing impact is largest at the
boundary between AABW and NADW.
[15] The water-mass transformation above 28 kgm#3 is

dominated by internal tide-driven mixing and varies from
1–3 Sv in the upper ocean on density surfaces corresponding
to the Antarctic Intermediate Water to 15–20 Sv at mid-depth
on density surfaces corresponding to NADW and AABW.
The mixing-driven transformation of 1–3 Sv in the upper
ocean is smaller than the transformation by surface fluxes
[Speer and Tziperman, 1992; Marshall et al., 1999; Nurser
et al., 1999]. This is consistent with the present notion that
mixing drives a small fraction of transport in the upper ocean,
but accounts for most transport in the abyss [e.g., Marshall
and Speer, 2012, review]. In terms of equation (4), the upper
cell experiences surface buoyancy gain in the south and sur-
face buoyancy loss in the north, so that S and D are small
residuals. In the lower cell, the surface buoyancy loss around
Antarctica is balanced by interior mixing D. The water-mass
transformation by lee wave-driven mixing reaches up to
5–10 Sv and is limited to the NADW and AABW masses,
as it hardly extends above the 28 kgm#3 density surface.
Lee wave-driven mixing has a comparable impact, in terms
of the global water-mass transformation rate, as internal
tide-driven mixing, even though lee wave generation is
weaker and limited to the Southern Ocean.

4. Summary and Discussion

[16] The main result of this work is that internal wave-
driven mixing drives up to 25 Sv of waters from the abyss to-
wards the surface. This transport peaks at the 28–28.2 kgm#3
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Figure 3. A stacked bar diagram of the water-mass trans-
formation rates in [Sv] (1 Sv = 106m3 s#1) by (blue) internal
tide-driven diapycnal mixing and (red) lee wave-driven
diapycnal mixing as a function of neutral density gn.
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Figure 8: Cross-density upwelling transports induced by near-field (blue) internal tide and (red) lee
wave breaking as a function of neutral density, calculated by Nikurashin and Ferrari (2013). As shown
in chapter I, the calculation is erroneous and the transports actually correspond to the downwelling of
interior waters that are densified by bottom-enhanced turbulence.

Talley 2013). Consistent with predominantly adiabatic upwelling of deep waters, diabatic

upwelling rates fall below 8 Sv at neutral densities lesser than 27.9 kg m−3 (corresponding to

depths shallower than 2,000 m north of the Antarctic Circumpolar Current). Nikurashin and

Ferrari (2013) thus argued that bottom-intensified mixing by breaking internal tides and lee

waves, combined to wind-forced upwelling in the Southern Ocean, is able to return 25 Sv of

AABW to the surface.

The results of Nikurashin and Ferrari (2013) concur with the prevailing view that the

diabatic component of the overturning is primarily sustained by breaking internal waves in

the deep ocean (Munk and Wunsch 1998; Garrett and Laurent 2002; MacKinnon 2013; Wa-

terhouse et al. 2014). Yet the inferred upwelling rates appear surprisingly large in light of

evidence from other studies. First, the response of global ocean models to similar bottom-

intensified mixing is relatively modest: its inclusion enhances the AABW volume transport by

less than 5 Sv (Simmons et al. 2004; Saenko and Merryfield 2005; Jayne 2009; Oka and Niwa

2013; Melet et al. 2014). Second, observed levels of internal wave-driven turbulence in the
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Figure 9: Impact of remote tidal mixing in a global ocean model. (a) Depth-integrated dissipation rate
of internal tides diagnosed from global three-dimensional numerical experiments (Niwa and Hibiya
2011). (b,c) Meridional streamfunction in the Pacific Ocean for simulations including parameterized
(b) local tidal mixing and (c) local and remote tidal mixing. The contour interval is 1 Sv. From Oka
and Niwa (2013).

Indian Ocean are insufficient to explain the estimated∼ 10 Sv of deep circulation in this basin,

suggesting that additional bottom boundary mixing must be at play (Huussen et al. 2012).

Third, basin-scale diffusivity profiles implied by the parameterized local tidal dissipation are

a factor of 3 to 10 weaker than analogous profiles inferred from inversions of hydrographic

observations (Decloedt and Luther 2012). Last, the results of Nikurashin and Ferrari (2013)

suggest that other sources of abyssal water mass transformation, such as remotely-dissipating

internal tides, geothermal heating or mixing in deep overflows, are of secondary importance. In

contrast, Oka and Niwa (2013) argue that mixing due to remotely-breaking internal tides is key

to the Pacific overturning circulation: using a recent model estimate of the two-dimensional

distribution of remote tidal dissipation (Fig. 9a; Niwa and Hibiya 2011) and the assumption of

vertically-uniform turbulent kinetic energy production, they showed that the addition of far-

field tidal mixing raises the strength of the simulated Pacific deep circulation from 4 to 8 Sv

(Fig. 9b,c).
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As suggested by Melet et al. (2014), the gap between model results and the climatologi-

cal transport estimates of Nikurashin and Ferrari (2013) could be a consequence of the ero-

sion of the simulated stratification by bottom-intensified mixing. This would suggest that the

mixing efficiency of 20 % employed in those studies leads to overestimate the density fluxes

maintained by bottom-enhanced internal wave breaking. Should the mixing efficiency be re-

duced in the weakly stratified abyss? But closer examination of the modelled response to

lee wave-driven mixing (Melet et al. 2014) brings up an additional puzzle: bottom-enhanced

lee wave dissipation significantly homogenizes the model AABW but barely affects lighter,

shallower waters. Given that 90 % of the lee wave generation occurs at depths greater than

3,000 m (Melet et al. 2014), mostly in the Antarctic Circumpolar Current (Fig. 7b), this re-

sponse matches that expected from boundary mixing along the deep Southern Ocean floor.

However, it implies that lee wave breaking causes density loss of the densest AABW but

density gain of the lighter AABW. In turn, this density gain should be balanced by diabatic

downwelling, rather than upwelling. How to explain the net upwelling throughout the deep

ocean density range (Fig. 8) diagnosed by Nikurashin and Ferrari (2013)? As we will show in

chapter I, omission of the no-density-flux bottom boundary condition led the authors to mis-

calculate and misinterpret diabatic transports: their values reflect the downwelling caused by

interior density gain and exclude the upwelling due to near-bottom density loss.

These recent disparate results call for clarification of the role of local and remote internal

wave breaking for deep ocean density transformation. How does internal wave-driven mixing

compare with geothermal heating and other processes? How important is the distribution of

turbulence relative to different water masses and basins? Do variations of the mixing efficiency

matter? These and earlier questions may be summarized as follows:

1. What drives the destruction of Antarctic Bottom Water? In other words, which

processes and which energy sources contribute to the upwelling of dense waters across

the deep ocean stratification?

2. What are the implications of mixing being intensified along boundaries for the

structure and strength of abyssal upwelling? In particular, how does the heteroge-

neous distribution of turbulence impact the efficiency of mixing, the distribution of

density losses and gains and the associated upwelling and downwelling patterns?
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In the following chapter, we set out the water mass transformation framework (Walin 1982; Iu-

dicone et al. 2008b) employed throughout this thesis and reassess the contributions of geother-

mal heating and bottom-generated internal waves to AABW upwelling. The sensitivity of

diagnosed upwelling rates to varying mixing efficiencies is explored in chapter II. Next, we

highlight the relationship between the large-scale overturning structure and the depth distribu-

tion of ocean floor (chapter III) as well as the need for more observations of bottom boundary

processes (chapter IV). In chapter V, we refine the energy distributions of chapters I and II

to narrow down uncertainties in the density transformation accomplished by breaking internal

waves. We conclude with a summary of key findings and perspectives for further work.
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CHAPTER

I
On the consumption of Antarctic
Bottom Water in the abyssal ocean

For the ocean to achieve a steady state, all water masses must be consumed at the same rate

they are produced. Although a complete steady state is never achieved, an approximate balance

between the formation and destruction of main water masses would be expected to establish

under relatively stable climatic conditions. More simply, the observation that oceanic flows

frequently cross salinity, temperature or density isosurfaces implies that some degree of water

mass modification maintains property gradients along flow paths. In particular, the northward

flow of Antarctic Bottom Water (AABW) in the abyssal ocean coexists with a northward de-

scent and ultimate grounding of density surfaces, indicating that lightening occurs along its

northward path. However, the rates of, and processes contributing to, AABW lightening are

not clearly identified and quantified.

Two main complementary approaches have been followed to estimate the abyssal cross-

density circulation. First, inversions of ship-based hydrographic observations taken along

basin sections have been used to estimate transports through these sections and across den-

sity layers (e.g., Talley et al. 2003; Ganachaud and Wunsch 2000; Lumpkin and Speer 2007;

Talley 2013; Naveira Garabato et al. 2014). These large-scale budgets provide guiding ranges

for the AABW flow rate and its overall density transformation, but do not provide information

on individual process contributions nor on regional patterns.
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A second, forward approach consists in estimating the cross-density transports implied by

specified sources of density transformation. Adding process-based sources of density trans-

formation in global ocean models allows to quantify process contributions and their non-linear

interplay in a self-consistent manner, bearing in mind inevitable limitations of the numerical

ocean laboratory. This strategy has been adopted by many authors, exploring for example the

impact of geothermal heat fluxes (Adcroft et al. 2001; Emile-Geay and Madec 2009), breaking

internal tides (Simmons et al. 2004; Saenko and Merryfield 2005; Oka and Niwa 2013; Melet

et al. 2016), breaking lee waves (Melet et al. 2014) or cabbeling and thermobaricity (Iudicone

et al. 2008a; Klocker and McDougall 2010). Alternatively, the cross-density circulation can

be diagnosed analytically by applying the same process-specific sources of density transfor-

mation to an observational climatology, with the advantage of avoiding model representation

issues but with the drawback of losing interactivity. Emile-Geay and Madec (2009), Klocker

and McDougall (2010) and Nikurashin and Ferrari (2013) employed this strategy to assess

the roles of geothermal heating, along-density mixing and breaking internal waves, respec-

tively. However, differing methodologies disallow a straightforward comparison of process

contributions across the latter studies.

In this chapter, following Iudicone et al. (2008b), we present a unified framework to assess

water mass transformation in the ocean interior, accounting for non-linearity in the equation

of state and the presence of bottom geothermal heat fluxes. Applying this framework to an ob-

servational climatology and recent estimates of density fluxes induced by internal wave-driven

mixing and geothermal heating, we bring together different process contributions and answer

questions regarding the Nikurashin and Ferrari (2013) estimate. We confirm the significant

role of geothermal heating (Emile-Geay and Madec 2009) but disprove the estimated foremost

role of local, bottom-intensified internal tide and lee wave breaking (Nikurashin and Ferrari

2013) for the AABW circulation. We further highlight the key role of the vertical structure of

local and basin-wide density fluxes in setting the strength and patterns of abyssal upwelling.
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ABSTRACT

The abyssal ocean is primarily filled by cold, densewaters formed aroundAntarctica and collectively referred to

asAntarcticBottomWater (AABW).At steady state,AABWmust be consumed in the ocean interior at the same

rate it is produced, but howandwhere this consumption is achieved remains poorly understood.Here, estimates of

abyssal water mass transformation by geothermal heating and parameterized internal wave–driven mixing are

presented. This study uses maps of the energy input to internal waves by tidal and geostrophicmotions interacting

with topography combined with assumptions about the distribution of energy dissipation to evaluate dianeutral

transports induced by breaking internal tides and lee waves. Geothermal transformation is assessed based on a

mapof geothermal heat fluxes.Under the hypotheses underlying the constructed climatologies of buoyancy fluxes,

the authors calculate that locally dissipating internal tides and geothermal heating contribute, respectively, about 8

and 5 Sverdrups (Sv; 1 Sv [ 106m3 s21) of AABW consumption (upwelling), mostly north of 308S. In contrast,

parameterized lee wave–driven mixing causes significant transformation only in the Southern Ocean, where it

forms about 3 Sv ofAABW, decreasing themean density but enhancing the northward flowof abyssal waters. The

possible role of remotely dissipating internal tides in complementing AABW consumption is explored based on

idealized distributions of mixing energy. Depending mostly on the chosen vertical structure, such mixing could

drive 1 to 28 Sv of additionalAABWupwelling, highlighting the need to better constrain the spatial distribution of

remote dissipation. Though they carry large uncertainties, these climatological transformation estimates shed light

on the qualitative functioning and key unknowns of the diabatic overturning.

1. Introduction

The abyssal ocean is primarily filled by Antarctic

Bottom Water (AABW), a cold, dense water mass

produced around Antarctica that spreads northward to

cover most of the World Ocean floor (Johnson 2008).

While sinking and spreading along the seabed, the

densest, newly formed AABW entrain and mix with

ambient Southern Ocean waters to reach a maximum

northward flow of about 20–30 Sverdrups (Sv; 1 Sv [
106m3 s21) near 308S (Ganachaud and Wunsch 2000;

Lumpkin and Speer 2007; Talley et al. 2003; Talley 2008,

2013). To close the abyssal overturning circulation and

reach a steady state, the northward-flowing AABW
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must gain buoyancy and upwell across isopycnals in the

Pacific, Indian, and Atlantic basins. In the deep ocean, this

buoyancy gain can only be achieved through two processes:

mixing and geothermal heating. Were the cold bottom

waters not consumed by such diabatic processes, they

would gradually fill the whole ocean interior. In contrast,

the overlying, southward-flowing deep waters may upwell

mostly adiabatically in the Antarctic Divergence, allowing

their consumption to rely largely on near-surface trans-

formation (Toggweiler and Samuels 1995; Talley 2013).

Downward diffusion of buoyancy by turbulent mixing is

considered to be the dominant mechanism allowing for

AABW consumption and, thereby, for themaintenance of

the abyssal stratification (Munk andWunsch 1998;Wunsch

and Ferrari 2004). The required diapycnal mixing is

thought to be primarily driven by the breaking of internal

waves. These ubiquitous waves in the ocean interior derive

their energy from winds and tides and generate turbulence

when they become unstable and break (Garrett andMunk

1979). Baroclinic tide and lee wave generation by tidal and

geostrophic flows impinging on rough topography are

among themost significant sources of internal wave energy

for the deep ocean (Egbert and Ray 2000; Garrett and

St. Laurent 2002). Some of these internal waves tend to

break near their generation sites and contribute to mixing

in the near field, whereas low-mode waves are able to

propagate over large distances and may dissipate in the far

field (St. Laurent and Garrett 2002).

According to a recent calculation (Nikurashin and

Ferrari 2013), mixing driven by locally dissipating internal

tides and lee waves is able to drive 25Sv of AABW up-

welling globally and could therefore account for the full

strength of the abyssal overturning. Yet, experiments with

ocean general circulation models (OGCM) have shown

less of an impact of parameterized near-field mixing from

internal tides and lee waves: only about 5 and 2Sv of

additional abyssal flow was simulated with the successive

inclusion of near-field tidal mixing and lee wave–driven

mixing (Simmons et al. 2004; Saenko andMerryfield 2005;

Melet et al. 2014). In a recent OGCM study (Oka and

Niwa 2013), it was suggested that the addition of far-field

tidal mixing—that is, mixing driven by remotely dissipat-

ing internal tides—is key in simulating a Pacific over-

turning circulation of realistic strength. Meanwhile,

although most studies focus on diapycnal mixing as the

main buoyancy supply for AABW, geothermal heating

was shown to be a rivalling heat source for the bottom-

most waters of the ocean (Emile-Geay and Madec 2009).

Indeed, it has been estimated that 2 to 6Sv of abyssal flow

may be sustained by geothermal heat fluxes alone

(Adcroft et al. 2001; Hofmann and Morales Maqueda

2009; Emile-Geay and Madec 2009). These recent dispa-

rate results show that it remains largely unclear which

processes control the strength of the lower branch of the

overturning and how and where the diabatic return of

northward-flowing bottom waters is accomplished.

In the past decades, much attention has been directed to

the identification of mechanical energy sources able to

sustain sufficient internal wave activity and deep mixing.

Munk and Wunsch (1998) calculated that 2.1 TW are re-

quired to upwell 30Sv of dense waters across isopycnals

from 4000- to 1000-m depth. Considering that AABW

need only upwell until it joins the southward adiabatic

route to the SouthernOcean outcrop region (Talley 2013),

this number could be substantially reduced. On the other

hand, deep-ocean power availability from tides and lee-

wave radiation has been estimated as 0.9–1.3 (Egbert and

Ray 2000; Nycander 2005; Melet et al. 2013b) and 0.15–

0.75 TW (Scott et al. 2011; Nikurashin and Ferrari 2011;

Wright et al. 2014; Nikurashin et al. 2014), respectively.

But though these global estimates of power availability

and requirement may compare favorably, they do not

discriminate between different water masses, despite dif-

ferent return pathways. Indeed, differing spatial distribu-

tions of wave-breaking energy can have radically different

implications for ocean circulation (Simmons et al. 2004;

Saenko et al. 2012; Oka and Niwa 2013).

The water mass transformation framework (Walin

1982; Nurser et al. 1999; Marshall et al. 1999; Iudicone

et al. 2008b) enables us to translate the energy available

for mixing into diapycnal transports that can be mean-

ingfully compared to rates of dense water input. Here, we

address some of the questions regarding AABW con-

sumption by evaluating climatological rates of watermass

conversion in the ocean interior by internal wave break-

ing and geothermal heating. We describe the water mass

transformation framework and the dataset employed in

the following section. In section 3, we outline some

qualitative properties of dianeutral transports induced by

mixing and geothermal heating and justify the choice of

the 28.11kgm23 neutral surface as the upper boundary of

AABW based on the climatological density structure

of the ocean. Transformation estimates are presented in

section 4. Results from earlier and present studies are

compared and reconciled in section 5. Conclusions make

up the last section. Further discussion on the role of

nonlinearities in the equation of state and on the impor-

tance of hypsometry for water mass transformation can

be found in appendixes A and B, respectively.

2. Methods

a. Water mass transformation in the neutral density
framework

We denote by K? and Kk the turbulent diapycnal and

isopycnal diffusivities, respectively. For a given oceanic
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property l, we define the diapycnal diffusive flux of l as

Fl 5K?›?l, where ›? is the gradient along the diapycnal

direction. The isopycnal diffusive flux of l is given by

Kk=kl, with =k as the spatial gradient in the tangent

isopycnal plane. In a reference frame that follows in-

stantaneous isopycnals and in the absence of external

forcings from the surface, the rate of change of the locally

referenced potential density r due to diffusive fluxes of

Conservative Temperature Q and Absolute Salinity SA
must be balanced by the advection across isopycnals

(McDougall 1984; Iudicone et al. 2008b):

v›?r5 ›
Q
r[›?F

Q 1=k � (Kk=kQ)]

1 ›
SA
r[›?F

SA 1=k � (Kk=kSA
)], (1)

where we have introduced the diapycnal velocity v. Note

that, by convention, the diapycnal axis is oriented from low

to high density, so that v . 0 corresponds to transport

toward greater densities. For brevity, Conservative Tem-

perature andAbsolute Salinitywill be referred to simply as

‘‘temperature’’ and ‘‘salinity’’ in all the following.

Water mass transformation by isopycnal mixing was

estimated by Iudicone et al. (2008a,b) and Klocker and

McDougall (2010), who showed that isopycnal diffusion

results in significant net densification in the Southern

Ocean, contributing to the production of abyssal waters

but not to their consumption. Here, we focus on the

consumption of AABW by internal wave–driven dia-

pycnal mixing and geothermal heating and only di-

agnose the contribution of diapycnal mixing terms to the

diapycnal velocity:

v›?r5 ›
Q
r›?F

Q 1 ›
SA
r›?F

SA . (2)

Since neutral surfaces are tangent to local isopycnal

surfaces by construction, the diapycnal velocity

v equates the local dianeutral velocity (Jackett and

McDougall 1997). By integrating v over a given neutral

surface A(g), with g neutral density, one obtains the

total dianeutral transport or transformation rate T(g)

(Walin 1982):

T(g)5

ðð

A(g)

v dA

5

ðð

A(g)

(›?r)
21(›

Q
r›?F

Q 1 ›
SA
r›?F

SA) dA . (3)

Equation (3), though exact and relatively simple, is

difficult to implement in a discrete calculation. To avoid

sampling issues, reduce data noise, and allow more de-

tailed diagnostics, we take advantage of the global

character of neutral density to propose an equivalent,

more robust formulation for computing the dianeutral

transports. Multiplying (2) by the factor b5 ›?g/›?r

(Iudicone et al. 2008b), we obtain the neutral density balance

v›?g5 b›
Q
r›?F

Q 1 b›
SA
r›?F

SA . (4)

From here, two different directions may be taken.

The simplest approach consists of neglecting spatial

variations of the coefficients b›Qr and b›SAr (i.e., ne-

glecting effects related to the nonlinearity of the equation

of state), allowing the diapycnal velocity to be expressed as

vlin 5 (›?g)
21
›?(b›QrF

Q 1 b›
SA
rFSA)

5 ›
g
(b›

Q
rFQ 1 b›

SA
rFSA) . (5)

Noting that b›QrF
Q 1b›SArF

SA 5 bFr 5Fg , (5) reduces

to vlin 5 ›gF
g , giving

T lin(g)5

ðð

A(g)

›
g
Fg dA . (6)

Since the area of integration A(g) depends on g, care

must be taken when moving the g derivative in (6)

outside of the integral. Consider a neutral density layer

V(g1, g2) defined by g1 # g # g2 (Fig. 1). The layer will

intersect the surface and bottom of the ocean over two

distinct surfaces, which we denote by O(g1, g2) and

I(g1, g2) and refer to as the outcrop and incrop surfaces,

respectively. Together with A(g1) and A(g2), these

surfaces bound the considered layer volume. Using

these definitions and Leibniz’s integral rule, we obtain

T lin(g)5 ›
g

ðð

A(g)

Fg dA1 ›
g

ðð

O(g,1‘)

Fg dA

2 ›
g

ðð

I(g,1‘)

Fg dA . (7)

FIG. 1. Sketch of a neutral density layer g1 # g # g2 bounded by

neutral surfaces A(g1) and A(g2) and by its outcrop and incrop

surfaces O(g1, g2) and I(g1, g2).
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Note that A(g), O(g, 1‘), and I(g, 1‘) enclose the

volume of waters denser than g, so that, using Gauss’s

theorem, onemay also recastTlin in terms of the volume-

integrated divergence of the neutral density flux Fg:

T lin(g)52›
g

ððð

V(g,1‘)

›?F
g dV . (8)

The discrete form of (7) reads

T lin(g)Dg5

ðð

A[g1(Dg/2)]

Fg dA2

ðð

A[g2(Dg/2)]

Fg dA

2

ðð

O[g2(Dg/2),g1(Dg/2)]

Fg dA

1

ðð

I[g2(Dg/2),g1(Dg/2)]

Fg dA , (9)

where Dg is a small but finite density step. Im-

plementation of (9) now solely requires the specification

of surface and bottom boundary conditions. Since we

only consider mixing in the ocean interior, air–sea ex-

changes are excluded and our surface boundary condi-

tion is FQjsurf 5 0 andFSA jsurf 5 0, implying Fgjsurf 5 0.At

the ocean bottom, the diffusive salinity flux must vanish,

FSA jbot 5 0, but the diffusive temperature flux must meet

the geothermal boundary condition FQjbot 5Qgeo/(rc
0
p),

where Qgeo (Wm22) is the geothermal heat flux, and c0p
is the appropriate (constant) heat capacity. The trans-

formation rate Tlin can then be decomposed into con-

tributions of mixing and geothermal heating:

T lin
mix(g)Dg5

ðð

A[g1(Dg/2)]

Fg dA

2

ðð

A[g2(Dg/2)]

Fg dA, and (10)

T lin
geo(g)Dg5

ðð

I[g2(Dg/2),g1(Dg/2)]

Fg dA

52

ðð

I[g2(Dg/2),g1(Dg/2)]

baQ
geo

c0p
dA , (11)

where we have introduced the thermal expansion co-

efficient a 5 2›Qr/r in (11). Note that, in view of the

ocean aspect ratio, Fg is very well approximated by

2K?›zg (e.g., Iudicone et al. 2008b), where height z

increases upward and has its origin at the surface. The

term T lin
mix can therefore be computed as

T lin
mix(g)Dg5

ðð

A[g2(Dg/2)]

K?›zg dA

2

ðð

A[g1(Dg/2)]

K?›zg dA . (12)

Nonlinearity in the equation of state need not be

neglected, however. Noting again that diapycnal gradi-

ents are well approximated by vertical gradients, we can

integrate the neutral density tendency at the right-hand

side of (4) from the seafloor (z 5 2H) to the level of a

given neutral surface [z5 zA(g)] to obtain an equivalent

diffusive flux of neutral density Fg
eq across A(g):

Fg
eq(g)52

ðz
A(g)

2H

[b›
Q
r›

z
(K?›zQ)1 b›

SA
r›

z
(K?›zSA

)]dz.

(13)

The flux Fg
eq represents the actual neutral density flux

crossing the surface A(g) as a result of turbulent dia-

pycnal mixing of salinity and temperature below the

level of A(g), accounting for the full nonlinearity of the

equation of state. Equating ›? with 2›z, we have by

construction ›?F
g
eq 5 b›Qr›?F

Q 1 b›SAr›?F
SA , so that

(4) becomes v5 (›?g)
21
›?F

g
eq 5 ›gF

g
eq and

T(g)5

ðð

A(g)

›
g
Fg
eq dA . (14)

Replacing Fg by Fg
eq in (7)–(9) gives continuous and

discrete equivalents of (14). The bottom boundary condi-

tion is unchanged and

T
geo

(g)Dg5T lin
geo(g)Dg52

ðð

I[g2(Dg/2),g1(Dg/2)]

baQ
geo

c0p
dA .

(15)

While surface diffusive fluxes of salinity and temperature

remain set to zero, the equivalent surface flux of neutral

density may now differ significantly from zero (mixing in

the ocean interior may be a net source or sink of volume

and of volume-integrated neutral density). The dianeutral

transport induced by diapycnal mixing is thus obtained as

T
mix

(g)Dg5

ðð

A[g1(Dg/2)]

Fg
eq dA

2

ðð

A[g2(Dg/2)]

Fg
eq dA

2

ðð

O[g2(Dg/2),g1(Dg/2)]

Fg
eq dA , (16)

where the last term’s integrand is

Fg
eqjsurf 52

ð0

2H

[b›
Q
r›

z
(K?›zQ)1 b›

SA
r›

z
(K?›zSA

)] dz .

In practice, to avoid irrelevant nonlinear effects

resulting from strong diffusivities but finite ›Qr and ›SAr

gradients in unstratified surface waters [see (20) and

appendix A], the no-flux surface boundary condition

(FQjsurf 5 0 and FSA jsurf 5 0) is matched by linearly
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reducing FQ and FSA to zero from the base of the mixed

layer to the surface. This procedure is justified since we

are interested in interior rather than near-surface

transformation, thus excluding mixed layer processes,

and since diapycnal gradients may no longer be accu-

rately diagnosed as vertical gradients within vanishing

stratification.

For diagnostic purposes, it is useful to rewrite the

dianeutral transports Tmix and Tgeo as the g derivative

of a total buoyancy flux into the volume of waters denser

than g. From (7), we identify

T
geo

(g)5 ›
g

ðð

I(g,1‘)

(2Fg
eq) dA, and (17)

T
mix

(g)5 ›
g

ðð

A(g)<O(g,1‘)

Fg
eq dA . (18)

In (17) and (18), I(g, 1‘) and A(g) < O(g, 1‘) corre-
spond to the areas bounding the volume V(g,1‘) from
below and from above, respectively.

b. Climatologies

Annual climatologies of the required hydrographic

properties, including neutral density, are taken from the

World Ocean Circulation Experiment hydrographic at-

las (Gouretski and Koltermann 2004). All variables are

computed according to the International Thermody-

namic Equation of Seawater—2010 (TEOS-10) frame-

work (McDougall and Barker 2011).

A climatological distribution of the energy lost to the

internal wave field «T (Wkg21) is constructed from

published estimates of energy fluxes into baroclinic tides

(Nycander 2005; Melet et al. 2013b; Fig. 2a) and lee

waves (Scott et al. 2011; Fig. 2b) combined with the

near-field mixing parameterization of St. Laurent et al.

(2002):

«
T
(x, y, z)5

1

r
[q

LW
E

LW
(x, y)1 q

IT
E

IT
(x, y)

1 q
ITAH

E
ITAH

(x, y)]
expf[2H(x, y)2 z]/zg
zf12 exp[2H(x, y)/z]g

.

(19)

Parameterization (19) assumes that a fixed fraction q of

generated internal waves contributes to near-field mix-

ing and that the dissipating energy decays exponentially

from the seabed with an e-folding length z. Here, ELW,

EIT, and EITAH (Wm22) designate the power input to

internal waves by geostrophic currents impinging on

small-scale topography and by barotropic tidal flows in-

teracting with topographic features of horizontal scales

larger (EIT) and smaller (EITAH) than 10km, respectively.

Topographic roughness at scales smaller than 10km is

dominated by abyssal hills, and though it is not de-

terministically resolved in current global bathymetric

products, its contribution to internal tide generation has

been recently estimated (Melet et al. 2013b) following

the methodology of Nycander (2005). The barotropic to

baroclinic conversion by abyssal hill roughness, with a

global energy flux of 0.1 TW, represents a nonnegligible

contribution to tidal mixing and will therefore be in-

cluded in our water mass transformation estimates. The

qLW, qIT, and qITAH parameters represent the fraction of

the predicted internal wave generation power that dis-

sipates close to generation sites, assumed to be constant

in space for each flux. In the case of lee waves, which are

stationary and thereby expected to dissipate only in the

near field, the choice of a coefficient qLW , 1 is justified

by observational (Sheen et al. 2013; Waterman et al.

2013, 2014) and modeling (Nikurashin and Ferrari

2010a,b; Nikurashin et al. 2014) results showing that the

predicted energy fluxes (Scott et al. 2011) tend to over-

estimate the water column dissipation by about a factor

of 3 to 10.

Falahat et al. (2014) calculated that, on a global av-

erage, the first two vertical normal modes take up 59%

of the energy flux into internal tides. Since near-field

dissipation is thought to be quasi negligible for the

lowest two modes, this places an upper bound for qIT at

41%. On the other hand, the global data analysis of

Waterhouse et al. (2014) suggests a minimum of 20% of

local internal tide dissipation. Because small-scale ba-

thymetry tends to favor the generation of small-scale,

high-mode waves, a somewhat larger portion of local

dissipation should apply to internal tides generated by

abyssal hills, so that qITAH ; 0.5 may be considered a

reasonable reference value (A. Melet 2014, personal

communication). The parameter qLW is less well con-

strained, with a probable range of about 0.1–0.5

(Nikurashin and Ferrari 2010a,b; Sheen et al. 2013;

Waterman et al. 2013, 2014; Nikurashin et al. 2014).

Near-field dissipation is generally observed to decrease

away from the seafloor with a decay scale ranging

roughly between 300 and 1000m (St. Laurent et al. 2002;

St. Laurent and Nash 2004; Nikurashin and Ferrari

2010a,b). To allow comparison with earlier studies, we

choose typical values qLW5 qIT5 1/3 and z5 500m, and

we set qITAH 5 1/2.

We note that both q and the vertical structure of local

dissipation must vary regionally depending on topo-

graphic and oceanographic conditions (St. Laurent and

Garrett 2002; St. Laurent and Nash 2004; Polzin 2009;

Nikurashin and Ferrari 2010a,b; Nikurashin and Legg

2011;Waterman et al. 2013, 2014; Nikurashin et al. 2014;

Falahat et al. 2014). Though the present choices for qLW,

qIT, and qITAH aim to be representative of global
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average values, they should be viewed as a somewhat

arbitrary reference, facilitating comparison with earlier

work (e.g., Simmons et al. 2004; Saenko and Merryfield

2005; Nikurashin and Ferrari 2013; Melet et al. 2014)

while oversimplifying the energy partitioning of the real

ocean. Nonetheless, the diagnosed dianeutral transports

depend linearly on the chosen q values, and local-scale

deviations from global averages should not strongly af-

fect the general picture of the presented transformation

estimates. On the other hand, because of the nonlinear

dependence on z, we will examine the sensitivity of

transformation rates to the vertical decay scale. Though

we do not test alternative, nonexponential vertical dis-

tributions of local dissipation (e.g., Polzin 2009; Melet

FIG. 2. Energy flux [log(Wm22)] into (a) internal tides (Nycander 2005; Melet et al. 2013b) and (b) lee waves (Scott et al. 2011).

(c) Geothermal heat fluxes (mWm22) into the bottom ocean estimated byGoutorbe et al. (2011). Mean and globally integrated fluxes are

indicated in the upper-left corner of each panel. The energy flux shown in (a) includes internal tide generation by topographic features

with horizontal scales larger (Nycander 2005) and smaller (Melet et al. 2013b) than 10 km.
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et al. 2013a), varying z should give some indication of

the robustness of the diagnosed transports.

The turbulent diffusivity can be related to the buoy-

ancy frequency N2 5 2(g/r)›zr and wave-breaking en-

ergy «T according to (Osborn 1980)

K?N
2 5R

f
«
T
, (20)

where Rf is the mixing efficiency, taken to be one-sixth.

Note that Rf 5 1/6 corresponds to a flux coefficient

G5 (K?N
2)/(«T 2K?N

2)5 0:2, the canonical upper-

bound value postulated by Osborn (1980). Because mix-

ing efficiency should approach zero in unstratified waters,

we must remedy for unrealistically large values of the

predicted eddy diffusivity inweak stratification. Therefore,

following Simmons et al. (2004), K? is computed as

K? 5min

��
R

f
«
T

max(N2, 1028 s22)

�
, 1022m2 s21

�
. (21)

The spatial distribution of geothermal heat fluxes

Qgeo(x, y) (Wm22; Goutorbe et al. 2011) is depicted in

Fig. 2c. The flux Qgeo averages 65.5mWm22 in the

ocean and represents a global energy flux of 23.7 TW.

We note that this average heat supply is somewhat

weaker than most earlier estimates (Stein and Stein

1992; Pollack et al. 1993; Huang 1999), which fall within

80–100mWm22, possibly owing to a low bias in young

oceanic crust (Goutorbe et al. 2011). Therefore, the pre-

sented transformation estimate by geothermal heating is

likely to be a lower bound.

3. Preliminary remarks

The near-field mixing parameterization given by (19)

and (20) aims at mimicking bottom-intensified mixing

by breaking internal waves over rough topography

(St. Laurent et al. 2002). The increase of energy dissipation

with depth implied by (19) has some implications for the

associated buoyancy forcing and circulation, as illus-

trated in Fig. 3a. Starting from the advective–diffusive

balance of (2) and neglecting diapycnal variations of the

thermal expansion and haline contraction coefficients (a

rough but not unreasonable approximation in the deep

FIG. 3. Idealized schematic of local dianeutral transports induced by geothermal heat fluxes

and internal wave breaking above (a) rough or (b) smooth bathymetry. In (a), the thin red

arrows depict local downward buoyancy fluxes associated with bottom-intensified mixing pa-

rameterized by (19) and (20), accounting for their sharp decay in a relatively thin bottom layer

(dashed line) of reducedmixing efficiency. The induced large-scale dianeutral transports (thick

blue arrows) are directed toward higher (lower) density outside (within) the bottom layer.

Thick black lines represent selected neutral surfaces. In (b), as a comparison example, buoy-

ancy fluxes and dianeutral transports resulting from weaker internal wave activity and de-

creasing energy dissipation with depth are sketched. In this chosen situation, dianeutral

upwelling occurs everywhere in the water column but preferentially along the seafloor. Note

that we plot buoyancy fluxes as straight vertical arrows instead of dianeutral arrows so as to

visualize the regions of divergent vs convergent buoyancy flux and to be consistent with the

present methods where local density fluxes are approximated as vertical.
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ocean, which has relatively weak Q, SA variations; see

appendix A), the velocity induced by diapycnal mixing

may be approximated by

v5 (›?r)
21
›?(K?›?r)’2

1

N2
›
z
(K?N

2)

52
1

N2
›
z
(R

f
«
T
) . (22)

Since Rf«T decays away from the bottom, v . 0 and

mixing drives transport toward higher densities (which

we will refer to as downwelling or downward transport

for simplicity, although this transport is not necessarily

vertical). Indeed, the downward buoyancy flux associ-

ated with upward-decaying «T is divergent, and the re-

sultant increase in density must be compensated by

downward advection across isopycnals. Yet, in the ap-

proximation of a linear equation of state and ignoring

the geothermal heat source at the seabed, mixing can

only redistribute buoyancy, and sinks and sources of

buoyancy must balance each other. Because of the zero

stratification of the bottom boundary layer and the no-

flux bottom boundary condition, the downward buoy-

ancy flux induced by diapycnal mixing K?N
2 must

vanish at the seabed, implying a strong convergence of

the buoyancy flux in the vicinity of the seafloor (Ledwell

et al. 2000; St. Laurent et al. 2001; Simmons et al. 2004;

Melet et al. 2013a). When geothermal heating is taken

into account, buoyancy convergence near the bottom is

increased as the net downward diffusive buoyancy flux

induced by mixing must eventually match an opposite

sign, upward bottom buoyancy flux.

Thus, in the presence of geothermal heating and a

bottom-intensified mixing energy according to (19) and

(20), the bottommost waters gain buoyancy, whereas the

overlying waters lose buoyancy. Note that increasing the

vertical decay scale z of energy dissipation will not

modify the regions of buoyancy loss and buoyancy gain

but will slightly reduce the buoyancy gain near the sea-

bed and spread the compensating buoyancy loss higher

in the water column. Rather than triggering convective

instability, this buoyancy transfer is cancelled by dia-

pycnal advection, with relatively weak but widespread

downwelling away from the seabed and strong upwelling

along topographic features (Fig. 3a). This behavior has

been noted in observations of enhanced abyssal mixing

near rough topography, such as in the Brazil basin

(Polzin et al. 1997; Ledwell et al. 2000; St. Laurent et al.

2001). Note that the bottom layer that concentrates buoy-

ancy deposition is characterized by a vanishing mixing

efficiency, reconciling (19) and (22) with v , 0 near the

seafloor (St. Laurent et al. 2001).

An increase of internal wave energy dissipation with

depth does not systematically characterize the deep

ocean (e.g., Toole et al. 1994; Waterhouse et al. 2014).

Indeed, observations of internal wave activity over

smooth bathymetry generally show no significant bot-

tom intensification of energy dissipation (Toole et al.

1994; Kunze and Sanford 1996; Polzin et al. 1997). The

induced buoyancy flux may then decrease toward the

seafloor, causing buoyancy gain and upwelling over a

wider depth range away from the seabed (Fig. 3b). Yet,

because of geothermal heating and the need for the

diffusive buoyancy flux to vanish close to the seabed,

waters banked along topographic slopes are likely to

experience increased buoyancy gain relative to hori-

zontally adjacent waters (Fig. 3b). This effect, related to

hypsometry (the decrease of the ocean’s horizontal area

with depth), implies that upwelling may occur prefer-

entially along the sloping topography even in the ab-

sence of enhanced wave breaking near the seafloor.

Several consequences may be drawn from the previous

remarks. First, it can be hypothesized that global AABW

consumption and upwelling occur primarily along the bot-

tom topography. This hypothesis is consistent with sug-

gestions that diabatic upwelling of dense waters is mostly

confined to below the crests of the major topographic

ridges (Lumpkin and Speer 2007; Huussen et al. 2012;

Ferrari et al. 2014). A focused upwelling along topogra-

phy implies in turn that the circulation induced by such

mixing would be very different in a flat bottom ocean. Sec-

ond, it can be expected that water masses covering the

largest portions of the seabed will exhibit the strongest

consumption rates or, to rephrase, that dianeutral upwelling

will peak within the neutral density layer that has the largest

incrop area. Indeed, two related effects combine to reinforce

potential upwelling rates within density layers occupying

a large seafloor area: increased exposure to near-bottom

buoyancy deposition by abyssal mixing and geothermal

heating and weak bottom diapycnal density gradients re-

quiring strong velocities to balance the buoyancy gain.

The incrop area, defined by

J (g)5 (1/Dg)

ðð

I[g2(Dg/2),g1(Dg/2)]

dA ,

is plotted in Fig. 4a. The term J (y) exhibits a maximum

at g 5 28.20 kgm23 within the Southern Ocean (thick

red line) and a much stronger peak at g 5 28.11 kgm23

within the 308S–678N region (thick blue line). Conse-

quently, dianeutral upwelling north of 308S may be ex-

pected to peak at g 5 28.11 kgm23. In addition, mass

conservation dictates that the surface of maximum di-

aneutral transport north of 308S must correspond to the

level of maximum cumulated northward dense water

transport at 308S, except for potential, small additional

inflow of waters denser than 28.11 kgm23 from the

north (see Figs. 5a,b; Ganachaud and Wunsch 2000). In
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other words, if dianeutral transport north of 308S peaks

at 28.11 kgm23, then the overturning streamfunction at

308S should also peak near 28.11 kgm23. Indeed, the

28.11kgm23 neutral surface is the approximate boundary

between northward abyssal flow and southward deep-

water flow at 308S found by inverse studies (Ganachaud

and Wunsch 2000; Lumpkin and Speer 2007), supporting

our inference from the climatological density field. De-

fining the light end of AABW as the neutral density level

at which the abyssal overturning streamfunction peaks, we

will thus refer to AABW as waters characterized by

g $ 28.11kgm23.

A closer look at the latitudinal structure of the incrop

area (Fig. 5a) reveals that ;28.11 kgm23 waters are in

contact with the seafloor mostly in the Northern

Hemisphere and that the maximum incrop area gradu-

ally moves toward lighter densities from south to north.

(In Fig. 5a, the density-binned values of incrop area are

reprojected to pseudodepth for visual purposes. The

remapping procedure involves a simple bottom-up fill-

ing of each latitude band with ocean grid cells ordered

from dense to light.) This supports the idea that the

densest abyssal waters that cover the seafloor are

gradually converted to lighter densities as they move

northward. Preferential consumption of bottommost

waters leads to progressive homogenization of AABW,

reducing the abyssal stratification and thereby in-

creasing the thickness and incrop area of the dominant

neutral density layers (Figs. 4, 5). This in turn reinforces

the efficiency of AABW consumption near the seabed,

allowing potentially strong diabatic transport across the

28.11 kgm23 neutral surface in northern basins.

4. Water mass transformation estimates

a. Transformation by near-field mixing and
geothermal heating

1) LOCAL DIANEUTRAL TRANSPORTS

The spatial structure of dianeutral transports induced

by locally dissipating internal tides, lee waves, and

geothermal heating is illustrated in Figs. 6 and 7. Local

dianeutral transports forced by mixing dominate those

forced by geothermal heat fluxes (Fig. 6). Because lee-

wave generation occurs mainly along the deep Southern

Ocean floor, lee-wave-driven transformation appears

dominated by a dipole of lightening below 28.15 kgm23

and densification above. Internal tides are generated at

various depths and densities, resulting in a more noisy

FIG. 4. Key characteristics of the climatological neutral density field, for ocean domains north (blue) and south

(red) of 308S. (a) Incrop (thick lines), outcrop (thick dashed lines), and neutral surface (thin lines) areas as a function

of neutral density g. (b) Isoneutral layer volume (thick lines) and volume of waters denser than g (thin lines) as

a function of neutral density g. Note the different vertical scale above and below g 5 27 kgm23 and the upper x axis

for thin lines. Neutral density ranges of bottom water (BW), deep water (DW), and mode/intermediate water

(MW/IW) are indicated by the light gray shading and the right-side labels.
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distribution of positive and negative transports. Whereas

mixing transfers buoyancy across isoneutral layers, the

geothermal heat flux causes only lightening and upward

transport. In addition, the spatial pattern of the induced

geothermal transports resembles closely that of the incrop

area shown in Fig. 5a: geothermal heating consumes most

efficiently water masses blanketing vast seafloor areas,

so that dianeutral transports appear aligned along the

28.11 kgm23 surface.

Figure 7 shows the horizontal pattern of upwelling and

downwelling across specific neutral surfaces, chosen as

the neutral density level of maximum net upwelling

globally. Unsurprisingly, the level of maximum upwell-

ing due to lee-wave breaking coincides with the peak

incrop area south of 308S (g5 28.20kgm23), while peak

upwelling rates due to near-field tidal mixing and geo-

thermal heating coincide with the peak incrop area

north of 308S (g 5 28.11 kgm23). Mixing driven by in-

ternal tides and lee waves results in downwelling across

wide areas, including strong downwelling where the

surface approaches the seafloor but upwelling where the

neutral surface grounds. Geothermal heating acts only

where the neutral density layer (of thickness Dg) covers
the ocean floor (Fig. 7c), which is also the area where

near-field mixing causes upwelling (Fig. 7a). Upwelling

across the 28.11 kgm23 surface by geothermal heating

and tidal mixing is concentrated on the sides of major

oceanic ridges and along topographic slopes of the

North Pacific.

2) TOTAL DIANEUTRAL TRANSPORTS

The water mass transformation rate as a function of

neutral density is obtained by summing the local dia-

neutral transports over neutral surfaces (Fig. 8). The

volume rate of water mass formation or consumption

in a given density class [g1, g2] corresponds to the dif-

ference in transformation rates T(g2) 2 T(g1). Any

volume loss within one density class must be balanced

by a volume gain in another density class.

Internal tides, lee waves, and geothermal heating have

qualitatively different impacts on water mass trans-

formation (Fig. 8a). Whereas geothermal heat fluxes

induce only negative rates (buoyancy gain), diapycnal

mixing must extract buoyancy from one water mass in

order to supply buoyancy to another. This behavior is

most clearly apparent in the lee-wave transformation

curve, which exhibits a dipole of positive and negative

transports: lee-wave-driven mixing is a net source (sink)

of buoyancy for waters denser (lighter) than 28.15kgm23.

This results in the formation of 9Sv of 28.05–28.20kgm23

waters, at the expense of denser and lighter water

masses, which together lose volume at the same rate. In

the case of baroclinic tides, buoyancy gain (upwelling)

dominates for neutral densities greater than 27.20kgm23,

while buoyancy loss prevails for lighter waters. In-

deed, the total downward buoyancy flux associated

with near-field tidal mixing is convergent over most of

the deep-ocean density range (Fig. 9a). In contrast,

the buoyancy flux due to dissipating lee waves

FIG. 5. (top) Along-isopycnal zonal sum of (a) incrop area and

(b) isoneutral layer volume, where the density-binned values are

reprojected to pseudodepth for visual purposes. The remapping

procedure involves a simple bottom-up filling of each latitude band

with ocean grid cells ordered from dense to light. Note that we use

a variable density step Dg for appropriate sampling. (c),(d) Fraction

of (c) seabed area and (d) ocean volume occupied by six neutral

density layers and their volume-averaged stratification (shading) as

a function of latitude, illustrating the gradual lightening and ho-

mogenization of AABW as it progresses northward. The Arctic

Ocean and marginal seas are excluded from all calculations.
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peaks at 28.15 kgm23, well within the AABW layer

(Fig. 9b).

Parameterized near-field tidal mixing drives ;9Sv of

upwelling across the 28.11 kgm23 surface globally, of

which 2 Sv are attributable to internal tides generated by

abyssal hill roughness (Fig. 8a). Despite the relatively

weak local transports due to geothermal heating (Figs. 6

and 7), its peak transformation rate of 25.5 Sv at

g 5 28.11 kgm23 is of comparable magnitude to the

maximum upwelling rate due to locally dissipating in-

ternal tides. On the other hand, parameterized mixing

from breaking lee waves results in net downwelling

across the 28.11 kgm23 surface, consuming about 6 Sv of

waters denser than 28.20 kgm23 but forming about 7 Sv

of lighter AABW. Decomposing dianeutral transports

between the Southern Ocean (808S–308S; Fig. 8c) and

other basins (308S–678N; Fig. 8b) reveals that watermass

transformation is dominated by tidal mixing and geo-

thermal heating north of 308S and by lee-wave-driven

mixing south of 308S. North of 308S, tidal mixing and

geothermal heating consume, respectively, about 8 and

5Sv of AABW, whereas upwelling forced by lee waves

remains weaker than 2Sv, a contribution similar to that

of internal tides generated by abyssal hills. Lee-wave-

driven mixing is concentrated in the Antarctic Circum-

polar Current (ACC), where it converts;5 Sv of bottom

waters heavier than 28.3 kgm23 into lighter AABW and

draws ;3 Sv of lighter, deep waters into the AABW

density range. Hence, according to the present param-

eterization, mixing by breaking lee waves is little in-

volved in the diabatic return of AABW flowing out of

the Southern Ocean. Rather, it participates in the

lightening of the densest AABW, while enhancing

bottom-water flow by forming additional, lighter

AABW prior to its escape into the Atlantic and Indo-

Pacific basins.

The shape of the geothermal transformation and its

narrow peak at 28.11 kgm23 are not controlled by spa-

tial contrasts in heat fluxes (Fig. 2c) but rather by the

incrop area (Fig. 4a), as postulated in section 3 (see

FIG. 6. Along-isopycnal zonal sum of dianeutral transports (Sv) induced by locally dissipating

(a) internal tides and (b) lee waves and by (c) geothermal heating, where the density-binned

values are reprojected to pseudodepth for visual purposes. Shaded cells depict the rate of up-

welling (red) or downwelling (blue) within each neutral density layer and each latitude band.
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appendix B for further discussion). Similarly, the sharp

decrease of the area of neutral surfaces at 28.11 kgm23

(Fig. 4a), equivalent to the sharp peak of the incrop area,

controls the peak tidal transformation by forcing a

strong convergence of the total buoyancy flux near

28.11 kgm23 (Fig. 9a). Hence, the concomitant maxima

of geothermal and tidal transformations, and their cor-

respondence with the approximate boundary between

deep and bottom waters, must not be seen as fortuitous.

Rather, a dynamic–thermodynamic equilibrium is

reached in which AABW is gradually transformed into

densities close to 28.11 kgm23 as it progresses through

the SouthernOcean and farther northward along the sea

bottom, so that a voluminous, weakly stratified water

mass occupies a vast portion of the World Ocean floor

and maximizes its exposure to geothermal heating and

abyssal mixing (Figs. 4, 5).

3) SENSITIVITY TO THE VERTICAL DECAY SCALE z

The overall efficiency of mixing energy in supplying

buoyancy to the deep ocean depends on its distribution

relative to the neutral density field and in particular on

the degree of cancellation between convergent and di-

vergent buoyancy fluxes. Parameterized near-field tidal

mixing drives a net source of buoyancy over most of the

ocean interior, fluxing buoyancy from the upper ocean

down to deep and abyssal waters (Fig. 9a). On the other

hand, because the energy of dissipating lee waves is

placed at large depths (90% of the estimated lee-wave

generation occurs below 3000m), the resultant mixing is

unable to bring heat from thermocline waters to the

deep ocean (Fig. 9b). Nevertheless, the efficiency of

buoyancy transfer from light to dense waters may be

enhanced if the vertical decay scale z is increased, that is,

FIG. 7. Maps of dianeutral transport (mSv) induced by locally dissipating (a) internal tides

and (b) lee waves and by (c) geothermal heating across neutral surfaces g 5 28.11, 28.20, and

28.11 kgm23, respectively. These neutral surfaces correspond to the respective density levels of

maximum global upwelling. Mixing causes dianeutral transports toward both lighter (red) and

denser (blue) water. Geothermal heating causes dianeutral transport toward lighter waters

within the bottommost neutral density layer (Dg 5 0.005 kgm23 at g 5 28.11 kgm23).
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if internal wave energy tends to dissipate higher in the

water column.

Figure 9 illustrates the sensitivity of transforma-

tion estimates to the z parameter. Different z values

result in weak overall differences in buoyancy fluxes

and dianeutral transports. A doubling of the decay

scale increases the tidally driven buoyancy flux out of

the thermocline and into the deep ocean, resulting

in slightly greater upwelling rates within the 27–

28.1 kgm23 density range but virtually unchanged

transformation within the AABW layer (Figs. 9a,d).

Doubling z also slightly smoothens and shifts upward

the peak buoyancy flux driven by lee waves, reducing

downwelling across the deep/bottom-water boundary

but leaving the transformation estimate largely un-

changed (Figs. 9b,e). On the other hand, reducing the

decay scale to 300m tends to accentuate somewhat

peak dianeutral transports, including a 1 Sv increase of

tidally driven AABW consumption due to an in-

creased buoyancy flux across g 5 28.11 kgm23 but

deviations from the reference curve remain no greater

than 2 Sv (Figs. 9a–f).

Hence, in our climatological setting, water mass

transformation by near-field mixing is not set by the

choice of vertical decay scale for energy dissipation but

more so by the ocean’s density structure and ba-

thymetry, combined with the horizontal distribution of

internal wave generation. While demonstrating the ro-

bustness of the present transformation estimates, this

weak sensitivity contrasts with results from OGCM ex-

periments showing enhanced abyssal flow under larger

z (Saenko et al. 2012; Oka and Niwa 2013). The differ-

ence could arise from the response of stratification to

mixing in numerical experiments: strong, focused, near-

bottom mixing may weaken the simulated local stratifi-

cation and ultimately reduce its ability to sustain a

buoyancy flux.

b. Transformation rates due to far-field mixing

1) ENERGY DISTRIBUTION FOR REMOTE

DISSIPATION

In the preceding subsection, we have examined

transformation rates associated with the commonly used

FIG. 8. Water mass transformation by near-field diapycnal mixing and geothermal heating. (a) Global, (b) 308S–
678N, and (c) 808–308S dianeutral transports resulting from geothermal heating (black) and from near-fieldmixing by

internal tides (blue), internal tides generated by abyssal hills only (pale blue), and lee waves (red). To minimize data

noise resulting from the patchiness of mixing and induced transports (see Figs. 6 and 7), the transformation profiles

shown are obtained using (17) and (18), where a small degree of smoothing is applied to the total buoyancy flux

before taking the g derivative. Note the different vertical scale above and below g 5 27 kgm23. Neutral density

ranges of BW, DW, and MW/IW waters are indicated by the light gray shading and the right-end labels.
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mixing parameterization for internal waves that dissi-

pate near their generation sites. Because less is known

about the dissipation of internal waves than about their

generation, it is assumed that one-third of the wave

energy dissipates where it is generated, while the other

two-thirds are ignored or assumed to contribute to

sustain a background vertical diffusivity of about

1025m2 s21 (St. Laurent et al. 2002; Simmons et al.

FIG. 9. Sensitivity of global water mass transformation by near-field mixing to the vertical decay scale of energy

dissipation. Shown are (top) neutral density fluxes and (bottom) dianeutral transports induced by locally dissipating

(a),(d) internal tides, (b),(e) lee waves, and (c),(f) both, using an e-folding length z of 300 (orange), 500 (black), and

1000m (pale blue) in the vertical structure function of (19). Black curves correspond to the reference case shown in

previous figures.

648 JOURNAL OF PHYS ICAL OCEANOGRAPHY VOLUME 46



2004). Yet, using a map of the depth-integrated tidal

energy dissipation diagnosed from global numerical

simulations (Niwa and Hibiya 2011), Oka and Niwa

(2013) recently extended the parameterization to in-

clude far-field tidal mixing. To specify the vertical

structure of energy dissipation, the authors used an ex-

ponential decay from the bottom for the fraction q of

locally dissipating energy but assumed a vertically uni-

form «T for remote dissipation.

To explore the implications of various assumptions

about the distribution of far-field mixing energy, we

calculate transformation rates due to remotely dissi-

pating internal tides under various idealized scenarios.

We construct two scenarios for the horizontal distribu-

tions of the energy flux Efar-field(x, y) (Wm22):

(Su) uniformly distributed energy over the whole

ocean volume, where Efar-field(x, y) is proportional

to local water depth H(x, y); and

(Sp) the horizontal spread of energy around

generation sites, where Efar-field(x, y) is obtai-

ned by uniformly redistributing the energy flux

(1 2 qIT)EIT(x, y) 1 (1 2 qITAH)EITAH(x, y)

within a radius of 1000km of each (x, y) grid point.

This ad hoc procedure aims at grossly mimicking

horizontal propagation of internal tide energy, as

observed inmaps produced byNiwa andHibiya (2011).

Of particular interest for abyssal water mass trans-

formation is the fraction of far-field energy dissipated in

shallow versus deep areas of ocean basins. The per-

centage of mixing energy located in ocean areas deeper

than 3000m is 92% under scenario Su, dropping to 67%

in scenario Sp. For comparison, the percentage of local

tidal dissipation occurring within the same area is 30%.

Both scenarios thus imply that far-field dissipation

contributes more energy to deep oceanic regions than

near-field dissipation, possibly departing from real

conditions if most of the remote tidal dissipation was to

occur at continental shelves and upper continental

slopes (see, e.g., Nash et al. 2004; Martini et al. 2011;

Kelly et al. 2013; Waterhouse et al. 2014). Nonetheless,

the two distributions are sufficiently different that they

should hint at the sensitivity to the fraction of remote

dissipation taking place in shallow waters.

The vertical structure of energy dissipation is specified

according to the following scenarios:

(S2) «T proportional to N2, that is, constant K?;

(S1) «T proportional to N, that is, K? proportional

to N21;

(S0) constant «T, that is, K? proportional to N22; and

(S21) «T proportional toN
21, that is,K? proportional

to N23.

The numbering of the scenarios corresponds to expo-

nents of N in the assumed dependence of dissipation to

stratification. Scenario S2 is believed to be typical of

nonlinear energy transfer and dissipation in a uniform

internal wave field described by a Garrett–Munk spec-

trum (Garrett and Munk 1972; Müller et al. 1986) and
was the form used by Koch-Larrouy et al. (2007). Sce-

nario S1 corresponds to the vertical structure suggested

by Gargett (1984) and subsequently used in ocean

modeling (Cummins et al. 1990). Scenario S0was used in

simulations of Oka andNiwa (2013). Scenario S21 is the

only scenario for which the far-field energy dissipation

increases with depth.

By combining the proposed horizontal and vertical

distributions, we obtain eight scenarios with identical

overall power available for mixing, equal to 0.85 TW.

Scenario S2u (the combination of Su and S2) results in a

globally uniform eddy diffusivity of 1.23 3 1025m2 s21.

We stress here that these scenarios are not meant to pro-

vide realistic parameterizations of far-field tidal mixing

nor to span all possible outcomes for the energy of low-

mode internal tides. Rather, they are meant to achieve

preliminary understanding and to explore the sensitivity to

key choices in constructing the energy distribution.

2) DIANEUTRAL TRANSPORTS

The resulting transformation curves are shown in

Fig. 10. The differing horizontal distributions across

scenarios Su (upper panels) and Sp (lower panels)

have a relatively modest impact on water mass trans-

formation north of 308S (Figs. 10b,e). Significant quali-

tative differences appear only in the Southern Ocean,

where the weak internal tide generation results in neg-

ligible mixing under scenario Sp but in significant mixing

under Su (Figs. 10c,f). Yet, even under Su, Southern

Ocean dianeutral transports induced by far-field tidal

mixing remain quite weak overall, with peak upwelling

rates not exceeding 6 Sv. Except under scenario S1u, for

which far-field mixing drives 4 Sv of AABW consump-

tion south of 308S, AABW transformation in the

Southern Ocean is dominated by the parameterized lee-

wave dissipation. The weak Southern Ocean transports

relative to those occurring north of 308S can be largely

explained by the stronger stratification of the Southern

Ocean abyss and the associated lack of large incrop

areas. In the following, we refer exclusively to dianeutral

transports for the 308S–678N region (Figs. 10b,e).

North of 308S, peak transformation rates tend to be en-

hanced under the uniform volume distribution Su com-

paredwith the horizontally spread distribution Sp, asmight

be expected from the former’s greater power availability in

the open ocean and over abyssal plains in particular. The

transformation estimates remain qualitatively similar,
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however, suggesting that the details of the horizontal dis-

tribution of the open-ocean dissipation are not crucial to

the large-scale water mass conversion. In contrast, dia-

neutral transports forced by parameterized far-field mixing

are strongly sensitive to the vertical structure given to en-

ergy dissipation.

The uniform diffusivity of scenario S2 results in ;3Sv

of upwelling within deep-water masses, but the upwelling

rate drops to only 1Sv at the deep/bottom-water bound-

ary, implying negligible AABW consumption. Under

scenario S1, a maximum dianeutral transport of 27 to

28Sv appears at or near the 28.11kgm23 neutral density

level, with gradually decreasing upwelling toward lighter

and denser waters. Thus, under the assumption that re-

mote dissipation scales as N, far-field mixing could

balance a significant portion of the estimated northward

abyssal flow at 308S.
The vertically homogenous energy dissipation rate

of scenario S0 has radically different implications for

the overturning circulation. Indeed, aside from effects

FIG. 10. Water mass transformation by far-field tidal mixing under eight idealized scenarios for (a),(d) global,

(b),(e) 308S–678N, and (c),(f) 808–308S ocean domains. The horizontal energy distribution is specified according to

assumption (top) Su or (bottom) Sp and the vertical energy structure scales either as N2 (S2, blue), N (S1, pale

blue), 1 (S0, orange), or 1/N (S21, red). Transformation by near-field mixing (both lee waves and internal tides) is

plotted in gray for comparison.
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associated with the nonlinearity of the equation of state

(see appendix A for a discussion of these effects), a ver-

tically uniform buoyancy flux implies that convergence

occurs only at the seafloor, with no impact on the re-

mainder of the water column except for compensating

divergence at the surface. Thus, under such mixing,

buoyancy is extracted at the base of the mixed layer and

fluxed directly to the bottom boundary layer, with non-

linearity in the equation of state contributing some addi-

tional buoyancy loss in upper waters and some additional

buoyancy gain at depths (appendix A). Consequently, the

resultant watermass transformation displays a shape quite

similar to that associated with geothermal heating, with

upwelling reaching a maximum of 16–21Sv at the

boundary between deep and abyssal waters. Hence,

given a constantmixing efficiency of one-sixth, 0.85 TWof

uniformly distributed energy dissipation may provide for

;20Sv of bottom-water consumption.

Even stronger AABW consumption can be obtained

by applying a vertical profile of wave-breaking energy

proportional to 1/N as assumed in scenario S21. Here,

efficient lightening of abyssal waters is achieved at the

expense of waters lighter than 28kgm23, most of which

undergo densification. Dianeutral transport across

g 5 28.11kgm23 reaches 223Sv in S21p and 228Sv in

S21u. This scenario highlights the result that rates of

deep-water mass conversion and the implied ocean cir-

culation do not depend as much on the overall consumed

power as they do on the spatial—and especially vertical—

distribution of energy lost to the internal wave field.

In summary, by carrying energy away from major to-

pographic features toward deeper parts of ocean basins,

low-mode internal tides could be more efficient than their

locally dissipating counterpart in supplying buoyancy to

bottom water masses. However, the actual impact of low-

mode internal tides on AABW consumption depends on

the (largely unknown) location of their ultimate decay into

small-scale turbulence. Results from the tested idealized

scenarios suggest that the fraction of remote dissipation

occurring in the open ocean and the vertical structure of

the open-ocean dissipation are key uncertainties in the far-

field energy distribution. Insignificant AABW consump-

tion is to be expected if remote dissipation occurs primarily

at continental margins or within the pycnocline, whereas a

leading role of far-field tidal mixing in consuming AABW

is possible if the associated mixing energy is more evenly

distributed over the ocean’s volume.

5. Relation with previous studies

a. Diapycnal mixing

The present transformation estimate due to near-field

mixing is consistent with previous OGCM studies but

inconsistent with the analogous estimate of Nikurashin

and Ferrari (2013). We show that, excluding the added

contribution of abyssal hill roughness, parameterized

tidal mixing according to (19) and (21) drives the

upwelling of 6 Sv of bottom waters north of 308S, in
broad agreement with a ;5-Sv enhancement of the

lower branch of the overturning circulation in nu-

merical experiments (Saenko and Merryfield 2005).

Melet et al. (2014) show that including lee-wave radi-

ation as a second source of mixing slightly strengthens

the abyssal overturning and shifts it toward lower

densities, a response that closely matches our results.

In contrast, Nikurashin and Ferrari (2013) estimated

that the local dissipation of baroclinic tide and lee-

wave energy drives 16 and 9 Sv of global AABW up-

welling, respectively. The discrepancy with the present

estimate comes from the contribution of the bottom

layer of buoyancy gain. Their calculation excluded the

near-bottom convergence of the buoyancy flux so that

their values reflect the global diabatic sinking rates of

interior waters in response to the divergent buoyancy

flux associated with depth-increasing dissipation

(R. Ferrari and M. Nikurashin 2014, personal com-

munication). Problematically, they seemed to imply

that their estimates of interior transformation per-

tained to the upwelling rather than the downwelling

of water masses. Our results are consistent with theirs

for the interior transformation, but we find that the

bottom layer contribution is as large and needs to be

considered to compute the overall transformation

rates. In particular, their estimate implied that both

sources of mixing force net upwelling throughout the

27–28.5 kgm23 neutral density range, whereas mixing

due to breaking lee waves is expected to cause both

negative and positive rates of transformation within

this density range (Fig. 8). Given that other sources of

mixing and buoyancy may contribute to AABW con-

sumption, such as low-mode internal tides, geothermal

heating, deep overflow mixing, or alternate dissipation

routes of balanced flows, their values might also have

appeared uncomfortably high.

Our idealized estimates of water mass trans-

formation by far-field mixing shed light on the recent

findings of Oka and Niwa (2013), who report a dou-

bling of the simulated strength of the Pacific over-

turning circulation with the addition of vertically

uniform dissipation for remotely breaking internal

tides. It is shown that this assumption, a priori most

simple, results in almost exclusive consumption of

waters covering the seafloor, causing strong diabatic

upwelling within the voluminous, weakly stratified

water mass that occupies most of the seabed area of

northern basins.
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b. Geothermal heating

The role of geothermal heating in converting abyssal

waters has been quantified in a manner consistent with

that of diapycnal mixing and is shown to be non-

negligible. This agrees with a previous water mass

transformation estimate (Emile-Geay and Madec 2009)

and with earlier numerical studies reporting a significant

geothermal influence on the lower overturning cell and

North Pacific abyssal temperatures (Adcroft et al. 2001;

Hofmann and Morales Maqueda 2009; Emile-Geay and

Madec 2009). Despite relatively weak local buoyancy

fluxes, geothermal heating efficiently consumes the

thick, homogenous water mass that covers large seafloor

areas of the North Pacific and eastern Atlantic (Fig. 7c).

With about 5 Sv of induced AABWupwelling across the

28.11 kgm23 neutral surface north of 308S, geothermal

heating almost rivals parameterized near-field tidal

mixing in maintaining the northward AABWflow out of

the Southern Ocean. This result suggests that geo-

thermal heat fluxes have a nonnegligible part in the

energy flows that sustain the abyssal overturning. The

respective roles of diapycnal mixing and geothermal

heating for ocean energetics can be compared by cal-

culating their potential energy supply to the global

ocean (e.g., Huang 1999; Nycander et al. 2007):
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where no-flux surface and bottom boundary conditions

must be applied in (25), as required for interior mixing

alone. Equating ›? with 2›z and integrating by parts,
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showing that (›tEp)mix differs from
ÐÐÐ

rK?N
2 dV5ÐÐÐ

rRf«T dV when accounting for spatial variations in

›Qr and ›SAr.

Near-field mixing parameterized by (19) and (21)

supplies potential energy at a total rate of 97GW, with

internal tides and lee waves contributing 64 and 33GW,

respectively. The geothermal contribution is of compa-

rable magnitude, amounting to 35GW. Geothermal

heating efficiently raises the ocean’s center of mass by

supplying buoyancy directly to the ocean bottom. On

the other hand, of the 600GW of internal wave energy

assumed to be lost near generation sites, only 16.2% is

ultimately converted to potential energy. This per-

centage, though close to Rf 5 1/6 in the present case,

needs not be equal to the assumed mixing efficiency

because of nonlinearity in the equation of state (which

contributes 25 and 19GW in the potential energy

supply by internal tides and lee waves, respectively) and

because of the upper-bound imposed on vertical diffu-

sivity (which induces a net total loss of 7GW). Note that

the 1 2 Rf fraction of lee-wave and internal tide energy

that dissipates through viscosity represents a quasi-

negligible heat source for the ocean, with a total heat

supply of 1.45 TW comparing to 23.7 TW of geothermal

input globally.

6. Conclusions

A hydrographic climatology and estimates of available

power from lee and tidally generated internal waves and

fromgeothermal heating have been used to quantify rates

of water mass transformation in the ocean interior. It was

shown that parameterized near-fieldmixing under typical

assumptions cannot account for the full strength of the

abyssal overturning. The specified local dissipation of

internal tide energy consumes about 8Sv of AABW

north of 308S. Breaking lee waves, most energetic in the

Southern Ocean, instead precondition abyssal waters

prior to their escape north of the ACC, reducing their

density but increasing their northward volume transport.

In addition, geothermal heating, estimated to sustain

about 5Sv of AABW flow, was found to be a significant

component of the abyssal overturning.

High mixing rates observed or inferred to prevail in

the deep Southern Ocean (Olbers and Wenzel 1989;

Heywood et al. 2002; Naveira Garabato et al. 2004;

Sloyan 2005; Kunze et al. 2006) are often suggested to

contribute prominently to the diabatic closure of the

abyssal overturning circulation (Ito and Marshall 2008;

Nikurashin and Ferrari 2013). However, inverse esti-

mates andmodel simulations generally show an increase

of the maximum northward abyssal flow as AABW

crosses the ACC (e.g., Lumpkin and Speer 2007; Jayne

2009; Melet et al. 2014), indicating that the ACC is most

likely a positive contributor to the northward dense

water volume transport. This picture is consistent with

isoneutral mixing (Iudicone et al. 2008a,b; Klocker and

McDougall 2010) and near-field diapycnal mixing rep-

resenting net sources of waters denser than 28.11 kgm23

in the ACC region. We show that parameterized lee-

wave-driven mixing, which largely dominates the esti-

mated total water mass transformation by near-field
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mixing and geothermal heating in the Southern Ocean,

has an ambiguous role on the diabatic return of AABW;

as well as augmenting the AABW input to northern

basins, lee-wave radiation contributes to the homoge-

nization of AABW and so facilitates its subsequent

consumption by tidal mixing and geothermal heating.

Additionally, we stress that diapycnal mixing can

densify a water mass if the associated downward buoy-

ancy flux is divergent within its density range; in par-

ticular, parameterized near-field mixing is a buoyancy

sink for 27.7–28.15 kgm23 waters in the Southern

Ocean. A portion of Lower Circumpolar Deep Water,

mainly of North Atlantic origin, may thus be trans-

formed into denser AABW class waters by topograph-

ically enhanced mixing in the ACC, short-circuiting the

overturning from the upper to the lower branch

(Naveira Garabato et al. 2007). This short circuit could

provide for some of the interior consumption of deep

waters and further intertwines both branches of the

circulation.

Given fixed spatial distributions of energy dissipation

and geothermal heat fluxes, the density field and to-

pography of the ocean exert strong controls on the im-

plied water mass transformation. Density classes that

cover large portions of the seafloor are ideally placed to

receive buoyancy from overlying water masses and the

solid Earth through abyssal mixing and geothermal

heating. In the present climate, AABW, which covers

roughly two-thirds of the sea bottom (Fig. 5c; Johnson

2008), and its most voluminous variety (g ’
28.11 kgm23) in particular are most efficiently con-

sumed by such diabatic processes. Yet, under a different

climate, rates of water mass transformation by geo-

thermal heating and near-field mixing may strongly de-

viate from the present estimates. For instance, the

geothermal circulation would be reduced in a more

stratified abyssal ocean because individual density layers

would have access to narrower seabed areas or, equiv-

alently, because the stronger density gradients would

require weaker dianeutral advection to balance the

geothermal buoyancy gain (Emile-Geay and Madec

2009). In addition, if AABW upwelling is mostly con-

fined to actively mixing ocean boundaries, the height

distribution of the topographically complex seafloor

may provide a strong constraint on the vertical extent

and overall strength of the abyssal overturning.

Conversely, given fixed ocean topography and density

structure, as well as fixed overall power available for

mixing, transformation rates strongly depend on the

specified spatial distribution of energy sinks. The verti-

cal structure of the energy lost to the internal wave field

has particularly important implications. In the deep

ocean, away from strong gradients of the thermal

expansion coefficient, an increasing mixing energy with

depth implies mostly buoyancy gain within a thin bot-

tom layer and buoyancy loss elsewhere, driving strong,

localized upwelling along topography. In contrast, a

mixing energy that decreases with depth distributes

buoyancy more evenly over the water column, driving

only upward deep transport. On the other hand, a ver-

tically homogenous mixing energy is highly efficient at

driving a diabatic abyssal circulation, acting somewhat

like a geothermal heat flux for the abyss and selectively

consuming waters draping the ocean floor.

Important limitations to the present work must be

underlined. First, uncertainty in the abyssal stratifica-

tion, inherent to the sparse observations available at

abyssal depths and especially close to the seabed, is a

significant source of uncertainty for the estimated

transformation rates. Second, the parameterization of

near-field mixing relies on simplifying assumptions

about the fraction of local internal wave dissipation,

taken to be globally uniform for each wave type, and its

vertical distribution, uniformly specified as an expo-

nential decay from the bottom. In particular, the qLW
parameter and the overall amount of lee-wave dissipa-

tion remain poorly constrained so that the estimated

transformation by breaking lee waves should be re-

garded as qualitatively representative of the real ocean

but quantitatively accurate only to within a factor of;3.

On the other hand, the uncertainty in tidally forced di-

aneutral transports associated with qIT and qITAH values

is estimated to be a factor of ;1.5. Nonetheless, the

impact of spatial variability in the mode partitioning of

internal tide generation deserves further investigation.

Third, presently used maps of internal wave generation

rates contain uncertainty, primarily associated with im-

perfect knowledge of bathymetry and bottom flows and

with shortcomings of the linear wave theory (Nycander

2005; Scott et al. 2011; Melet et al. 2013b), which may

introduce further errors in the constructed dissipation

fields. Inaccuracies in the field of geothermal heat fluxes

(Goutorbe et al. 2011) could also bias the geothermal

transformation estimate. However, it is the relatively

well-constrained background flux of about 55mWm22,

typical of abyssal plains, together with incrop areas that

controls peak geothermal transports (see appendix B).

Therefore, we do not expect uncertainties in geothermal

heat fluxes to translate into strong biases in geothermal

transformation rates. Next, it was assumed that one-

sixth of the energy lost to the internal wave field

contributes to irreversible mixing, except when this

assumption led to unrealistic vertical diffusivities

(.100 cm2 s21). Although the present assumption of a

constant mixing efficiency allowed comparison with

earlier studies, refinements could be considered in
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future work (e.g., St. Laurent et al. 2001; Melet et al.

2013a). Fifth, as opposed to numerical experiments,

such static, climatological transformation estimates

prohibit the response of stratification to vertical mixing

and geothermal heating. In particular, this approach

masks possible incompatibilities between the observed

stratification and the estimated mixing levels, such as

may result from overestimated mixing efficiencies.

Further, the climatological approach neglects possible

time correlations between fluctuations of hydrographic

properties andmixing rates at the resolved spatial scales.

Last, the present estimates do not allow quantification of

the interplay between different processes. What would

be the induced geothermal circulation if no mixing from

lee waves and internal tides had contributed to shape the

observed bottom density distribution? Such questions

may find answers in OGCM studies (Emile-Geay and

Madec 2009).

Nevertheless, we note that the climatological dia-

neutral transports diagnosed here are in broad agree-

ment with earlier results from OGCM simulations using

similar parameterizations or geothermal forcing (e.g.,

Simmons et al. 2004; Saenko and Merryfield 2005;

Emile-Geay and Madec 2009; Oka and Niwa 2013;

Melet et al. 2014), lending support to our conclusions.

Such consistency also suggests that water mass trans-

formation estimates provide a powerful tool to test pa-

rameterizations of diapycnal mixing and anticipate their

impact on the simulated water mass structure and

overturning circulation.

Whereas observations suggest a total AABW input to

the Pacific, Indian, andAtlantic basins of about 20–30Sv

(Ganachaud and Wunsch 2000; Lumpkin and Speer

2007; Talley et al. 2003; Talley 2008, 2013), herein-

estimated contributions of near-field mixing and geo-

thermal heating only sum to about 15 Sv of AABW

upwelling north of 308S. Far-field mixing from the

breakdown of low-mode internal tides radiating away

from generation sites could provide the required addi-

tional buoyancy supply. However, how and where non-

local energy dissipation occurs is still largely unknown,

so that gross assumptions must bemade to represent this

source of mixing (Oka and Niwa 2013). We explored the

potential contribution of far-field mixing to deep-water

mass conversion using idealized distributions of mixing

energy. Depending mostly on the assumed vertical en-

ergy profile, AABW upwelling rates of 1 to 28Sv were

found compatible with a global power consumption of

0.85 TW. Such different rates of transformation imply

radically different overturning circulations, highlighting

the need for better constraints on the vertical distribu-

tion of remote energy dissipation and, ultimately, for an

accurate three-dimensional mapping of energy sinks.

Other sources of mixing also require quantification. In

particular, turbulence and entrainment in narrow pas-

sages, known to be important controls on the abyssal

density distribution, could also be important contribu-

tors to AABW consumption (Polzin et al. 1996;

Thurnherr and Speer 2003; Bryden and Nurser 2003;

Thurnherr et al. 2005; Huussen et al. 2012). Candidate

sources of mixing energy for the abyss also include the

loss of balance of meso- to large-scale motions as they

develop frontal instabilities near topography (Zhai et al.

2010; Dewar et al. 2011) or in the interior (Molemaker

et al. 2010).

Despite the limitations and uncertainties attached to

the present transformation estimates and the corre-

spondingly incomplete closure of the AABW life

cycle, a qualitative picture of the diabatic, abyssal

branch of the overturning can be proposed based on

previously established and present results:

1) Intense buoyancy loss near Antarctica drives gravi-

tational sinking of cold, relatively fresh surface

waters. Aided by thermobaricity in their descent

(Killworth 1977; McPhee 2003), the sinking waters

entrain surrounding waters, thereby increasing the

dense water input to the deep Southern Ocean (Orsi

et al. 2002).

2) Mixing with ambient waters and topographic con-

straints contribute to reduce the density of abyssal

waters allowed to enter the ACC (Orsi et al. 1999;

Johnson 2008).

3) Further mixing occurs within the ACC, where tur-

bulence from breaking lee waves consumes some of

the densest AABW but also converts some of the

overlying Circumpolar Deep Water into AABW

class waters.

4) A fairly homogenous, weakly stratified bottom-

water mass is transported northward into the

Indo-Pacific and Atlantic basins at a rate of about

20–30 Sv. As it progresses and recirculates along the

seafloor and through constrictive passages, AABW

undergoes further homogenization and gradually

gains buoyancy through deep mixing and heating

from below.

5) Geothermal heating and abyssal mixing force

AABW upwelling, preferentially along topographic

features. The diabatic return of AABW occurs pre-

dominantly in regions of weak abyssal stratification

and/or fractured topography.
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APPENDIX A

On the Role of the Nonlinearity of the Equation
of State

Locally dissipating internal tides and lee waves both

induce a nonzero buoyancy flux into the global ocean:

lee waves result in a volume-integrated neutral density

loss of 22.0 3 105 kg s21, whereas internal tides cause a

net neutral density gain of 2.4 3 106 kg s21 (Figs. 9a,b).

Indeed, because of nonlinearity in the equation of state,

mixing can be a net source or sink of neutral density

and a strict balance between buoyancy gain and buoy-

ancy loss need not be achieved.

We examine the role of nonlinearity by decomposing

the total dianeutral transports Tmix into a linear compo-

nentT lin
mix and a nonlinear component Tnonlin

mix 5Tmix 2T lin
mix

(Fig. A1). Total buoyancy fluxes and transformation

rates resulting from near-field mixing are shown for the

regions north (Figs. A1b,c) and south (Figs. A1e,f) of

308S. The impact of nonlinearity on dianeutral trans-

ports induced by parameterized near-field mixing ap-

pears relatively modest. Significant effects can be

noted, however. First, upward transport across the

28.11 kgm23 is increased by 1 Sv both north and south

of 308S, meaning that nonlinearity causes additional

buoyancy gain (more precisely, neutral density loss) in

the abyss. This effect is mostly explained by the in-

crease with depth of the thermal expansion coefficient

a below about 2000m (or g 5 27.8 kgm23) due to its

pressure dependence (Figs. A1a,d; Palter et al. 2014).

Using (4) and (5), we can write the diapycnal velocity

induced by nonlinear effects as

vnonlin 5v2vlin 52(›?g)
21[›?(b›Qr)F

Q

1 ›?(b›SA
r)FSA] . (A1)

Equation (A1) shows that net neutral density loss (cor-

responding to upwelling, vnonlin , 0) occurs when mix-

ing transfers heat toward lower b›Qr 5 2rba or

transfers salt toward lower b›Qr 5 rbb and conversely.

Because the haline contraction coefficient b has rela-

tively weak spatial variations relative to a, vnonlin is

dominated by the first term. Variations in the b factor

aremost significant south of 558S (Iudicone et al. 2008b),
so that its effect is secondary here except for some am-

plification of the nonlinear a effect in the Southern

Ocean (Fig. A1d). Thus, the increase of a with depth in

the abyss enhances neutral density loss and thereby the

efficiency of AABW consumption. This shows up as

increased buoyancy gain and upwelling for waters

denser than 27.8 kgm23 (Figs. A1b,c,e,f).

The tendency is reversed for lighter waters, however,

since a decreases sharply with depth within the tropical

thermocline. For mode, intermediate, and tropical wa-

ters (g # 27.5 kgm23), nonlinearity in the equation of

state becomes a first-order effect. In the linear approx-

imation, buoyancy gain by waters denser than 25kgm23

is exactly balanced by buoyancy loss for waters lighter

than 25kgm23 (Figs. A1b,e). Including the full non-

linearity of the equation of state causes the buoyancy

loss of waters lighter than 27.2 kgm23 to amount to

more than twice the buoyancy gain of denser waters.

Indeed, by fluxing heat toward smaller a, diapycnal

mixing causes strong additional buoyancy loss (neutral

density gain) in the upper ocean. Note that this effect

will be greatly amplified when other sources of upper-

ocean mixing are taken into account. Here, diapycnal

temperature and salinity fluxes FQ and FSA arise only

from near-field mixing below the mixed layer driven by

bottom-generated internal waves. Including mixed layer

turbulence and processes such as direct wind mixing and

surface-generated waves would greatly enhance the di-

apycnal fluxes FQ and FSA and thereby the buoyancy loss

and associated downwelling in (A1). Indeed, the herein-

estimated, volume-integrated buoyancy loss owing to

parameterized near-field mixing is 1.9 3 106 kg s21,

about 50 times weaker than that required to balance the

global buoyancy gain from air–sea buoyancy fluxes

(Schanze and Schmitt 2013; Palter et al. 2014).

APPENDIX B

On the Role of the Incrop Area

The total geothermal and mixing-induced buoyancy

fluxes entering the volume V(g, 1‘) of waters denser
than g, defined by (17) and (18), can be written as the

product between a mean buoyancy flux and the corre-

sponding area of integration (Figs. B1a–c):
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Noting that, given the aspect ratio of the ocean,

the surfaces bounding the considered volume from
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below and above have virtually equal areas A, we

can decompose Tgeo and Tmix as the sum of a ‘‘mean

flux term’’ and a ‘‘hypsometric term’’ as follows

(Figs. B1d–f):

T
geo

(g)5A›
g
Fg
geo1Fg

geo›gA5A›
g
Fg
geo1Fg

geoJ , and

(B3)

T
mix

(g)5A›
g
Fg
eq1Fg

eq›gA5A›
g
Fg
eq1Fg

eqJ . (B4)

FIG. A1. Impact of the nonlinearity of the equation of state on water mass transformation by near-field mixing (top)

north and (bottom) south of 308S. (a),(d) Area-averaged thermal expansion coefficient a (orange), haline contraction

coefficient b (pale blue), and b factor (black) along neutral surfaces. A value of 53 1024 (g kg21)21 is subtracted from

b for display purposes. (b),(e) Total neutral density fluxes and (c),(f) dianeutral transports induced by near-field mixing

including (black line) or excluding (dashed black line) the contribution of nonlinearity (gray line).
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The second term, referred to as the hypsometric term,

includes the factor ›gA 5 J , which measures the re-

duction of the horizontal cross-sectional area of water

volumes V(g, 1‘) as one moves to higher g or equiva-

lently the incrop area of neutral density layers J (g).

Strictly speaking, ›gA reflects pseudohypsometry rather

than hypsometry, in that it can be nonzero in the absence

of sloping topography (e.g., in the presence of sloping

isopycnals on a flat bottom).

The mean geothermal buoyancy flux is almost con-

stant throughout the ocean’s neutral density range, so

that the convergence of the total geothermal flux is al-

most exclusively controlled by the shrinking rate of the

area A (Figs. B1a–c). Therefore, one could replace the

FIG. B1. Role of the incrop area on global water mass transformation by near-field mixing and geothermal heating.

(a) Neutral density profile ofA (black) and its g derivative J (gray). (b) Area-averaged and (c) total neutral density

fluxes induced by geothermal heating (black), near-field tidal mixing (blue), and lee-wave-driven mixing (red).

Decomposition of global watermass transformation (black) by (d) near-field tidalmixing, (e) breaking lee waves, and

(f) geothermal heating into mean flux (black) and hypsometric (pale blue) terms.
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spatially variable geothermal heat fluxes of Fig. 2c by a

uniform heat flux without noticeably modifying the

shape of the geothermal transformation curve; rates of

geothermal upwelling are almost entirely determined by

the incrop area (Fig. B1f). Near-field tidal mixing

drives a mean buoyancy flux that decreases below the

27.25 kgm23 neutral surface (Fig. B1b). The decrease in

the mean flux adds to the sharp decrease in area A near

28.11 kgm23 to reinforce buoyancy deposition in the

light AABW density class. Yet, the peak upwelling rate

forced by internal tides at g 5 28.11 kgm23 remains

controlled by the incrop area, as shown by the domi-

nance of the hypsometric term at abyssal densities

(Fig. B1d). On the other hand, the mean buoyancy flux

associated with lee-wave-drivenmixing exhibits a strong

peak near 28.25 kgm23 (Fig. B1b) so that the increase of

the mean flux counteracts the hypsometric contribution

to upwelling around g 5 28.11 kgm23 (Fig. B1e). The

maximum upwelling rate implied by breaking lee waves

is reached at higher densities, when the mean flux term

becomes weaker but when the mean flux multiplying

J (g) in the hypsometric term is still large.

The same decomposition between hypsometric and

mean flux terms can be applied to transformation by

far-field mixing (Fig. B2). Given the strong qualitative

similarity between horizontal distributions Su and Sp, we

choose to show only Sp scenarios. In the AABW density

range, the hypsometric term systematically dominates

over the mean flux term, whereas the reverse is true for

neutral densities lower than 28kgm23. This concurs with

the strongest values of the incrop area being found within

the 28–28.3kgm23 density range. Though the contribution

of themean flux term to upwelling at 28.11kgm23 reaches

5Sv in scenario S0p and 9Sv in scenario S21p, most of the

increase in AABW consumption going through scenarios

S2 to S21 can be explained by an increase in the mean

buoyancy flux across the 28.11kgm23 neutral surface. In-

deed, the strength of the buoyancy flux atg5 28.11kgm23

determines the actual efficiency of the hypsometry effect

at the peak incrop area. But here, as in the case of near-

field mixing and geothermal heating, the incrop area

remains a dominant control on the structure of water mass

transformation at abyssal densities, withwaters of densities

close to 28.11kgm23 being ideally placed to undergo rapid

diabatic upwelling.
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CHAPTER

II
The impact of a variable mixing
efficiency on the abyssal
overturning

In Chapter I, we followed previous authors by assuming a fixed mixing efficiency of one-

sixth – that is, by assuming that one-sixth of the energy flux into turbulence contributes to drive

a buoyancy flux, the remaining being lost through friction (Osborn 1980). However, through

the enforcement of the no-flux bottom boundary condition on the mixing-driven buoyancy

flux, we de facto let the mixing efficiency decrease to zero in the bottom grid cells of the

calculation. The near-bottom collapse of the efficiency of mixing is a natural consequence of

the near-bottom collapse of stratification. But the reduction of mixing efficiency need not be

confined to the bottom-most cells of a gridded ocean climatology or of a gridded ocean model.

Instead, mixing efficiency Rf must be a continuous function of stratification N that satisfies

Rf −→
N→0

0 . (II.1)

But how fast does mixing efficiency decrease with decreasing stratification? This question

is not anecdotal, because the stratification-dependence of mixing efficiency determines how

mixing-induced buoyancy gains and losses are distributed in the vertical. In particular, given a

bottom-intensified power input to turbulence, the variation of mixing efficiency will determine

the thickness and intensity of the near-bottom buoyancy deposition (Fig. 0), and the related

strength of the interior downwelling and near-bottom upwelling flows.
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Rf =1/6

Rf =0

Figure 0: Schematic profiles of the diffusive density flux (red) associated with bottom intensified dissi-
pation (gray) under two mixing efficiency scenarios. One scenario has a mixing efficiency transitioning
from its maximum interior level to its zero boundary value within a thin bottom layer. The other sce-
nario has a mixing efficiency that starts to decrease further away from the bottom.

Until now, it has been common to use ad hoc upper and lower bounds on the diapycnal

diffusivity and stratification, respectively, when deducing diffusivities K⊥ from the energy

flux into turbulence εT (Simmons et al. 2004; Saenko and Merryfield 2005; Oka and Niwa

2013, among others), e.g.:

K⊥ = min
( εT / 6

max(N2, 10−8 s−2) , 10−2 m2s−1
)

(II.2)

These arbitrary bounds effectively allow for some decrease of the mixing efficiency in high

energy or low stratification regions, but the approach is clearly unsatisfactory. To allow a

continuous decrease of the buoyancy flux towards its zero bottom value, Melet et al. (2013)

used

Rf = 0.2 N2

N2 + Ω2 (II.3)
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where Ω is the Earth rotation rate. Although this formulation ensures that the essential prop-

erty (II.1) is satisfied, the implied reduction rate of the efficiency with decreasing stratification

is not grounded in observations or theory. Moreover, confusion between the turbulent produc-

tion rate εT and the viscous dissipation rate εν has led to differing choices for the maximum

mixing efficiency (e.g., set to one-sixth in (II.2) but to one-fifth in (II.3)).

Fortunately, some guidance is available to move beyond arbitrary formulations (II.2)

or (II.3). In 2005, on the basis of direct numerical simulations and earlier laboratory experi-

ments (Barry et al. 2001), Shih et al. proposed that the mixing efficiency may be expressed as a

function of a buoyancy Reynolds number or turbulence intensity parameter Reb = εν/(νN2),

where ν is the molecular viscosity of seawater. They argued that a constant mixing efficiency

of one-sixth is valid only within a certain range of Reb,

K⊥ = 0.2νReb ⇐⇒ Rf = 1/6 (Reb ≤ 100) (II.4)

beyond which the diffusivity can be parameterized as

K⊥ = 2ν
√
Reb ⇐⇒ Rf = 1

1 + 0.5
√
Reb

(Reb ≥ 100) . (II.5)

Equation (II.5) implies in particular that the mixing efficiency vanishes for N → 0 (Reb →

∞).

Criticism of the Shih et al. (2005) numerical results persists in the oceanographic commu-

nity, so that their parameterization has not generally been adopted. It is argued (Gregg et al.

2012; Kunze et al. 2012 that the limited size of their computational domain prevented resolu-

tion of the outer scales of the turbulence at highReb, biasing low the inferred mixing efficiency

in this regime. However, a number of recent field studies (e.g., Lozovatsky and Fernando 2012;

Bouffard and Boegman 2013; Bluteau et al. 2013) confirmed the decrease of mixing efficiency

at high buoyancy Reynolds numbers, consistent with the theoretical requirement (II.1). These

studies nonetheless reported varying regime bounds or decrease rates, suggesting that Reb is

not the only parameter controlling diffusivities (Lozovatsky and Fernando 2012; Mater and

Venayagamoorthy 2014). Bouffard and Boegman (2013) recently synthesized the available
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laboratory, numerical and field data, extended the parameterization of Shih et al. (2005) and

showed broad agreement between their formulation and oceanic mixing efficiencies deduced

from combined microstructure measurements and tracer release experiments (Ledwell et al.

1993, 2000).

In this chapter, we use the parameterization of Bouffard and Boegman (2013) to explore

the impact of mixing efficiency variations on the consumption of Antarctic Bottom Water.

We show that accounting for reduced mixing efficiencies in weakly-stratified, actively-mixing

abyssal waters significantly damps upwelling rates forced by bottom-intensified internal wave-

driven turbulence. As a result, maximum diabatic transports induced by parameterized local

internal wave breaking do not exceed those maintained by geothermal heat fluxes.
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ABSTRACT

In studies of ocean mixing, it is generally assumed that small-scale turbulent overturns lose 15%–20% of

their energy in eroding the background stratification. Accumulating evidence that this energy fraction, or

mixing efficiency Rf, significantly varies depending on flow properties challenges this assumption, however.

Here, the authors examine the implications of a varyingmixing efficiency for ocean energetics and deep-water

mass transformation. Combining current parameterizations of internal wave-driven mixing with a recent

model expressingRf as a function of a turbulence intensity parameter Reb5 «n /nN
2, the ratio of dissipation «n

to stratification N2 and molecular viscosity n, it is shown that accounting for reduced mixing efficiencies in

regions of weak stratification or energetic turbulence (highReb) strongly limits the ability of breaking internal

waves to supply oceanic potential energy and drive abyssal upwelling. Moving from a fixed Rf 5 1/6 to a

variable efficiency Rf(Reb) causes Antarctic Bottom Water upwelling induced by locally dissipating internal

tides and leewaves to fall from 9 to 4 Sverdrups (Sv; 1 Sv[ 106m3 s21) and the corresponding potential energy

source to plunge from 97 to 44GW.When adding the contribution of remotely dissipating internal tides under

idealized distributions of energy dissipation, the total rate of Antarctic BottomWater upwelling is reduced by

about a factor of 2, reaching 5–15 Sv, compared to 10–33 Sv for a fixed efficiency. The results suggest that dis-

tributed mixing, overflow-related boundary processes, and geothermal heating are more effective in consuming

abyssal waters than topographically enhanced mixing by breaking internal waves. These calculations also point

to the importance of accurately constraining Rf (Reb) and including the effect in ocean models.

1. Introduction

Away from its boundaries, where heat and freshwater

exchanges with the atmosphere, cryosphere, and solid

earth form and destroy water masses, buoyancy forcing

of the ocean occurs almost exclusively via mixing.

Though mixing along density surfaces was shown to

drive significant net densification and attendant down-

welling through the cabbeling and thermobaric effects

(Iudicone et al. 2008a; Klocker and McDougall 2010),

mixing across isopycnals is thought to be responsible

for most of the interior water mass transformation

(Munk and Wunsch 1998). A key process controlling

the diabatic component of the meridional overturning
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circulation, diapycnal mixing thus exerts a major influ-

ence on the global distribution of temperature, salinity,

and biogeochemical tracers. Observed ocean properties

and transport budgets at the basin scale suggest dia-

pycnal eddy diffusivities averaging about 1024m2 s21

below 1000-m depth (Munk 1966; Munk and Wunsch

1998; Ganachaud andWunsch 2000; Lumpkin and Speer

2007; Talley 2013). Yet this value masks strongly in-

homogeneous mixing rates, with background values

about one order of magnitude lower and localized en-

hanced rates up to two orders of magnitude higher

(Toole et al. 1994; Munk andWunsch 1998; Wunsch and

Ferrari 2004; Waterhouse et al. 2014).

The strong spatial and temporal heterogeneity of

turbulent mixing constitutes a challenge both for the

representativeness of direct measurements of mixing

rates and for its realistic representation in oceanmodels.

Though ad hoc prescription of vertical diffusivities has

long prevailed in numerical ocean modeling (e.g., Bryan

and Lewis 1979), progress has been achieved with the

development of energetically constrained parameteri-

zations that compute diffusivities from specified dissi-

pation rates of internal wave energy (Huang 1999; St.

Laurent et al. 2002; Polzin 2009; Olbers and Eden 2013).

However, in converting dissipation rates into a dia-

pycnal diffusivity, such parameterizations rely on the

knowledge of the mixing efficiency: that is, the fraction

of the energy of breaking waves that actually serves to

irreversibly mix the fluid.

It is commonly assumed that about one-sixth of the

energy flux into turbulence contributes to diapycnal

mixing, the remainder being lost as heat via viscous fric-

tion. Cross-validated estimates of diapycnal diffusivity

from open ocean observations often support mixing ef-

ficiencies of 15%–25% (Toole et al. 1994; Ledwell et al.

1998, 2000), although an overall broader range of about

0%–40% has been reported (e.g., Ruddick et al. 1997; St.

Laurent and Schmitt 1999). In contrast, basin-scale in-

ferences (Stigebrandt 1976; de Young and Pond 1989;

Stigebrandt and Aure 1989; Arneborg and Liljebladh

2001) and in situ observations at strongly mixing sites

(Inall 2009; Bouffard and Boegman 2013; Bluteau et al.

2013) have consistently shown lower efficiencies to pre-

vail. Recently, drawing on a large body of numerical and

laboratory results, as well as field measurements, a tur-

bulent diffusivity model that accounts for observed vari-

ability in mixing efficiency has been designed for studies

of stratified turbulence (Shih et al. 2005; Bouffard and

Boegman 2013). Here, we combine this new model with

current parameterizations of mixing induced by breaking

internal waves to investigate the implications of a varying

mixing efficiency for ocean energetics and deep-water

mass transformation. A description of the variable

efficiency model follows (section 2). In section 3, we

apply the variable Rfmodel to mixing driven by breaking

internal tides and lee waves and revise former esti-

mates of water mass transformation by internal wave-

driven mixing (de Lavergne et al. 2015, manuscript

submitted to J. Phys. Oceanogr., hereinafter LMSNG).

We discuss implications for the maintenance of the

abyssal overturning circulation in section 4 and provide

conclusions in section 5.

2. The turbulent diffusivity model

Current parameterizations of ocean mixing (St.

Laurent et al. 2002; Polzin 2009; Olbers and Eden 2013)

assume that the turbulent kinetic energy produced by

the breaking of internal waves («T) contributes in fixed

proportions to a downward buoyancy flux (KrN
2) and

frictional heat production («n):

«
T
5 «

n
1K

r
N2 , (1)

with

K
r
N2 5R

f
«
T
, «

n
5 (12R

f
)«

T
, (2)

where Kr is the eddy diffusivity of density, N2 is the

buoyancy frequency, and Rf is the mixing efficiency,

usually taken to be one-sixth. The latter choice means

that turbulent overturns lose about 17% of their energy

in raising dense water parcels over lighter ones, thus

eroding the local stratification and fluxing buoyancy

downward.Although frictional heating consumesmost of

the turbulent kinetic energy, it is generally ignored, for it

represents a quasi-negligible buoyancy source in the

ocean interior (LMSNG). This simple mixing model de-

rives from the pioneering work of Osborn (1980), who

argued that, given a steady-state balance between tur-

bulent kinetic energy production, viscous dissipation, and

vertical buoyancy exchange, the mixing sink term KrN
2

should not exceed 15%–20% of the shear production «T.

Because of difficulty in accurately estimating mixing ef-

ficiency from field measurements and for lack of deeper

knowledge of its variability, this maximum value of the

mixing efficiency has since served as a reference for field

and modeling studies of shear-induced turbulent mixing.

However, it was soon recognized that the buoyancy

flux should be proportionately less in weakly stratified

waters (Osborn 1980). Indeed, in the limit of a homog-

enous fluid, turbulent stirring cannot drive buoyancy

exchange nor modify the potential energy of the system,

and all of the turbulent kinetic energy must dissipate

through friction.More generally, as the restoring gravity

force becomesweak compared to stirring forces, turbulent
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overturns become less susceptible to perform work

against gravity and more susceptible to viscous damping.

Thus, as stratification decreases to very low levels, it is

required that Rf also approaches zero. Consistent with

these theoretical expectations, the past two decades have

seen a growing number of studies, based on direct nu-

merical simulations, laboratory experiments, or field

work, documenting reducedmixing efficiencies in actively

mixing or weakly stratified waters (Gloor et al. 2000;

Barry et al. 2001; Jackson and Rehmann 2003; Rehmann

and Koseff 2004; Shih et al. 2005; Inall 2009; Davis and

Monismith 2011; Hult et al. 2011; Dunckley et al. 2012;

Bouffard and Boegman 2013; Bluteau et al. 2013).

In attempts to synthesize the vast spectrum of avail-

able data, several such studies have proposed that eddy

diffusivities can be expressed as a function of a turbu-

lence intensity parameter, Reb 5 «n/nN
2, with n the

molecular kinematic viscosity of seawater, according to

different Reb regimes (Barry et al. 2001; Shih et al. 2005;

Bouffard and Boegman 2013). Here, we adopt the most

recent, field-validated parameterization of Bouffard and

Boegman (2013), with a refinement offered by the pa-

rameterization of differential diffusion by Jackson and

Rehmann (2014) (Fig. 1). The turbulence intensity pa-

rameter may be seen as the ratio of the destabilizing

force of turbulence to the stabilizing forces of stratifi-

cation and viscosity (Barry et al. 2001). Since the oce-

anic range of molecular viscosity is roughly 1–2 3
1026m2 s21, with almost uniform values in the deep

ocean, Reb essentially measures the competing roles of

turbulent stirring and stratification damping. At high

Reb, inertial forces overwhelm buoyancy forces, and

turbulence becomes largely unaffected by stratification.

The Reb dependence of heat and salt diffusivities

proposed by Bouffard and Boegman (2013) is plotted

in Fig. 1 (red and dashed blue). For Reb $ 96.5, both

diffusivities are equal, and Kr 5KQ 5KSA , where Q
denotes conservative temperature and SA denotes ab-

solute salinity. Within the range 96.5 # Reb # 400,

K
r
5 0:2nRe

b
, (3)

which is equivalent to (2) with Rf 5 1/6. Hence, the

typical mixing efficiency of one-sixth is valid only for

these moderate Reb values (transitional regime), cor-

responding to Kr 5 1.9–8 3 1025m2 s21. In the higher

Reb range (energetic regime), mixing efficiency is re-

duced compared to the high-end value:

K
r
5 4n

ffiffiffiffiffiffiffiffiffi
Re

b

q
, R

f
5 1/(11 0:25

ffiffiffiffiffiffiffiffiffi
Re

b

q
) . (4)

According to (4), increasingly strong turbulence in-

tensities (as measured by Reb) lead to increasingly small

mixing efficiencies. In other words, as turbulence grows

uninhibited by stratification, the energy input to small-

scale turbulence becomes increasingly inefficient at

driving a buoyancy flux, consistent with physical argu-

ments. In particular, the buoyancy flux vanishes together

with the stratification:

K
r
N2 5 4

ffiffiffiffiffiffiffi
n«

n

p
N /

N/0

0, (5)

thus satisfying the necessary property mentioned above.

We also note that the predicted Kr 5 4
ffiffiffiffiffiffiffi
«nn

p
N21 in the

energetic regime is analogous to the dependence of Kr

on stratification suggested by the field data compi-

lation of Gargett (1984), assuming a constant «n ;
1029W kg21.

At lower Reb, turbulent mixing becomes increasingly

controlled by buoyancy effects. Incomplete mixing can

then favor upgradient fluxes, implying reduced mixing

efficiencies relative to the transitional regime (Holt et al.

1992; Merryfield 2005; Bouffard and Boegman 2013).

Because molecular diffusion of salt is two orders of

magnitude slower than that of heat, reversible mixing of

salt can occur at larger turbulence intensities, explaining

the narrower validity of the transitional regime for KSA

than forKQ. We use a recently proposed Reb-dependent

FIG. 1. Turbulent diffusivity model based on Bouffard and

Boegman (2013) and Jackson and Rehmann (2014). Shown is the

diapycnal diffusivity (m2 s21) of heat (red) and salt (blue) as

a function of the turbulence intensity parameter. The dashed blue

curve corresponds to the salt diffusivity parameterized by Bouffard

and Boegman (2013), whereas the solid blue curve is deduced from

the heat diffusivity (red), using the diffusivity ratio parameteriza-

tion of Jackson and Rehmann (2014). Indicated regimes at the top

only refer to the heat diffusivity. The thick gray line shows the Reb
dependence of diffusivities assuming a constant mixing efficiency

of one-sixth. Solid red and blue curves will be referred to as the

variable Rf model in subsequent calculations.
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parameterization of the diffusivity ratioKSA /KQ (Jackson

and Rehmann 2014; see appendix) to deduce an alter-

native form of KSA from KQ (Fig. 1, solid blue). Both

parameterizations show reasonable qualitative agree-

ment, with weak differential diffusion for Reb $ 50 and

increasingly small diffusivity ratio toward the molecular

regimes. In the following, weuse the formofKSA deduced

from the Jackson and Rehmann (2014) diffusivity ratio,

as it offers a well-constrained, slightly improved param-

eterization of differential diffusion. Nevertheless, we

find that differential diffusion and the reduced Rf in

the buoyancy-controlled regime have almost negligi-

ble impact on large-scale water mass transformation

by breaking internal waves. This follows from the fact

that most of the wave-breaking energy falls within the

transitional and energetic regimes: the bulk of buoyancy

fluxes is driven by relatively energetic turbulence, with

Reb ; O(102–105). Therefore, the discussion will hence-

forth be focused on the role of reducedmixing efficiencies

in high-diffusivity regions.

3. Application to internal wave-driven mixing

a. Methods

The saturation of diapycnal mixing for low stratifica-

tion or high mixing energy has strong implications for

ocean energetics and the abyssal ocean circulation.

Indeed, wave breaking and mixing occur primarily

along topographically complex ocean boundaries (e.g.,

Waterhouse et al. 2014), in localized mixing hot spots, so

most of the turbulent activity takes place where mixing

efficiency is expected to be reduced. To quantify the

impact of variable efficiencies on the overturning cir-

culation, we apply the Reb-dependent mixing model to

constructed climatologies of stratification and internal

wave energy dissipation.

Significantly, underlying the application to gridded

mean fields of dissipation and stratification is the as-

sumption that the Kr(Reb) model is robust to a leap in

scale from localized, time-varying turbulence to large-

scale, time-mean environmental conditions. Developed

from laboratory-scale experiments and direct numerical

simulations as well as field microstructure measure-

ments, the Bouffard and Boegman (2013) parameteri-

zation was primarily designed for field studies inferring

diffusivities from instantaneous profile measurements

of the viscous dissipation of turbulent kinetic energy.

Because of the nonlinearity of Kr(Reb) in the ener-

getic regime, the direct applicability of the model to

annual, large-scale means of N2 and «n may thus be

questioned. In particular, wave-breaking events are

known to be both localized and episodic so that transient

Reb levels within turbulent patches may substantially

exceed larger-scale, annual average turbulence inten-

sities. Consequently, cumulative, large-scale mixing

efficiencies reflecting the net irreversible mixing

achieved by an ensemble of breaking events could be

lower than efficiencies inferred from a global clima-

tology of Reb:

R
f
(Re

b
)
Dx,Dy,t

,R
f
(Re

b

Dx,Dy,t
) , (6)

where the overbar denotes averaging over the resolved

scales of the climatology. This suggests that our meth-

odology is likely to underestimate the effect of reduced

mixing efficiencies at high Reb. On the other hand, local

density gradients, including the deep stratification, could

be underestimated in some places by a coarsely resolved

hydrographic climatology, possibly biasing high the

computed turbulence intensities. Clearly, further re-

search is required to assess the scale dependence of

mixing efficiency (see, e.g., Arneborg 2002; Ivey et al.

2008) and to finely calibrate the Reb-dependent model

for large-scale modeling applications. Nevertheless, the

fact that the Bouffard and Boegman (2013) parameter-

ization applied to multiple microstructure profiles yields

diffusivities in broad agreement with larger-scale mixing

rates inferred from tracer release experiments (e.g.,

Watson and Ledwell 2000) suggests that its use in a

global climatological setting is not unreasonable.

Moreover, the physical grounds that underpin the gen-

eral behavior of the parameterized Rf(Reb) also hold at

larger spatial and temporal scales. Thus, application of

the turbulent diffusivity model described in section 2 to

global climatologies of stratification and wave-breaking

energy should yield a sensible first estimate of the sen-

sitivity of deep internal wave-driven mixing to the as-

sumed Reb dependence of Rf .

Using published estimates of barotropic-to-baroclinic

tidal conversion (Nycander 2005;Melet et al. 2013b) and

lee-wave radiation (Scott et al. 2011), we first produce

three-dimensional maps of locally dissipating internal

tide and lee-wave energy (Figs. 2a,b). The power density

distribution «T(x, y, z) is determined by assuming that

one-third of the wave energy dissipates where it is gen-

erated, spreading in the vertical according to an expo-

nential decay from the seabed with a 500-m e-folding

length (St. Laurent et al. 2002). The relatively well-

constrained spatial structure of internal wave generation

relative to wave dissipation motivates these partly ar-

bitrary though widely used choices. Because we focus on

sensitivity to mixing efficiency on a global scale, signif-

icant regional deviations of the inferred distribution of

energy sinks from actual oceanic conditions should not

undermine the present conclusions.
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Following LMSNG, we assume mixing to be sup-

pressed for the remaining two-thirds of the lee-wave

energy flux. This is justified by recent observational

and modeling results revealing weaker dissipation

rates than would be predicted from the presently used

theoretical estimate (Sheen et al. 2013; Waterman

et al. 2013, 2014; Nikurashin et al. 2014). However,

because the energy carried by low-mode internal tides

that propagate away from generation sites could have

an important role for the abyssal buoyancy budget

(Oka and Niwa 2013; LMSNG), we construct ideal-

ized distributions of remote tidal dissipation as an

attempt to explore the sensitivity of far-field tidal

mixing to mixing efficiency (Figs. 2c–f). Guided by

FIG. 2. Along-isopycnal zonal sum of wave-breaking energy «T [log(m3 s23)] from locally dissipating (a) internal

tides and (b) lee waves and from (c)–(f) remotely dissipating internal tides. The vertical structure of remote tidal

dissipation is specified according to scenario (c) S2, (d) S1, (e) S0, or (f) S21. Note that the density-binned values of

zonally integrated «T are reprojected to pseudodepth for visual purposes. The remapping procedure involves

a simple bottom-up filling of each latitude band with ocean grid cells ordered from dense to light. Neutral density

surfaces within 27–28.5 kgm23 are contoured every 0.1 kgm23.
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published maps of column-integrated baroclinic tide

dissipation (Niwa and Hibiya 2011), we specify the

horizontal distribution of far-field dissipation by uni-

formly redistributing the remaining two-thirds of in-

ternal tide energy within a radius of 1000 km of

generation sites. Admittedly, this procedure only

grossly mimics the spreading of low-mode wave en-

ergy and oversimplifies a reality that should reflect

specific pathways of the energy cascade, such as wave–

wave interactions and topographic scattering (e.g.,

MacKinnon et al. 2013; Kelly et al. 2013; Eden and

Olbers 2014). Nevertheless, earlier work showed that

basin-scale water mass transformation is relatively

insensitive to different plausible choices of the hori-

zontal energy distribution over the open ocean (LMSNG).

Much stronger sensitivity to the vertical distribution of far-

field dissipation motivates the use of various scenarios for

the vertical structure of wave-breaking energy (LMSNG):

(S2) «T}N2; (S1) «T}N; (S0) «T} 1; and (S21) «T}N21.

The numbering of the scenarios corresponds to exponents

of N in the assumed dependence of dissipation to stratifi-

cation. This choice of scenarios spans a fairly large range of

possible structures (Figs. 2c–f), from pycnocline-intensified

dissipation (S2 and S1) to preferential wave breaking in the

abyss (S21), thus providing probable bounds of trans-

formation rates by far-field tidal mixing.

Next, we calculate the climatological buoyancy fre-

quency from the World Ocean Circulation Experiment

hydrographic atlas (Gouretski and Koltermann 2004),

which provides annual mean fields at a resolution of

0.58 3 0.58 in the horizontal and 10–250m in the ver-

tical. Computing diapycnal diffusivities and mixing

efficiencies from the constructed N2 and «T fields now

only requires rewriting the Reb-dependent model

equations in terms of «T rather than «n (appendix). In

the following, we use these constructed climatologies to

contrast the traditional fixed Rf model (Fig. 1, gray)

with the variable Rf (Reb) parameterization (Fig. 1, red

and blue) for a range of metrics relevant to the large-

scale circulation.

b. Buoyancy fluxes and potential energy

The diapycnal diffusivity and mixing efficiency asso-

ciated with near-field mixing alone according to the

fixed and variable efficiency models are depicted in

Fig. 3. The density diffusivity is shown as a zonal

mean (
ÐÐ

g
Kr dS/

ÐÐ
g
dS; Figs. 3a,b) or as a stratification-

weighted zonal mean (
ÐÐ

g
KrN

2 dS/
ÐÐ

g
N2 dS; Figs. 3c,d)

along surfaces of constant neutral density g (Jackett and

McDougall 1997). In contrast to the zonal average Kr,

the stratification-weighted meanKr is directly related to

the buoyancy flux and will be referred to as an effective

diffusivity. Effective diffusivities tend to be smaller than

mean diffusivities because of the correlation between

strong mixing and weak stratification (Figs. 3a–d). Also

conspicuous is the order of magnitude decrease in dif-

fusivities over much of the ocean interior when moving

from the constant to the variableRfmodel. For instance,

abyssal effective diffusivities do not exceed a few cen-

timeters squared per second in the variable case,

whereasO(10) cm2 s21 values are common under a fixed

efficiency. This implies that using the Reb-dependent

model causes a sharp, widespread reduction in mixing-

induced buoyancy fluxes. Indeed, effective mixing effi-

ciencies, calculated as
ÐÐ

g
KrN

2 dS/
ÐÐ

g
«T dS, are strongly

reduced in waters hosting significant energy dissipation

(Figs. 2a,b, 3e,f), resulting in a global effective efficiency

of only 7.3% for near-field mixing alone (Table 1).

The potential energy supplied by diapycnal mixing

to the global ocean volume V may be calculated as

follows:

›
t
E

p
5 g

ððð

V

›
t
rz dV

5 g

ððð

V

[›
Q
r›

z
(K

Q
›
z
Q)1 ›

SA
r›

z
(K

SA
›
z
S
A
)]z dV ,

(7)

where Ep denotes potential energy, r is the locally ref-

erenced potential density, and height z increases upward

and has its origin at the surface. Concurrent with the

reduction in mixing efficiency, the global potential en-

ergy supply by near-fieldmixing drops by 55% fromfixed

to variable Rf , resulting in a global input of only 44GW

(Table 1). This potential energy source is comparable to

the;35GW supplied by geothermal heating (LMSNG),

suggesting that geothermal heat fluxes are as important

as bottom-intensified mixing by breaking internal waves

to the maintenance of the abyssal stratification.

The constant Rf model also gives mixing efficiencies

below one-sixth in a few places (Fig. 3e): this stems from

the upper bound imposed on diapycnal diffusivities,

chosen as 100 cm2 s21, required to avoid unrealistically

large diffusivities at Reb . 5 3 104. This cap is also

imposed on diffusivities predicted by the Bouffard and

Boegman (2013) parameterization, but concerns many

fewer grid cells, since such a high diffusivity is only

reached at Reb5 63 106. Indeed, in contrast to the fixed

Rf model, the variable Rf parameterization offers a

smooth transition from the high-endmixing efficiency to

fully saturated mixing, effectively pushing back the

critical level at which additional energy can no longer

increase buoyancy fluxes (Fig. 1).

The variable Rf model has a global mean mixing

efficiency, V21
ÐÐÐ

[(KrN
2)/«T ] dV, that is much higher

than the global effective efficiency,
ÐÐÐ

KrN
2 dV/

ÐÐÐ
«T dV

(Table 1). Indeed, in the presence of near-field mixing
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only, most of the ocean volume is characterized by

moderate turbulence intensities belonging to the

transitional regime, but those regions that fall within the

energetic regime represent the bulk of internal wave

energy dissipation, implying a strong overall reduction

in power contributing to mixing. The discrepancy is

somewhat reduced when remote tidal dissipation is in-

cluded (Table 1), as more energy dissipation occurs away

TABLE 1. Key characteristics of internal wave-driven mixing according to the fixed and variable mixing efficiency models. Values

corresponding to the variable Rf parameterization are in parentheses.

Global potential energy

supply (GW) Global effective Rf (%) Global mean Rf (%)

AABW upwelling

(308S–678N) (Sv)

Near-field only 97 (44) 15.8 (7.3) 16.6 (14.5) 9 (4)

Near- and far-field

S2 161 (107) 16.3 (12.2) 16.6 (14.9) 10 (5)

S1 192 (129) 16.3 (11.7) 16.6 (14.9) 15 (8)

S0 224 (134) 16.1 (10.1) 16.6 (14.2) 25 (13)

S21 231 (119) 15.6 (8.3) 16.5 (13.6) 33 (15)

FIG. 3. Diffusivity [log(m2 s21)] and mixing efficiency resulting from near-field mixing alone, according to (left)

fixed and (right) variable efficiency models. Shown are along-isopycnal (a),(b) zonal mean diffusivityÐÐ
g
Kr dS/

ÐÐ
g
dS; (c),(d) stratification-weighted zonal mean diffusivity

ÐÐ
g
KrN

2 dS/
ÐÐ

g
N2 dS; and (e),(f) effective

mixing efficiency
ÐÐ

g
KrN

2 dS/
ÐÐ

g
«T dS, where the density-binned values are reprojected to pseudodepth for visual

purposes. Neutral density surfaces within 27–28.5 kgm23 are contoured every 0.1 kgm23.
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from the weakly stratified near-bottom waters (Figs. 2, 4).

Yet, even under the pycnocline-intensified wave breaking

of scenarios S2 and S1, the addition of far-field energy

dissipation does not always cause a commensurate in-

crease in buoyancy fluxes, as would be expected from

the assumption of a constant mixing efficiency.

Depending on the chosen scenario, the added contri-

bution of remotely dissipating internal waves raises the

global effective mixing efficiency to 8.3%–12.2% and

the global potential energy supply to 107–134GW

(Table 1). The latter range can be compared to the

161–231GW supplied by internal wave-driven mixing

under a fixed efficiency and to the 240GW that one

would infer from the global energy input and assump-

tions of a constant Rf 5 1/6 and a linear equation of

state.1 Though scenario S2 exhibits the largest effective

mixing efficiencies, it has the lowest potential energy

supply globally, a consequence of nonlinearity in the

equation of state. Indeed, thermocline-intensified mix-

ing causes significant net densification by transferring

heat toward colder waters, which are less prone to

thermal expansion. On the other hand, by enhancing

dissipation away from the pycnocline, as assumed in

scenario S21, a similarly strong reduction in potential

energy input results from saturating mixing in high Reb
waters. Thus, the combination of upper-ocean nonlinear

effects and reduced efficiencies in the weakly stratified

abyss appears to limit the overall potential energy source

that may be derived from internal wave-driven mixing.

The lowest global effective efficiency is obtained for

scenario S21, which has the strongest energy dissipation

in the deep ocean (Fig. 2), where the relatively weak

stratification is unable to sustain proportionately strong

buoyancy fluxes. Figure 4 illustrates the saturation of

deep ocean mixing as more and more energy dissipation

is placed at depth: whereas abyssal mixing levels mark-

edly increase through scenarios S2 to S21 under a fixed

mixing efficiency (Figs. 4a,c,e,g), abyssal diffusivities show

amuch weaker enhancement when accounting for reduced

mixing efficiencies at large Reb (Figs. 4b,d,f,h). Hence, the

impact of reduced mixing efficiencies is strongest in the

abyssal ocean, with important implications for the con-

sumption of Antarctic Bottom Water (AABW).

c. Water mass transformation

We calculate mixing-driven neutral density fluxes Fg
eq

and dianeutral transports T across neutral surfaces as

follows (LMSNG):

Fg
eq 52

ððð

g0$g

[b›
Q
r›

z
(K

Q
›
z
Q)

1 b›
SA
r›

z
(K

SA
›
z
S
A
)]dV and (8)

T5 ›
g
Fg
eq , (9)

where b is the ratio of the spatial gradients of neu-

tral density and locally referenced potential density

(Iudicone et al. 2008b). An equivalent diffusive flux

of neutral density across a given neutral surface,

resulting from temperature and salinity mixing be-

low that surface is represented by Fg
eq (de Lavergne

et al. 2015).

Fluxes and transports associated with near-field mix-

ing alone are shown in Fig. 5. North of 308S, energy
dissipation is dominated by internal tides (Fig. 2), and

mixing drives a divergent neutral density flux over most

of the interior density range, forcing net upward mo-

tion across neutral surfaces deeper than 27.2 kgm23

(27.0 kgm23) under fixed (variable) Rf (Figs. 5a,b). The

variable efficiency Rf (Reb) acts to moderate neutral

density fluxes and dianeutral transports, reducing peak

fluxes and transports by ;60%. In particular, the max-

imum rate of upwelling at the deep-/bottom water

boundary (g 5 28.11 kgm23) drops from 9 to 4 Sverdr-

ups (Sv; 1 Sv [ 106m3 s21), implying that locally dissi-

pating internal tides and lee waves may be unable to

balance more than 4Sv of northward bottom water flow

out of the Southern Ocean.

In the Antarctic Circumpolar Current region, mixing

is dominated by breaking lee waves (Fig. 2). Most en-

ergetic along the 28.15 kgm23 neutral surface, lee waves

drive a divergent density flux below that level and a

convergent density flux above (Figs. 5c,d). Under the

variable Rf model, buoyancy transfer from lighter (g #

28.15 kgm23) to denser (g $ 28.15kgm23) waters is

damped, inducing both weaker upwelling of dense

AABW and weaker downwelling of the overlying Cir-

cumpolar Deep Water. The net input to the bottom

water layer south of 308S is reduced from 2Sv to less

than 1Sv. At lighter densities, the variable Rf formula-

tion predicts even smaller transformation rates both

north and south of 308S, suggesting a weak overall in-

fluence of near-field mixing on the consumption of

southward-flowing deep waters.

By accounting for the Reb dependence of mixing ef-

ficiency, we show that focused near-bottom mixing as

commonly parameterized for locally dissipating internal

waves (St. Laurent et al. 2002) is only a minor contrib-

utor to the diabatic return of AABW. Nonetheless, if

more widely distributed, as hypothesized in the present

idealized scenarios, mixing driven by remotely breaking

internal tides could be a more efficient driver of AABW

1Because of nonlinearities in the equation of state, the rate

of change of potential energy given by (7) differs fromÐÐÐ
V
rKrN

2 dV5
ÐÐÐ

V
rRf «T dV.
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FIG. 4. Effective diffusivity [log(m2 s21)] resulting from near-field and far-field mixing combined, according to

(left) fixed and (right) variable efficiency models. Effective diffusivities are calculated as a stratification-weighted

mean along isopycnals (
ÐÐ

g
KrN

2 dS/
ÐÐ

g
N2 dS). The vertical structure of remote tidal dissipation is specified ac-

cording to scenario (a),(b) S2; (c),(d) S1; (e),(f) S0; or (g),(h) S21. Density-binned values are reprojected to

pseudodepth for visual purposes. Neutral density surfaces within 27–28.5 kgm23 are contoured every 0.1 kgm23.
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FIG. 5. Water mass transformation by near-field diapycnal mixing for the regions (a),(b) north

and (c),(d) south of 308S. (a),(c) Neutral density fluxes (106 kg s21) and (b),(d) dianeutral

transports (Sv) induced by near-field mixing alone under fixed (thick black) and variable (thick

blue)Rf . Negative dianeutral transports correspond to upwelling. The thin blue line shows results

from an alternative variableRf formulation, where the lower limit of the energetic regime is set to

Reb5 100 instead ofReb5 400.Note the different vertical scale above and belowg5 27 kgm23.

Neutral density ranges of bottom (BW), deep (DW), and mode/intermediate (MW/IW) waters

are indicated by the light gray shading and the right-end labels.
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flow. This is not the case for scenario S2, however, where

the added mixing has almost no influence on abyssal

waters (Fig. 6 and Table 1). With the addition of remote

tidal dissipation under scenario S1 and variable Rf,

AABW upwelling north of 308S is doubled from 4 to

8 Sv, compared to an increase from 9 to 15Sv assuming a

fixed efficiency. Stronger AABW consumption rates of

13 and 15Sv are achieved with the inclusion of far-field

mixing with vertically uniform (S0) or depth-increasing

(S21) dissipation, respectively. Yet these rates re-

main much weaker than the corresponding 25 and

33 Sv of AABW upwelling that one would infer from

a fixed mixing efficiency of one-sixth. These results

suggest that internal tides and lee waves gener-

ated by tidal and geostrophic flows impinging on

rough topography are unlikely to be able to sustain

alone the estimated 20–30 Sv of northward bottom

water inflow to the Atlantic and Indo-Pacific basins

(Ganachaud and Wunsch 2000; Lumpkin and Speer

2007; Talley et al. 2003; Talley 2008, 2013; Naveira

Garabato et al. 2014).

Reduced mixing efficiencies at high Reb also have

implications for the local structure of abyssal flows

(Fig. 7). Because mixing-induced buoyancy fluxes must

vanish at the seafloor tomeet a no-flux bottom boundary

condition, mixing efficiency must be zero at the seabed.

(We note that the downward heat flux actually vanishes

very near the seafloor before reversing sign to meet the

bottom geothermal flux—a fact ignored here, for it does

not affect the present discussion.) Under the assumption

of a fixed efficiency, the transition from Rf 5 1/6 to Rf 5
0 occurs de facto within the bottom-most grid cell

through the enforcement of the no-flux boundary con-

dition for diffusive heat and salt fluxes. In the case of

increasing energy dissipation with depth, as parameter-

ized for near-field mixing, this implies that the down-

ward buoyancy flux is divergent throughout the water

column except in the deepest grid cell, where all the

buoyancy deposition is concentrated. As a result, strong

upwelling (defined here as dianeutral transport toward

lower densities) at the lowest level contrasts with

downwelling in overlying waters (LMSNG). This be-

havior can be observed in Fig. 7c, where large downward

transports near the neutral surface incrop adjoin strong

upward transports at the grounding grid cells. In con-

trast, the Rf(Reb) model allows a natural transition to-

ward the no-flux bottom boundary condition, withRf/
0 as N2 / 0. Consequently, the peak buoyancy flux in-

duced by near-field mixing is generally weaker and sit-

uated higher up in the water column, and the resulting

bottom buoyancy gain is both smaller and distributed

over a thicker layer above the seafloor. Upwelling then

occurs through weaker velocities over a thicker bottom

layer, and the downward transports above that layer are

significantly damped (Figs. 7a–d).

d. Sensitivity to regime limits

Water mass transformation estimates were found to

be insensitive to the inclusion of differential diffusion

and reduced efficiencies in the buoyancy-controlled re-

gime (not shown): differences between the fixed and

variable Rf models presented in Figs. 3–7 are almost

entirely attributable to differing mixing efficiencies in

the energetic regime. In contrast, sensitivity to the pre-

cise formulation of the energetic regime may be ex-

pected to be significant. In particular, there remains

uncertainty in the validity ranges of the transitional

and energetic regimes: whereas field measurements

suggest a transition between these regimes close to

Reb 5 400, numerical work suggested an earlier transi-

tion near Reb 5 100 (Shih et al. 2005; Bouffard and

Boegman 2013).

To examine the sensitivity to this critical level, we

repeated the analysis using themore stringentReb5 100

transition. The energetic regime diffusivity and effi-

ciency are then given by

K
r
5 2n

ffiffiffiffiffiffiffiffiffi
Re

b

q
, R

f
5 1/(11 0:5

ffiffiffiffiffiffiffiffiffi
Re

b

q
) . (10)

Further reduction of buoyancy fluxes and dianeutral

transports was obtained (Figs. 5 and 6, thin blue), with as

little as 3–8 Sv of AABW upwelling induced by near-

field and far-field mixing combined. Using this formu-

lation, locally dissipating internal waves alone sustain

;2 Sv of AABW flow and supply 26GW of oceanic

potential energy globally. This is about 40% less than

the rates inferred from our reference variable Rf for-

mulation, which was shown to be in closer agreement

with available field observations (Bouffard and Boegman

2013). Although further observational constraints are

thus required to narrow down the uncertainty associated

with regime transitions, the sensitivity to the lower limit

of the energetic regime is relatively modest compared

to the difference between constant and variable effi-

ciency models (Figs. 5 and 6).

4. Implications for the closure of the abyssal
overturning

The present water mass transformation estimates

show that topographically enhanced mixing driven by

breaking of locally generated internal waves is unlikely

to sustain more than 5Sv of Antarctic Bottom Water

flow at 308S, providing for only about a fifth of the es-

timated strength of the abyssal circulation (Ganachaud

andWunsch 2000; Lumpkin and Speer 2007; Talley et al.
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FIG. 6. Dianeutral transports (Sv) induced by near-field and far-fieldmixing combinedwithin

the 308S–678N ocean domain, under fixed (thick black) and variable (thick blue) Rf. The ver-

tical structure of remote energy dissipation scales either as (a)N2, (b) N, (c) 1, or (d) N21. The

thin blue line shows results from an alternative variableRf formulation where the lower limit of

the energetic regime occurs at Reb5 100 instead of Reb5 400. Note the different vertical scale

above and below g 5 27 kg m23. Neutral density ranges of bottom, deep, and mode/

intermediate waters are indicated by the light gray shading and the right-end labels.
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2003; Talley 2008, 2013; Naveira Garabato et al. 2014).

Radiation of low-mode internal tides, by redistributing

internal wave energy over large ocean volumes and

powering the background internal wave field, could be a

more efficient driver of the abyssal overturning (Oka

and Niwa 2013). Indeed, a fairly spread distribution of

remote tidal dissipation would allow a larger fraction of

the available energy to actually contribute to buoyancy

exchange. Yet the amount of buoyancy transferred to

abyssal waters is strongly dependent on the vertical

structure of far-field dissipation, and little to no impact

on the AABW layer is possible if the resultant mixing is

mostly confined to the upper ocean. An important

portion of the available energy may also be lost at

continental margins without contributing to thermo-

cline or deep-water mass transformation (Kelly et al.

2013; Waterhouse et al. 2014). Moreover, even in the

highly favorable cases of vertically homogeneous or

depth-increasing energy dissipation, far-field tidal mixing

was estimated to contribute no more than 9–11 Sv of

additional AABW upwelling.

Hence, taking current best estimates of the strength of

the abyssal overturning at face value, we posit that ad-

ditional sources of buoyancy or mixing are responsible

for significant AABW consumption. However, non-

linearity of the Reb-dependent model implies that ad-

ditional power inputs to the internal wave field will be

increasingly inefficient at causing additional mixing,

especially if placed in the weakly stratified abyss. In

contrast, the weak stratification of relatively light bot-

tom waters (g ’ 28.11kgm23) plays in favor of their

consumption by geothermal heating because it enhances

the incrop area and thereby the overall heat gain of

these neutral density layers (LMSNG). Thus, whereas

mixing is more efficient at homogenizing well-stratified

water masses, a direct buoyancy supply is more apt at

FIG. 7. Impact of mixing efficiency variability on the local structure of dianeutral transports. (a),(b) Contribution

of given ranges of dianeutral velocity [log(m s21)] to overall (a) upward and (b) downward transports under fixed

(black) and variable (blue)Rf . (c),(d)Maps of local dianeutral transports (mSv) induced by near-fieldmixing across

the 28.11 kgm23 neutral surface according to (c) fixed and (d) variable Rf models.
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ultimately consuming well-homogenized waters. Nev-

ertheless, the geothermal circulation, estimated to peak

at about 5 Sv across g ’ 28.11 kgm23 (Emile-Geay and

Madec 2009; LMSNG), is likely insufficient to close the

abyssal overturning. Another substantial contribution

could be provided by mixing in constricted flows across

deep sills, where strong shear, hydraulic jumps, and en-

trainment in descending plumes can cause much more

intense mixing than the turbulence driven by instabil-

ity of the internal wave field. Indeed, overflow-related

mixing in major interbasin passages (Polzin et al. 1996;

Bryden and Nurser 2003) or in small but widespread

canyons cutting across ridge flanks and shelf slopes

(Thurnherr and Speer 2003; Thurnherr et al. 2005) has

been suggested to be an important actor of AABW

transformation. In such deep overflows, concentrated

yet highly efficient mixing is tenable because the swift,

continuous inflow of dense waters maintains large den-

sity gradients.

We note that geothermal heating and internal wave

breaking, by forcing upwelling along the bottom to-

pography (St. Laurent et al. 2001; LMSNG), could

contribute to drive the up-valley canyon flows suspected

to trigger significant mixing downstream of canyon sills

(Thurnherr et al. 2005). Nonetheless, the energy re-

quired to sustain passage flows and the associated mix-

ing likely originates to a large extent in the surface,

large-scale wind and buoyancy forcing of the general

circulation (Hughes and Griffiths 2006; Hughes et al.

2009; Saenz et al. 2012). Except for the relatively small

fraction of the large-scale wind work dissipated by lee-

wave generation (Naveira Garabato et al. 2013), these

forcings are absent from our calculations, which only

include the breaking of lee and tidally forced internal

waves as a direct mixing source.

To illustrate the inability of energy sources considered

in this study to match bulk observational estimates of

deep ocean mixing levels, we compute effective neutral

density diffusivities as
ÐÐ

g
Fg
eq dS/

ÐÐ
g
›zg dS, restricted to

the 328S–488N region, and plot the corresponding pro-

files of effective Kg against the analogous inverse esti-

mate of Lumpkin and Speer (2007) (Fig. 8). Using this

definition of effective Kg and a map of geothermal heat

fluxes (Goutorbe et al. 2011), the contribution of geo-

thermal heating can be incorporated in a fashion con-

sistent to that of diapycnal mixing (LMSNG). Because

the observationally based profile should reflect all

processes affecting the inversed hydrographic prop-

erties, and since geothermal heating was shown to

drive significant AABW consumption, we include its

contribution here. When accounting for Rf variabil-

ity, the envelope of effective diffusivities associated

with the four tested scenarios remains well below the

observationally based estimate. With a fixed efficiency,

effective diffusivities are significantly larger but also fall

short of the inverse estimate at most levels under sce-

narios S2, S1, and S0. Interestingly, the mismatch is not

only significant at abyssal levels but also at lighter den-

sities throughout the range of deep, mode, and in-

termediate waters. The lack ofmixing at these densities is

suggestive of missing energy sources for the internal

wave field, such as wind-generated near-inertial waves

(Alford 2003; Rimac et al. 2013). Mixing in narrow

passages at ridge crests could also provide for some of

the missing deep-water transformation (Thurnherr 2006;

St. Laurent and Thurnherr 2007). But given that AABW

covers about two-thirds of the ocean floor (Johnson

2008), such boundary processes are expected to have a

much more prominent role at abyssal densities.

Some clues as to which processes may supplement

AABW consumption can be obtained by decompos-

ing water mass transformation rates between the In-

dian, Pacific, and Atlantic basins (Table 2). Maximum

FIG. 8. Profiles of effective neutral density diffusivity

(1024 m2 s21) for the 328S–488N region. The effective Kg is calcu-

lated as
ÐÐ

g
Fg
eq dS/

ÐÐ
g
›zg dS. Effective diffusivities resulting from

geothermal heating, near-field mixing and far-field mixing com-

bined are shown for fixed (black) and variable (blue) Rf models,

where the envelopes encompass the range of scenarios S2 to S21.

The contribution of geothermal heating alone (orange) and the

inverse estimate of Lumpkin and Speer (2007) (red) are plotted.

Data for the observationally based estimate obtained courtesy of

R. Lumpkin.
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upwelling rates induced by near-field mixing, far-field

mixing, and geothermal heating combined under variable

Rf are indicated for all three basins, restricted to the re-

gion north of 308S. Note that peak upwelling concurs with

the peak incrop area for each basin and occurs at a

slightly denser level in the Indian Ocean (28.14kgm23)

than in the other two basins (28.11kgm23). Strikingly,

the Indian Ocean also stands out when the presently es-

timated AABW consumption rates are compared to the

approximate range of observational estimates for the

strength of basin overturnings (Ganachaud and Wunsch

2000; Talley et al. 2003; Lumpkin and Speer 2007; Talley

2008, 2013). Although the Atlantic and Pacific AABW

transports tend to lie on the low side of observational

ranges, the discrepancy is much more pronounced in the

Indian Ocean, for which all scenarios clearly fall short of

the 9–18Sv of overturning indicated by inverse estimates.

Breaking internal waves in the ocean interior and geo-

thermal heating appear unable to explain the dispropor-

tionate amount of AABW inflow to the Indian Ocean

(Huussen et al. 2012; Decloedt and Luther 2012): its

comparatively small area and incrop areas (not shown)

would require unobserved, exceptionally strong internal

wave activity or geothermal heat fluxes to sustain its

strong abyssal circulation. Huussen et al. (2012) sug-

gested that near-boundary mixing, likely concentrated in

fracture zones and interbasin passages (MacKinnon et al.

2008), may instead provide for the required intense

AABW transformation. Support for this hypothesis

comes notably from the particularly dense network of

ridges and fracture zones, the numerous subbasins (see

Figs. 7c,d), and the high average abyssal hill roughness

that characterize the IndianOcean bathymetry (Goff and

Arbic 2010; Huussen et al. 2012).

5. Conclusions

A recent turbulent diffusivity model that accounts

for reduced mixing efficiencies in actively mixing

waters was used to revise estimates of water mass

transformation by breaking internal tides and lee waves.

The variable Rf model led to a 50%–60% reduction of

the global potential energy source and AABW upwell-

ing rate attributable to lee-wave radiation and near-field

tidal mixing taken in isolation. Indeed, mixing efficiency

tends to be low in regions of enhanced internal wave

breaking near rough topography, where intense turbu-

lence rapidly erodes the near-bottom stratification, re-

ducing its ability to sustain buoyancy fluxes. With only

about 4 Sv of AABW consumption and 45GW of global

potential energy supply, the overall contribution of pa-

rameterized near-field mixing to the maintenance of the

abyssal stratification is found to be comparable to that of

geothermal heating.

To explore the potential importance of varyingmixing

efficiencies for remotely dissipating internal tides, we

specified four idealized distributions of remote tidal

dissipation: the available power was horizontally spread

around generation sites and distributed in the vertical by

assuming that energy dissipation scales with N2, N, 1, or

N21. Rather than realistic parameterizations of remote

energy dissipation, these idealized scenarios are meant

to achieve preliminary understanding and to provide

probable bounds on water mass transformation by far-

field tidal mixing. The addition of far-field energy dis-

sipation raises the AABW consumption rate to 5–15Sv

and the potential energy supply to 107–134GW, com-

pared to 10–33Sv and 161–231GWunder the traditional

assumption of a fixed efficiency, where the ranges en-

compass the four tested vertical structures. Thus, whether

low-mode internal tides tend to cause mixing in the

pycnocline away from AABW or in weakly stratified

abyssal waters, breaking lee waves and internal tides

appear unable to sustain alone a 20–30-Sv abyssal

overturning.

The important role of variability in mixing efficiency

for deep-water mass transformation and ocean ener-

getics implies that the common assumption of a constant

efficiency of 17%–20% should be abandoned for more

consistent formulations, such as the Reb-dependent

model employed here (Shih et al. 2005; Bouffard and

Boegman 2013). In particular, the Rf (Reb) model is

suitable for inclusion in mixing parameterizations of

ocean models that infer diapycnal diffusivities from

energy dissipation rates (St. Laurent et al. 2002; Polzin

2009; Olbers and Eden 2013). Its implementation will

obviate the need to impose an arbitrary minimum on

stratification when deducing Kr from N2 and «T
(Simmons et al. 2004; Oka and Niwa 2013) and will

strongly reduce sensitivity to the chosen upper bound on

Kr. Moreover, it will allow the buoyancy flux to natu-

rally satisfy the no-flux bottom boundary condition (e.g.,

Melet et al. 2013a).

TABLE 2. Maximum abyssal upwelling rates (Sv) by basin as

compared to the range of estimates from hydrographic inversions.

Herein-estimated AABW upwelling rates correspond to the com-

bined effect of near-field mixing, far-field mixing and geothermal

heating. Scenarios used for the distribution of far-field dissipation

are indicated in the top row. Considered observationally based

estimates are referenced in the text.

S2 S1 S0 S21 Inverse estimates

308S–678N 10 13 18 20 20–30

Pacific 6 7 10 11 7–14

Atlantic 3 3 5 5 4–8

Indian 2 3 4 4 9–18
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Although this Reb-dependent parameterization has been

shown to be consistent with available numerical, experi-

mental, and field data (Bouffard and Boegman 2013), in-

cluding Brazil basin observations (Ledwell et al. 2000),

significant uncertainty remains in the exact definition of the

different regimes. Because decreased mixing efficiencies

and differential diffusion at low turbulence intensities

have a minimal impact on large-scale transformation by

internal wave-driven mixing, only uncertainty at relatively

high Reb is of concern here. We tested an alternative vari-

able Rf formulation where the shift from the transitional to

the energetic regime occurs at a lower Reb level. This for-

mulation, which agrees more closely with numerical results

(Shih et al. 2005) but less so with field measurements

(Bouffard and Boegman 2013), leads to even stronger re-

ductions of potential energy input and AABW consump-

tion by internal wave breaking, with near-field and far-field

mixing together contributing 3–8Sv of AABW upwelling

north of 308S. The sensitivity to this critical Reb highlights

the need to reduce uncertainties associated with validity

ranges of the high-diffusivity regimes. Targeted field mea-

surements (e.g., Bluteau et al. 2013) are required to further

constrain the Reb dependence of mixing efficiency in

stronglymixingwaters and to critically examine themodel’s

limitations across a range of oceanic conditions and scales.

Local oceanic mixing efficiencies likely depend on the

specific flow instabilities through which energy cascades

to the dissipation scale, and the time–space intermittency

of turbulence implies that they must vary on short spatial

and temporal scales (Smyth et al. 2001; Ivey et al. 2008;

Mashayek et al. 2013;Mashayek and Peltier 2013). Ocean

general circulation models do not resolve the turbulent

cascade and require parameterizations that realistically

incorporate the large-scale statistics of irreversible mix-

ing (Arneborg 2002). Although the universality of the

proposed Reb regimes is debatable (e.g., Mater and

Venayagamoorthy 2014), it is argued that the Rf(Reb)

model improves upon the constant efficiency assumption

by capturing some of the statistical variability of oceanic

mixing efficiency, in accord with observations and theory

(Bouffard and Boegman 2013). Implementation of the

Reb-dependent parameterization, togetherwith efforts to

refine and generalize the model by factoring in the

process and scale dependence ofmixing efficiency, should

therefore contribute to improve the representation of

diapycnal mixing in ocean models.
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APPENDIX

Implementation of the Turbulent Diffusivity Model

The turbulent diffusivity (Shih et al. 2005; Bouffard and

Boegman 2013) and diffusivity ratio (Jackson andRehmann

2014) parameterizations considered in this study are both

expressedas a functionof the turbulence intensity parameter

Reb 5 «n /(nN
2). Although frictional dissipation «n is the

most readily accessible quantity from observations in the

field, mixing parameterizations for ocean models are

formulated upon the energy lost to the internal wave

field, «T 5 «n1KrN
2. To reframe the model equations

in terms of «T rather than «n, we first define a modified

turbulence intensity parameter ReTb 5 «T /(nN
2)5Reb 1

(Kr/n). The ReTb -dependent formulation can then ob-

tained by substituting ReTb 2 (Kr/n) for Reb inKr(Reb)

equations and solving for Kr. This is easily done for the

transitional and energetic regimes:

Transitional (10:2#ReTb # 480): K
r
5

1

6
nReTb and

(A1)

Energetic (480#ReTb ): Kr
5 4n(

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
41ReTb

q
2 2).

(A2)

No simple analytical solution can be obtained for the

buoyancy-controlled regime, however. Given the inherent

TABLE A1. Parameterization of the diapycnal heat diffusivity. The top two rows describe the Reb-dependent formulation of Bouffard

and Boegman (2013). The bottom two rows indicate ranges and equations used in the present implementation. The indicated upper limits

of the energetic regime correspond to the imposed upper-bound on KQ, taken as 1022 m2 s21.

Regime Molecular Buoyancy controlled Transitional Energetic

Reb (range) [0; 1.7] [1.7; 8.5] [8.5; 400] [400; 6.25 3 106]

KQ(Reb) (m
2 s21) 1.4 3 1027

ReTb (range) [0; 1.93] [1.93; 10.2] [10.2; 480] [480; 7.50 3 107]

KQ(ReTb ) (m
2 s21) 1.4 3 1027
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degree of uncertainty in the exponents and coefficients

of the Bouffard and Boegman (2013) experimental fits,

we deem it justified to simplify ReTb -dependent equations

in the buoyancy-controlled and energetic regimes by

using expressions of the form Kr 5Cn(ReTb )
n, where

the exponent n is kept the same as in the original Reb-

based fits, and the nondimensional constant C is ad-

justed to respect both continuity and the limits of the

transitional regime (Table A1). This simplification con-

serves the general behavior of the energetic regime, and

the resultingKr deviates by less than 10% from that given

by (A2). Note that the difference between heat and

density diffusivities at low Reb complicates in principle

the reformulation of KQ in the buoyancy-controlled re-

gime, but such complications can be ignored in view of

the above-mentioned uncertainty, especially in this weak

diffusivity regime.

The salt diffusivity is then deduced from KQ(ReTb )

using the diffusivity ratio parameterized by Jackson and

Rehmann (2014):

K
SA
/K

Q
5

1:01

2
1
0:99

2
tanh

�
0:92

�
log

�
5

6
ReTb

�
2 0:60

��
,

(A3)

where the original equation was simply modified

by replacing Reb with (5/6)ReTb . This modification

introduces a slight distortion of the original fit outside of

the transitional regime but preserves the exact Reb de-

pendence within 8.5# Reb # 400. Again, this necessary

adjustment is deemed well within the uncertainty of the

parameterization.
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CHAPTER

III
Geometric controls of the
meridional overturning

Estimates of abyssal water mass transformation presented in chapters I and II revealed a

robust feature: upwelling rates tend to peak within the neutral density layer which has the

largest seafloor coverage. This feature is mainly caused by the following factor: the bottom

boundary condition on the diffusive density flux favours the destruction of near-bottom waters.

It is amplified by two additional factors: turbulence tends to be concentrated along boundaries,

so that interior density fluxes tend to be strongest near the bottom boundary; the global incrop

area profile exhibits a sharp peak, so that a narrow density range monopolizes a sizeable frac-

tion of the ocean floor.

The climatological neutral density field thus contains much information about the struc-

ture of the abyssal overturning. Through the peak incrop area, it determines the neutral surface

of peak upwelling and the boundary between southward-flowing deep waters and northward-

flowing bottom waters. Through the narrow density range of significant incrop areas, it con-

strains the overall vertical range of strong diabatic transports. By revealing that Antarctic

Bottom Water (AABW) monopolizes access to the seafloor, it corroborates the picture of an

overturning characterized by a diabatic, northward abyssal branch contrasting with a predom-

inantly adiabatic, deep southward branch.

That the observed density field tells much about the abyssal overturning is perhaps not

surprising given that it is largely shaped by that circulation. Indeed, because the AABW circu-

lation is essentially diabatic, abyssal flows and density gradients are tightly coupled. Nonethe-

less, since it is specifically the seabed coverage of density layers that controls the structure
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Figure 0: Schematic showing a set of neutral density layers (delimited by black lines) intersecting the
seafloor (gray). The thickness of density layers increases with depth in accord with a depth-decreasing
stratification. A combination of weak stratification and weakly sloping floor gives the layer centred
around neutral density γ = 28.11 kg m−3 the largest seafloor coverage. The no-flux bottom boundary
condition on the downward mixing-driven buoyancy flux (straight red arrows) and the presence of a
bottom geothermal buoyancy source (red wiggly arrows) mean that this layer is likely to receive more
buoyancy than its neighbours.

of diabatic upwelling, the mere distribution of ocean floor may already contain significant in-

formation about the abyssal overturning. Large incrop areas result from the combination of

weak stratification and weakly sloping floor (Fig. 0). The freedom the ocean has to establish

the level of peak upwelling and the structure of the abyssal overturning should thus depend on

the balance between stratification and topography controls on large incrop areas.

In this chapter, we show that the depth distribution of ocean floor is a major determinant

of AABW’s itinerary across the deep Pacific, Indian and Atlantic basins, thereby limiting the

degrees of freedom of the abyssal ocean to adjust to new boundary conditions.
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Abstract:

The deep ocean is broadly characterized by northward flow of densest waters in the

abyss and southward flow of lighter waters at mid-depths. Understanding what controls

the strength and structure of these inter-hemispheric flows, referred to as the merid-

ional overturning, is key to quantifying the deep ocean’s ability to store carbon and heat.

Here we show that the geometry of ocean basins, by shaping the diffusive density flux

descending into the abyss, sets the divide between northward and southward limbs of

the overturning and the vertical extent of abyssal upwelling. The analysis suggests that

changes in basin area with depth, together with constrictive passages regulating sub-

basin exchanges, place strong external constraints on present and past deep ventilation

rates and pathways.

Dense waters originating from the surface high latitudes make up the overwhelming majority

of the ocean volume. Formed through intense heat loss and salinification, gravitation

allows them to sink and spread along the ocean floor, carrying surface information into the

slow-paced abyss and contributing to the long memory of the ocean. But the memory time

and buffering effect of the deep ocean ultimately depend upon the rate at which these dense

waters are removed from deep seas and returned to the surface. Physical controls on the

volume and return pathways of dense waters are therefore key to the ocean’s carbon and heat

storage capacity and its role in centennial to multi-millennial climate variability (Sigman et al.

2010; Ferrari et al. 2014).

The cycle of formation, transformation and destruction of dense water masses is often

conceptualized as a meridional overturning circulation composed of two dynamically distinct

limbs (Fig. 1; Nikurashin and Vallis 2012): an abyssal, northward limb that carries the densest

Antarctic-sourced waters (Antarctic Bottom Water, abbreviated as AABW) until they upwell

into lighter waters of the Indian, Pacific and Atlantic basins ; and a deep, southward limb that

carries these lighter deep waters to the Southern Ocean. Because it involves a gradual decrease

in the density of AABW, the abyssal branch is considered as a diabatic circulation. In contrast,
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Figure 1: Climatological density field and schematic overturning transports. Neutral density is shown as
a function of latitude and pseudo-depth, where the pseudo-depth of density surfaces is found by filling
each latitude band from the bottom up with ocean grid cells ordered from dense to light. Gray arrows
give a simplified view of overturning transports. Arrows oriented along density surfaces correspond to
adiabatic flows, those crossing density surfaces correspond to diabatic flows.

the southward flow of overlying deep waters is thought to be predominantly adiabatic, that

is, density-preserving. This dynamical divide is consistent with the two regimes apparent

in the present deep ocean density distribution (Fig. 1): north of the Antarctic Circumpolar

Current and away from polar sinking, flat density surfaces above 3,000 m depth appear

compatible with an adiabatic arrangement of water masses, whereas the northward descent of

deeper density surfaces signals transformation of abyssal waters as they travel meridionally.

However, what sets the boundary between northward abyssal flow and southward deep flow

and the transition between diabatic and adiabatic regimes remains largely unclear. Here, we

show that these transitions are intimately linked to the shape of ocean basins.

The deep ocean communicates with the surface in two high-latitude regions (Fig. 1):

the North Atlantic, where deep waters are formed and exported southward to ventilate the

∼ 27.72-28.14 kg m−3 density range (Ganachaud and Wunsch 2000; Lumpkin and Speer

2007), and the Southern Ocean, where rising density surfaces allow deep waters to upwell

primarily adiabatically (Toggweiler and Samuels 1993; Marshall 1997; Marshall and Speer

2012), the densest of which are ultimately converted into sinking AABW through near-surface
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Figure 2

a b c

Depth distributions of ocean floor, water volume and incrop areas for the 40S-48N ocean domain.
a, Cumulative (black) seafloor area and (blue) ocean volume from the bottom upwards and (gray)
seafloor area per unit depth. b, Incrop area (seafloor area per unit density, gray) and its bottom-up 
cumulative sum (black) shown as a function of neutral density (right axis) and incrop area-weighted
depth (left axis). c, Same as b, with a linear neutral density axis on the left. 

Figure 2: Depth distributions of ocean floor, water volume and incrop areas for the 40◦S-48◦N ocean
domain. (a) Cumulative (black) seafloor area and (blue) ocean volume from the bottom upwards and
(gray) seafloor area per unit depth. (b) Incrop area (seafloor area per unit density, gray) and its bottom-
up cumulative sum (black) shown as a function of neutral density (right axis) and incrop area-weighted
depth (left axis). (c) Same as (b), with a linear neutral density axis on the left. The ocean bathymetry
used is the 1/30-degree resolution ’etopo2v2’ product (Smith and Sandwell 1997).

densification (Talley 2013). Note that we use neutral density, denoted γ, as a globally

consistent density variable (Jackett and McDougall 1997), and subtract 1,000 kg m−3 to all

density values for concision. Away from these regions, dense waters are isolated from surface

forcing, so that their density transformation and upwelling rely on interior, diabatic processes.

We henceforth focus on these interior processes and restrict the analysis to ocean waters

situated below 1,000 m depth and between 40◦S and 48◦N.

Between 300 and 3,000 m depth, ocean topography is dominated by relatively steep

continental slopes, occupying no more than 20 % of the seabed (Figs. 2a and 3). At larger

depths, flatter abyssal plains and spreading ridges dominate and account for almost 80 %

of the ocean’s area. Ocean layers therefore have unequal access to the seafloor: 1/4 of

the water volume, below 3,500 m, occupies 3/4 of the seabed, with a peak coverage in the

4,300-5,300 m depth range. This inequality is reinforced when considering the seafloor

coverage of density layers – that is, layers defined by a fixed density interval –, because their

thickness generally increases with depth in the deep ocean (Figs. 2b,c and 4). By analogy with

surface outcrop areas, the bottom area intersected by density layers is termed incrop area,

with units of m2/(kg m−3). Fig. 2c shows that the relatively narrow 28-28.25 kg m−3 density
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Figure 3
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Depth-latitude distributions of seafloor area. a-d, Zonal sum of seafloor area for the (a) global, 
(b) Pacific, (c) Indian and (d) Atlantic oceans. e-g, Zonal and latitudinal sum of seafloor area 
shown as a depth profile for the (e) Pacific, (f) Indian and (g) Atlantic oceans. White lines indicate
the depth of peak seafloor coverage as well as the approximate depth marking the transition 
between diabatic and adiabatic regimes.

Figure 3: Depth-latitude distributions of seafloor area. (a-d) Zonal sum of seafloor area for
the (a) global, (b) Pacific, (c) Indian and (d) Atlantic oceans. (e-g) Zonal and latitudinal
sum of seafloor area shown as a depth profile for the (e) Pacific, (f) Indian and (g) Atlantic
oceans. White lines indicate the depth of peak seafloor coverage as well as the approximate
depth marking the transition between diabatic and adiabatic regimes.This is to help with appear-
anceeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee
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range takes up over 80 % of the ocean floor between 40◦S and 48◦N, the lion’s share going

to ∼ 28.11 kg m−3 waters. Because the thickness of abyssal density layers varies smoothly

in the vertical, and because the large-scale slopes of deep density surfaces remain modest

at temperate latitudes, the depth distribution and maxima of incrop areas correlate strongly

with those of the seafloor area both on global (Fig. 2) and local scales (Figs. 3 and 4). This

implies that the incrop area distribution is largely controlled by overall basin geometries,

or, more precisely, by the reduction rate of basin areas with depth. The gradual northward

weakening of the abyssal stratification and associated expansion of incrop areas further imply

that northern parts of the three major ocean basins exert the strongest control on total incrop

areas.

These simple geometric considerations have strong implications for the destruction rate

and upwelling pathways of dense waters. Deep ocean sources of density transformation

have long been recognized to be concentrated near the seabed (Polzin et al. 1996, 1997;

Munk and Wunsch 1998; Adcroft et al. 2001), where boundary-catalyzed turbulence and

geothermal heating combine to erode the near-bottom stratification and progressively lighten

the bottom-most waters of the ocean. The resulting near-bottom confinement of density loss

suggests that deep water masses benefiting from a large seafloor coverage are likely to be

more efficiently destroyed than those isolated from the bottom. Consistent with a preferential

lightening of bottom boundary waters, the latitudinal distribution of incrop areas shows that

they tend to increase along the northward path of AABW and to slowly migrate towards

smaller densities, indicative of a successive removal of incropping density layers (Fig. 4). The

coincidence between the regime of sloping density surfaces and the presence of significant

incrop areas, below about 3,000 m depth, is further suggestion of the dominant role of

boundary transformation. Hence, the concentration of seafloor area around the 4,300-5,300 m

and 28.11 kg m−3 peaks may be expected to strongly influence the strength and structure of

dense water upwelling across density surfaces and the associated meridional flows.

To formally relate overturning flows to incrop areas, we first set out the link between

cross-density transport and the vertical structure of diffusive density fluxes. Within the

40◦S-48◦N deep ocean domain, the steady-state density budget reduces to a vertical
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Figure 4
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Depth-latitude distributions of incrop area. a-d, Zonal sum of incrop area for the (a) global, (b) Pacific,
(c) Indian and (d) Atlantic oceans shown as function of pseudo-depth and latitude. The pseudo-depth
of density surfaces is found by filling global or basin latitude bands with water grid cells ordered from
dense to light. e-g, Zonal and latitudinal sum of incrop area shown as a function of incrop area-weighted 
depth for the (e) Pacific, (f) Indian and (g) Atlantic oceans. White contours indicate surfaces of peak seafloor
coverage as well as the approximate surface marking the transition between diabatic and adiabatic regimes.

Figure 4: Depth-latitude distributions of incrop area. (a-d) Zonal sum of incrop area for the (a) global,
(b) Pacific, (c) Indian and (d) Atlantic oceans shown as function of pseudo-depth and latitude. The
pseudo-depth of density surfaces is found by filling global or basin latitude bands with water grid
cells ordered from dense to light. (e-g) Zonal and latitudinal sum of incrop area shown as a function
of incrop area-weighted depth for the (e) Pacific, (f) Indian and (g) Atlantic oceans. White contours
indicate surfaces of peak seafloor coverage as well as the approximate surface marking the transition
between diabatic and adiabatic regimes.
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advective-diffusive balance (Palter et al. 2014):

ω ∂zγ = ∂z(K⊥∂zγ) . (III.1)

In (III.1), z is depth and ω and K⊥ stand respectively for the velocity and turbulent diffusivity

in the direction perpendicular to density surfaces, referred to as the dianeutral direction. For

simplicity, we have assumed a linear equation of state, an assumption that will be relaxed

below. Noting that density can be used as a vertical coordinate, we can rewrite the dianeutral

velocity simply as the density-derivative of the diffusive density flux:

ω = ∂γ(K⊥∂zγ) . (III.2)

Equations (III.1)-(III.2) state that cross-density advection equates the divergence of mixing-

driven density fluxes: a convergent, depth-decreasing flux causes lightening, balanced by up-

welling (ω < 0, directed to lower density), whereas a depth-increasing density flux implies

densification and downwelling (ω > 0). Integrating ω over a density surface A(γ), we obtain

the total dianeutral transport

T =
∫∫

A(γ)
ω dA =

∫∫
A(γ)

∂γ(K⊥∂zγ) dA . (III.3)

Using the no-flux bottom boundary condition, the constraint that turbulent mixing cannot flux

density across the seafloor, and defining F =
∫∫
A(γ)K⊥∂zγ dA as the total diffusive density

flux crossing the neutral surface A(γ), (III.3) reduces to

T = ∂γ

∫∫
A(γ)

K⊥∂zγ dA = ∂γF , (III.4)

the large-scale advective-diffusive balance that mirrors the local balance (III.2). Derived here

for turbulent mixing acting upon neutral density gradients, (III.4) generalizes to a non-linear

equation of state and the presence of bottom geothermal heat fluxes by defining F (γ) as an

equivalent density flux crossing A(γ) (de Lavergne et al. 2016b). Geothermal density fluxes

are then represented by a vertically-uniform but bottom-vanishing density flux, generating the

same bottom density extraction.
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Equation (III.4) implies that dianeutral upwelling is controlled by F (γ), the density

profile of the downward diffusive buoyancy flux that penetrates in the ocean. In turn, we can

relate basin-scale dianeutral transports to meridional, along-density flows by realizing that T

must equate the net meridional mass flux into the volume underlying A(γ). In the Indian and

Pacific oceans, where deep density layers only connect with the Southern Ocean (Fig. 4b,c),

the net southward transport across a latitudinal section y = ys and below a given density

surface, denoted ψ(ys, γ), is simply equal to T (y ≥ ys, γ). This entails in particular that

the surface of peak upwelling T north of 40◦S defines the boundary between northward and

southward flow at 40◦S. In the deep Atlantic ocean, which is fed both from the Arctic and the

Antarctic Circumpolar Current (Fig. 4d), we have

ψ(ys, γ)− ψ(yn, γ) = T (ys ≤ y ≤ yn, γ) (III.5)

where ys and yn define respectively the southern and northern bounding latitudes of the

domain. Depending on the densest water influx at 48◦N, the transition between northward

and southward Atlantic transport at 40◦S may therefore occur at a somewhat denser level than

the maximum upwelling rate.

Fig. 5 shows the profile of the total and mean density flux F as well as the associated

40◦S-48◦N dianeutral transports under four different scenarios: (S1) vertically and hor-

izontally uniform density flux; (S2) bottom-enhanced density flux, with uniform bottom

magnitude; (S3) effective diffusivity profile inferred from an inverse estimate of ocean

transports (Lumpkin and Speer 2007); and (S4) constant upwelling of 30 × 106 m3 s−1 from

4,000 to 1,000 m depth, following assumptions of the Abyssal Recipes II calculation (Munk

and Wunsch 1998). In scenarios (S1) and (S2), the flux magnitude is chosen so that the peak

upwelling rate matches that of (S3). The bottom-intensification of (S2) density fluxes is

specified as an exponential decay from the seafloor with a 500 m e-folding scale, a structure

representative of turbulence observations in the abyssal Brazil Basin (St. Laurent et al. 2002).

Scenario (S1) corresponds to a diabatic bottom boundary overlain by an adiabatic ocean
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Figure 5: Density fluxes and associated dianeutral transports for the 40◦S-48◦N ocean domain. Shown
are (a) the total density flux F , (b) the mean density flux and (c) total dianeutral transports for four
different scenarios (see text): (pale blue) uniform local density flux, (blue) bottom-enhanced local
density flux, (orange) density flux implied by the effective diffusivity profile obtained by Lumpkin and
Speer (2007), and (red) constant dianeutral upwelling of 30× 106 m3 s−1 from 4,000 to 1,000 m depth,
following assumptions of Munk and Wunsch (1998).

interior: convergence of local density fluxes occurs only in the unstratified bottom boundary

layer, where the density flux decreases to match the no-flux boundary condition. Though

a drastic simplification, this idealization has grounding in the observational and theoretical

evidence that lightening of deep and abyssal waters mostly occurs along the bottom boundary

(Wunsch and Ferrari 2004; Emile-Geay and Madec 2009; Huussen et al. 2012; Polzin

et al. 2014; de Lavergne et al. 2016b). The scenario results in diabatic upwelling peaking

at γ = 28.11 kg m−3 and mostly confined to below the γ = 28 kg m−3 density surface

(Fig. 5c), matching the incrop area distribution (Fig. 2c). This behaviour can be understood

by noting that the total density flux follows the area of density surfaces, A(γ) =
∫∫
A(γ) dA,

whose shrinking rate −∂γA is equal to the incrop area. Because a uniform density flux

homogeneously lightens waters covering the ocean floor, scenario (S1) implies that density

layers upwell in proportion to their access to the seafloor. Consequently, diabatic upwelling

is then restricted to the depth and density range of significant incrop areas, and the boundary

between northward and southward meridional transport coincides with the peak basin

incrops (Fig. 6) – except for a potential, small downward displacement in the Atlantic.
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Diabatic transport
Adiabatic transport
Mixing-driven buoyancy flux
Geothermal buoyancy flux

Figure 6: Schematic abyssal overturning circulation north of 40◦S. The average depth of density sur-
faces is shown as function of (lower axis) bottom neutral density (see Fig. 7) and (upper axis) cumu-
lative incrop area going from dense to light bottom density. The surface of maximum incrop area
(γ = 28.11 kg m−3), corresponding to meridional flow reversal, and the surface marking the approxi-
mate transition between diabatic and adiabatic flow regimes (γ = 28 kg m−3), are contoured in white.
Density loss and diabatic upwelling are confined to near-bottom waters, which climb across density
surfaces and along ridge flanks at a rate roughly commensurate with the incrop area. Through mass
conservation, this cross-density, along-bottom circulation maintains an along-density, interior circula-
tion which supplies (returns) dense waters from (to) the Antarctic Circumpolar Current. (In the Atlantic
ocean, these along-density flows may have an additional supply component from the subpolar North
Atlantic.)

In particular, most of Antarctic-sourced abyssal waters must flow back to the Antarctic

Circumpolar Current below 2,500 m depth (Fig. 4), concurring with a pivotal role of the

Southern Ocean in their ultimate surface return (Toggweiler and Samuels 1993; Marshall

1997; Marshall and Speer 2012) but contrasting with the low-latitude upwelling scenario (S4).

Whether incrop areas control the actual structure of deep ocean upwelling depends on

the degree to which the uniform-flux scenario captures gross properties of abyssal water mass

transformation. Because geothermal heat fluxes exhibit relatively weak spatial variations

away from ridge crests (Goutorbe et al. 2011) and contribute net bottom density losses,

they are well described by the uniform-flux assumption. In contrast, deep ocean mixing is
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observed to be dominated by patchy, topographically-enhanced turbulence (e.g., Polzin et al.

1996, 1997; Bryden and Nurser 2003; Thurnherr et al. 2005; Huussen et al. 2012; Waterhouse

et al. 2014). Such turbulence is generally associated with a bottom-enhanced density flux,

whereby lightening of densest waters occurs at the expense of densification immediately

above. Scenario (S2) explores the impact of an idealized, geographically homogeneous

bottom-intensification of density fluxes. Under this scenario, density loss (gain) generally

dominates for density layers that have a larger (smaller) incrop area than their underlying

neighbour. Upwelling is consequently found within waters denser than 28.11 kg m−3, peaking

just under this level, whereas density gain and downwelling characterize lighter waters, for

which the total density flux F is divergent. Hence, scenario (S2) leads to broadly similar

upwelling as implied by (S1) but confined to below the 28.11 kg m−3 density surface.

In reality, rather than equally distributed along the bottom, energetic abyssal turbulence

is thought to be largely restricted to regions of strong internal wave generation by flow

over topography (Kunze and Sanford 1996; Polzin et al. 1997; Garrett and Laurent 2002;

Nikurashin and Ferrari 2010) and to a relatively small number of inter-basin passages

(Polzin et al. 1996; Bryden and Nurser 2003). Because internal wave generation is heavily

weighted toward shallower, strongly-stratified regions (Nycander 2005), the associated

bottom-intensified turbulence tends to drive a convergent density flux across the deep Atlantic

and Indo-Pacific basins, with an estimated upwelling structure broadly matching that of incrop

areas (de Lavergne et al. 2016a,b). Such a match cannot be expected for the mixing occurring

within main circulation chokepoints, where intense, extremely localized density fluxes

efficiently consume the densest flowing waters (Bryden and Nurser 2003). The leading role

of restrictive passages connecting Indian and Atlantic sub-basins in transforming northward-

flowing AABW is clearly demonstrated by the bottom density field (Fig. 7). Indeed, because it

is essentially confined to the near-bottom, the cross-density circulation can largely be tracked

from the bottom density distribution. Whereas the Pacific has few topographic restrictions and

relatively smooth bottom density gradients, density transformation appears to be concentrated

at flow constrictions in the Indian and Atlantic oceans. There, access to constrictive passages

may therefore be as strong a determinant of diabatic upwelling rates as is the access to large

seafloor areas.
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Figure 7: Bottom neutral density field (shading) and 4,000 m bathymetric contour (black).

Nevertheless, simple reasoning suggests that mixing at deep straits and sills acts to re-

inforce rather than supplant the influence of incrop areas on the overall overturning structure.

First, by eroding the stratification of through- and over-flowing waters, such mixing increases

the thickness of bottom density layers, augmenting their incrop area further downstream

and thus contributing to the density concentration of incrops. Second, major passages are

crossed along the northward path of AABW, indicating that they do not host the peak diabatic

transports that define the meridional flow reversal. In other words, though they considerably

transform the densest categories of AABW, deep inter-basin through-flows do not account for

the pivot upwelling of the lighter, end-basin waters. Instead, they contribute to the progressive

homogenization of AABW that allows the lighter categories to spread along the ocean floor

and undergo strongest upwelling.
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Consistent with these arguments, an estimate of the density flux grounded in an inver-

sion of hydrographic observations (scenario (S3)), together with an independent inverse

solution (Ganachaud and Wunsch 2000), place the peak upwelling rate and associated flow

transition at the 28.11 kg m−3 level. Further, scenario (S3), in agreement with (S1), results

in dianeutral upwelling decreasing to 25 % of its maximum value at γ = 28.05 kg m−3,

suggesting that the bulk of upwelling waters retains densities larger than 28.05 kg m−3 and

enters the Antarctic Circumpolar Current within the approximate 2,500-3,500 m depth range

(Figs. 4 and 6). Thus, the result anticipated from (S1) that diabatic upwelling peaks within

the density layer that has the largest seafloor coverage, and decreases rapidly for lighter

densities, appears to be robust. The robustness of this structure owes to two principal facts:

boundary mixing and geothermal heating restrict density loss to the bottom boundary; density

layers have strongly unequal access to the seafloor. The ensuing picture of the overturning’s

functioning is summarized in Fig. 6. It has wide ranging implications.

First, estimates of the mixing energy required to maintain cross-density upwelling at

temperate latitudes (Munk and Wunsch 1998) must account for its restricted vertical extent.

Despite their recognition that density transformation is concentrated along the boundaries,

Munk and Wunsch (1998) neglected the role of basin geometry, which dictates that upwelling

is largely limited to weakly sloping abyssal floor (Fig. 5). A fixed ratio of 1/5 between the

density flux (times gravity) and the associated power yields values of respectively 0.38, 0.19,

0.64 and 0.96 TW for scenarios (S1) to (S4) and densities comprised between 28.11 and

27.5 kg m−3. Note that the larger 2.1 TW number obtained by Munk and Wunsch (1998)

stems from their use of a different stratification field and of the total ocean area, rather than

that of their 40◦S-48◦N domain, in the final estimate. Next, the abyssal stratification and

overturning are indivisible from the ocean bathymetry and its depth distribution. Theories

(Nikurashin and Vallis 2011, 2012) aiming to quantitatively predict the strength and structure

of the abyssal circulation must therefore account for geometric controls of the basin-scale

diffusive density flux. Our analysis suggests that the depth-varying area of ridges largely

sets the peak level and vertical extent of abyssal upwelling. The presence of sub-basins

and bathymetric constrictions is an additional strong determinant of the north-south AABW

density range, and may be thought of as an effective enlarger of basin areas.

105



Third, the abyssal overturning may be more vertically confined than commonly thought

(Talley 2013; Ferrari et al. 2014). The present analysis suggests that diabatic dense water

upwelling north of 40◦S is largely limited to depths greater than 2,500 m and densities

greater than 28 kg m−3 (Fig. 6). Therefore, only a minor fraction of Antarctic-sourced

waters may be able to diffuse up to the shallower cores of Indian and Pacific Deep Water,

whose implied isolation concurs with their characteristic low oxygen concentrations and

radiocarbon activities. The bulk of Antarctic-origin waters may instead return to the Antarctic

Circumpolar Current at sufficiently high densities to be upwelled south of the permanent sea

ice line (γ ≈ 27.9 kg m−3; Ferrari et al. 2014) and recycled back into AABW, implying that

the abyssal overturning functions primarily – but not strictly – as a closed loop. Further, the

seafloor area distribution may be used to estimate the level at which southward-flowing North

Atlantic Deep Water can be considered as largely decoupled from Antarctic-sourced bottom

waters, corresponding to the transition level between diabatic and adiabatic regimes: near

3,000 m depth (Fig. 4d,g). Last, the incrop area control of the divide between northward and

southward deep transport raises important questions regarding past reorganizations of deep

water masses and their involvement in natural climate changes. In the absence of abrupt

depth variations in the large-scale abyssal stratification, the broad coincidence between peak

seafloor and incrop areas must hold. The volume of Antarctic-sourced waters participating

in the slowest, northward limb of the overturning may therefore be constrained by current

basin geometry to depths greater than ∼ 4,000 m, limiting the effective storage capacity of the

abyssal ocean.
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CHAPTER

IV
Observing and modelling the
bottom boundary layer:
challenges

In chapter I, we argued that buoyancy gain and diabatic upwelling are mainly confined to a

thin bottom layer. Variations of the mixing efficiency control the thickness of this bottom layer

(chapter II). In chapter III, we showed that the near-bottom concentration of buoyancy gain has

important implications for the overall structure of the abyssal overturning. These studies thus

emphasize the central role of the bottom boundary layer for the circulation of Antarctic Bot-

tom Water and, more generally, for deep water mass transformation. The emerging, idealized

picture is that of an adiabatic ocean interior, where water masses spread unperturbed along

density surfaces, sandwiched between surface and bottom boundary layers, where the bulk

of water mass transformation is accomplished. Yet the parallel between the roles of surface

and bottom boundary layers contrasts vividly with their unequal representation in the oceano-

graphic literature, observational databases and modelling practices.

Reasons to explain the difference in the attention given to top and bottom boundaries are

manifold. Not least is the inherent difficulty of observing the bottom, lightless waters of the

ocean, 85 % of which lie below 2,000 m depth, the maximum sampling depth of autonomous

Argo floats (Roemmich et al. 2009). Current knowledge of deep ocean properties therefore

relies exclusively on ship-based measurements, mostly along repeated hydrographic sections

(Purkey and Johnson 2010), leaving wide swaths of the abyss unexplored. In addition, instru-

ment cost and protection imply that microstructure profilers are generally programmed to drop

their ballast about 200 m above the bottom, leaving out the bottom-most waters. As a result,
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knowledge of near-bottom stratification and turbulence levels in the abyss is strongly limited.

In particular, the ensuing uncertainty in the abyssal density field of gridded ocean climatolo-

gies is a major source of uncertainty for the water mass transformation calculations presented

in previous chapters.

But the sparseness of near-bottom observations is not solely a limitation for estimates of

abyssal cross-density flows. Interactions between currents and topography are an important

route of the cascade that drains energy out of the general circulation (e.g., Dewar et al. 2011;

Nikurashin et al. 2012; Naveira Garabato et al. 2013; Wright et al. 2012, 2013, 2014). Present

understanding of the energy balance of the general circulation, and consequently modelling

of that same circulation and its climatic role, suffers from a lack of accurate quantification

of bottom boundary dissipative processes (Naveira Garabato 2012). In turn, the insufficient

characterization and quantification of bottom dissipative processes can be traced in part to

limited direct observations of these processes and to the coarse vertical resolution of general

circulation models at abyssal depths.

In this chapter, we argue that better observing and modelling the bottom boundary layer is

a research priority to improve our understanding of the ocean’s role in climate.
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Uncovering the ocean’s hidden face

A growing body of research points to the ocean bottom boundary both as a corner-

stone in the ocean’s functioning and as a chokepoint in our understanding of the ocean’s

role in climate. Clearing the bottleneck requires concerted observational and modelling

efforts to unveil the physical and biochemical phenomena that hide along the ocean floor.

In May 1959, defending a bold underwater drilling project that would help unravelling

the composition of the Earth’s mantle, American geophysicist Gordon Lill wrote: “The

ocean’s bottom is at least as important to us as the Moon’s behind.” (Lill and Maxwell, 1959:

The Earth’s mantle. Science 129, 1407-1410). Almost half a century later, despite the lasting

exploration efforts fostered by Lill’s initiative, it can be said that the ocean bottom remains as

uncharted as the dark side of the Moon.

Much of this relative neglecting can be traced to historical and logistical reasons. The

opacity of the ocean implies that observation of its subsurface and bed relies largely on in-situ

measurements, which are particularly costly and difficult to operate at abyssal depths, besides

remote from continents. The study of weather and climate has stirred extensive research on

the ocean’s top, where heat, freshwater and gas exchanges with the atmosphere take place, but

generally left its bottom in its cold obscurity. The productive sunlit surface and continental

margins of the ocean have been natural focal points for marine biology and chemistry, which

thrive on satellite observations of surface ocean colour. To a large extent, logistical constraints

have dictated data availability and modelling capabilities, and ultimately orientated ocean

sciences away from its underside.

Nevertheless, we argue that the current paucity of knowledge about ocean bottom phenomena

also stems from an underestimation of their importance for ocean physics, biogeochemistry

and climate. Here, we outline some recent advances in our understanding of ocean dynamics

that pinpoint the key role of bottom boundary processes for ocean circulation and ventilation,

and thereby for the transport of heat, salt, nutrients, gases and sediments, on timescales of

months to millennia. We also impress upon persistent blind spots and sketch priority paths to
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narrow them down.

Accelerated by surface wind and thermohaline forcing, oceanic flows rely largely on

interactions with the slopes and roughness of the bottom topography for their ultimate arrest

(e.g., Zhai et al. 2010; Naveira Garabato et al. 2013). Though they set the energy and

momentum balance of the ocean, these near-bottom, dissipative processes remain rather

poorly known, some of them still lacking identification or understanding and all of them

lacking accurate quantification (Naveira Garabato 2012). The lack of a reliable closure of

momentum and energy budgets hampers in turn our ability to describe and model the flow

of heat and other climatically important tracers across the oceans, both on the seasonal to

multidecadal timescales characteristic of upper-ocean dynamics and on the longer timescales

governed by deep and abyssal layers.

In particular, the concentration of energy dissipation along the bottom boundary is a

key determinant of the large-scale distribution of ocean properties, and of the rate at which

the atmosphere and the deep ocean heat and carbon reservoirs communicate. The dissi-

pation of oceanic flows is synonymous to a transfer of their kinetic energy to small-scale

turbulence through various instabilities – themselves a crucial and active area of research.

The resulting turbulent mixing redistributes seawater properties in the interior, balancing

local advective transports and, more fundamentally, global tracer fluxes through the ocean’s

surface and bottom boundaries (Walin 1982). The seafloor-catalysed energy dissipation is

thus tied to elevated near-bottom turbulent mixing rates that largely contribute to shape tracer

distributions and to set the overall ventilation rate of the deep ocean (Munk and Wunsch 1998).

Furthermore, the bottom intensification of dissipation goes hand in hand with a near-

bottom confinement of the downwelling and upwelling flows that carry dense waters along

the meridional overturning circulation (Fig. 1). Gravitation naturally tends to confine dense

water downwelling to a thin bottom layer. Part of the kinetic energy of the downslope

currents is then lost to turbulent mixing, which densifies entrained waters but lightens the

descending bottom waters. At steady state, the near-bottom buoyancy gain is balanced

by renewed advection of dense waters along the seafloor, and the buoyancy loss above by

112



sinking of overlying lighter waters. An analogous behaviour, though involving different

spatial and temporal scales, characterizes dense water upwelling forced by bottom-enhanced

turbulence (St. Laurent et al. 2001; de Lavergne et al. 2016b). Indeed, such turbulence drives

downward buoyancy fluxes that likewise peak near the seafloor, causing buoyancy gain of

densest waters but buoyancy loss of the waters above. Maintenance of the density field

implies that the lightened bottom waters must then seep upwards along the seabed, while the

overlying densified waters undergo sinking. The along-slope flow is reinforced by the action

of geothermal heating, which supplies additional buoyancy to the bottom-most waters, with

global significance (Adcroft et al. 2001; de Lavergne et al. 2016b).

Downward
buoyancy flux

a b c

dense

light

dense

light

Figure 1: Downslope (a) and upslope (c) currents controlled by near-bottom diffusive buoyancy fluxes (b). 
Boundary-catalyzed turbulence (red spirals) and geothermal heat fluxes (red wiggly arrows) drive a 
convergent buoyancy flux within a thin bottom layer (dashed line) and a divergent buoyancy flux above it. 
The bottom buoyancy gain is balanced by along-slope flow, whereas the buoyancy loss above is balanced 
by sinking of interior waters (blue arrows). Thick black lines represent density surfaces.

Figure 1: Downslope (a) and upslope (c) currents controlled by near-bottom diffusive buoyancy fluxes
(b). Boundary-catalysed turbulence (red spirals) and geothermal heat fluxes (red wiggly arrows) drive a
convergent buoyancy flux within a thin bottom layer (dashed line) and a divergent buoyancy flux above
it. The bottom buoyancy gain is balanced by along-slope flow, whereas the buoyancy loss above is
balanced by sinking of interior waters (blue arrows). Thick black lines represent density surfaces.

Thus, in addition to hosting key boundary processes and exchanges, the bottom bound-

ary layer stands out as a bottleneck for the ventilation of the ocean’s abyss. Yet a host of

unknowns makes the bottom boundary layer an equally strong bottleneck for our quantitative

description and modelling of the meridional overturning. Basic knowledge of the thickness

of the well-mixed bottom layer, of the near-bottom levels of stratification and turbulent

dissipation and of their distribution across the world ocean is lacking. The precise magnitude

of geothermal heat fluxes and the dynamics associated with their absorption by bottom waters

remain largely elusive. The efficiency through which abyssal turbulence mixes stratified fluid

constitutes an additional key uncertainty (de Lavergne et al. 2016a). As a result, the shape and
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magnitude of near-bottom diffusive buoyancy fluxes, which control the strength and structure

of the upslope and downslope flows that maintain the overturning, remain poorly constrained.

The disproportionate significance of bottom boundary processes poses numerous obser-

vational and modelling challenges. Lowering ship-based instruments to abyssal depths

is time-consuming and costly, and their protection often prohibits sampling of the very

bottom waters. Indeed, the prominence of bottom processes for water property modification

has generally been inferred from a mismatch between basin-scale budgets and interior

observations, rather than directly observed (Huussen et al. 2012; Polzin et al. 2014). The

lack of direct evidence impedes dynamical understanding, and therefore modelling, of the

involved processes. The sparseness of abyssal observations further hinders the description and

quantification of dense water flows and properties and their temporal variability. Perhaps even

more challenging is an accurate representation of bottom processes in global ocean models,

whose vertical resolution is coarsest close to the bottom and whose coordinate systems

generally disallow a faithful simulation of along-slope dynamics. An emblematic example is

the long-standing difficulty of ocean climate models to simulate the export of dense waters

along downslope currents, through straits or over sills (Snow et al. 2015).

The gap to be bridged is well illustrated by the opposition between depth-distributions

of seafloor area and model resolution or observational coverage (Fig. 2). Most of the ocean’s

bed lies at depths between 3,000 and 6,000 m, well below the current synoptic temperature

and salinity sampling by automated Argo probes (Riser et al. 2016), which dive to only

about 2,000 m. At depths greater than 3,000 m, the vertical grid spacing of global ocean

models and hydrographic climatologies is typically about 200 m, compared to 1-10 m

near the surface, preventing resolution of the bottom boundary layer. It is thus long before

sampling and modelling of the bottom boundary layer may rival that of its surface counterpart.

Nevertheless, some progress may be at hand. Generalized coordinate systems allowing

for the combined use of depth and terrain-following or density-following vertical levels

have been shown to improve model representations of bottom boundary layer dynamics

without demanding unaffordable horizontal and vertical resolution increases (Griffies et al.
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4,000 m cover 88% of the ocean volume but only 47% of the ocean floor. The state-of-the-art model 
grid taken as example is a 73-level, nominally 1ºx1º global ORCA mesh.

Figure 2: Contrasting depth-distributions of seafloor area (black), ocean volume (blue) and number
of model grid points (red). The depth-distributions are shown as a cumulative percentage from the
surface downward. The overwhelming majority of hydrographic observations is concentrated in the
upper 2,000 m, the depth range covered by current Argo floats. New robotic probes, termed Deep Argo
floats, are being developed to sample deeper waters (Riser et al. 2016). Among present Deep Argo
prototypes, some can dive to 4,000 m and others are able to reach 6,000 m depth. Floats profiling to
4,000 m cover 88 % of the ocean volume but only 47 % of the ocean floor. The state-of-the-art model
grid taken as example is a 73-level, nominally 1ox1o global ORCA mesh.

2000; Ezer and Mellor 2004). Improved process understanding may be achieved with high

resolution idealized or regional model studies focusing on flow-topography interactions,

boundary instabilities and mixing (e.g., Nikurashin et al. 2012). But headway will remain

slow unless new observations can bring into focus leading processes and provide ground-truth

context to modelling work. The Deep Argo programme (Riser et al. 2016), which aims

for a global array of deep-diving floats allowing full-depth closure of heat and freshwater

budgets, offers the perspective of a spatial and temporal scale change in abyssal hydrographic

sampling. We suggest that seafloor area coverage should be considered alongside volume

coverage in the programme’s design, implying encouraged development of floats able to reach

6,000 m depth (Fig. 2). More ongoing instrumental developments, including deep-sea gliders
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or terrain-following floats together with biochemical sensors, have the potential to further

improve property mapping and process understanding of the bottom ocean. In general, we

believe that wider recognition of the need to bring the ocean’s hidden face to light will stir

new observational endeavours, yield scientific surprises and catalyse progress in a range of

geoscience disciplines.
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CHAPTER

V
Towards a parameterization of
internal wave-driven mixing

In chapters I and II, we explored the role of locally or remotely breaking bottom-generated

internal waves for deep water mass transformation. The specified distributions of the wave-

breaking energy used to infer diapycnal diffusivities relied on several gross simplifications,

including:

(1) One-third of the estimated energy flux into internal tides and lee waves dissipates locally

according to a fixed exponential decay with height above bottom.

(2) The remaining internal tide energy dissipation is proportional to water depth or uni-

formly spread within 1,000 km of sources, with a vertical distribution that depends on

an integer power of the buoyancy frequency N .

Simplification (1) is commonly adopted to parameterize bottom-enhanced tidal mixing in

global ocean models (e.g., Simmons et al. 2004b; Jayne 2009; Melet et al. 2014). Assumptions

(2) are strongly idealized scenarios which aimed at exploring the sensitivity to key choices.

To narrow down uncertainties in the contributions of internal tides and lee waves to the

consumption of Antarctic Bottom Water (AABW), and to improve model representations of in-

ternal wave-driven mixing, it is necessary to construct more accurate three-dimensional maps

of internal tide and lee wave energy sinks. This entails relaxing assumptions of a fixed fraction

and fixed vertical structure of local dissipation, and estimating where the energy of the prop-

agating, lower-mode internal tides cascades down to the dissipation scale. In particular, the
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analysis of chapter I showed that the vertical structure of the dissipation should receive spe-

cial attention. Because we expect this vertical structure to depend upon the process causing

internal waves to dissipate (e.g., Nikurashin and Legg 2011; Legg 2014; Melet et al. 2016),

we must aim to distinguish different process contributions to the dissipation of internal waves.

In this chapter, building on recent advances in our understanding of how and where internal

tides dissipate (e.g., Bühler and Holmes-Cerfon 2011; Klymak et al. 2011, 2013; MacKinnon

et al. 2013b; Kelly et al. 2012, 2013; Legg 2014; Eden and Olbers 2014; Lefauve et al. 2015;

Melet et al. 2016; Zhao et al. 2016), we present a framework for estimating internal tide

energy sinks and parameterizing internal tide- and lee wave-driven mixing in ocean climate

models. The proposed mixing scheme has been implemented in the NEMO ocean model,

and is currently employed in the ocean component of the IPSL climate model participating to

phase six of the Coupled Model Intercomparison Project. Nonetheless, despite its advanced

development, the parameterization remains a work in progress as the comparison of mapped

dissipation rates against available turbulence observations (Waterhouse et al. 2014) has not

been completed.

The rationale of the mixing parameterization is the following. First, we estimate the hori-

zontal distribution of internal wave energy dissipation as a function of the process transferring

energy to small dissipative scales (section V.1). Second, we convert two-dimensional maps of

available power into three-dimensional energy fields by applying a vertical structure of dissipa-

tion appropriate to each dissipative process (section V.2). Last, we deduce a three-dimensional

diffusivity field from total dissipation rates using a variable mixing efficiency (chapter II).
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V.1 Two-dimensional mapping of internal tide energy sinks

Context

The interaction of barotropic tidal currents with topography generates internal tides of various

vertical scales (Garrett and Kunze 2007). Waves of small vertical scale are more prone to

instability than larger-scale waves, which can propagate over longer distances and dissipate

far from their generation site (e.g., St. Laurent and Garrett 2002). To characterize the vertical

scales of internal tides, it is customary to describe their vertical wavenumber spectrum by a

discrete set of vertical normal modes or "equivalent" modes. Whereas the first few modes

have been observed to travel over up to several thousands of kilometres (Ray and Mitchum

1996; Zhao et al. 2016), higher modes are thought to break into small-scale turbulence within

a relatively small radius of their emission. The breaking of high mode internal tides is thus

generally mapped using the assumptions that high modes represent a uniform fraction of the

energy source and feed local dissipation (St. Laurent et al. 2002). Where and how the energy

of lower modes is lost to turbulence remains a subject of active research (MacKinnon et al.

2013b; Melet et al. 2016; Pinkel et al. 2016).

Niwa and Hibiya (2011) recently constructed a map of low-mode tidal dissipation us-

ing global three-dimensional numerical experiments that include tidal forcing and a 30-day

linear damping of baroclinic perturbations. But though these global simulations allow a repre-

sentation of the generation and propagation of low-mode internal tides (Simmons et al. 2004a;

Niwa and Hibiya 2011; Waterhouse et al. 2014), they do not resolve the downscale energy

transfer through which internal tides dissipate. As a result, the inferred low-mode dissipation

is dependent on model numerics (Nugroho et al. 2015) and/or artificial damping terms (Niwa

and Hibiya 2011). Process-based attenuation of the simulated internal tide would have to

be parameterized in order to faithfully diagnose the full distribution of remote tidal dissipation.

An alternative approach to map low-mode tidal dissipation consists in resolving an

evolution equation for a given mode’s column-integrated energy E, a function of time t,
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geographical position ~x = (x, y) and angle of energy propagation φ (Eden and Olbers 2014):

∂tE + div~x,φ ~F = S −D (V.1)

where ~F = ~cgE is the horizontal energy transport by the modal group velocity ~cg, D encapsu-

lates energy sinks and S is the angle- and position-dependent generation rate of the considered

mode. Note that the divergence of ~F includes both position (propagation) and angle (refraction

or reflection) terms. Eden and Olbers (2014) solved equation (V.1) for the M2 tidal constituent

using the WOCE hydrographic climatology (Gouretski and Koltermann 2004) and the follow-

ing principal choices:

• The first few modes can be grouped into one evolution equation. Because mode 1 is

expected to dominate, the group speed and estimated dissipation rates of mode 1 are

used.

• The energy source S is taken as one-half the internal tide generation rate estimated by

Nycander (2005), and uniformly distributed in angle.

• Dissipation is parameterized by three terms reflecting three (groups of) processes: (1)

a non-linear term representing interaction with, and energy transfer to, higher-mode

internal waves, evaluated via a transfer integral describing resonantly interacting waves;

(2) an attenuation term for the scattering of the internal tide off abyssal hills, based on

Müller and Xu (1992); (3) a fixed e-folding attenuation time of 7 days within 300 km of

coastlines, representing dissipation at continental slopes and shelves.

They find that triadic wave instabilities (also referred to as parametric subharmonic instabil-

ity) equatorward of 28.8◦ latitudes and scattering through reflection against rough ocean floor

are the dominant sinks of low mode energy, attenuating the M2 internal tide over O(1 day)

timescales. As a result, they obtain weak sensitivity to the slower, spatially more restricted

coastal attenuation. Nonetheless, the estimated rates of open-ocean attenuation contrast with

in-situ (Alford et al. 2007; MacKinnon et al. 2013b) and satellite (Zhao and Alford 2009; Zhao

et al. 2016) observations of long-range propagation of the first-mode internal tide, whose typ-

ical decay time appears to exceed 10 days even in the latitude zone where parametric subhar-

monic instability is active.
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Strategy

Here, we construct climatological maps of column-integrated internal tide energy dissipation

representing distinct breaking mechanisms. Combined with a vertical structure appropriate to

each breaking pathway, these maps may be employed to diagnose tidal water mass transfor-

mation and parameterize internal tide-driven mixing in ocean models. We follow the approach

of Eden and Olbers (2014) but incorporate the following extensions and modifications:

• The three main tidal constituents are considered: M2, S2 and K1.

• Equation (V.1) is solved separately for each of the first five vertical modes of each con-

stituent. Higher modes are assumed to dissipate where they are generated, consistent

with the calculated weak residence time (≈ 4 days) and mean propagation distance (≈

100 km) of mode 5. Hence we do not assume a fixed ratio of local dissipation.

• The energy source for each constituent and each mode is taken from the mode-

decomposed internal tide generation estimates of Falahat et al. (2014), with uniform

angle distribution and an ad hoc correction for negative local rates. Internal tide gen-

eration at abyssal hill topography, estimated by Melet et al. (2013) but absent from the

Falahat et al. (2014) estimates, is assumed to contribute modes higher than 5 only.

• Four dissipative processes are included: (1) wave-wave interactions, crudely repre-

sented by a latitude- and mode-dependent attenuation time compatible with available

observations (Alford et al. 2007; MacKinnon et al. 2013b,a) and theory (Olbers 1983;

Young et al. 2008; Hazewinkel and Winters 2011; MacKinnon et al. 2013b) ; (2) scatter-

ing by small-scale roughness, based on Bühler and Holmes-Cerfon (2011) and abyssal

hill topography parameters of Goff (2010); (3) scattering at critical slopes, estimated

from wave slopes and the 1/30-degree resolution ’etopo2v2’ bathymetry (Smith and

Sandwell 1997) using geometric arguments; (4) shoaling at subcritical slopes, parame-

terized based on results of Legg (2014).

• Energy exchanges between the first five modes are neglected: dissipative processes are

assumed to transfer energy directly to small-scale turbulence.
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• Angle redistribution of the energy flux due to refraction but also to reflection at super-

critical slopes is included.

• Because we are only interested in the steady-state solution, we set the term ∂tE to zero

and propagate the energy flux ~F using a simple Eulerian scheme. Since this scheme

induces a significant degree of diffusion, a concern if the assumed isotropic emission of

the internal tide is to be replaced by a more concentrated, beam-like emission, we plan

to adopt a Lagrangian approach in the future.

Preliminary results

Fig. 1 shows the calculated modal dissipation fields for the semi-diurnal M2 tidal constituent.

Low modes are dominated by mode 1, whose energy source of about 0.3 TW is comparable

to the total power input to modes 2-5. The generation of modes greater than 5 is dominated

by the 0.1 TW contribution of abyssal hill topography (Fig. 1d). Wave-wave interactions are

relatively inefficient at attenuating the first-mode internal tide (Olbers 1983; MacKinnon et al.

2013b; Zhao et al. 2016), so that mode 1 waves are able to propagate across ocean basins

and lose a large fraction of their energy through interaction with bathymetric slopes (∼ 40 %)

and roughness (∼ 30 %). In contrast, wave-wave interactions are found to be the dominant

dissipative mechanism of higher modes.

In order to parameterize internal tide-driven mixing, we need maps of the total energy

flux into turbulence from each type of wave instability. Fig. 2 shows the estimated process-

dependent dissipation rates summed over the principal eight tidal constituents. This sum

Dall is obtained by assuming that the geographies of M2, S2 and K1 dissipation respectively

approximate those of N2, K2 and the next three diurnal constituents (Egbert and Ray 2003),

so that, using appropriate power ratios: Dall = 1.05DM2 + 1.09DS2 + 1.70DK1. The

total dissipation amounts to 1.04 TW, composed of five contributions: low-mode dissipation

via wave-wave interactions (41 %); low-mode scattering by small-scale seafloor roughness

(16 %); low-mode scattering at critical slopes (16 %); low-mode breaking through shoaling
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Figure 1: Estimated dissipation of the (a) mode 1, (b) mode 2, (c) mode 3, (d) mode 4, (e) mode 5 and
(f) higher mode M2 internal tide. Modes greater than 5 are assumed to dissipate locally and include
internal tides radiated from abyssal hills (Melet et al. 2013).

(11 %); high-mode, local dissipation (19 %). Despite the large uncertainties that surround

the calculation, the mapped total dissipation shows fairly good agreement with a recent

near-global observational map of column-integrated dissipation rates estimated from high

resolution hydrographic profiles (Kunze, presentation at Ocean Sciences Meeting 2016).
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Longitude Longitude

a b

c d

e f

Figure 2: Internal tide energy dissipation by process. Low mode dissipation due to (a) wave-wave
interactions, (b) scattering off abyssal hill topography, (c) scattering at critical slopes and (d) shoaling.
(e) High mode, local dissipation and (f) total energy dissipation. The first eight tidal constituents are
considered.
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V.2 Parameterizing internal wave-driven mixing

Context

Mixing parameterizations of most global ocean models only explicitly incorporate the

contribution of locally-dissipating high mode internal tides: they posit that one-third of the

power input to internal tides contributes to local, bottom-enhanced turbulence (St. Laurent

et al. 2002). The remaining two-thirds of the baroclinic tide energy source are then surmised

to participate in sustaining a fixed background diffusivity of about 10−5 m2s−1. Recently,

mixing parameterizations that explicitly account for the dissipation of low mode internal tides

have been developed for global ocean models (Oka and Niwa 2013; Eden and Olbers 2014;

Melet et al. 2016). Oka and Niwa (2013) parameterized mixing driven by remotely-dissipating

internal tides using a static two-dimensional map of baroclinic tide dissipation diagnosed

from global numerical experiments (Niwa and Hibiya 2011). However, the mapped low-mode

dissipation is reliant on a specified attenuation time of baroclinic wave fluctuations (Niwa and

Hibiya 2011) and the assumption of vertically homogeneous dissipation rates.

Eden and Olbers (2014) developed a simple model for the propagation and dissipation

of a low-mode internal wave energy compartment. Coupled to a parameterization of the

dissipation of high mode internal waves through resonant wave-wave interactions (Olbers

and Eden 2013), the model allows online, interactive computation of the three-dimensional

distribution of internal wave-induced turbulent diffusivities. Nonetheless, the parameterized

vertical structure of dissipation reflects only weak wave-wave interactions rather than specific

internal wave breaking pathways. In addition, the predicted leading role of triadic instabilities

for the decay of the first-mode internal tide appears at odds with the observed and simulated

open-ocean attenuation rate of low-mode wave beams (Alford et al. 2007; Hazewinkel and

Winters 2011; MacKinnon et al. 2013b; Zhao et al. 2016).

Melet et al. (2016) used a set of idealized scenarios for the horizontal and vertical dis-

tributions of internal tide energy dissipation to explore the sensitivity of the simulated climate

127



TOWARDS A PARAMETERIZATION OF INTERNAL WAVE-DRIVEN MIXING

to these distributions. Consistent with water mass transformation diagnostics (chapter I), they

found that the vertical structure of the open-ocean dissipation is a key ingredient of internal

wave-driven mixing parameterizations. The climate simulations also reveal sensitivity of deep

ocean properties to levels of mixing within formation regions of dense water masses.

Strategy

Here, we propose a comprehensive parameterization of mixing by breaking internal tides and

lee waves that allows:

• energetic consistency, by obviating the need for a non-molecular (non-zero) floor on

diffusivity (turbulent kinetic energy);

• the combined use of different vertical structures of wave-breaking energy, appropriate

to different breaking processes;

• interactive evolution of these vertical structures in response to stratification changes;

• realistic variations of the fraction of local, high mode dissipation;

• realistic variations of the mixing efficiency (chapter II).

The parameterization uses four static maps of available power (Fig. 3) associated with four

different vertical structures of dissipation, thus favouring a faithful representation of the depth

distribution of turbulence to the interactivity of low-mode energy propagation with simulated,

evolving ocean states.

The first map (Fig. 3a) corresponds to the dissipation of low mode internal tides due to

wave-wave interactions, a process for which observations and theory suggest that turbulent

production εT scales with the square of the buoyancy frequency N2 (e.g., Müller et al.

1986; Gregg 1989; Polzin et al. 1995; Kunze and Sanford 1996; Kunze 2016). The second

component (Fig. 3b) embodies the direct breaking of low mode internal tides through shoal-

ing, where the dissipation structure roughly matches the energy of the wave, proportional

to N (Legg 2014). The third component of the parameterization (Fig. 3c) represents the

scattering of low mode internal tides at critical slopes, which generates boundary turbulence
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c d

Figure 3: Power input to internal wave-driven turbulence. (a-c) Dissipation of low mode internal tides
due to (a) wave-wave interactions, (b) shoaling and (c) scattering at critical slopes. (d) Dissipation of
small-scale waves radiated from the bottom.

along the slope (e.g., Moum et al. 2002; Legg and Adcroft 2003; Nash et al. 2004). The

along-slope concentration of dissipation is not easily mimicked in a coarsely-resolved ocean

with step-like topography. To roughly capture the vertical extent and bottom-intensification of

the dissipation, we use an exponential decay from the seafloor with an e-folding scale equal

to the along-slope height difference ∆H:

εT ∝ exp
[
− hab(z)/∆H(x, y)

]
(V.2)

with hab the height above bottom and z the local height.
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Figure 4: Comparison of the parameterized dissipation (V.3,V.4) with Brazil Basin (21.5◦S, 18◦W) mi-
crostructure observations. (a) Modelled energy dissipation rates (coloured curves) given four values of
the vertical decay scale h0 and the calculated local power input to small-scale waves E0 = 3 mW m−2.
The grey line shows the parameterized dissipation assuming instead an exponential decay with hab

and a 500 m e-folding scale (St. Laurent et al. 2002). Compilations of microstructure observations by
(curve) Polzin (2009) and (symbols) St. Laurent et al. (2001) are shown in black. (b) Same as (a), with
the parameterized low-mode dissipation due to wave-wave interactions (estimated as 1.5 mW m−2 and
vertically distributed as proportional to N2) added to coloured curves. Low-mode dissipation due to
shoaling or critical slope scattering is negligible at this location.

The fourth map (Fig. 3d) estimates the dissipation of small-scale waves emitted from

the ocean bottom, grouping three components of similar global power contribution: locally

generated high mode internal tides; lower mode internal tides scattered off small-scale to-

pography; and lee waves radiated by geostrophic flows impinging on small-scale topography

(Nikurashin et al. 2014). Local dissipation of these small-scale waves is set as proportional

to N2 times an exponential decay with WKB-stretched height above bottom (Lefauve et al.

2015):

εT ∝ N2 exp
[
− hwkb(z)/h0(x, y)

]
(V.3)
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a

b c

Figure 5: Parameterized decay scale h0 and implications for the vertical distribution of energy dissipa-
tion. (a) Map of h0 deduced from (V.5). (b) Analytical fit (black) to the observed (grey) Brazil Basin
stratification profile. (c) Bottom-up cumulative distribution of energy dissipation predicted by (V.3) for
the black stratification profile shown in (a) and various values (colors) of the e-folding height h0.

where h0 is the e-folding height and

hwkb(z) = H

∫ z
−H N dz∫ 0
−H N dz

. (V.4)

This empirical vertical distribution was shown to capture well the dissipation structure of in-

ternal tides radiated from abyssal hills, given a spatially varying decay scale that depends on

the bottom root-mean-square wave amplitude (Lefauve et al. 2015). This root-mean-square

amplitude can be related to the bottom energy flux E0 and the mean horizontal wavelength of
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abyssal hills κ, yielding the parameterized decay scale:

h0(x, y) = h0(xB, yB)
[
E0(xB, yB)κ(xB, yB)3

E0(x, y)κ(x, y)3

]1/4

(V.5)

where xB , yB mark the Brazil Basin location used for calibration against microstructure ob-

servations (Fig. 4). We choose h0(xB, yB) = 600 m as the best match to the observed frac-

tion of energy contained in separate 1,000 m thick layers. The resulting map of the decay

scale h0 (Fig. 5) predicts that only the combined presence of small-horizontal-scale topo-

graphic features and energetic internal wave radiation allows a strong near-bottom concen-

tration of wave breaking, consistent with observations and theory (Polzin et al. 1997; Kunze

and Llewellyn Smith 2004; Muller and Bühler 2009). Elsewhere, a sizeable fraction of the en-

ergy of small-scale waves transfers to turbulence only when it reaches the higher stratification

of the mid- to upper-ocean (Kunze et al. 2006; Nikurashin and Legg 2011; Wu et al. 2011;

Whalen et al. 2012; Meyer et al. 2015; Lefauve et al. 2015).

Preliminary results

To document energy and diffusivity distributions implied by the parameterization, we first ap-

ply it to the WOCE global hydrographic climatology (Gouretski and Koltermann 2004). The

zonal sum of the total energy flux into turbulence, indicative of the net downward buoyancy

flux that penetrates in the ocean, is shown in Fig. 6b. Clearly apparent is the concentration

of internal wave energy dissipation in the upper 2,000 m of the ocean, expected from the

stratification dependence of three of the four vertical structures. The predicted tendency of

internal waves to break in strongly-stratified regions is a consequence of the reduction of their

vertical scale as stratification increases, and of the vertical structure of internal tide energy,

which scales as N (e.g., Müller et al. 1986; Legg 2014; Lefauve et al. 2015). As a result,

only about 20 % (10 %) of internal wave energy dissipates deeper than 2,000 m (3,000 m)

depth under the present parameterization (Fig. 6a). The associated effective diffusivities,

or stratification-weighted mean diffusivities, show a general but modest enhancement with

depth (Fig. 6c,d). At the global scale, the effective diffusivity increases quasi-linearly from

1.8 × 10−5 m2 s−1 at 1,000 m to 4.5 × 10−5 m2s−1 at 4,000 m depth. Consistent with obser-

vations (e.g., Gregg 1989; Ffield and Gordon 1992; Ledwell et al. 1993; Gregg et al. 2003;
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Figure 6: Parameterized internal wave energy dissipation and induced diffusivity. (a) Bottom-up cu-
mulative sum and (b) zonal sum of energy dissipation. Red and orange profiles in (a) correspond to
fictitious cumulative distributions obtained by setting dissipation globally proportional to N2 and to
N , respectively. (c) Stratification-weighted mean diffusivity as a function of (c) depth and (d) depth
and latitude. (e) Diffusivity at the depth of maximum local stratification. A variable mixing efficiency
according to the reference formulation of chapter II was used to infer diffusivities from dissipation.

Rainville and Winsor 2008; Fer 2009; Whalen et al. 2012; Watson et al. 2013; Waterhouse

et al. 2014), upper-ocean diffusivities average about 10−5 m2 s−1 in the main pycnocline, with

higher values in regions of strong internal wave generation, such as the Indonesian Seas or the

Scotia Sea, and lower values in the eastern Pacific, eastern Indian and Arctic oceans (Fig. 6d,e).
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To explore implications of the parameterization for deep water mass transformation, we

integrate mixing-driven buoyancy fluxes over neutral surfaces, following methods outlined

in chapter I. North of 30◦S, the total downward buoyancy flux is convergent throughout the

deep ocean density range (Fig. 7a, black), driving net upwelling of dense waters (Fig. 7b,

black). Upwelling rates remain relatively modest however, peaking just over 6 Sv near the

27.9 kg m−3 neutral density level, and amounting to only 3 Sv within the weakly-stratified

layer that defines the boundary between bottom and deep waters (28.11 kg m−3). In particular,

the vertical structure (V.3) adopted for the dissipation of small-scale waves radiated from

the bottom leads to very different water mass transformation than the commonly-employed

exponential decay with height above bottom (Fig. 7a,b, pale blue versus grey). Indeed, (V.3)

implies that small-scale internal waves feed turbulence not only within the near-bottom

waters but also in the more stratified overlying waters. As a result, convergence of the total

buoyancy flux and induced upwelling north of 30◦S are maximal above rather than within the

thick, homogeneous water mass of density ≈ 28.11 kg m−3 that occupies much of the abyssal

floor. South of 30◦S (Fig. 7c,d), deep transformation is also dominated by small-scale waves

emitted at the bottom, as expected from the dominance of lee wave radiation in the Antarctic

Circumpolar Current (Melet et al. 2014). In contrast to the uniform exponential decay

employed in chapters I and II, the stratification-dependent vertical structure (V.3) entails net

(but modest) consumption and upwelling of AABW in the Southern Ocean. Nevertheless,

both vertical structures conduce to homogenization of AABW, with net volume gain of

28.11-28.2 kg m−3 waters and net volume loss of denser waters.

Inclusion of the mixing parameterization in a global ocean model allows investigation

of its impact in a self-consistent, interactive context where stratification and rates of dense

water formation may adjust to interior mixing1. We performed two 500-year simulations with

the 2◦-resolution configuration of the NEMO ocean model forced by normal year air-sea

fluxes (CORE.2; Griffies et al. 2012). The first simulation uses the model’s standard mixing

schemes: a second-order turbulent kinetic energy closure for near-surface mixing (Blanke and

Delecluse 1993; Madec 2015), with a floor on turbulent kinetic energy inducing moderate, dis-
1Implementation in a global climate model would be desirable to obtain complete self-consistency and free-

dom of adjustment. We plan to perform coupled ocean-atmosphere experiments in the near future.
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Figure 7: Deep water mass transformation by parameterized internal wave-driven mixing (a,b) north
and (c,d) south of 30◦S. (a,c) Neutral density flux across neutral surfaces and (b,d) implied dianeutral
transport for (colors) each component of the parameterization taken in isolation and (black) the full
parameterization. For comparison, we show in grey the density flux and transports induced by small-
scale waves radiated from the bottom when replacing the present vertical structure by an exponential
decay with hab and a 500 m e-folding scale. Negative (positive) dianeutral transport corresponds to
upwelling (downwelling). The density range of bottom (AABW) and deep (IDW / PDW / NADW)
waters is indicated by the grey shading and the right-side labels.

tributed deep mixing; a fixed background diffusivity of 10−5 m2 s−1; and a parameterization

of local, bottom-enhanced tidal mixing (St. Laurent et al. 2002). The second simulation uses

the same mixed layer physics but incorporates the present parameterization as a replacement

for the background diffusivity and turbulent kinetic energy and for the former tidal mixing

scheme. Fig. 8 shows the Atlantic and Indo-Pacific meridional streamfunctions averaged over
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Figure 8: Impact of the parameterization on the meridional overturning in a 2◦-resolution configura-
tion of the NEMO ocean model. Mean (a,b) Atlantic and (c,d) Indo-Pacific meridional overturning
streamfunction [Sv] simulated under (a,c) standard and (b,d) present internal wave-driven mixing pa-
rameterizations. The streamfunction has been averaged over the last 50 years of a 500-year ocean-only
experiment forced with CORE.2 normal year air-sea fluxes (Griffies et al. 2012).

the last 50 years of each experiment. Changes in the strength and structure of AABW and

North Atlantic Deep Water (NADW) circulations brought on by the new parameterization are

modest, consistent with the relatively low deep ocean transformation rates documented in

Fig. 7. Two positive impacts can nonetheless be noted: a slight enhancement of the NADW

circulation, likely attributable to changes in the intensity and distribution of mixing in the

upper 1,000 m; and a somewhat smoother abyssal overturning structure, attributable to the

more distributed internal tide dissipation predicted by the new scheme.

Discussion

In order to fully validate the parameterization, we need to examine the sensitivity of low-mode

dissipation maps to the energy propagation scheme and wave-wave interaction decay times,

and to compare modelled vertical structures with microstructure observations from regions

other than the Brazil Basin (Waterhouse et al. 2014). Completion of this key validation phase
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will help to reduce uncertainties in the contributions of internal tides and lee waves to the

consumption of AABW. In particular, whether the vertical structure (V.3,V.4) combined to

the recent lee wave generation estimate of Nikurashin et al. (2014) adequately captures the

distribution of lee wave breaking remains to be assessed. Preliminary estimates of water

mass transformation presented in Fig. 7 thus have largest uncertainties in the Southern Ocean.

Inclusion of additional internal wave energy sinks and sources, such as surface generation

of near-inertial waves (Alford 2003; Jochum et al. 2013) and interactions between internal

waves and mesoscale eddies (Brown and Owens 1981; Polzin 2008, 2010; Dunphy and Lamb

2014; Jouanno et al. 2016), will also contribute to improve the parameterization and the

quantification of internal wave-driven density transformation.

In spite of these limitations, the result that breaking internal tides are not a leading

contributor to the destruction and upwelling of AABW is expected to be robust. Indeed, the

predicted upper-ocean concentration of internal tide dissipation (Fig. 6a), with over 65 %

taking place above 1,000 m depth and less than 10 % below 3,000 m, is largely independent

of inaccuracies of the parameterization and is corroborated by observational syntheses

(Kunze et al. 2006; Huussen et al. 2012; Kunze 2016). Several lines of reasoning support

the conclusion that only a minor fraction of internal tide dissipation is available to abyssal

mixing:

• Estimates of internal tide generation (Nycander 2005; Melet et al. 2013) indicate that

less than 20 % of the conversion occurs below 3,000 m, so that most of the local dissi-

pation affects mid- to upper-ocean waters.

• Even in regions of strong internal wave generation over rough topography, observa-

tions (Kunze et al. 2006; Polzin 2009; Waterhouse et al. 2014; Meyer et al. 2015) and

numerical studies (Nikurashin and Legg 2011; Olbers and Eden 2013; Lefauve et al.

2015) suggest that a sizeable or even dominant proportion of the dissipation occurs in

the pycnocline.
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• A large body of theoretical (Müller et al. 1986; Polzin et al. 1995; Hazewinkel and

Winters 2011; Lefauve et al. 2015) and observational (Gregg 1989; Kunze and Sanford

1996; Kunze 2016) evidence points to an N2 scaling of internal wave dissipation away

from sources, which implies that the upper 1,000 m of the ocean should concentrate

∼ 85 % of the non-local, open-ocean dissipation (Fig. 6a).

• Remote dissipation of internal tides at continental slopes and shelves contributes mostly

upper-ocean mixing.

As a result, breaking internal tides could contribute no more than ∼ 3 Sv of upwelling across

the (most probable) boundary between northward-flowing AABW and southward-flowing

deep waters, but drive somewhat higher upwelling rates within the deep water density range

(Fig. 7b).

Such a weak role of internal tides for abyssal upwelling contrasts with the larger trans-

formation obtained under the hypotheses of chapter I and with the important or even dominant

role attributed to tides by the recent literature (e.g., Wunsch and Ferrari 2004; Niwa and

Hibiya 2011; Nikurashin and Ferrari 2013; Waterhouse et al. 2014; Ferrari 2014). We argue

that tidally-forced dense water upwelling has been overestimated for several reasons. First,

bulk energy considerations overlooked the sensitivity of abyssal water mass transformation to

the precise depth distribution of turbulence (chapter I). Second, the assumption of a constant

mixing efficiency has led to overestimation of the impact of concentrated, bottom-enhanced

turbulence (chapter II), or to omission of the no-flux bottom boundary condition and misinter-

pretations (Nikurashin and Ferrari 2013; see chapter I). Third, the use of a parameterization

based on Brazil Basin observations (St. Laurent et al. 2002) has led to magnify the global

proportion of abyssal dissipation. Indeed, this area of the Mid-Atlantic Ridge is characterized

by strong small-scale topographic roughness (Goff 2010), which contributes a substantial

fraction of the local tidal conversion (Nikurashin and Legg 2011; Melet et al. 2013) and

favours near-bottom dissipation (Kunze and Llewellyn Smith 2004; Muller and Bühler 2009).

Evidence from these studies thus shows that the Brazil Basin near-bottom dissipation is

largely controlled by the presence of abyssal hills. Global application of a one-third fraction

of local dissipation to internal tide generation estimates (e.g., Nycander 2005) that exclude the
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contribution of abyssal hills, and of an exponential decay that reflects particular topographic

(and hydrographic) conditions, is therefore hazardous. Use of the present parameterization

reduces the global amount of dissipation within 500 m of the bottom by almost a factor of 4.

In short, the estimated distributions of internal wave energy dissipation suggest that

breaking internal tides and lee waves power much of the background turbulence of the ocean

interior but are not dominant drivers of the diabatic abyssal circulation. Other sources of

boundary mixing, aided by geothermal heating, are therefore required to close the abyssal

overturning. Preliminary results also emphasize that water mass transformation estimates

relying on the simple assumptions of the commonly-used tidal mixing parameterization

(St. Laurent et al. 2002), such as those presented in chapters I and II, should be taken with

caution: they must be regarded as the transformation implied by the assumptions entering the

parameterization.
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Conclusions and perspectives

1 Conclusions

Using a global hydrographic climatology, estimates of mixing-driven and geothermal

buoyancy fluxes, and simple but powerful diagnostics based on the density balance of deep

waters, we explored the roles of geothermal heating and mixing by breaking internal waves for

the abyssal circulation. Because they rely on imperfect maps of internal wave generation rates

and geothermal heat fluxes as well as simplifying assumptions about the three-dimensional

distribution of internal wave energy dissipation, the estimated rates of abyssal upwelling carry

large uncertainties. Nevertheless, several robust results and new insights emerged from the

calculations.

1.1 Drivers of Antarctic Bottom Water consumption

Geothermal heating is a significant player of the abyssal overturning, accounting for about

5 Sv of upwelling across the density layer with the largest seafloor coverage. The role of

geothermal heating has often been dismissed on the basis that the O(0.1 W m−2) bottom heat

fluxes are negligible compared to the O(100 W m−2) air-sea fluxes, or that the ∼ 0.05 TW

geothermal potential energy source is small compared to the ∼ 2 TW mechanical energy input

by winds and tides (Munk and Wunsch 1998; Wunsch and Ferrari 2004). But the first argu-

ment overlooks the fact that bottom density gradients tend to be much smaller than surface
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density gradients, so that a given buoyancy gain causes stronger cross-density flow along the

bottom boundary relative to the surface boundary. In other words, because maximum incrop

areas are orders of magnitude larger than maximum outcrop areas (chapter I, Fig. 4), rela-

tively small (but always of the same sign) bottom boundary fluxes are able to drive significant

abyssal upwelling rates. The second, energy comparison argument muddles up different quan-

tities and regions: of the ∼ 2 TW of wind and tidal energy input, only a fraction (dependent

on the mixing efficiency and the non-linearity of the equation of state) is converted into poten-

tial energy via mixing, and an even smaller fraction raises the potential energy of the abyss.

The net abyssal potential energy supply by tidal and wind-powered mixing may therefore be

comparable to the geothermal supply (chapters I and II).

In fact, the role of geothermal heating appears to be very complementary to that of

abyssal mixing: geothermal buoyancy fluxes contribute mostly to the upwelling of unstratified

waters that drape relatively smooth abyssal plains, where sources of mixing energy are

scarce and the efficiency of mixing is small. Conversely, abyssal mixing tends to reduce

the stratification of Antarctic Bottom Water (AABW) as it flows northward, contributing to

the weak bottom density gradients or large incrop areas that accentuate the strength of the

geothermal circulation.

Breaking internal tides are unlikely to be a leading contributor to AABW up-

welling. When accounting for reduced mixing efficiencies in high diffusivity regions, abyssal

upwelling rates induced by local, bottom-enhanced internal tide breaking do not exceed a

few Sv (chapter II). The more distributed remote tidal dissipation could be a stronger driver

of AABW upwelling if sufficiently spread across the water column (chapters I and II), but

observational and theoretical evidence indicates that most of the remote dissipation actually

takes place in the strongly-stratified upper ocean (chapter V). As a result, tidally-forced

turbulence may contribute no more than ∼ 3 Sv (∼ 7 Sv) of diabatic upwelling within the

bottom (deep) water density range (chapter V).

A preliminary estimate of the full three-dimensional distribution of internal tide dissipa-

tion (chapter V) suggests that over 90 % of the dissipation takes place at depths shallower than

3,000 m, leaving only ∼ 0.1 TW to drive diabatic upwelling in the underlying abyss. Using a

mixing efficiency of one-sixth yields an (upper-bound) potential energy supply of ∼ 0.02 TW
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under 3,000 m, less than the geothermal input. Munk and Wunsch (1998) suggested that

∼ 1 TW of barotropic-to-baroclinic tidal conversion contributes to diabatic upwelling of dense

waters across the 4,000-1,000 m depth range. We find that the majority of this energy source

actually contributes to mixing above 1,000 m, and that only a minor fraction contributes to

mixing below 3,000 m depth, where the bulk of diabatic upwelling is presumed to occur

(chapter III; Marshall and Speer 2012).

Breaking lee waves homogenize AABW in the Antarctic Circumpolar Current,

but are unlikely to drive substantial AABW upwelling further north. In contrast to

internal tides, estimates of lee wave radiation (Scott et al. 2011; Nikurashin et al. 2014)

indicate that over 80 % of the energy source is placed at depths greater than 3,000 m. But

most of the lee wave generation is located in the Antarctic Circumpolar Current (ACC), where

deep-reaching geostrophic flows lose energy to lee waves at an estimated circumpolar rate

of 0.08 TW (Nikurashin et al. 2014). The fraction of lee waves dissipating near the bottom

of the ACC may contribute significant homogenization of abyssal waters, and could slightly

augment the northward volume transport of AABW (chapters I, II and V). Nonetheless,

because of the strong abyssal stratification of the Southern Ocean and the weak lee wave

radiation in northern basins, basin-scale dianeutral transports induced by lee wave-driven

mixing do not surpass a few Sv. Besides, the vertical structure of lee wave breaking, the

pathways through which their energy is dissipated (Waterman et al. 2013, 2014), and the

overall magnitude of their generation (Nikurashin et al. 2014; Wright et al. 2014), are still

poorly constrained. As a result, whether breaking lee waves contribute net formation or

consumption of AABW across the ACC, and whether or not they significantly alter the global

abyssal stratification, remain open questions.

A dominant role for overflow-related boundary processes? According to present

water mass transformation estimates, geothermal heating, breaking internal tides and breaking

lee waves do not balance more than ∼ 10 Sv of northward AABW flow out of the Southern

Ocean. Inverse models suggest that the strength of the northward abyssal limb of the

overturning most likely lies within the 20-30 Sv range (Ganachaud and Wunsch 2000;

Lumpkin and Speer 2007; Talley 2013; Naveira Garabato et al. 2014). How to explain the
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discrepancy? Inverse solutions of ocean transports are known to carry large uncertainties (e.g.,

Naveira Garabato et al. 2014), and might overestimate the strength of the AABW circulation.

Yet direct observations of transports in circulation chokepoints (e.g., Mercier and Speer 1998;

McDonagh et al. 2002; MacKinnon et al. 2008; Voet et al. 2015), independent inversions

of multiple-tracer observations (e.g., Schmitz 1996; Ganachaud and Wunsch 2000; Talley

et al. 2003; Lumpkin and Speer 2007; McDonagh et al. 2008; Talley 2013) and assimilation

experiments (e.g., Ferron and Marotzke 2003) seem to converge towards values of ∼10 Sv for

each of the Pacific and Indian basins and ∼ 5 Sv for the Atlantic basin.

On the other hand, it is possible that limitations of our methodology and/or inaccuracies

in the constructed climatologies of buoyancy fluxes bias low the transformation estimates.

Nonetheless, prescription of similar buoyancy fluxes in global ocean models shows a compa-

rably modest response to parameterized internal wave-driven mixing and geothermal heating

(chapters I and V). In addition, bulk diffusivities implied by these buoyancy fluxes systemati-

cally fall short of their equivalent obtained from inverse solutions, irrespective of parameteri-

zation choices (chapter II; Decloedt and Luther 2012). This is particularly true for the Indian

Ocean, where the mismatch between parameterized or observed levels of internal wave activity

and overturning transports most clearly points to an additional, near-bottom source of density

transformation (Huussen et al. 2012). In general, the recurring discrepancy between measured

levels of dissipation in the interior and larger-scale tracer-release or budget inferences of mix-

ing levels calls for additional bottom boundary mixing (Huussen et al. 2012; Watson et al.

2013; Polzin et al. 2014).

Mixing in narrow passages connecting sub-basins is one major candidate for such bound-

ary transformation (chapters II and III; Bryden and Nurser 2003). Density jumps across sub-

basins clearly demonstrate the significance of transformation at deep straits and sills. A leading

role of mixing within inter-basin passages and cascading plumes for AABW lightening would

imply that surface buoyancy forcing – coupled to wind forcing – actively contributes to power

the abyssal overturning (chapter II; Hughes et al. 2009; Saenz et al. 2012). Together with the

significant geothermal potential energy supply, this suggests that thermodynamic forcing has a

non-negligible part in the energy flows that maintain the overturning, alongside the important

part played by winds and tides.
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1.2 Local pathways and global structure of abyssal upwelling

The influential Abyssal Recipes (Munk 1966; Munk and Wunsch 1998) have led to the

widespread view that mixing always drives upwelling of deep waters. Indeed, the assumption

of a uniform diffusivity (Munk 1966), the need for sinking dense waters to rise back to the

surface (Munk and Wunsch 1998), and the intuitive understanding that diffusion transfers

buoyancy from the light upper-ocean down to the dense abyss (Stommel 1958), all point

to a net buoyancy gain of deep waters. Yet mixing cannot be only a source of buoyancy:

rather, it is a transfer of buoyancy. If buoyancy is supplied to deep waters, where is it

extracted? What determines the distribution of sources and sinks of buoyancy is the vertical

profile of the mixing-driven buoyancy flux, and the associated depth ranges of divergence

(buoyancy loss) and convergence (buoyancy gain). In the Abyssal Recipes, the downward

buoyancy flux decreases with depth, so that deep buoyancy gain is implicitly balanced by

buoyancy loss in the upper ocean. Yet – as recognized by Munk and Wunsch (1998) – abyssal

turbulence and mixing tend to be intensified along the bottom boundary. Such deep boundary

mixing cannot transfer buoyancy from the upper-ocean to the abyss: rather, it lightens the

bottom-most waters and densifies waters immediately above. This corresponds to a buoyancy

flux that increases toward the bottom, but declines within the lightened bottom layer to match

the no-flux bottom boundary condition (Fig. 1a). This simple realization has a number of

consequences.

1. Lightening, and therefore upwelling, of abyssal waters is focused along the bot-

tom boundary. Boundary mixing lightens bottom-most waters. To maintain a stable density

distribution, this buoyancy gain is balanced by lateral inflow of denser waters along the

bottom, and the buoyancy loss above by diabatic sinking (Fig. 1a,b). Geothermal heating

reinforces this behaviour by supplying additional buoyancy to the bottom ocean. In fact,

even in the case of a depth-decreasing buoyancy flux, the bottom boundary condition on

the buoyancy flux implies that waters lying along the bottom are likely to receive more

buoyancy than the adjacent, interior waters (Fig. 1c,d). The pattern of interior downwelling

and boundary upwelling had been documented from Brazil Basin observations (Ledwell et al.

2000; St. Laurent et al. 2001) and idealized numerical simulations (Marotzke 1997), but gone
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Figure 1: Schematic buoyancy fluxes and dianeutral transports under (a,b) depth-increasing or (c,d)
depth-decreasing dissipation. (a,c) Profiles of (red) downward buoyancy fluxes roughly follow those of
(grey) turbulent kinetic energy production above the (dashed line) unstratified bottom boundary layer
where the buoyancy flux decreases to zero and changes sign to match the upward geothermal buoyancy
flux. (b,d) Convergence of (red arrows) buoyancy fluxes is strongest near the bottom, where buoyancy
gain is balanced by (blue arrows) upward advection along topography. If turbulence is bottom-enhanced
(b), as often observed above rough topography, buoyancy loss and downwelling occur above the bottom
layer. In the opposite case (d), typical of smooth abyssal floor, buoyancy gain and upwelling occur
throughout the deep water column (with compensating buoyancy loss found only higher up).

largely unnoticed. Our work shows that the near-bottom concentration of diabatic upwelling is

a global pattern (chapter I). Further recognition that AABW lightening through gravitational
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sinking and entrainment, near its formation sites or downstream in abyssal overflows, occurs

mostly along the bottom entails that the diabatic circulation of AABW is largely confined to

an O(500 m) thick bottom layer (chapter IV).

2. Variations of the mixing efficiency are a major uncertainty for rates of abyssal

upwelling. Given bottom-enhanced turbulence production, the magnitude of the bottom

buoyancy gain and the thickness over which it is spread are set by the efficiency of mixing.

Theoretical arguments and experimental evidence indicate that the efficiency should decrease

for high values of the ratio between viscous dissipation and stratification (chapter II; Shih

et al. 2005; Bouffard and Boegman 2013). Nonetheless, the dependency of mixing efficiency

on scale and other flow parameters is poorly known. As a result, patterns and strengths of

diabatic downwelling and upwelling flows forced by boundary mixing remain very uncertain.

More generally, the effectiveness of density transformation by boundary turbulence depends

on the rate of exchange between interior and turbulent waters (Armi 1978; Kunze et al.

2012; Winters 2015). In essence, the efficiency of boundary mixing should increase with

the ratio of the timescale of re-stratification by advection to that of gradient suppression by

small-scale turbulence. For instance, mixing-driven buoyancy fluxes in quiescent waters over

abyssal plains would be expected to saturate at a weaker level than in swift constricted flows

or actively-stirred eddying regions, with important – but as yet unquantified – implications

for how and where AABW is consumed. Mixing efficiency variations are also a major

uncertainty for evaluations of the energy requirement of the overturning, because they

imply that buoyancy fluxes depend on detailed flow properties and turbulence space-time

distributions.

3. The reduction of basin areas with depth is key to abyssal upwelling. For a given

ocean layer to undergo net diabatic upwelling, it must be traversed by a convergent buoy-

ancy flux. If turbulence is bottom-intensified, local buoyancy fluxes are divergent in the

ocean interior (away from a thin bottom layer). Therefore, the ocean layer will receive

buoyancy only if the depth-reduction in basin area across the layer is able to overwhelm

the depth-increase of local buoyancy fluxes, yielding a convergent total buoyancy flux.

Equivalently, net diabatic upwelling is achieved if buoyancy gain at the layer incrops
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Figure 2: Idealized schematic of the abyssal overturning circulation north of 40◦S. The average depth
of density surfaces is shown as function of (lower axis) bottom neutral density and (upper axis) cu-
mulative incrop area going from dense to light bottom density. The surface of maximum incrop area
(γ = 28.11 kg m−3), corresponding to meridional flow reversal, and the surface marking the approxi-
mate transition between diabatic and adiabatic flow regimes (γ = 28 kg m−3), are contoured in white.
Density loss and diabatic upwelling are confined to near-bottom waters, which climb across density
surfaces and along ridge flanks at a rate roughly commensurate with the incrop area. Through mass
conservation, this cross-density, along-bottom circulation maintains an along-density, interior circula-
tion which supplies (returns) dense waters from (to) the Antarctic Circumpolar Current. See chapter III
for details.

outweighs buoyancy loss in its interior. Given that abyssal mixing is thought to be dominated

by bottom-enhanced turbulence, AABW upwelling is therefore reliant on the reduction

of basins areas with depth, combined to the no-density-flux bottom boundary condition.

But though net upwelling of AABW is required at the global scale, diabatic sinking of

abyssal layers may occur on local to regional scales. For instance, boundary mixing in

the ACC could drive net densification and downwelling of Lower Circumpolar Deep Water

and light AABW, thus contributing additional AABW formation in the deep ocean (chapter I).

4. The reduction rate of basin areas with depth shapes the abyssal overturning.

The vertical structure of basin-scale diabatic upwelling is strongly influenced by the two

following effects: (i) the larger the seafloor coverage of an ocean layer, the larger its exposure
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to near-bottom buoyancy deposition by boundary mixing and geothermal heating; (ii) the

weaker its stratification, the larger the upwelling rate required to balance a given buoyancy

gain. Because both stratification and topographic steepness tend to decrease with depth in

the deep ocean, diabatic upwelling rates are expected to be strongest in the abyss, below

∼ 3,000 m depth, and weaker toward shallower depths. More precisely, we find that the

upwelling rate peaks within the 4,000-5,500 m depth range, where basin areas shrink most

rapidly and force a proportionate convergence of basin-scale buoyancy fluxes; and dwindles

higher up to reach a small fraction of the peak value near 2,500 m depth, where topography

becomes dominated by steep continental slopes (chapter III). Hence, both the peak level and

vertical extent of diabatic upwelling appear constrained by basin geometry. Noting that the

peak and upper levels of diabatic upwelling respectively coincide with northward/southward

and adiabatic/diabatic regime transitions of the overturning, the shape of the three main ocean

basins emerges as a key ingredient of the overturning’s functioning (Fig. 2).

2. Perspectives

Limitations of, and questions raised by, the present PhD work offer several avenues for

future work. First, I intend to complete the validation of the internal wave-driven mixing

parameterization presented in chapter V. I must explore the sensitivity of constructed two-

dimensional maps of internal tide dissipation to poorly constrained parameters entering mod-

elled sink terms, and to the propagation scheme and angle distribution of energy sources. I

will next extend the comparison of parameterized vertical structures of dissipation with mi-

crostructure measurements, using the global data compilation of Waterhouse et al. (2014). Fi-

nally, numerical experiments using the one-degree configuration of the NEMO ocean model,

possibly coupled to an atmosphere model, will be carried to document the impact of the param-

eterization on the simulated property distributions and transports. In particular, the simulated

response of the deep ocean circulation will be compared to water mass transformation esti-

mates based on an observational climatology.
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Inclusion of this mixing parameterization in NEMO is part of a broader strategy aiming

to ensure energetic consistency of the model and to understand and improve modelled energy

pathways (Eden et al. 2014). In this context, several improvements of the model mixing pa-

rameterizations are considered. First, other energy sources for mixing should be incorporated,

such as the contribution of wind-generated near-inertial waves, whose power input should

depend on the time-varying atmospheric forcing (Jochum et al. 2013). Second, I plan to ex-

plore the use of a second-order turbulent closure in the specification of internal wave-induced

diffusivities, via unification of the currently distinct closures employed in near-surface and

interior mixing modules. Third, the energy input to lee waves should be explicitly treated as a

sink of modelled (resolved and parameterized) kinetic energy (Marshall and Naveira Garabato

2008). More generally, routes by which the energy of mesoscale and large-scale flows may

cascade into small-scale turbulence should be quantified and parameterized – whether or not

they involve the internal wave field.

Indeed, internal waves are not the only source of interior mixing, and perhaps not the main

source of abyssal mixing. In particular, strait and sill mixing stands out as a major alternate

source of water mass transformation that presently lacks quantification and faithful representa-

tion in ocean models. Bulk estimates of density fluxes within important straits may be obtained

from observational information about the cross-basin transport and density difference (Bryden

and Nurser 2003; Voet et al. 2015). However, detailed vertical profiles of inflow and upstream

and downstream density would be needed to obtain a direct estimate of water mass trans-

formation rates. Alternatively, estimates of dianeutral transports within individual sub-basins

could be used to infer the missing transformation occurring within inter-basin passages. If

reliable, estimates of transformation in passages may then provide guidance for improving its

representation in ocean climate models, and could help to resolve the long-standing discrep-

ancy between simulations and observational inferences of Indian Ocean overturning transports

(Ferron and Marotzke 2003).

While mixing in major inter-basin passages should help to bridge the apparent shortfall

of boundary transformation, it is likely that other near-bottom processes – distinct from the

radiation and subsequent shear instability of internal waves – contribute significantly to the

modification of AABW within sub-basins (chapter III). Such processes could involve canyons

cutting across shelf and ridge slopes together with overflows (Thurnherr et al. 2005; Thurnherr
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2006; St Laurent and Thurnherr 2007) and/or tidal (Arneborg and Liljebladh 2009) or wind

(Hickey 1997) forcing. The magnitude of geothermal forcing and the dynamics associated

with exchanges between the solid (but porous) seafloor and seawater also require attention

(e.g., Lupton et al. 1985; Hofmann and Morales Maqueda 2009). But understanding and

quantification of the large-scale impact of those processes would greatly benefit from better

knowledge of the characteristics of the bottom boundary layer and their relation to topography

scales and roughness across the global abyss (chapter IV). Detailed analysis of available ship-

based hydrographic data could be a first step in this direction (e.g., Lozovatsky et al. 2008).

I also have a growing curiosity for the implications of boundary-dominated transformation

for the overturning’s functioning and its involvement in climate transitions, such as those asso-

ciated with glacial-interglacial cycles. The role of past and present changes in the formation of

AABW (Appendix) for long-term shifts in water mass configurations and climate represents a

complementary and equally engaging research road.
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Appendix

Processes responsible for the consumption of Antarctic Bottom Water (AABW) affect the

storage capacity and ventilation rate of the abyssal ocean. But ventilation of and storage by the

abyss also hinge upon the surface-forced production and subsequent export of AABW. Two

main types of AABW production have been observed (Fig. 1) (Killworth 1983): (i) forma-

tion within latent heat polynyas of continental margins where sustained sea ice formation and

export cause a strong salt-enrichment of shelf waters, which subsequently sink and mix with

surrounding waters in downslope currents; (ii) formation through deep winter convection in

offshore, sensible heat polynyas, where surface heat loss drives sinking in convective plumes

and upwelling of warmer deep waters, gradually mixing and cooling the whole water column.

The first process is currently active in four primary coastal sites: the western Weddell Sea, the

Ross Sea, off Adélie Land and off Cape Darnley (Meredith 2013). The second process was

only observed in 1974-1976, when just-launched microwave-observing satellites revealed the

persistence of an ice-free area about the size of Italy in the open Weddell Sea (Gordon 1978;

Carsey 1980). Because of its non-recurrence since 1976, deep convection in the open Southern

Ocean is now considered to be unimportant for the ventilation and cooling of the abyss, which

is exclusively replenished from the shelves.

Satellite and in-situ observations of the Southern Ocean reveal several significant trends

since the late 1970s, including: surface freshening of subpolar seas (Jacobs et al. 2002; Durack

and Wijffels 2010; Azaneu et al. 2013; Aoki et al. 2013; de Lavergne et al. 2014; Rye et al.

2014), possibly owing to increased precipitation (Durack et al. 2012; Fyfe et al. 2012) and/or
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Figure 1: Schematic illustrating the shelf and open-ocean pathways of AABW production.

glacier mass loss (Rignot et al. 2013); subsurface warming across much of the Southern Ocean

(Gille 2008; Schmidtko et al. 2014); warming of abyssal waters (Purkey and Johnson 2010;

Fahrbach et al. 2011; Azaneu et al. 2013), extending to northern basins (Purkey and Johnson

2010; Kouketsu et al. 2011); and ageing of Weddell Sea deep and bottom waters (Huhn et al.

2013). Because of the brevity of the instrumental record and the strong multidecadal variability

and model biases in this region, it is not clear whether (or which of) these recent trends are

part of a long-term climate shift and whether they have a significant anthropogenic component

(Hobbs et al. 2014; Bothe et al. 2015). Nonetheless, the spatial coherence and distribution

of abyssal warming (Fig. 2), the detected freshening trend around Antarctica extending back

to the 1960s (Jacobs et al. 2002; Azaneu et al. 2013; de Lavergne et al. 2014) and the long

memory of the abyssal ocean are together suggestive of a 20th-century decline in AABW

production (Purkey and Johnson 2012).
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Given the sensitivity of vertical stability and dense water formation to changes in

freshwater fluxes in the subpolar Southern Ocean (Martinson 1991; Jullion et al. 2013;

de Lavergne et al. 2014; Naveira Garabato et al. 2016; Snow et al. 2016), it is conceivable

that AABW formation has slowed in response to long-term surface freshening, leading to

AABW shrinking and, thereby, to widespread abyssal warming. In turn, it is conceivable

that slowed ventilation results not only from reduced shelf production but also, or even

primarily, from the loss of open ocean convection as a significant mode of AABW production.

This previously overlooked scenario is proposed in the following article (de Lavergne et al.,

2014: Cessation of deep convection in the open Southern Ocean under anthropogenic

climate change, Nature Climate Change 4, 278-282). A second manuscript (Jones et al.,

2016: Assessing recent trends in Southern Hemisphere high latitude surface climate, Nature

Climate Change, in press) presents a thorough assessment of recent Antarctic surface

trends in the context of longer proxy records and climate simulations, highlighting the

substantial multidecadal variability of southern high latitude climate and the need for ex-

tended/improved observational records to identify and attribute long-term trends in this region.

basins exhibits cooling significantly different from zero at
97.5% confidence, while the two basins to the east of the
ridge show statistically significant warming. Two of the
basins west of the Ninetyeast Ridge, the Somali Basin and
Arabian Sea, are not sampled. Since the deepest sills of
these basins connect them to adjacent basins exhibiting
cooling, one could speculate that these unsampled basins
might have shown cooling had they been sampled re-
peatedly, although the adjacent cooling is not statisti-
cally different from zero at 97.5% confidence. As in the

Atlantic, the magnitude of the warming (or cooling) in
the Indian Ocean basins decreases with distance from the
Southern Ocean. The warming Agulhas–Mozambique
Basin, located directly south of Africa between the cooling
Cape Basin in the southeast Atlantic Ocean and the
cooling Crozet and Madagascar Basins in the southwest
Indian Ocean, stands out as an anomaly to this pattern.
Data from two tracklines crossing the dynamic Agulhas–
Mozambique Basin were used in this calculation (Fig. 1a):
I05 shows uniform cooling across the northeast region of

FIG. 8. (a) Mean local heat fluxes through 4000 m implied by abyssal warming below 4000 m from the 1990s to the 2000s within each of
the 24 sampled basins (black numbers and color bar) with 95% confidence intervals. The local contribution to the heat flux through 1000 m
south of the SAF (magenta line) implied by deep Southern Ocean warming from 1000 to 4000 m is also given (magenta number) with its
95% confidence interval. (b) Similarly, basin means of sea level rise from the 1990s to the 2000s due to abyssal thermal expansion below
4000 m and deep thermal expansion in the Southern Ocean from 1000 to 4000 m south of the SAF. Basin boundaries (thick gray lines) and
4000-m isobath (thin black lines) are also shown.

1 DECEMBER 2010 P U R K E Y A N D J O H N S O N 6345

Figure 2: Heat gain below 4,000 m depth from the 1990s to the 2000s expressed as a mean heat flux
within each sampled basin. Numbers and 95 % confidence intervals are indicated for each basin. From
Purkey and Johnson (2010).
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Cessation of deep convection in the open Southern
Ocean under anthropogenic climate change
Casimir de Lavergne1*, Jaime B. Palter1, Eric D. Galbraith2, Ra�aele Bernardello3 and Irina Marinov3

In 1974, newly available satellite observations unveiled the
presence of a giant ice-free area, or polynya, within the
Antarctic ice pack of the Weddell Sea, which persisted during
the two following winters1. Subsequent research showed that
deep convective overturning had opened a conduit between
the surface and the abyssal ocean, and had maintained the
polynya through the massive release of heat from the deep
sea2,3. Although the polynya has aroused continued interest1–9,
the presence of a fresh surface layer has prevented the
recurrence of deep convection there since 19768, and it is
now largely viewed as a naturally rare event10. Here, we
present a new analysis of historical observations and model
simulations that suggest deep convection in the Weddell Sea
was more active in the past, and has been weakened by
anthropogenic forcing. The observations show that surface
freshening of the southern polar ocean since the 1950s has
considerably enhanced the salinity stratification. Meanwhile,
among the present generation of global climate models,
deep convection is common in the Southern Ocean under
pre-industrial conditions, but weakens and ceases under a
climate change scenario owing to surface freshening. A decline
of open-ocean convection would reduce the production rate
of Antarctic Bottom Waters, with important implications for
ocean heat and carbon storage, and may have played a role in
recent Antarctic climate change.

Antarctic Bottom Water (AABW) is the coldest, densest and
most voluminous11 water mass of the world ocean and its
shrinking in recent decades12,13 has been linked to deep ocean
heat uptake12,14. Produced at present on Antarctic continental
shelves, AABW is exported northwards to fill the deepest layers
of the three oceanic basins and feed the deep branch of the
meridional overturning circulation11,15. In 1928, on the basis of
early hydrographic observations, it was suggested16 that open-ocean
convection also contributes to the production of AABW, as it does
to North Atlantic Deep Water in the Labrador Sea. It was argued
that deep convection occurredwithin theWeddell Gyre, but because
of difficulty monitoring the Weddell Sea during austral winter, this
contention went unverified until the mid-1970s6.

Microwave observing satellites were first launched in December
1972, providing global observations of sea ice, and soon thereafter
revealed the presence of a 250,000-km2 ice-free area within the
seasonally ice-covered Weddell Sea1 (Fig. 1a). The huge polynya,
located near Maud Rise (65◦ S, 0◦), reappeared during the winters
of 1974 to 1976, slowly drifting westward with the background

flow1. The polynya was maintained by vigorous convective mixing,
whereby the upward flux of relatively warm deep waters supplied
enough heat to prevent sea ice formation1–3. Heat loss at the
surface drove cooling to depths of about 3,000m, producing
new deep waters3 that could have fed the observed surge in
Southern Ocean AABW volume during the following decade13.
Together with the inference from hydrographic data of a Weddell
convective event circa 19603, these observations confirm that
deep convection in the open Weddell Sea has been a significant
mode of AABW ventilation5,6. However, following 1976, no
similar polynya has been observed. The continuing quiescence
over the past 37 of 41 available years of satellite observation
makes it tempting to assume that deep convection in the open
Southern Ocean occurs rarely, with little global consequence. Here
we propose, instead, that deep convection was more common
in the pre-industrial state, but that the hydrological changes
associated with global warming17–19 are now suppressing this
convective activity.

The high-latitude Southern Ocean is weakly stratified, with
a cold, fresh surface layer overlying a warmer, saltier interior of
nearly identical density6,20. Weddell Sea convection is thought
to occur when the weak stratification is overcome by low-
frequency variability in precipitative–evaporative fluxes8,21, brine
rejection during sea ice formation2, or circulation–topography
interactions7,20. Wind variability may participate in polynya
initiation through spin-up of the cyclonic gyre, enhancing Ekman
upwelling at the gyre centre and uplift at Maud Rise20, or by
dynamically9 and thermodynamically4 weakening the ice pack.
Thermobaric effects, which cause the cold surface waters to
become relatively denser as they sink, abruptly extend the depth of
convective overturning once it begins22. Deep convective mixing
may continue until an excessive surface freshwater supply2,23
or the exhaustion of the deep heat reservoir23 allows column
re-stratification.

It has been suggested that a persistent positive phase in the
Southern Annular Mode, brought on by stratospheric ozone
depletion and risingCO2 concentrations,may be delaying the return
of the Weddell Polynya by inhibiting the re-establishment of the
dry atmospheric conditions and associated high surface salinities
favourable for destabilizing the winter halocline8. However, given
that increasing inputs of fresh water to the southern high-latitude
ocean over the past 50 years are well documented17–19, a long-term,
large-scale upper-ocean stratification trend could be expected to be
superimposed on interannual and decadal variability. To evaluate
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Figure 1 | Spatial pattern of Southern Ocean deep convection in observations and models. a, Observed 1974–1976 mean September sea ice concentration
(%) from Nimbus-5 ESMR Polar Gridded Sea Ice Concentrations30 delineating the Weddell Polynya extent. b, September mixed layer depth (shading) and
25%, 50% and 75% September sea ice concentration contours (grey lines) in the MPI-ESM-LR model, averaged over pre-industrial control years during
which the convection area exceeds half of its overall maximum. c, The same as in b, but for the HadGEM2-ES model. Deep mixed layers, coinciding with
anomalously low sea ice concentrations, are found over an area of comparable size to the Weddell Polynya and in a similar location. The spatial pattern of
deep convection in all convective models is presented in Supplementary Fig. 1.

1960 1980 2000

Date of observation

34.25

34.20

34.15

34.10

0.32

0.30

0.28

0.26

0.24

0.22

0.20

Sa
lin

ity
 (P

SS
–7

8)
(∂

  
/∂

S)
 Δ
S 

(k
g 

m
–3

)

0.00

–0.02

–0.04

–0.06

–0.08

–0.10

0.26

0.24

0.22

0.20

0.18

0.16

(∂
/∂

T)
 Δ
T 

(k
g 

m
–3

)
 Δ

   
 (

kg
 m

-3
)

Upper 100 m salinity Thermocline strength

Pycnocline strength

–0.011 ± 0.004 PSS–78 dec–1 –1.61 ± 1.04 g m–3  dec–1

Halocline strength

6.28 ± 2.76 g m–3 dec–1 4.49 ± 2.66 g m–3 dec–1

1960 1980 2000
Year

1960 1980 2000
Year

1960 1980 2000
Year

1960 1980 2000
Year

a b d

c e

σ θ

σ θ
 

σ θ

Figure 2 | Southern polar ocean freshening and stratification. a, Spatial distribution (dots) and year of observation (colour) of the 20,613 profiles included
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this possibility, we examined 20,000 profiles of salinity and
temperature selected to lie within the southern polar ocean, south
of the Antarctic Circumpolar Current, but excluding the Antarctic
continental shelf (Methods; Fig. 2a). Despite the historically
sparse data coverage, significant circumpolar, area-averaged surface
freshening over the past 60 years is detected (Fig. 2b). As the
surface layer has become more buoyant, both vertical salinity and
temperature gradients have intensified (Fig. 2c,d). As a result of
the strong salinity control on density at the prevailing near-freezing
temperatures, the salinity contribution to the density stratification
dominates, resulting in increased stability (Fig. 2e). This long-
term freshening of southern polar surface waters is consistent

with changes in the precipitation–evaporation balance related to
globalwater cycle amplification17 and the positive SouthernAnnular
Mode trend8,18, and with accelerating melting and calving of
Antarctic glaciers19.

To explore the potential sensitivity of open-ocean deep
convection to Southern Ocean freshening under anthropogenic
climate change, we examined 36 models of the most recent Coupled
Model Intercomparison Project (CMIP5; ref. 24). Although these
models lack fully interactive land ice and cannot simulate increased
glacial melt in response to ocean warming (Supplementary
Information), they simulate changes in precipitation, evaporation,
winds, sea ice and ocean circulation. Twenty-fivemodels were found
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to exhibit significant deep (>2,000m) open-ocean convection
between 90◦ S and 55◦ S under pre-industrial conditions (Methods).
We stress here the caveat that these global climate models are
too coarse to capture the export of dense shelf waters along the
continental slope, and therefore miss this important source of deep
ocean ventilation10. The lack of downslope currents could cause the
Southern Ocean to be too weakly stratified, making it more prone
to convective activity. Consequently, the simulated convection may
be unrealistically strong in some cases, with reduced sensitivity
to freshwater loading. On the other hand, the fact that convective
chimneys have been clearly observed in the Weddell Sea3,5,6 implies
that the non-convectingmodels aremissing a realmode of Southern
Ocean ventilation. Indeed, models with no convective activity more
often have overly strong vertical stratification, excessive summer
ice coverage, or both10 (Supplementary Fig. 3).

The areal extent of convection averages 930,000 km2 over pre-
industrial control years across the 25 convecting models. The
Weddell and Ross gyres generally host most of the deep convection,
but some models also place convective chimneys in the Indian and
eastern Pacific sectors (Supplementary Fig. 1). Figure 1b,c shows
the spatial pattern of convection simulated by two models, chosen
for their accurate simulations of AABW properties10 and extended
climate change experiments (continuing to 2300), that provide
among the best qualitative representations of the Weddell Polynya
in size, location and intensity of the deep convection. The frequency
of convective events is variable across models (Supplementary
Table 1 and Fig. 2), reflecting the sensitivity of convection to
features of ocean circulation, air–sea fluxes, sea ice23 and model
resolution25. Eleven of the models simulate convection almost every
winter, whereas multiple decades can separate convective events
in some weakly convecting models. By averaging over the 25-
model ensemble, we find that 63% of all model years exhibit deep
convection in the Southern Ocean, with a mean spacing between
convective events of 10 years.

When subjected to increasing CO2 concentrations following
historical and Representative Concentration Pathway 8.5 (RCP8.5)
forcings (Methods), all convecting models show a decrease in
the strength of deep convection over the course of years 1900
to 2100 (Fig. 3 and Supplementary Table 2), with seven models
exhibiting a complete cessation before 2030 (Supplementary
Table 1). Simulations continued to year 2300 show no return of deep
convection over this period. The fact that the slowing of Southern
Ocean ventilation is so common across models suggests that a
shared process is hampering the development of deep convective
chimneys under warming conditions.

To explore the mechanisms driving the shutdown of
convection under RCP8.5, we performed additional climate
change experiments with a model (CM2Mc) featuring strong,
episodic Weddell Sea ventilation events21. In a three-member
ensemble using this model (Supplementary Information), the final
convection events ended in years 1952, 1987 and 2005, highlighting
the intrinsic variability and sensitivity to initial conditions of
the convection cycles. Enhanced freshwater input south of 45◦ S,
driven by increased precipitation and decreased evaporation
(Supplementary Fig. 4), contributes to strengthening the halocline,
building an efficient barrier to convective mixing. To test the role
of the surface freshwater balance versus that of wind stress changes
on ocean circulation, we made two additional sets of simulations
with CM2Mc: one three-member ensemble in which we applied
only the precipitation–evaporation changes over 90◦ S–40◦ S and
another in which only global wind stress changes were applied
(Supplementary Fig. 5). With the application of the wind stress
perturbation alone, convection shifted from the Weddell Sea to
the Ross Sea, but there was no significant decrease in overall deep
Southern Ocean ventilation (Supplementary Fig. 6). In contrast, the
precipitation–evaporation perturbation south of 40◦ S alone was
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model, the area is normalized by the maximum areal extent of convection
recorded in the entire simulation. Shown are the last 240 years of
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(2006–2300) simulations. Only eight models were run beyond year 2100.
b, Convection area in the MPI-ESM-LR (blue) and HadGEM2-ES (red)
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sufficient to stop the deep convection, with the latest convection
events ending in years 1977, 1989 and 2021 for each ensemble
member. We conclude that the decrease in ventilation of Southern
Ocean deep and intermediate waters simulated under RCP8.5 can
be explained by altered surface freshwater fluxes at southern high
latitudes (Supplementary Fig. 6).

As in CM2Mc and the observational record (Fig. 2), surface
freshening of the southern polar ocean is observed in 34 of the
36 CMIP5 models and significantly exceeds unforced multidecadal
variability in all but two of these models (Fig. 4a and Supplementary
Fig. 7). The resulting increase of salinity stratification causes
the model pycnoclines to strengthen (Fig. 4b). On average, the
stratification strengthens later and more slowly in convecting
models than in non-convecting models, owing in part to the
disruption of freshwater build-up at the surface by convective
exchange with saltier deep waters. Therefore, any tendency of
convective models to overestimate convection probably delays
their response to a perturbed freshwater balance in comparison
with the real ocean: models with more extensive convection
areas generally convect further into the twenty-first century
(Supplementary Fig. 8). In addition, as CMIP5 models do not
include the additional freshwater input from increased glacial melt,
they probably underestimate the rate of freshening under climate
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Figure 4 | Southern polar ocean freshening and stratification in CMIP5 models. a,b, Ensemble mean 0–100 m salinity (a) and pycnocline strength (b) of
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trend (black) from the corresponding observations shown in Fig. 2 are repeated here for comparison.

warming. Indeed, freshening and stratification rates equivalent
to those observed over 1956–2013 are not simulated by the
ensemble of convecting models until the first half of the twenty-first
century (Fig. 4), the period when the modelled convection strength
undergoes its sharpest decrease (Fig. 3). In short, the CMIP5 model
ensemble is consistent with a weakening of deep Southern Ocean
convection under anthropogenic change, due to approximately the
same degree of surface freshening and stratification as we find in the
observational record.

The estimated 2–3 Sv of near-freezing surface waters that
ventilated the upper AABW layer of the Weddell Sea during the
three observed polynya years3 represent a significant addition to
the 5.4 ± 1.7 Sv of shelf water input to the bottom layer of the
SouthernOcean15. Hence, a decreased frequency of deep convection
would be expected to have slowed AABW production3, and could
have affected the denser shelf-produced AABW by altering the
properties of deep waters involved in its formation and subsequent
mixing3,13. The recent absence ofWeddell Sea convection could thus
be contributing to the observed widespread warming and volume
loss of AABW12,13.

A regime shift in Southern Ocean deep ventilation would
also have had impacts on the air–sea exchange of heat and
carbon. The heat release from the Weddell Polynya over 1974–
1976 was estimated to be 0.4 × 1021 J yr−1 (ref. 3), nearly 10%
of the average annual rise in ocean heat content over the 1972–
2008 period26. Hence, stratification in the Weddell Sea may
have increased ocean heat storage and attendant thermosteric
sea level rise, and slowed warming of the atmosphere. Indeed,
it has been suggested that decelerations of global warming are
related to increased deep ocean heat storage, with a role for
reduced AABW formation14. The recent absence of deep open-
ocean convection could be contributing to contemporary trends in
Southern Hemisphere climate, including slowed surface warming,
subsurface ocean warming, sea ice expansion and poleward-

intensifying surface westerlies25. In addition, by exchanging with the
vast deep ocean carbon pool, Weddell convective events would have
modified atmospheric pCO2. It is possible that SouthernOcean deep
convection also varied significantly during past, natural climate
changes, such as on centennial timescales of recent millennia25
and during the last deglaciation, when proxies suggest marked
ventilation changes in the deep South Atlantic27. Further proxy
studies from the Weddell Sea may be able to shed light on
these possibilities.

Methods
Observational record. All profiles were taken from the latest version of the
BLUELink Ocean Archive28. We also used salinity and temperature monthly
climatologies from the CSIRO (Commonwealth Scientific and Industrial Research
Organisation) Atlas of Regional Seas28 (CARS 2009), which is built from the same
database. We first selected profiles with sufficient depth coverage for which the
0–1,500m dynamic height is less than the CARS monthly minimum within
Drake Passage (5.1–5.7 dyn dm). This dynamic height criterion allows a focus on
profiles south of the Antarctic Circumpolar Current. To optimize the use of the
relatively sparse data, an equivalent 0–500m dynamic height threshold
(2.2–2.6 dyn dm) was determined using the strong relationship between
0–1,500m and 0–500m dynamic heights, as obtained from a simple linear
regression. This enabled us to include additional profiles covering only the
0–500m depth range.

Salinity, in situ temperature and surface-referenced potential density were
averaged over 0–100m and 100–200m for every profile. The derivatives of
potential density with respect to salinity and temperature are also calculated and
averaged over 0–200m to obtain the individual contributions of salinity and
temperature to the vertical density gradient. To avoid the aliasing of spatial and
seasonal variability, we subtract the appropriate monthly gridded (0.5◦ × 0.5◦)
CARS atlas values from the 0–100m and 100–200m profile means. Yearly
anomalies are then constructed as area-weighted averages over the sampled
monthly, 0.5◦ × 0.5◦ bins. We finally add the CARS climatological annual mean to
the yearly anomalies to obtain the annual mean time series of Fig. 2. Standard
errors are obtained from the standard deviation across sampled bins within each
year (July to June), scaled by the square root of their number. Note that years
with less than 20 sampled bins were discarded, resulting in quasi-continuous
coverage from 1956 onwards.
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CMIP5 archive. We analysed all CMIP5 models for which ‘piControl’, ‘historical’
and ‘rcp85’ experiments with potential temperature, salinity and sea ice
concentration monthly fields were available. Model outputs were downloaded
from the Program for Climate Model Diagnosis and Intercomparison data
portal24 at http://pcmdi9.llnl.gov/esgf-web-fe/. A list of all analysed models along
with details on their numerical treatment of oceanic convection is given in
Supplementary Table 3.

Pre-industrial control runs use fixed boundary conditions, held at the 1860
level. Historical experiments include the full range of natural and anthropogenic
forcings, consistent with observations. RCP8.5 corresponds to a high-emissions
scenario that includes time-varying greenhouse gas, stratospheric ozone,
anthropogenic aerosols, and solar forcings. Under RCP8.5, the radiative forcing
relative to pre-industrial conditions rises continuously to reach about 8.5Wm−2
in 2100, and increases for another 150 years in the 22–23 century extension
before stabilizing at approximately 12Wm−2.

Only one run (r1i1p1) per model and per experiment was considered.
Available pre-industrial control simulations had lengths ranging between 240 and
1,000 years. Historical (1860–2005) and RCP8.5 (2006–2100 or 2006–2300)
outputs were concatenated to obtain the climate change time series. Nine models
had extended RCP8.5 integrations (2006–2300).

CMIP5 model output analysis. From monthly salinity and temperature
fields, we determined mixed layer depths as the depth z at which
σθ (z)− σθ (10m) = 0.03 kgm−3, where σθ is the potential density referenced to
the surface29. This criterion was found to provide a robust diagnostic of modelled
mixed layers in the southern polar regions as deep mixed layers were observed to
coincide closely with positive sea surface temperature and sea surface salinity
anomalies, as well as low sea ice concentration anomalies, signalling the strong
vertical flux of heat and salt. Convection area is defined as the total surface area
south of 55◦ S with a September mixed layer depth exceeding 2,000m. This depth
criterion ensures that only deep convection in the open ocean is taken into
account. Convection areas are relatively insensitive to the chosen depth
threshold because deep convective overturning was generally observed to
extend over most of the water column. September was chosen because
maximum convection depths and areas are commonly found at the end of
austral winter.

Convective years are defined as years during which the convection area is
larger than 100,000 km2 (about a third of the observed 1970s Weddell Polynya
area). The 11 models featuring no significant open ocean convection are those
that do not simulate any convection area above this threshold (with the exception
of MIROC-ESM, which convects during the last 100 years of its 630-year-long
control run as a result of drifting deep Southern Ocean densities, but exhibits no
convective activity during the historical period; see Supplementary
Table 2).
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1. Additional CM2Mc experiments. 

The model used for the additional simulations, CM2Mc21, is a three-degree version of NOAA 

GFDL's coupled climate model, ESM2M31, with a simpler land model (LM2) and excluding the 

iceberg model32. Subgrid-scale oceanic convection is parameterized through enhanced vertical 

diffusivity (see section 2 and Table S3) within the surface boundary layer scheme, which uses the 

K-profile parameterization33. As described in ref. 34, three ensemble members are run for 

Climate Change, Wind stress perturbation and Precipitation-evaporation (P-E) perturbation 

experiments. Each member is started from initial conditions taken 20 years apart from a 1000-

year pre-industrial simulation segment performed after the end of the spin-up period. 

The Climate Change experiments use the historical and RCP8.5 forcing data35 recommended by 

the Coupled Model Intercomparison Project-CMIP524, so that the boundary conditions are 

identical to those used in ‘historical’ and ‘rcp8.5’ CMIP5 experiments. To compute the time-

varying perturbation to the wind stress and to the surface freshwater flux used respectively in the 

Wind stress perturbation and P-E perturbation experiments, we start by running an additional 

Control simulation, where greenhouse gases are held constant at pre-industrial (1860) levels. We 

next compute the anomalies in vector wind stress and precipitative-evaporative flux as the 

differences in monthly means between the Climate Change and Control simulations. In order to 

remove the interannual signal caused by the main climate modes of variability, we smooth these 

anomalies by calculating 20-year running means, for each month, over the period 1860-2100. 

The smoothed anomalies are then applied at each ocean time step, restricted to the 90°S-40°S 

region in the case of the P-E perturbation. In the Wind stress perturbation runs, the wind stress 

anomalies are applied only when the momentum fluxes are passed from the atmosphere to the 
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ocean and do not directly interfere with any other process, including buoyancy forcing calculated 

with bulk formulae, as in ref. 36. In both ensembles, the atmosphere does not feel the 

perturbation except for any feedbacks resulting from changes in ocean circulation. 

Figures S4, S5, and S6 document the response of the Southern Ocean to the full climate, wind 

stress only and P-E only forcings. In particular, Figure S5 shows the time evolution of the 

maximum Southern Ocean zonal mean westerly wind stress as well as latitudinal profiles of the 

zonally averaged zonal wind stress and P-E flux in all ensemble experiments for the 2070-2100 

period. The difference between Climate Change and Control curves gives the wind stress or P-E 

anomalies applied to the ocean in the Wind stress perturbation and P-E perturbation runs. The 

Wind stress perturbation experiments exhibit no long-term change in the precipitation-

evaporation balance, and neither Wind stress perturbation nor P-E perturbation simulations 

show significant changes in the sea level pressure field (Figure S5). On the other hand, in the 

Climate Change simulations, both the P-E and sea level pressure meridional contrasts are 

significantly altered (Figure S5). We note that these simulated changes under RCP8.5 are 

qualitatively consistent with an amplification of the global water cycle17 and a southward shift 

and intensification of Southern Hemisphere extratropical storm tracks in association with the 

positive SAM trend18,37. 

In the Wind stress perturbation ensemble, though the overall ventilation rate of the deep 

Southern Ocean shows little change (Figure S6), all three members show a migration of the bulk 

of the deep convection from the Weddell Sea to the Ross Sea. In two of the three members, the 

last Weddell Sea convection event ends around 2010, and convection establishes almost 

permanently in the Ross Sea from 2020 onwards. The third member shows some deep 
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convection in the Weddell Sea until the end of the simulation, though Ross Sea convection 

predominates after 2050. The change in the location of deep ventilation arises mainly from a 

change in ocean circulation: the zonal and meridional wind stress perturbations, which are not 

zonally homogenous, result in a weakening of the Weddell Gyre’s barotropic circulation, but a 

spin-up of the Ross Gyre. The reduced Ekman upwelling within the Weddell Gyre deepens the 

pycnocline and increases the stability of the water column there. The opposite is true for the Ross 

Gyre. 

!
2. Representation of convective and land ice processes in CMIP5 models. 

Coarse-resolution, hydrostatic CMIP5 models must employ a convective parameterization in 

order to remove gravitational instabilities through vertical mixing, mimicking the effect of the 

convective plumes that would rapidly homogenize the water column in nature. These 

parameterizations have proven efficient in reproducing the gross properties of convective 

chimneys38. Table S3 lists the numerical schemes used in the CMIP5 models included in this 

study. The most common approach is to increase the vertical diffusivity to very high values (e.g. 

~ 10 m2.s-1) in regions of gravitational instability, also allowing for some mixing below the depth 

of neutral stability (i.e. penetrative convection). Alternatively, non-penetrative convective 

adjustment, such as the scheme of ref. 39, is also frequently used to restore neutral or stable 

stratification in the water column. Table S3 reveals in particular that the pre-industrial presence 

or absence of deep convection does not relate to the numerical choices to parameterize open 

ocean convective processes. 
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Land ice, dominated by Antarctic and Greenland ice sheets, is only crudely represented in 

CMIP5 models. Generally, the treatment of these land-based ice sheets will include a prognostic 

or prescribed albedo and a simple energy and mass balance scheme that, e.g., transports excess 

snow accumulating over the continent to the coast as frozen runoff, implying a stable long-term 

mean ice sheet mass and a closed freshwater cycle32. In particular, most models do not explicitly 

account for the effect of freshwater fed into the ocean through ice-shelf basal melting40 and 

iceberg calving32, despite its potential importance for regional freshwater budgets, sea ice cover 

and deep ocean ventilation32,40-42. Some models31 now incorporate Lagrangian icebergs32 that can 

realistically redistribute iceberg melt away from the coast. The unresolved ocean-ice shelf 

interactions43 mean, however, that CMIP5 models cannot simulate the observed and projected 

mass loss of Antarctic ice shelves in response to ocean warming and ocean circulation 

changes19,41. Thus, none of the CMIP5 models analyzed in this study account for changing rates 

of glacial melt, likely underestimating the rate of freshening of Southern Ocean surface waters 

under anthropogenic change43,44. 

!
3. Assessment of model drift in CMIP5 Southern Ocean simulations.  

Though reduced when averaged over a large ensemble of models, drift can be significant in 

individual model simulations, especially in the deep ocean, due to its long equilibration 

timescale45. Therefore, pre-industrial control simulations have been analyzed for drift in 

Southern Ocean surface and deep water properties. The drift is estimated as the linear trend over 

the full length of ‘piControl’ time series45, and compared to the 2005-2100 RCP8.5 linear trend 

(Table S2). Multi-model averages of pre-industrial control and RCP8.5 trends, calculated as the 

© 2014 Macmillan Publishers Limited.  All rights reserved. 

 



mean over statistically significant (at the 95% level) individual trends, are also given for the 

convecting and non-convecting model groups.  

Table S2 shows that the multi-model mean drift is one to three orders of magnitude smaller than 

the RCP8.5 trends for all analyzed variables. The drift in convection area averages a gain of 

31,000 km2 per century across the convecting models, compared to a multi-model mean 

decreasing trend of –384,000 km2 per century for the 1860-2100 period. Therefore, model drift 

does not contribute to the slowdown in ensemble mean deep convection documented in Figure 3. 

Indeed, the small positive ensemble mean drift in both convection area and normalized 

convection area implies that the decrease in convection strength under RCP8.5 (Figure 3) would 

only be reinforced if drift were accounted for.  

Ensemble mean drift in southern polar ocean 0-100 m salinity and pycnocline strength is so 

small that the time series presented in Figure 4 are nearly identical whether linear drift is 

subtracted from the climate change time series or not. Though insignificant for the ensemble 

mean, drift can be important for the freshening and stratification of individual models. Therefore, 

a linear drift was subtracted from the warming-driven trends for each model when constructing 

Figure S7. This figure shows freshening and stratification during 1860-2100 despite the 

subtracted drift. The correction mostly affects the GISS-E2-H and CNRM-CM5 models, which 

have the largest drift-to-trend ratios in upper 100 m salinity and are the only two models 

simulating surface salinification of the southern polar ocean over the 21st century. 

!
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Table S1: Characteristics of convection in CMIP5 models and CM2Mc. 

All metrics were calculated from the full extent of pre-industrial model outputs, except for the 

latest convective year (last column), which pertains to climate change simulations, extending 

from 1860 to 2100 or from 1860 to 2300 in nine models (asterisks). The upper 25 models are 

!

Models 
Maximum 

convection 
area  

(105 km2) 

Mean 
convection 

area  
(105 km2) 

Percentage 
convective 

years  
(%) 

Mean number 
of consecutive 

convective 
winters 

Mean number of 
consecutive 

non-convective 
winters 

Maximum 
number of 

consecutive  
non-convective 

winters 

Latest 
convective 

year 
(historical-

rcp85) 
ACESS1.0 18.97 10.11 100.0 … 0.0 0 2053 
ACCESS1.3 22.25 8.86 93.0 … 0.0 17 2068 

BCC-CSM1.1* 23.08 1.87 36.2 2.5 4.3 22 *2125 
BCC-CSM1.1m 32.26 8.17 66.7 7.2 3.6 45 2095 
CMCC-CESM 13.59 2.51 56.3 5.2 4.0 13 2068 

CMCC-CM 13.80 3.33 57.6 11.9 8.2 24 2084 
CMCC-CMS 14.80 1.46 29.0 3.7 9.1 39 1993 
CNRM-CM5* 16.61 1.39 26.6 11.9 31.2 91 *2027 

CSIRO-Mk3.6* 2.18 0.05 1.8 2.3 98.2 161 *1862 
FGOALS-g2 2.88 0.35 6.4 1.6 21.8 110 1975 
FGOALS-s2 51.21 37.76 100.0 … 0.0 0 2095 

GFDL-CM3 37.34 10.23 81.6 19.4 4.6 20 2066 
GFDL-ESM2G 35.10 14.04 99.4 … 0.0 3 2081 
GFDL-ESM2M 21.07 8.83 96.6 … 0.0 6 2084 

GISS-E2-H* 40.09 29.44 100.0 … 0.0 0 *2295 
GISS-E2-R* 59.03 47.55 100.0 … 0.0 0 *2300 
HadGEM2-CC 7.00 0.85 30.4 2.8 6.4 17 2023 

HadGEM2-ES* 4.13 0.49 19.8 2.0 8.1 49 *2015 
IPSL-CM5A-LR* 10.00 0.40 11.0 2.8 22.3 231 *2097 
IPSL-CM5A-MR 27.01 4.41 67.3 16.8 8.2 21 2062 

IPSL-CM5B-LR 4.08 0.19 3.7 2.2 13.5 33 2011 
MIROC5 17.55 8.42 99.4 … 0.0 2 2100 
MPI-ESM-LR* 13.59 5.46 99.1 … 0.0 2 *2051 

MPI-ESM-MR 19.52 8.02 100.0 … 0.0 0 2069 
MRI-CGCM3 28.48 17.89 100.0 … 0.0 0 2100 

CM2Mc 27.96 7.57 65.7 17.3 7.1 27 1981 

BNU-ESM 0.28 0.00 0.0 … … … … 
CanESM2 0.24 0.03 0.0 … … … … 
CCSM4* 0.24 0.00 0.0 … … … … 

CESM1-BGC 0.35 0.00 0.0 … … … … 
CESM1-CAM5 0.00 0.00 0.0 … … … … 
CESM1-WACCM 0.09 0.00 0.0 … ... … … 

INMCM4 0.00 0.00 0.0 … … … … 
MIROC-ESM 8.19 0.40 15.9 9.0 69.8 531 … 
MIROC-ESM-CHEM 0.00 0.00 0.0 … … … … 

NorESM1-M 0.03 0.00 0.0 … … … ... 
NorESM1-ME 0.00 0.00 0.0 … … … … 

© 2014 Macmillan Publishers Limited.  All rights reserved. 

 



those referred to as ‘convecting’ models while the bottom 11 models are ‘non-convecting’ 

models. Characteristics of convection in CM2Mc are also given for comparison. Despite the 

significant convection displayed by MIROC-ESM at the end of its control simulation, this model 

was classified as non-convecting because no single convective year was found in historical and 

RCP8.5 experiments (see Table S2). Convective years correspond to a convection area in excess 

of 100,000 km2. Two models (GISS-E2-H and GISS-E2-R) show robust convection until 2300, 

while seven models cease convecting before 2030. 

!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
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Table S2: Pre-industrial control and RCP8.5 Southern Ocean linear trends in CMIP5 

models and CM2Mc. 

Upper 100 m salinity and pycnocline strength refer to southern polar ocean annual means, as 

presented in Figure 4; surface and 2000 m density refer to 90°S-50°S annual mean locally-

!

Models 
0-100 m salinity 
(PSS-78.cent-1) 

Pycnocline strength 
(g.m-3.cent-1) 

surface density 
(g.m-3.cent-1) 

2000 m density 
(g.m-3.cent-1) 

Convection area 
(105 km2.cent-1) 

piControl rcp8.5 piControl rcp8.5 piControl rcp8.5 piControl rcp8.5 piControl hist-rcp8.5 
ACCESS1.0 -0.001 -0.158 1.0 110.9 -8.1 -346.3 -6.2 -33.1 0.25 -4.68 

ACCESS1.3 0.007 -0.226 -0.2 117.8 2.1 -316.1 8.5 -43.9 -0.82 -3.95 

BCC-CSM1.1 -0.008 -0.041 0.8 35.1 -5.5 -243.4 -4.7 -23.9 -0.02 -0.99 

BCC-CSM1.1m -0.002 -0.133 1.3 45.2 -3.2 -189.0 -4.7 -34.1 0.40 -5.99 

CMCC-CESM -0.005 -0.138 2.9 79.6 -6.8 -303.1 -1.5 -15.7 -0.23 -1.25 

CMCC-CM 0.018 -0.096 -4.2 73.4 -7.8 -307.4 -4.2 -23.2 0.86 -2.82 

CMCC-CMS 0.000 -0.066 -0.7 55.9 0.0 -274.4 -1.3 -16.9 0.17 -1.13 

CNRM-CM5 -0.022 0.013 1.7 52.5 -22.4 -298.8 -11.1 -15.5 0.00 -0.86 

CSIRO-MK3.6 -0.001 -0.267 1.9 131.3 -2.0 -354.6 7.6 -4.3 -0.02 -0.05 

FGOALS-g2 0.027 -0.164 0.1 18.9 16.3 -284.7 27.5 -32.5 0.01 -0.26 

FGOALS-s2 0.012 -0.456 0.8 171.1 15.9 -527.8 17.5 -53.7 0.35 -19.71 

GFDL-CM3 0.004 -0.211 0.0 134.3 -12.4 -338.3 -9.5 -49.9 1.61 -4.53 

GFDL-ESM2G -0.003 -0.395 0.8 138.0 -0.2 -318.1 1.2 -18.9 -0.03 -6.24 

GFDL-ESM2M -0.002 -0.116 0.0 64.4 -3.2 -196.5 -2.8 -21.6 0.03 -5.02 

GISS-E2-H 0.042 0.101 -7.0 -115.0 26.8 -158.1 12.4 -22.0 0.73 -2.62 

GISS-E2-R 0.001 -0.123 -0.1 65.0 -0.1 -211.3 3.0 -50.2 -0.50 -13.69 

HADGEM2-CC -0.001 -0.293 -0.3 134.3 7.0 -398.2 -3.0 -45.2 -0.02 -0.35 

HADGEM2-ES -0.006 -0.244 0.4 128.7 -7.4 -424.1 -6.1 -41.9 -0.03 -0.44 

IPSL-CM5A-LR 0.001 -0.066 -0.6 32.3 0.2 -235.6 -0.5 -19.0 0.07 0.21 
IPSL-CM5A-MR -0.002 -0.079 0.2 30.7 -5.6 -203.9 3.4 -16.1 0.30 -1.12 

IPSL-CM5B-LR 0.014 -0.096 -18.3 93.6 10.6 -343.2 -10.0 -30.8 0.15 -0.10 

MIROC5 0.003 -0.164 2.7 66.4 -7.0 -187.1 -8.7 -43.6 0.30 -2.88 

MPI-ESM-LR 0.000 -0.111 -0.2 58.6 0.3 -204.8 -0.2 -28.1 0.01 -2.87 

MPI-ESM-MR 0.000 -0.115 0.0 78.4 -0.6 -171.5 -0.8 -27.4 -0.08 -3.85 

MRI-CGCM3 0.004 -0.086 -1.1 35.4 5.1 -365.3 -4.2 -29.9 0.46 -6.74 

Multimodel mean 0.005 -0.156 -1.3 73.5 -0.4 -288.1 0.1 -29.6 0.31 -3.84 

CM2Mc -0.001 -0.137 -1.9 99.1 2.8 -242.2 -0.88 -20.9 -0.06 -3.42 

BNU-ESM -0.011 -0.085 -7.9 58.6 -1.1 -352.7 -18.2 -40.5 … … 
CanESM2 -0.003 -0.338 1.9 180.7 -4.8 -365.8 8.3 -4.9 … … 
CCSM4 0.007 -0.531 -1.8 303.6 2.3 -448.0 5.1 -24.6 … … 
CESM1-BGC 0.006 -0.411 0.1 276.3 -1.1 -436.4 8.1 -20.1 … … 
CESM1-CAM5 -0.015 -0.298 4.1 231.0 -10.9 -447.1 -4.2 -22.4 … … 

CESM1-WACCM 0.013 -0.387 12.7 282.8 -8.3 -467.2 9.6 -10.0 … … 
INM-CM4 0.003 -0.076 -4.9 56.2 -1.5 -216.2 12.4 2.6 … … 
MIROC-ESM 0.002 -0.227 1.7 157.1 -14.6 -283.1 -30.6 -48.5 0.32 … 
MIROC-ESM-CHEM -0.029 -0.198 8.7 154.2 -19.3 -305.1 -34.5 -51.9 … … 
NORESM1-M 0.005 -0.382 -0.2 75.2 -5.6 -358.0 -2.5 -31.1 … … 
NORESM1-ME 0.008 -0.439 -3.6 85.9 3.6 -351.3 -4.8 -25.9 … … 

Multimodel mean -0.002 -0.307 2.4 169.3 -6.0 -366.4 -4.7 -25.2 … … 
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referenced potential densities; convection area is as defined in Methods and as presented in 

Figure 3. Full-length pre-industrial control and 2005-2100 (1860-2100 for the convection area) 

RCP8.5 linear trends are compared. Statistically significant trends at the 95% level are indicated 

in bold. Multi-model averages, calculated as the mean over 95%-level significant trends, are also 

given for the convecting and non-convecting model groups. Note that differing lengths of 

‘piControl’ time series preclude a direct assessment of the drift (and its significance) in ensemble 

mean properties. The multi-model mean drift is one to three orders of magnitudes smaller than 

RCP8.5 trends. All convecting models show a significant decrease in convection area over 

1860-2100 except IPSL-CM5A-LR, which shows non-significant change over this period but 

ceases to convect following 2097 (Table S1). The MIROC-ESM models exhibit the strongest 

drift in 2000 m density: warming and freshening of Southern Ocean deep waters gradually 

weaken the vertical stability, eventually causing the abrupt convective onset at year 530 of the 

MIROC-ESM pre-industrial simulation (only 255 years are available for MIROC-ESM-CHEM). 

!
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Table S3: Parameterizations of convection in CMIP5 models and CM2Mc. 

The numerical treatment of mixed layer physics and convective instabilities is given for each 

model along with relevant references (numbers). The algorithm of ref. 39 is indicated as the 

reference for non-penetrative convective adjustment schemes though some models may use 

slightly different implementations. Information was collected from the ES-DOC model metadata 

!

Models Ocean code Mixed layer scheme Treatment of convection 

ACESS1.0 MOM4.1 K-profile parameterization (33) enhanced vertical diffusion 
ACCESS1.3 MOM4.1 K-profile parameterization (33) enhanced vertical diffusion 
BCC-CSM1.1 MOM4-L40 K-profile parameterization (33) enhanced vertical diffusion 

BCC-CSM1.1m MOM4-L40 K-profile parameterization (33) enhanced vertical diffusion 
CMCC-CESM NEMO(OPA8.2) Turbulent kinetic energy closure (46,47) enhanced vertical diffusion 
CMCC-CM NEMO(OPA8.2) Turbulent kinetic energy closure (46,47) enhanced vertical diffusion 

CMCC-CMS NEMO(OPA8.2) Turbulent kinetic energy closure (46,47) enhanced vertical diffusion 
CNRM-CM5 NEMO3.2 Turbulent kinetic energy closure (46,47) enhanced vertical diffusion 
CSIRO-Mk3.6 MOM2.2 Kraus-Turner scheme (48) convective adjustment (39) 

FGOALS-g2 LICOM2 Turbulent kinetic energy closure (49,50) convective adjustment (39) 
FGOALS-s2 LICOM2 Turbulent kinetic energy closure (49,50) convective adjustment (39) 
GFDL-CM3 MOM4.1 K-profile parameterization (33) enhanced vertical diffusion 

GFDL-ESM2G GOLD Bulk mixed layer/Turbulent kinetic energy closure (48,51,52) included in the turbulence closure  
GFDL-ESM2M MOM4.1 K-profile parameterization (33) enhanced vertical diffusion 
GISS-E2-H HYCOM K-profile parameterization (33) enhanced vertical diffusion 

GISS-E2-R Russell K-profile parameterization (33) enhanced vertical diffusion 
HadGEM2-CC HadGOM2 Kraus-Turner/K-theory scheme (48,33) convective adjustment (39) 
HadGEM2-ES HadGOM2 Kraus-Turner/K-theory scheme (48,33) convective adjustment (39) 

IPSL-CM5A-LR NEMO3.2 Turbulent kinetic energy closure (46,47) enhanced vertical diffusion 
IPSL-CM5A-MR NEMO3.2 Turbulent kinetic energy closure (46,47) enhanced vertical diffusion 
IPSL-CM5B-LR NEMO3.2 Turbulent kinetic energy closure (46,47) enhanced vertical diffusion 

MIROC5 COCO4.5 Turbulent kinetic energy closure (53,54,55) convective adjustment (39) 
MPI-ESM-LR MPI-OM Richardson number dependent (56) enhanced vertical diffusion 
MPI-ESM-MR MPI-OM Richardson number dependent (56) enhanced vertical diffusion 

MRI-CGCM3 MRI.COM3 Turbulent kinetic energy closure (53,54,55) convective adjustment (39) 

CM2Mc MOM4.1 K-profile parameterization (33) enhanced vertical diffusion 

BNU-ESM MOM4.1 K-profile parameterization (33) enhanced vertical diffusion 

CanESM2 NCOM K-profile parameterization (33) enhanced vertical diffusion 
CCSM4 POP2 K-profile parameterization (33) enhanced vertical diffusion 
CESM1-BGC POP2 K-profile parameterization (33) enhanced vertical diffusion 

CESM1-CAM5 POP2 K-profile parameterization (33) enhanced vertical diffusion 
CESM1-WACCM POP2 K-profile parameterization (33) enhanced vertical diffusion 
INMCM4 INMOM4 Richardson number dependent (56) enhanced vertical diffusion 

MIROC-ESM COCO3.4 Turbulent kinetic energy closure (53,54,55) convective adjustment (39) 
MIROC-ESM-CHEM COCO3.4 Turbulent kinetic energy closure (53,54,55) convective adjustment (39) 
NorESM1-M MICOM/Bergen Bulk mixed layer/Turbulent kinetic energy closure (57) convective adjustment (39) 

NorESM1-ME MICOM/Bergen Bulk mixed layer/Turbulent kinetic energy closure (57) convective adjustment (39) 
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database available at http://earthsystemcog.org/projects/es-doc-models/comparator_demo, 

complemented by published model documentation. 
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Figure S1: Spatial pattern of Southern Ocean deep convection in 25 convecting CMIP5 models. 

For each model, the September mixed layer depth (shading) and 25% and 75% September sea ice 

concentration contours (light grey lines) are shown as averages over pre-industrial control years 

during which the convection area exceeds half of its overall maximum. 
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Figure S2: Frequency and duration of simulated Southern Ocean convective events under pre-

industrial conditions. Distribution of the 25 convecting CMIP5 models according to (a) 

percentage of convective years and (b) mean duration of non-convective intervals, and (c) 

distribution of 14 intermittently convecting CMIP5 models according to duration of convection 

events. Note that both the frequency and the duration of convective events are highly variable 

across models. Eleven models simulate convection almost every winter. The 14 models that 

allow only intermittent convection show a mean duration of convective periods ranging between 

one and 19 consecutive winters, and a mean hiatus between events of three to 98 years. 
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Figure S3: Southern Ocean stratification versus February ice extent in the CMIP5 model suite 

for the 1976-2005 period. Pre-industrial mean convection area reflected by the size of the circle 

for each model. The stratification is measured by the buoyancy loss necessary for convection to 

reach a depth of 3000 m in September, calculated as  placeforequationplaceforequ, averaged over 

55°S-90°S; σθ is the potential density referenced to the surface, and g, ρ0 are constants. Sea ice 

extent refers to the area over which the sea ice concentration is larger than 15 %. All model 

variables are averaged over 1976-2005. A corresponding observational estimate (red cross) is 
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Figure S3: Southern Ocean stratification versus February ice extent in the CMIP5 model 

suite for the 1976-2005 period. Pre-industrial mean convection area reflected by the size 

of the circle for each model. The stratification is measured by the buoyancy loss 

necessary for convection to reach a depth of 3000 m in September, calculated as 255 

g
ρ0

σθ (3000m)−σϑ (z)[ ]dz
0

3000

∫ , averaged over 55°S-90°S; σθ is the potential density 

referenced to the surface, and g ,ρ0  are constants. Sea ice extent refers to the area where 

the sea ice concentration is larger than 15 %. All model variables are averaged over 1976-

2005. A corresponding observational estimate (red cross) is indicated, where the 
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indicated, where the stratification is calculated from the CARS28 September climatology and the 

observed February sea ice extent is the 1979-2005 average (data from the National Snow and Ice 

Data Center58). The 11 models with no significant convective activity (brown) tend to have either 

strong vertical stratification or large summer sea ice coverage or a combination of both relative 

to observations. The CM2Mc model (three-member ensemble mean) is shown in green. 
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Figure S4: Changes in surface freshwater fluxes (mm.day-1) in the CM2Mc Climate Change 

model simulations. Zonal mean total change (thick black line) and contributions due to 

precipitation (black), evaporation (red), sea ice melt (blue; negative values mean less melt or 

more ice growth) and runoff (green). Positive values correspond to an increase in freshwater 

input to the surface ocean. Ensemble multi-annual mean of three simulations presented for years 

2070-2100 minus 1860-1890 (the same quantity calculated in the Control simulations showed 

the model drift to be negligible). Precipitative-evaporative freshening changes dominate between 

68°S and 46°S. 
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Figure S5: Changes in low-level atmospheric circulation and hydrological cycle in the CM2Mc 

ensemble experiments. a, Time evolution of the 20-year running mean maximum Southern 

Ocean zonal mean zonal wind stress. Zonal mean (b) zonal wind stress and (c) precipitation 

minus evaporation (P-E) averaged over 2070-2100. d, Difference in zonal mean sea level 

pressure (SLP) between years 2070-2100 and 1860-1890. All are averaged over (black) Control, 

(green) Wind stress perturbation, (blue) P-E perturbation and (red) Climate Change three-

member ensembles. Under RCP8.5 (red curves), the P-E meridional gradients deepen and the 

high latitude maxima in P-E shift poleward (c). The deepening of the meridional gradient in SLP 

at about 53°S (d) signals the positive long-term change in the SAM index, which is accompanied 

by a strengthening and southward shift of the low-level atmospheric circulation (a,b). 
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Figure S6: Zonal mean water age (since surface contact) in a depth versus latitude Southern 

Ocean profile for the CM2Mc model. Ensemble mean of three simulations shown for the 

1860-1890 and 2070-2100 periods for the Climate Change (a and d, respectively), Wind stress 

perturbation (b and e) and P-E perturbation (c and f) experiments. The decrease in ventilation of 

intermediate and deep waters over 1860-2100 in the climate change experiments is not due to 

changes in wind stress, and hence must be explained by altered buoyancy fluxes. Changes in 

precipitation and evaporation south of 40°S alone cause a similar ventilation slowdown as that 

simulated under the full climate change forcing. 
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Figure S7: RCP8.5 changes and internal variability in southern polar ocean surface salinity and 

stratification in the CMIP5 model suite. Variables are annual averages over the region where the 

surface dynamic height relative to 1500 m is less than its minimum within Drake Passage, thus 

excluding both Antarctic Circumpolar Current and shelf waters. RCP8.5 changes (position of 
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crosses) refer to years 2050-2100 minus 1860-2005, and were corrected for drift by subtracting 

the linear pre-industrial control trends from the climate change time series. The range of 

unforced multidecadal variability is indicated by the vertical and horizontal bars, whose length is 

proportional to the maximum anomalies of all 50-year periods from the detrended pre-industrial 

control mean. Thus, RCP8.5 changes cannot be distinguished from unforced variability 

whenever these bars cross the origin, which is the case for the CNRM-CM5, IPSL-CM5A-LR 

and IPSL-CM5A-MR models only. Both convecting (blue) and non-convecting (brown) models 

are shown. The CM2Mc model ensemble is shown in green. 
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Figure S8: Latest convective year versus mean pre-industrial convection area in the 25 

convecting CMIP5 models. Mean pre-industrial area is presented in log scale. The latest 

convective year corresponds to the last year of the climate change simulation (1860-2100) 

characterized by a convection area in excess of 100,000 km2. Note that models with large 

convection areas tend to convect further in the 21st century. The three-member CM2Mc ensemble 

is shown in green. 
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Abstract	51	

Understanding	 the	 causes	 of	 recent	 climatic	 trends	 and	 variability	 in	 the	 high-latitude	52	
Southern	Hemisphere	is	hampered	by	a	short	instrumental	record.	Here,	we	analyse	recent	53	
atmosphere,	surface	ocean	and	sea-ice	observations	in	this	region	and	assess		their	trends	in	54	
the	 context	 of	 palaeoclimate	 records	 and	 climate	 model	 simulations.	 Over	 the	 36-year	55	
satellite	 era,	 significant	 linear	 trends	 in	 annual	mean	 sea-ice	 extent,	 surface	 temperature	56	
and	 sea-level	 pressure	 are	 superimposed	 on	 large	 interannual	 to	 decadal	 variability.	57	
However,	 most	 observed	 trends	 are	 not	 unusual	 when	 compared	 with	 Antarctic	58	
paleoclimate	records	of	the	past	two	centuries.	With	the	exception	of	the	positive	trend	in	59	
the	Southern	Annular	Mode,	climate	model	simulations	that	include	anthropogenic	forcing	60	
are	 not	 compatible	 with	 the	 observed	 trends.	 This	 suggests	 that	 natural	 variability	 likely	61	
overwhelms	 the	 forced	response	 in	 the	 observations,	 but	 the	 models	 may	 not	 fully	62	
represent	this	natural	variability	or	may	overestimate	the	magnitude	of	the	forced	response. 63	

	64	

	 	65	
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1.	Introduction	66	

The	high	latitude	of	the	Southern	Hemisphere	(SH)	is	a	highly	complex	and	critically	67	
important	 component	 of	 the	 global	 climate	 system	 that	 remains	 poorly	 understood.	 The	68	
Antarctic	Ice	Sheet	represents	the	greatest	potential	source	of	global	sea	level	rise1,	and	its	69	
response	 to	 climate	 change	 is	 a	major	 source	of	uncertainty	 for	 future	projections2,3.	 The	70	
Southern	Ocean	is	important	for	its	ability	to	uptake	heat	and	carbon	dioxide,	and	thereby	71	
mitigate	human-induced	atmospheric	 temperature	and	CO2	rise4,5,6,7,8.	 	Antarctic	sea	 ice	 is	72	
important	 for	 its	 role	 in	 ocean-atmosphere	 exchange	 and	 provides	 an	 important	 climate	73	
feedback	through	its	influence	on	albedo	and	atmospheric	and	oceanic	circulation.	74	

The	leading	mode	of	atmospheric	circulation	variability	in	the	SH	high	latitudes	is	the	75	
Southern	 Annular	Mode	 (SAM)9.	 It	 is	 a	 measure	 of	 the	mid-to-high	 latitude	 atmospheric	76	
pressure	 gradient	 and	 reflects	 the	 strength	 and	position	 of	 the	westerly	winds	 that	 circle	77	
Antarctica.	This	in	turn	impacts	various	aspects	of	Antarctic	climate	and	controls	the	timing	78	
and	distribution	of	rainfall	received	by	the	mid-latitude	SH	continents10.	An	almost	equally	79	
important	aspect	of	large-scale	circulation	variability	in	this	region	is	the	mid	to	high-latitude	80	
response	to	tropical	variability,	particularly	the	El	Niño-Southern	Oscillation	(ENSO)11.	81	

Over	 recent	 decades,	 multiple	 changes	 have	 been	 observed	 in	 high-latitude	 SH	82	
climate.	However,	the	brevity	and	sparse	distribution	of	observational	records	poses	a	major	83	
challenge	 in	 understanding	 whether	 observed	 changes	 are	 anthropogenically	 forced	 or	84	
remain	within	the	range	of	natural	climate	variability.			We	can	improve	our	understanding	85	
of	 SH	 high	 latitude	 climate	 by	 combining	 information	 from	 instrumental,	 satellite,	86	
palaeoclimate	and	reanalysis	data,	along	with	climate	model	simulations.	Here,	we	provide	87	
an	 assessment	 of	 recent	 changes	 in	 the	 atmosphere,	 ocean	 and	 sea	 ice	 systems	 of	 the	88	
southern	 high	 latitudes	 (south	 of	 50°S),	 on	 timescales	 from	 decades	 to	 centuries.	 We	89	
describe	 SH	 climate	 trends	 using	 satellite	 information	 (1979-2014)	 and	 Antarctic	 station	90	
observations.	 These	 are	 compared	 with	 trends	 and	 multi-decadal	 variability	 from	91	
palaeoclimate	 data	 spanning	 the	 last	 200	 years,	 as	 well	 as	 control	 and	 forced	 climate	92	
simulations	 from	 the	 Fifth	 Climate	 Model	 Intercomparison	 Project	 (CMIP5)12,	 to	 assess	93	
whether	 recent	 trends	 are	 unusual	 compared	 with	 natural	 variability.	 We	 conclude	 by	94	
identifying	 key	 knowledge	 gaps	 where	 strategically	 focussed	 research	 will	 improve	95	
understanding	 of	 the	 contribution	 of	 SH	 high	 latitudes	 to	 global	 climate	 variability	 and	96	
change.		97	

	98	

2.		Antarctic	climate	monitoring	99	

Coordinated	 international	 efforts	 to	 monitor	 Antarctic	 climate	 began	 in	 the	100	
International	 Geophysical	 Year	 of	 1957/58.	 However,	 few	 climate	 measurements	 are	101	
available	over	vast	areas	of	the	continent	and	the	adjacent	ice-shelves,	sea	ice	and	oceans.	102	
The	advent	of	 routine	 satellite	 sounder	observations	 in	1979	 revolutionised	knowledge	of	103	
climate	over	Antarctica	and	the	surrounding	oceans,		although	uncertainties	remain	due	to	104	
satellite	 sensor	 changes13.	More	uncertain	early	 satellite	 sea	 ice	estimates	extend	back	 to	105	
197214,	 with	 ongoing	 recovery	 of	 ice	 edge	 information	 for	 the	 1964-1972	 period15,16.	106	
Knowledge	 of	 recent	 sub-surface	 ocean	 trends	 remains	 more	 limited.	 The	 Argo	 profiling	107	
float	 program	 and	 conductivity-temperature-depth	 tags	mounted	 on	 elephant	 seals	 have	108	
provided	substantial	numbers	of	subsurface	ocean	profiles	only	since	20047,	and	even	now,	109	
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few	ocean	profiles	are	obtained	within	the	sea-ice	zone.	110	

Antarctic	 annual	 mean	 climate	 trends	 over	 the	 1979-2014	 interval	 covered	 by	111	
satellite	observations	(Fig.	1,	see	Supplementary	Fig.	1	for	location	map)	are	dominated	by	112	
statistically	 significant	 (p<0.05)	 linear	 trends	 indicating:	 (1)	 an	 intensification	 of	 the	 mid-113	
latitude	 westerly	 winds	 related	 to	 an	 increasing	 SAM	 index;	 (2)	 an	 overall	 sea	 surface	114	
temperature	(SST)	cooling,	except	in	the	southeast	Indian	Ocean	sector,	and		in	the	Weddell,	115	
Bellingshausen	 and	 Amundsen	 Seas17	 (not	 visible	 in	 Fig.	 1	 due	 to	 sea-ice	 shading);	 (3)	 an	116	
overall	 expansion	 of	 sea	 ice,	 underpinned	 by	 a	 large	 increase	 in	 the	 Ross	 Sea	 sector,	 but	117	
partly	 offset	 by	 large	 decreases	 in	 the	 Amundsen-Bellingshausen	 sector,	 around	 the	118	
Antarctic	 Peninsula,	 and	 in	 the	 southeast	 Indian	 Ocean;	 (4)	 a	 strong	 surface	 air	 warming	119	
over	 the	 West	 Antarctic	 Ice	 Sheet	 and	 Antarctic	 Peninsula	 regions;	 and	 (5)	 surface	 air	120	
cooling	 above	 Adélie	 Land	 in	 East	 Antarctica.	 The	 surface	 air	 temperature	 (SAT)	 records	121	
from	individual	stations	(inset	panels	in	Fig.	1)	demonstrate	how	considerable	interannual	to	122	
decadal	variability	underlies	these	long-term	trends.	In	many	cases,	the	annual-mean	trends	123	
arise	from	strong	trends	in	specific	seasons	(Supplementary	Fig.	2).	124	

Time	series	of	summer	anomalies	 in	hemispherically	averaged	SST,	zonal	wind,	and	125	
sea	 ice	 extent	 exhibit	 consistent	 multi-decadal	 variability	 since	 195017,	 suggesting	 that	126	
recent	changes	in	multiple	variables	are	strongly	coupled.		Many	of	the	observed	changes	in	127	
SH	high-latitude	climate	can	be	related	to	changes	in	atmospheric	circulation.	Strengthening	128	
of	 the	 westerly	 winds	 associated	 with	 the	 positive	 SAM	 trend	 causes	 spatially	 coherent	129	
changes	in	surface	air	temperature	over	Antarctica18,	and	in	particular	can	account	for	the	130	
summer	warming	over	the	eastern	Antarctic	Peninsula19,20.	Cooling	of	the	surface	ocean	and	131	
warming	 of	 the	 subsurface	 ocean21,22,23,24,25	 throughout	 the	 Southern	 Ocean	 can	 also	 be	132	
partly	attributed	to	a	westerly	wind-forced	 increase	 in	northward	Ekman	transport	of	cold	133	
subantarctic	 surface	 waters.	 Summer	 trends	 in	 the	 SAM	 are	 distinct	 from	 natural	134	
variations26,	 and	 are	 attributed	 to	 stratospheric	 ozone	 depletion,	 and	 the	 associated	135	
stratospheric	 cooling	 over	 Antarctica10,27.	 In	 addition,	 regional	 atmospheric	 circulation	136	
changes	led	to	warming	trends	in	winter	and	spring,	distinct	from	the	summertime	warming	137	
associated	 with	 the	 SAM,	 particularly	 over	 the	West	 Antarctic	 Ice	 Sheet	 (WAIS)	 and	 the	138	
western	Antarctic	 Peninsula	 during	 the	 second	half	 of	 the	 Twentieth	 Century11,28,29,30,31,32.		139	
However,	 in	 the	 last	 10-15	 years	 the	 rate	 of	 warming	 over	 the	 Peninsula	 has	 slowed	140	
markedly,	in	all	seasons,	but	most	strongly	in	summer	(time	series	in	Supplementary	Fig.	2).			141	

Regional	 atmospheric	 circulation	 changes	 are	 also	 a	 potential	 driver	 of	 the	 recent	142	
trends	 in	Antarctic	sea	 ice33,	 in	particular	through	the	strengthening	of	the	Amundsen	Sea	143	
Low	 (ASL)34.	 Deepening	 of	 the	 ASL	 is	 linked	 to	 both	 changes	 in	 the	 SAM35	 and	 to	144	
atmospheric	 teleconnections	 with	 the	 tropical	 Pacific11,29,34,36,37.	 The	 ASL	 has	 intensified	145	
onshore	 warm	 air	 flow	 over	 the	 Amundsen-Bellingshausen	 sector,	 and	 colder	 air	 flow	146	
offshore	 in	 the	 Ross	 Sea	 sector38.	 This	 has	 contributed	 to	 the	 characteristic	 dipole	 of	147	
contrasting	 SAT	 and	 sea-ice	 concentration	 changes	 between	 the	 Ross	 Sea	 and	 the	148	
Amundsen-Bellingshausen/Antarctic	 Peninsula	 regions11,36,39,40.	 An	 additional	 mechanism	149	
that	may	partly	explain	the	overall	increasing	trend	in	Antarctic	sea-ice	extent	(SIE)	involves	150	
the	increased	meltwater	input,	which	has	contributed	to	freshening	of	the	Southern	Ocean	151	
(e.g.41),	stabilization	of	the	water	column42	and	thus	potentially	a	reduction	of		the	vertical	152	
ocean	heat	flux,	enabling	more	prevalent	sea	ice	formation43,44.	153	
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Changes	in	SAT,	atmospheric	and	ocean	circulation	have	also	affected	the	ice	sheet	154	
itself,	through	surface	melting	of	 ice	shelves	around	the	Antarctic	Peninsula45,	and	melting	155	
of	ice	shelves	from	below	owing	to	the	intrusion	of	warm	circumpolar	deep	water	onto	the	156	
continental	 shelf46.	 The	 importance	 of	 the	 latter	 process	 is	 particularly	 evident	 along	 the	157	
margin	of	 the	WAIS47,48,49	 and	 is	 associated	with	 regional	 atmospheric	 circulation	 changes	158	
forced	by	teleconnections	from	the	tropics48,50.	159	

The	 numerous	 interconnections	 between	 changes	 in	 the	 SH	 high	 latitude	160	
atmosphere-ocean-sea	 ice	 systems	 provide	 strong	 feedbacks	 that	 can	 amplify	 initial	161	
perturbations	related	for	instance	to	winds	or	modifications	in	the	hydrological	cycle42,51,52.	162	
These	connections	also	demonstrate	the	need	to	assess	the	significance	and	impacts	of	SH	163	
high	latitude	climate	changes	in	a	holistic	way,	using	multiple	variables.	164	

	165	
	166	

3.	Historical	records	and	natural	archives		167	
To	 place	 these	 recent	 observed	 trends	 into	 a	 longer-term	 context,	 we	 compiled	168	

observational	records	of	SAT	longer	than	55	years	as	well	as	proxy	records	for	SAT,	SST	and	169	
sea	ice,	extracted	from	annually	to	multi-annually	resolved	ice	and	marine	sediment	cores,	170	
spanning	the	last	200	years	(see	Supplementary	Table	1	for	details	of	the	datasets	used,	and	171	
Methods	 for	 data	 compilation).	 Datasets	were	 grouped	 into	 four	 different	 sectors,	which	172	
were	designed	to	group	observational	and	proxy	records	with	similar	patterns	of	variability	173	
while	also	working	within	the	constraints	of	data	availability.	Our	regions	are	comprised	of	174	
three	 near-coastal	 zones	 spanning:	 (1)	 the	 Antarctic	 Peninsula	 region	 including	 the	175	
Bellingshausen	and	Scotia	Seas,	 (2)	 the	West	Antarctic	 Ice	Sheet	and	 the	Ross	Sea	 region,	176	
and	 (3)	 a	 broad	 region	 spanning	 coastal	 East	 Antarctica	 and	 incorporating	 the	 adjacent	177	
oceans	 and	 the	 Weddell	 Sea.	 The	 final	 region	 is	 defined	 over	 the	 inland	 East	 Antarctic	178	
Plateau	above	2000	m	elevation	(4).	The	separation	of	coastal	from	inland	regions	reflects	179	
known	 differences	 in	 atmospheric	 transport	 dynamics	 pathways	 for	 weather	 events	 that	180	
impact	 inland	versus	 coastal	 sites	 in	Antarctica53.	 Fig.	 2	 shows	 these	 sectors	and	 the	data	181	
available	 for	 this	 synthesis,	 and	 highlights	 the	 paucity	 of	 climate	 information	 currently	182	
available	for	many	parts	of	Antarctica.		183	

	184	

3.1.	Antarctic	Peninsula	sector	185	

Of	 the	 four	 sectors,	 the	 Antarctic	 Peninsula	 has	 the	 longest	 observed	 SAT	 record	186	
(1903-present);	prior	to	the	late	1940s,	SAT	is	only	available	from	the	single	Orcadas	station,	187	
located	 northeast	 of	 the	 Peninsula	 itself.	 Instrumental	 data,	 proxy	 palaeotemperature	188	
records	(ice	cores	and	a	moss	bank	core),	and	borehole	temperature	 inversions	show	that	189	
the	 Antarctic	 Peninsula	warming	 trend	 (Fig.	 1)	 is	 part	 of	 a	 longer-term	 regional	 warming	190	
trend	 (Fig.	 2a).	 The	 correspondence	 between	 instrumental	 and	 proxy	 data	 and	 between	191	
multiple	proxy	data	sources	may	be	stronger	here	than	for	any	other	region,	suggesting	this	192	
is	a	robust	context	for	the	late	20th	century	temperature	trend.		The	James	Ross	Island	(JRI)	193	
ice	core	suggests	that	local	warming	began	in	the	1920s	and	has	been	statistically-significant	194	
(p<0.1)	since	the	1940s54.	Ice	cores	from	the	Gomez	and	Ferrigno	sites	and	a	moss	bank	core	195	
demonstrate	that	the	20th	century	rise	in	SAT	on	the	northern	Peninsula	also	extends	south	196	
to	 the	 southwest	 Antarctic	 Peninsula55,56	 and	 was	 accompanied	 by	 increases	 in	 snow	197	
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accumulation57,58	 and	 increased	 biological	 productivity,	 suggesting	 temperature	 changes	198	
were	 likely	year-round.	Antarctic	Peninsula	warming	has	been	 related	 to	 intensification	of	199	
the	 circumpolar	westerlies	 in	 austral	 summer	 and	 autumn19,	 associated	 deepening	 of	 the	200	
Amundsen	Sea	Low,	and	to	central	 tropical	Pacific	warming	 in	austral	autumn,	winter	and	201	
spring11.	202	

None	of	the	most	recent	36-year	trends	in	the	proxy	SAT	records	are	unprecedented	203	
relative	 to	 trends	 of	 the	 same	 length	 from	 earlier	 portions	 of	 the	 palaeoclimate	 archives	204	
(Methods,	 Supplementary	Fig.	 3a).	 The	most	 recent	100-year	 trends	do	exceed	 the	upper	205	
95%	level	of	all	earlier	100-year	trends	in	three	of	the	Antarctic	Peninsula	ice	core	isotope	206	
records	(JRI,	Gomez	and	Ferrigno;	Supplementary	Fig.	3c);	for	the	JRI	core	the	most	recent	207	
100-year	warming	trend	falls	within	the	upper	0.3%	of	the	distribution	of	all	100-year	trends	208	
over	the	last	2000	years54,59.	209	

Two	 marine	 SST	 proxy	 records	 from	 the	 northern	 Antarctic	 Peninsula	 show	 a	210	
warming	 trend	over	 the	20th	 century	 that	was	most	 prominent	over	 the	~1920s	 to	 1950s	211	
(Fig.	 2a).	A	 cooling	 trend	 in	 the	most	 recent	decades	of	 the	proxy	 stack	 appears	 to	be	of	212	
similar	 magnitude	 to	 earlier	 episodes	 of	 decadal-scale	 variability.	 In	 this	 sector,	 sea-ice	213	
information	is	derived	from	one	historical	record,	three	ice	core	chemical	records60	and	two	214	
marine	diatom	records	 spanning	 the	Bellingshausen	Sea	and	Scotia	Sea/northern	Weddell	215	
Sea.	 They	 depict	 a	 regionally	 coherent	 sea-ice	 decrease	 from	 the	 1920s	 to	 the	 1950s,	216	
coincident	 with	 proxy	 evidence	 for	 SST	 increases.	 The	 proxy	 composite	 does	 not	 clearly	217	
capture	 the	 Bellingshausen	 sea-ice	 decline	 observed	 by	 satellites	 since	 1979,	 although	218	
individual	studies	have	demonstrated	that	this	recent	observed	sea-ice	decline	is	embedded	219	
within	 a	 longer-term	 decreasing	 trend	 that	 persisted	 through	 the	 20th	 century	 and	 was	220	
strongest	at	mid-century61,62.		221	

	222	
3.2.	West	Antarctica		223	

In	West	Antarctica,	SAT	observations28,30,	a	borehole	temperature	profile63,64,	and	ice	224	
core	water	stable	 isotope	records65	all	depict	a	consistent,	 statistically	significant	warming	225	
trend	beginning	 in	 the	1950s.	 These	 trends	 are	 greatest	 in	winter	 and	 spring,	 and	 closely	226	
associated	 with	 the	 rapid	 decline	 in	 sea	 ice	 observed	 in	 the	 Amundsen-Bellingshausen	227	
Seas40,65,66.	The	annual	mean	SAT	trend	over	West	Antarctica	may	be	among	the	most	rapid	228	
warming	trends	of	the	last	few	decades	anywhere	on	Earth	(2.2±1.3oC	increase	during	1958-229	
2010	at	Byrd	Station,	mostly	due	to	changes	in	austral	winter	and	spring)30,67.	Nevertheless,	230	
the	natural	decadal	variability	 in	this	region	 is	also	 large,	owing	to	the	strong	variability	of	231	
the	 ASL68,	 amplified	 by	 teleconnections	 with	 the	 tropical	 Pacific	 also	 during	 winter	 and	232	
spring11,29,69.	This	differs	markedly	from	the	situation	on	the	Antarctic	Peninsula,	where	the	233	
summertime	trends	occur	against	a	background	of	relatively	small	inter-annual	variability31.	234	
As	a	 consequence,	 the	 large	 recent	 trends	cannot	yet	be	demonstrated	 to	be	outside	 the	235	
range	 of	 natural	 variability	 (e.g.	 100-year	 trend	 analysis	 in	 Supplementary	 Fig.	 3c).	 An	236	
analysis	 of	more	 than	 twenty	 ice	 core	 records	 from	West	Antarctica65	 concluded	 that	 the	237	
most	recent	decades	were	likely	the	warmest	in	the	last	200	years,	but	with	low	confidence	238	
because	of	a	similar-magnitude	warming	event	during	the	1940s	associated	with	the	major	239	
1939-1942	El	Niño	event70.		240	

At	 present,	 no	 high-resolution	 reconstructions	 of	 SST	 or	 SIE	 are	 available	 for	 the	241	
Amundsen-Ross	Sea	sector	to	give	context	to	the	observed	satellite-era	trends	there.		242	
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	243	

3.3.	Coastal	East	Antarctica	244	

No	 recent	multi-decadal	 trend	 emerges	 from	 the	 compilation	 of	 SAT	 observations	245	
and	 proxy	 records	 in	 coastal	 East	 Antarctica.	 Recent	 fluctuations	 lie	 within	 the	 decadal	246	
variability	documented	 from	 ice	 core	water	 isotope	 records,	 and	 recent	36-year	 and	100-247	
year	 trends	 remain	 within	 the	 5-95%	 range	 of	 earlier	 trends	 within	 each	 record	248	
(Supplementary	 Fig.	 3a,	 c).	 The	 only	 available	 long-term	 borehole	 temperature	249	
reconstruction	suggests	a	recent	warming	trend.	This	apparent	contradiction	may	arise	from	250	
spatial	 gradients	 and	 differences	 in	 recent	 temperature	 trends	 (e.g.	 Fig.	 1)	 across	 this	251	
geographically	extensive	but	data	sparse	sector.	Indeed,	only	seven	meteorological	stations,	252	
two	ice	core	water	isotope	records	of	sufficient	resolution	(see	methods)	and	one	100-year	253	
borehole	profile	occupy	a	longitudinal	region	spanning	150°E	to	40°W	(Fig.	2a).	Networks	of	254	
isotope	 records	 from	 shallow	 ice	 cores	 (not	 compiled	 in	 this	 study	 due	 to	 their	 limited	255	
temporal	coverage)	do	provide	evidence	for	a	statistically	significant	increasing	SAT	trend	in	256	
the	past	30-60	years	over	 the	Fimbul	 Ice	Shelf,	East	Antarctica71	and	over	Dronning	Maud	257	
Land72,	despite	no	observed	warming	at	the	nearby	Neumayer	station71,72.	258	

The	 single	 SST	 proxy	 record	 available	 from	 off	 the	 coast	 of	 Adélie	 Land73	 (Fig.	 2)	259	
shows	a	 strong	 increase	post	1975,	and,	despite	considerable	decadal	variability,	 the	 final	260	
36-year	trend	exceeds	the	95%	range	of	trends	in	the	full	record	(Supplementary	Fig.	3a,	c).	261	
Satellite	observations,	showing	a	regional	SIE	increase	across	this	sector	since	1979,	are	not	262	
mirrored	 by	 proxy	 records,	 which	 suggest	 an	 overall	 sea-ice	 decline	 since	 the	 1950s74,	263	
overlaid	 by	 strong	 decadal	 variability	 (Fig.	 2).	 This	 also	 highlights	 the	 challenges	 in	264	
interpretation	of	 sea-ice	proxies,	which	 can	be	 sensitive	 to	 variations	 in	 sea-ice	 thickness,	265	
duration	 or	 local	 dynamics.	 For	 example,	 near	 the	 Mertz	 glacier	 sea-ice	 proxy	 records	266	
spanning	 the	 past	 250	 years	 depict	 large	 multi-decadal	 variations	 that	 are	 attributed	 to	267	
iceberg	 calving	 events	 and	 are	 comparable	 to,	 or	 larger	 than,	 the	most	 recent	 36-year	or	268	
100-year	trends73	(Supplementary	Fig.	3b-c).	269	

	270	

3.4.	East	Antarctic	Plateau	271	

The	 stable	 isotope	 records	 for	 the	 East	 Antarctic	 Plateau	 do	 not	 show	 statistically	272	
significant	trends	in	the	final	36	years	of	their	record	(Supplementary	Figure	3a),	unlike	the	273	
observed	SAT	for	the	region	(Fig.	1	inset	b).	Comparison	of	Figs.	1	and	2	indicates	that	the	274	
East	Antarctic	Plateau	stable	water	isotope	records	come	from	locations	spanning	differing	275	
temperature	 trends	 in	 Fig.	 1.	 The	 Plateau	 Remote	 core	 on	 the	 central	 Plateau	 is	276	
characterised	by	large	decadal	variability,	and	the	most	recent	100-year	trend	remains	well	277	
within	the	5-95	%	range	of	earlier	trends.	Towards	the	margins	of	the	East	Antarctic	Plateau,	278	
the	EDML	and	Talos	Dome	 ice	 cores	display	 recent	100-year	warming	and	 cooling	 trends,	279	
respectively,	 that	 are	 significant	 with	 respect	 to	 earlier	 100-year	 trends	 in	 these	 cores	280	
(Supplementary	 Fig.	 3c).	 Temperature	 records	 from	 borehole	 inversions75,	 which	 cannot	281	
resolve	 decadal	 variability,	 also	 show	 evidence	 for	modest	 temperature	 increases	 on	 the	282	
Dronning	Maud	 Land	 side	of	 the	East	Antarctic	Plateau	during	 the	 late	20th	Century,	with	283	
warming	 apparently	 beginning	 earlier	 closer	 to	 the	 coast.	 The	 differing	 characteristics	 of	284	
long-term	 temperature	 variability	 and	 trends	 at	 sites	 across	 the	 Antarctic	 Plateau	 again	285	
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highlight	the	importance	of	increasing	the	spatial	coverage	of	proxy	records	from	this	data	286	
sparse	region.		287	

	288	

3.5	The	Southern	Annular	Mode	289	

The	history	of	 the	 SAM	over	 the	 last	 200	 years	has	been	assessed	 in	 a	number	of	290	
previous	 reconstructions	 using	 syntheses	 of	 station	 observations26,76,77	 and	 palaeoclimate	291	
networks18,78,79	 (not	 shown).	 Reconstructions	 from	 station	 data	 display	 strong	 decadal	292	
variability	 and	 season-specific	 trends.	 The	 summer	SAM	exhibits	 the	 strongest	post-1960s	293	
trend,	which	is	assessed	as	unusual	compared	to	trends	in	the	earlier	part	of	the	century26.	294	
A	 summer	 SAM	 index	 reconstructed	 from	 mid-latitude	 tree	 rings	 also	 indicates	 that	 the	295	
recent	positive	phase	of	the	SAM	is	unprecedented	 in	the	context	of	at	 least	the	past	600	296	
years79.	 Similarly,	 an	 annual	 average	 SAM	 index	 reconstruction	 based	 on	 a	 network	 of	297	
temperature-sensitive	 palaeoclimate	 records	 spanning	 Antarctica	 and	 southern	 South	298	
America	 indicates	that	the	SAM	is	currently	 in	 its	most	positive	state	over	at	 least	the	 last	299	
1000	 years18.	 Over	 the	 last	 200	 years,	 SAM	 index	 reconstructions	 display	 a	 steady79	 or	300	
declining18	 SAM	 index	 since	 the	early	1800s,	 reaching	a	minimum	 in	 the	early	 to	mid-20th	301	
century18,79,	before	commencement	of	the	positive	SAM	trend	that	 is	seen	in	observations	302	
(Fig.	1).		303	

	304	

4.		Simulated	Antarctic	climate	trends	and	variability		305	

The	 satellite	 observations	 and	 longer	 historical	 and	 proxy-based	 climate	 records	306	
reviewed	 in	 preceding	 sections	 reveal	 significant	 regional	 and	 seasonal	 climatic	 trends	 of	307	
both	positive	and	negative	signs	and	with	a	range	of	amplitudes,	together	with	substantial	308	
decadal	 to	 centennial	 variability	 in	 the	high-latitude	SH.	 To	 further	 assess	whether	 recent	309	
climate	variations	may	be	attributed	 to	externally	 forced	changes,	or	 can	be	explained	by	310	
unforced	 multidecadal	 variability,	 we	 now	 examine	 statistics	 of	 36-year	 trends	 in	 model	311	
simulations	 from	 CMIP512	 and	 compare	 these	 to	 observed	 trends	 over	 the	 1979-2014	312	
period.		313	

Trend	 distributions	 from	 pre-industrial	 control	 simulations	 provide	 an	 estimate	 of	314	
internally	 generated	 variability	 under	 fixed	 external	 forcing.	 The	 CMIP5	 climate	 models	315	
display	 large	 internal	multi-decadal	 variability	 in	 the	 high	 southern	 latitudes	 (Fig.	 3),	with	316	
satellite-era	 observational	 trends	 remaining	within	 the	 5-95%	 range	 of	 simulated	 internal	317	
variability	for	the	annual	means	of	all	four	examined	variables	–	SIE,	SST,	SAT	and	the	SAM	318	
index	 (Fig.	 3a-d).	Based	on	 this	 comparison,	 the	null	 hypothesis	 stating	 that	 the	observed	319	
1979-2014	 trends	 are	 explained	 by	 internal	 climate	 system	 variability	 alone	 cannot	 be	320	
rejected	 at	 the	 90%	 confidence	 level,	with	 the	 underlying	 assumption	 that	 the	 simulated	321	
multi-decadal	 variability	 is	 of	 the	 correct	 magnitude.	 However,	 a	 seasonal	 breakdown	 of	322	
observed	and	simulated	 trends	 reveals	 that	observed	SAM	trends	 in	 summer	and	autumn	323	
exceed	 the	 95%	 level	 of	 control	 variability	 (Supplementary	 Fig.	 5),	 consistent	 with	 a	324	
dominant	role	of	stratospheric	ozone	depletion	in	the	recent	shift	toward	positive	SAM10,27.	325	
The	 summer	 SAT	 trend	 also	 stands	 out	 as	 anomalously	 negative	 against	 the	 modelled	326	
preindustrial	variability	(Supplementary	Fig.	5).	327	
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In	 order	 to	 estimate	 the	 combined	 influence	 of	 the	 intrinsic	 variability	 of	 the	 SH	328	
climate	system	and	the	response	to	known	historical	–	natural	and	anthropogenic	–	forcings,	329	
we	next	 compare	 statistics	of	modelled	1979-2014	 trends	 in	externally-forced	 simulations	330	
against	 observations	 (see	 Methods).	 With	 this	 measure	 of	 multi-model	 variability,	 the	331	
observed	 trends	 in	 SIE,	 SST	 and	 SAT	 appear	 only	 marginally	 consistent	 with	 the	 CMIP5	332	
ensemble	 of	 simulated	 trajectories	 (Fig.	 3a-c),	 in	 agreement	with	 previous	 analyses44,80,81.	333	
For	instance,	only	15%	of	model	simulations	exhibit	sea-ice	expansion	over	1979-2014,	and	334	
only	3%	a	larger	SIE	increase	than	that	observed	by	satellites.	Similarly,	only	8%	of	models	335	
predict	a	negative	trend	in	average	SAT	south	of	50°S.	In	contrast,	the	likelihood	of	positive	336	
trends	 in	 the	 SAM	 index	 is	 increased	 in	 the	 externally	 forced	 simulations	 compared	 to	337	
unforced	 simulations,	 resulting	 in	 an	 improved	 agreement	 with	 the	 observed	 SAM	 trend	338	
(Fig.	3d).	339	

Thus	 the	 statistics	 of	 36-year	 trends	 are	 consistent	 with	 the	 hypothesis	 that	340	
anthropogenic	forcing	contributes	to	the	recent	positive	SAM	trend.	Our	comparisons	also	341	
highlight	the	mismatch	between	CMIP5	historical	simulations	and	observed	recent	trends	in	342	
SIE	 and	 surface	 temperatures.	We	 suggest	 that	 internal	 variability	 alone	 is	 unlikely	 to	 be	343	
sufficient	to	explain	this	mismatch.	Indeed,	the	recent	observed	expansion	of	Antarctic	sea	344	
ice	and	average	surface	cooling	south	of	50oS	stand	out	as	rare	events	when	benchmarked	345	
against	the	ensemble	of	simulated	trends	for	the	1979-2014	period	(Fig.	3a-c).		346	

Deficiencies	in	the	model	representation	of	SH	climate	are	likely	contributors	to	the	347	
disagreement	 between	 observations	 and	 forced	 climate	 simulations82,83.	 Inaccurate	 or	348	
missing	 Earth	 system	 feedbacks	 in	 the	 CMIP5	 simulations,	 such	 as	 the	 absence	 of	 the	349	
freshwater	 input	due	to	 ice-sheet	mass	 loss,	and	unresolved	physical	processes,	related	to	350	
sea-ice	 rheology,	 thin	 ice	 properties,	 stratospheric	 processes,	 katabatic	 winds,	 ocean-ice	351	
shelf	 interactions	and	sub-grid-scale	ocean	processes,	can	bias	both	the	simulated	internal	352	
variability	 and	 the	 model	 response	 to	 external	 forcing.	 For	 example,	 subsurface	 ocean	353	
warming	around	Antarctica	in	response	to	strengthening	of	the	SH	westerly	winds	has	been	354	
found	 to	 occur	 at	 twice	 the	magnitude	 in	 a	 high-resolution	 ocean	model	 compared	with	355	
coarser	 CMIP5	 simulations22.	 Comparisons	 of	 CMIP5	 last	 millennium	 simulations	 against	356	
palaeoclimate	data	have	also	shown	deficiencies	 in	 the	SH,	 suggesting	 that	CMIP5	models	357	
may	underestimate	the	magnitude	of	unforced	variability	in	the	SH	or	overestimate	the	SH	358	
climate	 response	 to	 external	 forcing84.	 	 Understanding	 the	 missing	 processes	 and	 the	359	
relationships	 between	 these	 processes	 and	 model	 skill	 will	 be	 crucial	 for	 future	 model	360	
developments	 in	order	to	 improve	the	model	ability	to	simulate	variability	of	the	SH	high-361	
latitude	climate	and	its	response	to	forcing.	362	

Within	 these	 limitations	 in	 the	 representation	 of	 SH	 high-latitude	 climate	 in	 the	363	
current	generation	of	climate	models,	the	available	CMIP5	model	output	suggests	that	the	364	
observed	 and	 simulated	 36-year	 (1979-2014)	 trends	 are	 not	 large	 enough	 to	 determine	365	
whether	they	are	externally	 forced	or	merely	a	reflection	of	 internal	variability	 (Fig.	3a-d).	366	
Similarly,	 the	most	 recent	 36-year	 trends	 in	 the	 palaeoclimate	 records	 reviewed	here	 are	367	
also	too	short	to	be	considered	unusual	relative	to	the	range	of	earlier	36-year	trends	in	the	368	
last	200	years	(Supplementary	Fig.	3).		369	

We	 further	 explore	 this	 by	 calculating	 the	 required	 duration	 of	 anthropogenically-370	
driven	trends	under	the	RCP8.5	scenario	for	SH	high-latitude	climate	variables	to	emerge	as	371	
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statistically	 distinct	 from	 pre-industrial	 control	 variability.	 In	 a	 perfect	 model	 framework,	372	
this	could	be	understood	as	estimating	how	long	SH	observations	may	need	to	be	sustained	373	
before	on-going	trends	can	be	definitively	attributed	to	anthropogenic	climate	change	(Fig.	374	
3e-h	and	Table	1).		375	

For	each	model	and	variable,	we	assess	whether	the	simulated	trend	starting	in	1979	376	
falls	outside	of	the	matching	5-95%	range	of	preindustrial	variability	and	we	calculate	trends	377	
of	 length	 between	 36	 years	 (1979-2014)	 and	 122	 years	 (1979-2100).	 Our	 analysis	 reveals	378	
that,	 in	2015,	over	half	of	 the	models	already	simulate	“unusual”	post-1979	trends	 in	SAT	379	
and	 the	 SAM.	 For	 SST,	 50%	 of	 models	 have	 linear	 trends	 that	 emerge	 above	 unforced	380	
variability	by	2021	(43-year	trends),	and	for	SIE	the	majority	of	CMIP5	models	do	not	display	381	
trends	emerging	above	the	95%	significance	level	(relative	to	the	preindustrial	distribution)	382	
until	2031	 (i.e.	53-year	 trends).	 For	a	 trend	emergence	 threshold	of	more	 than	90%	of	all	383	
CMIP5	models,	 trends	 do	 not	 emerge	 until	 between	 2044	 (66-year	 trends	 for	 SAM)	 and	384	
2098	(120-year	trends	for	SIE).	Our	results	for	the	time	of	emergence	of	linear	trends	are	in	385	
agreement	with	an	earlier	assessment	using	a	different	methodology85,	suggesting	that	the	386	
mid	 to	 high	 SH	 latitudes	 are	 among	 the	 last	 regions	 where	 the	 signal	 of	 anthropogenic	387	
forcing	will	be	sufficiently	large	to	differentiate	it	from	the	range	of	natural	variability.	These	388	
CMIP5-based	 estimates	 may	 in	 fact	 underestimate	 the	 true	 length	 of	 time	 required	 for	389	
statistically	 distinct	 trends	 to	 emerge,	 if	 CMIP5	 models	 underestimate	 the	 magnitude	 of	390	
internal	 variability	 or	 overestimate	 the	 forced	 climate	 response.	 Hence,	 notwithstanding	391	
known	limitations	in	CMIP5	models,	our	analysis	suggests	that	36-years	of	observations	are	392	
simply	insufficient	to	interrogate	and	attribute	trends	in	SH	high	latitude	surface	climate.	393	

	394	

5.	Discussion	395	

Climate	change	and	variability	over	the	high	latitudes	of	the	SH	are	characterized	by	396	
strong	regional	and	seasonal	contrasts	for	all	the	variables	investigated	here.	This	is	valid	at	397	
interannual	to	decadal	timescales,	as	illustrated	in	instrumental	observations,	as	well	as	on	398	
longer	time	scales,	as	indicated	in	proxy-based	reconstructions.	The	most	unequivocal	large-399	
scale	change	over	recent	decades	is	the	increase	of	the	SAM	index19	and	the	freshening	and	400	
subsurface	warming	of	the	ocean23,24,41.	Regionally,	a	large	warming	has	been	observed	over	401	
the	 Antarctic	 Peninsula	 and	 West	 Antarctic	 regions	 across	 the	 last	 50	 years.	 SIE	 has	402	
decreased	 in	 the	 Amundsen-Bellingshausen	 Seas	 while	 it	 has	 increased	 in	 the	 Ross	 Sea	403	
sector	since	1979.	404	

The	 large	 multi-decadal	 variations	 seen	 in	 high-resolution	 proxy-based	405	
reconstructions	of	temperature	and	SIE	also	have	clear	regional	contrasts.	Some	estimates	406	
suggest	 common	 signals	over	 the	whole	 Southern	Ocean,	 such	as	 the	decrease	of	 the	 ice	407	
extent	between	the	1950s	and	the	late	1970s	deduced	from	whaling	records	(e.g.86,87,88),	but	408	
this	remains	to	be	confirmed	by	the	analysis	of	additional	observations.	The	longer	records	409	
independently	 support	 the	 conclusion	 that	 most	 of	 the	 recent	 changes	 for	 any	 single	410	
variable	largely	result	from	natural	variability,	and	are	not	unprecedented	over	the	past	two	411	
centuries.	This	is	consistent	with	results	from	state-of-the-art	climate	models	showing	that,	412	
except	for	the	SAM	index,	most	recent	changes	remain	in	the	range	of	large-scale	simulated	413	
internal	 variability.	 When	 analysing	 specifically	 the	 1979-2014	 period,	 including	 forced	414	
changes	 and	 internal	 variability,	models	 struggle	 to	 track	 the	observed	 trends	 in	 SST,	 SAT	415	
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and	 sea-ice	 cover.	 This	 suggests	 that	 either	 a	 singular	 event	 associated	 with	 internal	416	
variability	has	been	able	to	overwhelm	the	forced	response	in	observations,	or	that	CMIP5	417	
models	overestimate	the	forced	response	(potentially	partly	due	to	key	processes	missing	in	418	
the	models),	or	a	combination	of	both.	419	

Recent	observations	and	process	understanding	of	 the	atmosphere,	 sea	 ice,	ocean	420	
and	ice	sheets	suggest	strong	coupling,	which	means	that	investigations	need	to	encompass	421	
and	understand	the	dynamics	of	the	whole	climate	system.	Statistics	independently	applied	422	
to	 a	 few	 large-scale	 metrics	 may	 not	 allow	 a	 robust	 comparison	 between	 observed	 and	423	
simulated	 trends.	 Regional	 and	 seasonal	 complexity89	 as	 well	 as	 physical	 relationships	424	
between	 different	 climate	 variables	 must	 be	 taken	 into	 account	 to	 evaluate	 the	 overall	425	
consistency	of	observed	and	modelled	time-evolving	climate	states,	and	to	identify	caveats.	426	
We	advocate	process-oriented	studies	 in	which	 the	primary	mechanisms	behind	modelled	427	
behaviour	are	 identified	and	their	plausibility	evaluated	against	available	observations	and	428	
theory.		429	

In	particular,	the	accelerating	melting	and	calving	of	Antarctic	ice	shelves46,90,91	could	430	
have	 a	 pronounced	 influence	 on	 the	 recent	 and	 future	 evolution	 of	 the	 high-latitude	431	
Southern	 Ocean41,43,92-94.	 Understanding	 and	 quantifying	 the	 role	 of	 changing	 glacial	432	
discharge	in	past	and	on-going	climatic	trends	is	an	important	unresolved	question	requiring	433	
attention.		434	

To	improve	the	sampling	of	forced	and	natural	variability	for	the	recent	period,	we	435	
also	 emphasize	 the	 importance	 of	 considering	 multiple	 models,	 as	 well	 as	 multiple	436	
realizations	 of	 different	 models.	 In	 this	 sense	 large	 ensembles,	 such	 as	 those	 recently	437	
released	 by	 some	 modelling	 groups95,	 are	 particularly	 useful	 for	 improving	 estimates	 of	438	
internal	variability	compared	with	forced	signals.	439	

Atmospheric	reanalyses	are	strongly	dependent	on	the	prescribed	surface	boundary	440	
conditions	 that	 are	 particularly	 uncertain	 before	 the	 1970s	 in	 the	 Southern	 Ocean96	 and	441	
therefore	 have	 limited	 skills	 prior	 to	 the	 satellite	 era.	 Alternative	 approaches	 involve	442	
assimilation	 methods	 using	 proxy	 records	 and	 climate	 simulations	 in	 order	 to	 best	443	
reconstruct	the	past	state	of	the	Antarctic	atmospheric	circulation.	Coupled	ocean	–	sea	ice	444	
–	 atmosphere	 reanalysis97,	 with	 specific	 attention	 to	 the	 high	 latitudes	 of	 the	 Southern	445	
Ocean,	 should	 thus	be	a	 target	 for	 the	 future.	Preliminary	studies	have	demonstrated	 the	446	
feasibility	of	this	approach	for	ensuring	the	consistency	between	the	various	components	of	447	
the	system	and	the	study	of	their	interactions98.	448	

Our	synthesis	has	emphasized	that	less	than	40	years	of	instrumental	climate	data	is	449	
insufficient	 to	 characterize	 the	 variability	 of	 the	 high	 southern	 latitudes	 or	 to	 robustly	450	
identify	 an	 anthropogenic	 contribution,	 except	 for	 the	 changes	 in	 the	 SAM.	 Although	451	
temperature	 changes	 over	 1950-2008	 from	 the	 average	 of	 individual	 stations	 have	 been	452	
attributed	 to	 anthropogenic	 causes99,	 only	 low	 confidence	 can	 be	 assigned	 due	 to	453	
observational	 uncertainties100	 and	 large-scale	 decadal	 and	 multidecadal	 variability.	454	
Detection	and	attribution	studies	depend	on	the	validity	of	estimates	of	natural	variability	455	
from	climate	model	simulations.	This	is	particularly	the	case	for	variables	such	as	Antarctic	456	
sea	ice	which	have	problematic	representation	in	climate	models36,	and	short	observational	457	
time	 series	 from	 which	 to	 estimate	 real	 multi-decadal	 variability.	 The	 strong	 regional	458	
variability	 on	 all	 time	 scales	 implies	 that	 the	 sparsity	 of	 observations	 and	 proxy	 data	 is	 a	459	
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clear	 limitation,	 especially	 in	 the	 ocean,	 and	 that	 averaging	 climate	 properties	 over	 the	460	
entire	Antarctic	or	Southern	Ocean	potentially	aliases	the	regional	differences.			461	

The	Antarctic	climate	system	 is	strongly	coupled,	and	future	 investigations	need	to	462	
combine	 information	 from	 different	 climate	 variables	 to	 identify	 the	 causes	 and	463	
mechanisms	driving	SH	high-latitude	climate	variations.		Process	studies	are	essential	to	this	464	
task,	 along	 with	 a	 continued	 effort	 to	 maintain	 current	 observations	 from	 stations	 and	465	
satellites,	and	to	expand	the	observational	network	in	undocumented	areas.		The	rescue	of	466	
historical	data	is	also	critical	to	obtain	a	longer	perspective.	New	high-resolution	proxy	data	467	
should	be	 collected,	both	by	expanding	existing	data	 types	 (e.g.	 lake	 sediments	and	deep	468	
sea	 sediments)	 and	 by	 investing	 in	 new	 records	 such	 as	 moss	 banks.	 Improved	 spatial	469	
coverage	of	 ice	 core	 records	and	a	 requirement	 for	a	minimum	suite	of	 information	 from	470	
these	 archives	 (e.g.	 accumulation,	 water	 isotopes,	 borehole	 temperatures)	 are	 desirable,	471	
together	with	multiple	records	allowing	improvement	of	the	signal-to-noise	ratio.	Improved	472	
calibration	of	these	proxy	records	(e.g.	water	stable	isotopes	against	temperature)	is	critical	473	
for	the	uncertainties	associated	with	past	temperature	reconstructions.	Progress	is	expected	474	
from	the	use	of	historical	data,	but	also	through	improved	proxy	modelling;	for	example	by	475	
incorporating	water	stable	isotopes	in	high-resolution	atmospheric	models	and	quantifying	476	
post-deposition	effects.	Not	least	important	is	the	use	of	non-linear	statistical	analysis	tools	477	
to	 improve	the	statistical	analysis	of	observations	and	proxy	data	as	well	as	model	output	478	
evaluation.	 	Gathering,	utilising,	combining,	and	 improving	the	 interpretation	of	data	from	479	
all	 available	 sources	 are	 imperative	 to	 understand	 recent	 climate	 changes	 in	 this	 data	480	
sparse,	but	climatically	important,	region.	481	

	482	
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Tables	800	

	801	

	802	

	803	

	804	

	805	

Table	1:	Summary	of	trend	emergence	analysis.	Indicated	are	the	end	year	(20YY)	and	trend	806	
length	 (in	 years)	 of	 1979-20YY	 linear	 trends	 for	 which	 (left)	 50%	 and	 (right)	 90%	 of	807	
Historical-RCP8.5	 simulated	 trends	 in	 CMIP5	 models	 fall	 outside	 the	 5-95%	 distribution	808	
(either	 above	 95%,	 or	 below	5%)	 of	 pre-industrial	 trends	 of	 the	 same	 length	 in	 the	 same	809	
model.	810	

811	

	 50%	 of	 models	 exceeding		
control	trends	

90%	 of	 models	 exceeding		
control	trends	 	

	 end	year	 trend	length	(y)	 end	year	 trend	length	(y)	 direction	
SIE	 		2031	 	53	 2098	 120	 below	
SST	 		2021	 	43	 2056	 78	 above	
SAT	 <2014	 <36	 2050	 72	 above	
SAM	 	2015	 	37	 2044	 66	 above	
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Figure	Legends	812	

	813	

Figure	 1	 |	 Antarctic	 atmosphere-ocean-ice	 changes	 over	 the	 satellite-observing	 era.		 a)	814	
Total	changes	over	1979-2014	 in	annual	mean	surface	air	 temperature	 (blue-red	shading),	815	
station-based	surface	air	temperature	(SAT,	blue-red	shaded	shapes),	sea-ice	concentration	816	
(contours,	 10%	 intervals;	 red	 and	 blue	 contours,	 alongside	 light	 pink	 and	 blue	 shading	817	
beneath,	denote	negative	and	positive	trends,	respectively),	sea	surface	temperature	(SST,	818	
purple-red	 shading),	 and	 10m	 winds	 (vectors).	Only	 SST	 trends	 equatorward	 of	 the	819	
climatological	 September	 sea-ice	 extent	 (SIE,	 black	 contour)	 are	 shown.	Hatching	 and	 teal	820	
vectors	highlight	trends	significant	at	the	95%	level	according	to	two-tailed	student	t-tests.	821	
Note	that	SAT	trends	are	calculated	over	1979-2012	but	scaled	to	represent	trends	over	the	822	
36-year	 period,	 1979-2014.	Surrounding	 figures	 show	 time-series	 of	b)	 East	 Antarctic	 SAT	823	
(circles;	 red	 line	 denotes	multi-station	mean,	 grey	 lines	 those	 of	 individual	 East	 Antarctic	824	
stations),	 c)	 the	 Marshall	 Southern	 Annular	 Mode	 index	 (difference	 in	 station	 sea	 level	825	
pressure	between	40°	and	65°S),	d)	 Southern	Ocean	 zonal	mean	SST	 (averaged	over	50°–826	
70°S),	e)	 Southern	Hemisphere	 SIE,	 f)	 Ross-Amundsen	 SIE,	g)	West	Antarctic	 SAT	 (square;	827	
Byrd	Station),	h)	Amundsen-Bellingshausen	SIE	 ,	and	 i)	Antarctic	Peninsula	SAT	 (hexagons;	828	
red	 line	 denotes	 multi-station	 mean,	 grey	 lines	 those	 of	 individual	 Antarctic	 Peninsula	829	
stations).	For	all	time-series,	blue	lines	highlight	the	linear	trend,	and	red	asterisk	where	the	830	
trend	is	significant	at	the	95%	level	according	to	a	two-tailed	student	t-test.	See	methods	for	831	
details	on	datasets	and	trend	significance	calculation.		832	

	833	

Figure	 2	 |	 Antarctic	 climate	 variability	 and	 trends	 over	 the	 last	 200	 years	 from	 long	834	
observational	and	proxy-derived	 indicators.	 Records	were	 regionally	 compiled	 for	 (a)	 the	835	
Antarctic	 Peninsula,	 (b)	West	 Antarctica,	 (c)	 coastal	 East	 Antarctica	 and	 (d)	 the	 Antarctic	836	
Plateau	(Methods).	Central	map	shows	the	location	of	records	according	to	environmental	837	
indicator	 (colours)	 and	 record	 type	 (symbols),	 as	 well	 as	 the	 boundaries	 of	 the	 four	838	
geographic	regions	(black	lines),	the	2000m	elevation	contour	(grey	curve),	and	the	trend	in	839	
sea	 ice	 concentration	 over	 the	 1979-2014	 interval	 (shading).	 Within	 each	 region	 (a-d),	840	
records	 were	 compiled	 as	 5y	 averages	 (dark	 lines)	 according	 to	 the	 environmental	841	
parameter	that	they	represent;	observed	surface	air	temperature	(SAT)	(red);	proxy	for	SAT	842	
(orange);	borehole	inversion	reconstruction	of	surface	temperatures	(greens);	proxy	for	sea	843	
surface	 temperature	 (blue);	 and	 proxy	 for	 sea	 ice	 conditions	 (cyan).	 Shadings	 (or	 thin	844	
vertical	 lines)	 denote	 range	 of	 estimates	 across	 records	 within	 each	 5-year	 bin,	 with	 the	845	
exception	of	borehole	 temperature	 inversions.	All	 records	are	expressed	as	 anomalies	 (oC	846	
units)	 or	normalised	data	 (σ	units)	 relative	 to	1960-1990.	With	 the	exception	of	borehole	847	
temperature	 records	 which	 are	 are	 shown	 individually	 with	 uncertainty	 bounds	 (see	848	
Supplementary	 Figure	 4	 for	 additional	 details).	 Details	 of	 datasets	 used	 in	 this	 figure	849	
provided	in	Supplementary	Table	1.	850	

	 	851	
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Figure	3	|	Antarctic	climate	trends	 in	CMIP5	simulations.	 (a-d)	Distributions	of	 (blue)	36-852	
year	linear	trends	in	an	ensemble	of	CMIP5	preindustrial	simulations	and	(black/grey)	1979-853	
2014	 trends	 in	 an	 ensemble	 of	 CMIP5	 historical	 (1979-2005)-RCP8.5	 (2006-2014)	854	
simulations	(see	Methods).	Red	vertical	lines	correspond	to	observed	36-year	linear	trends	855	
(1979-2014).	 Horizontal	 bars	 depict	 (red)	 the	 90	 %	 confidence	 interval	 of	 the	 observed	856	
trend,	(blue)	the	5-95	%	range	of	the	simulated	preindustrial	distribution	and	(black)	the	5-857	
95%	range	of	the	simulated	1979-2014	trend	distribution.	The	dark	blue	error	bars	on	the	858	
pre-industrial	 histograms	 and	 horizontal	 ranges	 are	 5-95%	 uncertainty	 intervals	 based	 on	859	
Monte	Carlo	analysis	 (see	Methods)	 (e-h)	 Proportion	of	CMIP5	model	experiments	whose	860	
linear	trends	starting	in	1979	are	above	the	95%	level	(below	the	5%	level	for	panel	e)	of	the	861	
distribution	of	trends	of	the	same	 length	 in	their	matching	control	simulation.	Simulations	862	
follow	the	RCP8.5	scenario	after	year	2005.	Dashed	and	solid	red	lines	highlight	the	50%	and	863	
90%	levels	of	the	cumulative	distributions	(Table	1).		The	orange	bars	are	5-95%	uncertainty	864	
ranges	 based	 on	 Monte	 Carlo	 analysis	 of	 equal	 length	 segments	 from	 the	 preindustrial	865	
simulations	(see	Methods).	Chosen	climate	variables	are	(a,	e)	Southern	Hemisphere	sea-ice	866	
extent,	(b,	f)	mean	SST	south	of	50°S,	(c,	g)	mean	SAT	south	of	50°S	and	(d,	h)	SAM	index.	867	
Model	details	given	in	Supplementary	Table	2.	Observations	used	to	compute	observed	sea	868	
ice	 extent	 and	 SST	 trends	 over	 the	 1979-2014	 period	 are	 referenced	 in	 Figure	 1.	 The	869	
observed	 1979-2014	 SAT	 trend	 is	 derived	 from	 ERA-Interim	 2-m	 air	 temperature	 fields.	870	
Modelled	and	observed	SAM	 indices	were	 calculated	 from	annual	mean	 time	 series	using	871	
Empirical	Orthogonal	Function	analysis	applied	on	500	hPa	geopotential	height	 fields	over	872	
the	90°S-20°S	region,	with	observation-based	geopotential	height	fields	taken	from	the	ERA-873	
Interim	reanalysis.	874	
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Data	and	Methods	

Antarctic	Climate	Monitoring	
Figure	1	and	Supplementary	Figure	2	
	
We	 used	 station-based	 (shaded	 shapes)	 and	 reconstruction-based	 (shading	 over	 Antarctica)	
temperature	data	 to	 calculate	Antarctic	 surface	 air	 temperature	 (SAT)	 trends	over	 the	period	
1979-2014.	Regional	SAT	was	calculated	by	averaging	the	station-based	temperatures	for	each	
respective	region	denoted	by	shaded	shapes.	Only	Byrd	station	is	available	for	West	Antarctica;	
thus	 only	 one	 line	 is	 provided	 for	 that	 region.	 Station-based	 temperature	 data	 are	 from	 the	
quality-controlled	 SCAR	READER	Project1	 and	 the	 reconstructed	data	 are	 from	 the	Ohio	 State	
University	Byrd	Polar	Research	Center’s	Reconstruction	of	Antarctic	near-surface	 temperature	
dataset2.	Reconstructed	temperature	data	span	the	period	1979-2012,	and	trends	were	scaled	
to	represent	the	period	1979-2014.		
	
Sea	 surface	 temperature	 (SST)	 trends	 (shading	 over	 the	 ocean)	 were	 calculated	 using	 the	
National	Oceanic	and	Atmospheric	Administration	(NOAA)	Extended	Reconstructed	SST	version	
3b	dataset3,	employed	at	2x2°	latitude-longitude	resolution.	The	zonal-mean	SST	is	the	average	
SST	over	the	region	50-70°S.	Sea	ice	concentration	trends	(contours	over	ocean)	were	calculated	
using	 the	 Bootstrap	 sea	 ice	 concentration	 dataset4,	 which	 has	 approximately	 25x25	 km	
resolution	and	which	was	acquired	 from	the	National	Snow	and	 Ice	Data	Center	 (NSIDC).	The	
regional	sea-ice	extent	(SIE)	is	the	sum	of	all	grid	points	where	ice	concentration	is	greater	than	
15%	in	each	respective	region.		The	regions	used	are	the	entire	Antarctic	domain	(shown	in	Fig.	
1	 and	 supplementary	 Fig.	 2),	 and	 the	 Ross-Amundsen,	 and	Amundsen-Bellingshausen	 regions	
(as	marked	 in	 Fig.	 1	 and	 Supplementary	 Fig.	 2).	 	 Ten-metre	wind	data	 (vectors)	 are	 from	 the	
ERA-Interim	reanalysis	dataset5	employed	at	1°x1°	 latitude-longitude	resolution.	The	Southern	
Annular	Mode	(SAM)	is	defined	using	the	observation-based	Marshall	SAM	index6.	
	
Seasonal	means	 for	 all	metrics	 are	defined	with	 respect	 to	 the	 Southern	Hemisphere:	 austral	
summer	 (December-February,	DJF),	 austral	 autumn	 (March-May,	MAM),	 austral	winter	 (June-
August,	JJA),	and	austral	spring	(September-November,	SON).	Annual	means	are	calculated	over	
January-December.	All	 trends	are	 shown	as	 the	 total	 linear	 trend	over	1979-2014	 (i.e.	 annual	
trend	multiplied	 by	 36).	 The	 statistical	 significance	 of	 trends	 (hatching	 and	 green	 vectors	 for	
wind)	 follows	 a	 Student’s	 two-tailed	 t-test	 with	 threshold	 of	 significance	 set	 at	 the	 95%	
confidence	level	taking	into	account	autocorrelation	by	using	the	effective	sample	size7.	
	
	
	
Historical	and	palaeoclimate	data	analysis.		
Figure	2	and	Supplementary	Figure	3		
	
A	full	list	of	data	used	for	this	analysis,	including	references,	is	given	in	supplementary	Table	1.	

We	use	observations	of	SAT	from	Antarctic	stations	where	long	historical	observations	records	
exist.	We	use	 records	beginning	 in	1959	 (immediately	 following	 the	 International	Geophysical	
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Year)	 or	 earlier.	 These	 data	 are	 sourced	 from	 the	 READER	 (REference	 Antarctic	 Data	 for	
Environmental	 Research)	 database	 maintained	 by	 the	 British	 Antarctic	 Survey1.	 Temperature	
information	 from	 natural	 archives	 comes	 primarily	 from	 the	 published,	 publicly	 available	
database	of	 the	PAGES	 (Past	Global	Changes)	Antarctic2k	working	group8.	 The	 ice	 core	water	
stable	 isotope	 records	 in	 this	 database	 have	 been	 assessed	 as	 suitable	 for	 high-resolution	
palaeotemperature	 reconstructions	 based	 on	 their	 temporal	 resolution	 and	 age	 control,	 and	
cover	the	last	~300	to	2000	years	of	climate	history.	We	also	use	the	Gomez9	and	Ferrigno10	ice	
core	 isotope	 records	 to	 provide	 detailed	 climate	 information	 for	 the	 southwestern	 Antarctic	
Peninsula	and	a	moss	bank	δ13C	record11	as	an	additional	palaeotemperature	indicator	from	the	
northern	Antarctic	Peninsula.	Sea	ice	indicators	were	derived	from	a	historical	record	as	well	as	
from	chemical	records	preserved	within	ice	cores	that	are	sensitive	to	sea	ice	extent	12	and	from	
diatom	 assemblage	 data	 from	 marine	 sediment	 cores13.	 Diatom	 assemblages	 from	 marine	
sediment	 cores	 also	 provide	 indicators	 of	 past	 SST	 changes.	 Published	 temperature	 change	
reconstructed	through	inversion	of	borehole	profiles14,15	were	also	compiled.	 	The	locations	of	
these	borehole	temperature	profiles	are	shown	in	Supplementary	Fig.	4).	Note	that	because	of	
temperature	diffusion	processes	 in	snow	and	ice,	borehole	temperature	profiles	are	unable	to	
preserve	 signals	 of	multi-decadal	 temperature	 fluctuations,	 and	 resolution	 is	 decreasing	with	
time	span.		

We	 assess	 climate	 signals	 over	 four	 geographic	 regions	 (Fig.	 2).	 These	 regions	 aim	 to	 group	
together	 records	with	 similar	 signals	 informed	 by	 geographic	 constraints,	 cross	 correlation	 of	
records	and	spatial	patterns	of	sea	ice	trends	in	the	satellite	era.	The	distribution	of	records	was	
also	taken	into	account	when	defining	reconstruction	regions,	and	in	many	cases	the	scarcity	of	
available	 records	 necessitates	 the	 regions	 being	 very	 broad.	 The	 regions	we	 use	 are:	 (1)	 the	
Antarctic	 Peninsula	 including	 the	 Bellingshausen	 Sea	 and	 Scotia	 Sea/northern	 Weddell	 Sea	
including	the	South	Orkney	 Islands.	 It	 is	defined	by	the	region	south	of	55oS	and	extending	to	
65oS	between	40oW	and	60oW,	and	to	83oS	between	60oW	and	100oW.	(2)	The	West	Antarctic	
region	covers	the	West	Antarctic	Ice	Sheet,	Ross	Ice	Shelf	and	the	Amundsen	and	Ross	Seas.	It	is	
bounded	by	the	latitudes	55oS	to	83oS,	and	the	longitudes	100oW	to	163oE.	(3)	The	coastal	East	
Antarctic	 region	 spans	 the	margin	of	 East	Antarctic	 from	 the	Victoria	 Land	 all	 the	way	 to	 the	
Weddell	Sea	coast,	and	the	adjacent	 Indian	and	Atlantic	oceans.	 It	 is	 the	region	south	of	55oS	
and	extending	to	72oS	between	163oE	and	80oE,	to	74oS	between	80oE	and	10oW,	and	to	83oS	
between	10oW	and	60oW	(but	excluding	the	region	of	the	northern	Weddell	Sea	assigned	to	the	
Antarctic	 Peninsula	 region).	 (4)	 The	 East	 Antarctic	 Plateau	 region	 approximately	 follows	 the	
2000m	elevation	contour	and	is	defined	in	this	study	as	being	south	of	83oS	between	10oW	and	
163oE,	south	of	72oS	between	163oE	and	80oE,	and	south	of	74oS	between	80oE	and	10oW.	The	
assignment	 of	 the	 historical	 and	 palaeoclimate	 records	 to	 these	 regions	 is	 shown	 in	
Supplementary	Table	1.	

In	order	to	examine	regional	climate	variability	and	trends	over	the	past	200	years,	all	records	
were	 first	 binned	 as	 5-year	 averages.	 Where	 records	 had	 less	 than	 annual	 resolution	 (e.g.	
marine	 sediment	 cores,	moss	 bank),	 they	were	 resampled	 as	 pseudo-annuals	 using	 a	 nearest	
neighbour	 interpolation	 method	 that	 distributes	 the	 measured	 value	 across	 all	 years	 that	 it	
represents.	This	ensures	that	data	are	attributed	with	the	correct	ratio	between	adjacent	5-year	
bins.	 The	 5-year	 binned	 records	 were	 then	 converted	 to	 anomalies	 (SAT	 observations	 and	



3	
	

borehole	inversions;	oC	units)	or	normalised	(proxies	for	SAT,	SST	and	sea	ice;	σ	units)	relative	to	
the	mean	and	standard	deviation	of	data	in	the	bins	between	1960	and	1990.	This	normalization	
step	assumes	that	temperature-proxy	variance	is	the	same	in	all	 locations	within	a	region,	but	
the	 validity	 of	 this	 assumption	 remains	 to	 be	 assessed.	 With	 the	 exception	 of	 borehole	
temperature	records,	the	5y	binned	records	where	then	assigned	to	their	respective	geographic	
region	and	compiled	as	5y	averages.	These	regional	compilations	are	presented	in	Figure	2.		

Trend	distributions	were	 assessed	 for	proxy	 records	of	 SAT,	 SST	 and	 SIE	 using	data	 at	 annual	
average	or	pseudo-annual	 resolution	 (Supplementary	Fig.	3).	 To	assess	 the	 significance	of	 the	
most	recent	36-year	trends	we	calculate	the	linear	trend	across	the	final	36	years	of	each	proxy	
record.	These	trends	are	comparable	in	length	to	the	satellite-era	trends	presented	in	Fig.	1,	but	
are	not	the	same	 in	timing	as	 the	proxy	records	end	at	varying	times	and	none	extend	to	the	
end	of	2014.	These	are	then	compared	to	the	distribution	of	all	other	earlier	36-year	trends	in	
the	proxy	record	to	assess	the	significance	with	each	proxy	record	of	the	most	recent	36-year	
trend.	This	trend	assessment	is	also	repeated	using	100-year	trends	for	proxy	records	that	cover	
at	least	the	past	200	years.	

	

CMIP5	model	analysis.		
Fig.	3,	Supplementary	Fig.	5		
We	 selected	 all	 CMIP5	 models	 that	 have	 a	 minimum	 of	 250	 years’	 duration	 in	 their	 pre-
industrial	 control	 simulation	 and	 at	 least	 one	 Representative	 Concentration	 Pathway	 8.5	
(RCP8.5)	 simulation	 (see	Supplementary	Table	2	 for	a	 list	of	 the	38	models	 included).	Prior	 to	
computing	the	trend	distributions	shown	in	Fig.	3,	we	corrected	the	modelled	sea	ice	extent,	SST,	
SAT	and	SAM	time	series	for	drift.	When	we	found	strong	nonlinear	drift	near	the	start	of	pre-
industrial	simulations,	we	ignored	the	corresponding	portion	of	the	time	series	for	subsequent	
analysis.	 We	 then	 calculated	 a	 linear	 trend	 over	 the	 full	 (remaining)	 length	 of	 pre-industrial	
control	experiments	and	subtracted	it	from	all	time	series.		

From	the	detrended	pre-industrial	 time	series,	we	computed	36-year	 linear	trends	using	a	36-
year	sliding	window	with	a	time	step	of	1	year.	The	analysed	pre-industrial	time	series	totalled	a	
length	of	around	20000	years	(depending	on	the	variable	considered,	Supplementary	Table	2).		
The	distribution	of	all	36-year	 trends	were	compiled	by	model	and	 then	averaged	 to	produce	
the	distributions	 in	Figure	3	 (Fig.	3a-d,	blue),	 a	 total	of	more	 than	15000	overlapping	36-year	
trends.			To	gain	an	estimate	of	uncertainty	in	the	trend	distributions,	we	applied	a	Monte	Carlo	
methodology,	whereby	 this	 process	was	 repeated	 1000	 times,	 but	with	 the	 individual	model	
distributions	based	on	random	selections	of	10%	of	all	possible	36-year	trends.	The	5%	and	95%	
levels	 across	 the	 1000	 replicate	 multi-model	 distributions	 produced	 were	 used	 to	 estimate	
uncertainty	ranges	around	the	pre-industrial	36-year	trend	distributions	(dark	blue	error	bars	in	
Fig.	3a-d).		The	same	process	is	repeated	for	Supplementary	Figure	5,	but	using	season-specific	
model	 data,	 and	 without	 applying	 the	 Monte	 Carlo	 uncertainty	 methodology,	 as	 we	 expect	
seasonal	ranges	to	be	very	similar	to	the	annual.	
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Since	available	historical	experiments	generally	only	cover	up	to	year	2005,	years	2006-2014	of	
RCP8.5	simulations	were	appended	to	historical	1979-2005	time	series	to	obtain	the	modelled	
distributions	 of	 1979-2014	 trends	 (Fig.	 3a-d,	 black/grey).	 Scenario	 forcing	 RCP8.5	was	 chosen	
because	it	is	the	best	available	match	to	the	observed	greenhouse	gas	emissions	trajectory	over	
2006-2014.	 Between	 1	 and	 12	 historical-RCP8.5	 simulations	 per	 model	 were	 available	
(Supplementary	Table	2),	giving	a	total	of	90	sample	1979-2014	trends	entering	the	satellite-era	
trend	 distributions.	 Despite	 the	 variable	 length	 of	 preindustrial	 simulations	 and	 the	 variable	
number	of	historical-RCP8.5	members	across	models,	we	enforced	equal	model	weights	in	the	
ensemble	 distributions	 of	 Fig.	 3a-d	 by	 normalizing	 each	 model’s	 contribution	 by	 the	
corresponding	number	of	available	36-year	 trends.	Note	also	 that	500hPa	geopotential	height	
fields	were	not	available	 for	 the	EC-EARTH	model,	 reducing	 the	 total	number	of	36-year	SAM	
index	 trends	 included	 in	 the	control	and	1979-2014	ensemble	distributions	of	Fig.	3d	 to	3210	
and	78,	respectively.			

The	same	models	and	experiments	were	employed	for	the	trend	emergence	analysis	presented	
in	Fig.	3e-h.	For	each	model	and	each	variable,	the	5-95%	range	of	control	trend	distributions	is	
first	evaluated	for	trend	lengths	increasing	from	36	to	122	years,	using	all	possible	trends	of	that	
length	(i.e.	stepped	by	1	year).	Historical-RCP8.5	trends	starting	in	1979	are	then	calculated	for	
each	 trend	 length	 (i.e.	 36-year	 trends	 represent	 the	 1979-2014	 interval;	 122-year	 trends	
represent	the	1979-2100	interval)	and	each	model	experiment.	The	historical-RCP8.5	trends	are	
compared	 to	 the	 statistical	 distribution	 of	 trends	 of	 the	 same	 length	 in	 the	 corresponding	
model’s	control	simulation,	and	we	compute	the	proportion	of	models	where	the	linear	trend	in	
the	historical-RCP8.5	interval	exceeds	the	95%	distribution	of	trends	in	the	pre-industrial	control	
(or	 falls	 below	 the	5%	distribution	 in	 the	 case	of	 negative	 sea	 ice	 extent	 trends).	 	 To	 gain	 an	
estimate	of	uncertainty	in	trend	emergence,	we	again	employ	a	Monte	Carlo	process,	whereby	
we	 replicate	 this	 test	 1000	 times,	 but	 assess	 emergence	 for	 each	 model	 against	 a	 random	
selection	of	10%	of	all	possible	trends	of	the	same	length	in	the	control	simulation	of	the	same	
model.	 	 	 The	 5%	 and	 95%	 range	 of	 emergence	 profiles	 across	 the	 1000	 replicate	 emergence	
tests	 are	 shown	as	 the	orange	bars	 around	 the	black	 line	 in	 Figure	 3e-h.	 	 As	 in	 Fig.	 3a-d,	we	
ensure	that	models	have	equal	weights	in	the	shown	cumulative	distributions:	for	a	model	with	
n	 member	 experiments,	 each	 experiment	 is	 given	 a	 weight	 of	 1/n	 when	 calculating	 the	
cumulative	multi-model	trend	emergence	profile.	
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Supplementary	Tables	

	

Site	Name	 Record	Type	 Climate	
Parameter	

Start	
Year	

End	
Year	

Lat.	

oN	

Long.	

oE	
Region	 Ref.	

Amundsen	Scott	 Observations	 SAT	 1957	 2014	 -90	 0	
East	Antarctic	

Plateau	
1	

Casey	 Observations	 SAT	 1959	 2014	 -66.3	 110.5	
Coastal		

East	Antarctica	
	

1	

Davis	 Observations	 SAT	 1957	 2014	 -68.6	 78	
Coastal		

East	Antarctica	
	

1	

Dumont	
d’Urville	

Observations	 SAT	 1956	 2014	 -66.7	 140	 Coastal		
East	Antarctica	

1	

Esperanza	 Observations	 SAT	 1945	 2014	 -63.4	 -57	 Antarctic	Peninsula	 1	

Faraday	 Observations	 SAT	 1951	 2014	 -65.4	 -64.4	 Antarctic	Peninsula	 1	

Halley	 Observations	 SAT	 1957	 2014	 -75.5	 -26.4	
Coastal		

East	Antarctica	
	

1	

Mawson	 Observations	 SAT	 1954	 2014	 -67.6	 62.9	
Coastal		

East	Antarctica	
	

1	

McMurdo	 Observations	 SAT	 1957	 2014	 -77.9	 166.7	 West	Antarctica	 1	

Mirny	 Observations	 SAT	 1956	 2014	 -66.5	 90.3	 Coastal	East	
Antarctica	

1	

Orcadas	 Observations	 SAT	 1904	 2014	 -60.7	 -44.7	 Antarctic	Peninsula	 1	

Syowa	 Observations	 SAT	 1957	 2014	 -69	 39.6	
Coastal		

East	Antarctica	
	

1	

Vostok	 Observations	 SAT	 1958	 2014	 -78.5	 106.9	
East	Antarctic	

Plateau	
1	

Byrd	 Observations	 SAT	 1957	 2013	 -80	 -119.4	 West	Antarctica	 16		

Talos	Dome	
Ice	core	water	

isotopes	 SAT	 1232	 1995	 -72.5	 159.1	
East	Antarctic	

Plateau	
8,17			

Law	Dome	DSS	 Ice	core	water	
isotopes	

SAT	 174	 2007	 -66.8	 112.8	 Coastal		
East	Antarctica	

8,18	

Plateau	Remote	 Ice	core	water	
isotopes	

SAT	 2	 1986	 -84	 43	 East	Antarctic	
Plateau	

8,19,20	
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Site	Name	 Record	Type	
Climate	

Parameter	
Start	
Year	

End	
Year	

Lat.	

oN	

Long.	

oE	
Region	 Ref.	

IND-22	B4	
Ice	core	water	

isotopes	 SAT	 1533	 1994	 -70.9	 11.5	
Coastal		

East	Antarctica	
	

8,21,22	

EDML	
Ice	core	water	

isotopes	 SAT	 166	 1996	 -75	 0	
East	Antarctic	

Plateau	
23,	8		

WAIS	2005A	 Ice	core	water	
isotopes	

SAT	 743	 2005	 -79.5	 -112.1	 West	Antarctica	 24,8			

ITASE	00-1	
Ice	core	water	

isotopes	 SAT	 1674	 2000	 -79.4	 -111.2	 West	Antarctica	 24,8,25	

ITASE	00-5	
Ice	core	water	

isotopes	 SAT	 1719	 2000	 -77.7	 -124.0	 West	Antarctica	 8,24,25	

Siple	Station	 Ice	core	water	
isotopes	

SAT	 1417	 1983	 -75.9	 -84.3	 Antarctic	Peninsula	 8,25,26		

JRI	
Ice	core	water	

isotopes	 SAT	 0	 2007	 -64.2	 -57.7	 Antarctic	Peninsula	 27,28	

Gomez	 Ice	core	water	
isotopes	

SAT	 1857	 2005	 -73.6	 -70.4	 Antarctic	Peninsula	 9		

Ferrigno	 Ice	core	water	
isotopes	

SAT	 1703	 2010	 -74.6	 -86.9	 Antarctic	Peninsula	 10		

Lazarav	Bay	
Moss	bank	

δ13C	 SAT	 1863	 2003	 -69.4	 -71.8	 Antarctic	Peninsula	 11	

WAIS	Divide	 Borehole	
temperature	

SAT	 8	 2007	 -79.5	 -112.1	 West	Antarctica	 14		

Larissa	
Borehole	

temperature	 SAT	 1810	 2007	 -66	 -64	 Antarctic	Peninsula	 29	

DML	NUS0702	 Borehole	
temperature	 SAT	 1509	 2008	 -76.1	 22.5	 East	Antarctic	

Plateau	
30	

DML	NUS0705	 Borehole	
temperature	

SAT	 1509	 2008	 -78.7	 35.6	 East	Antarctic	
Plateau	

30	

DML	NUS0707	
Borehole	

temperature	 SAT	 1509	 2008	 -82.1	 54.9	
East	Antarctic	

Plateau	
30	

DML	NUS0805	 Borehole	
temperature	

SAT	 1509	 2009	 -82.6	 17.9	 East	Antarctic	
Plateau	

30	

Mill	Island	
Borehole	

temperature	 SAT	 1921	 2011	 -65.6	 100.8	 Coastal		
East	Antarctica	

31		
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Site	Name	 Record	Type	
Climate	

Parameter	
Start	
Year	

End	
Year	

Lat.	

oN	

Long.	

oE	
Region	 Ref.	

Rutford	 Borehole	
temperature	

SAT	 1700	 2005	 -78.1	 -83.9	 Antarctic	Peninsula	 32	

MCT18a	
Diatom	

assemblage	 SST	 1864	 1999	 -64.7	 -62.8	 Antarctic	Peninsula	 13	

MCT38c	 Diatom	
assemblage	 SST	 1916	 2000	 -64.7	 -57.4	 Antarctic	Peninsula	 13		

CB2010	 Diatom	
assemblage	

SST	 1740	 2001	 -66.9	 142.4	 Coastal		
East	Antarctica	

33	

West	Peninsula	
stack	 Ice	core	MSA	 Winter	SIE	 1902	 1990	 -71.9	 -74.6	 Antarctic	Peninsula	 34		

Law	Dome	 Ice	core	MSA	 Winter	SIE	 1841	 1995	 -66.8	 112.8	
Coastal		

East	Antarctica	
	

35	

South	Orkney	
Fast	Ice	 Observations	 winter	SIE	 1903	 2008	 -60.7	 -44.7	 Antarctic	Peninsula	 36	

MCT18a	 Diatom	
assemblage	

SI	duration	 1864	 1999	 -64.7	 -62.8	 Antarctic	Peninsula	 13	

MCT38c	 Diatom	
assemblage	

SI	duration	 1916	 2000	 -64.7	 -57.4	 Antarctic	Peninsula	 13		

CB2010	
Diatom	

assemblage	 SI	duration	 1740	 2001	 -66.9	 142.4	 Coastal		
East	Antarctica	

33	

C	 	 	 	 	 	 	 	 	

	

Supplementary	Table	1:	Details	of	the	long	observational	records	and	palaeoclimate	proxy	
records	used	in	this	study	(Fig.	2,	Supplementary	Fig.	3)	
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Model	
Analysed	pre-industrial		
control	length	(years)	

Number	of	historical-RCP8.5		
member	simulations	

ACCESS1.0	 500	 1	
ACCESS1.3	 500	 1	
BCC-CSM1.1	 500	 1	
BCC-CSM1.1m	 400	 1	
BNU-ESM	 550	 1	
CanESM2	 1096	 5	
CCSM4	 1051	 6	
CESM1-BGC	 500	 1	
CESM1-CAM5	 319	 3	
CMCC-CESM	 276	 1	
CMCC-CM	 330	 1	
CMCC-CMS	 500	 1	
CNRM-CM5	 850	 5	
CSIRO-Mk3.6	 500	 10	
EC-EARTH	 452	 12	
FGOALS-g2	 700	 1	
FGOALS-s2	 501	 3	
FIO-ESM	 800	 3	
GFDL-CM3	 500	 1	
GFDL-ESM2G	 500	 1	
GFDL-ESM2M	 500	 1	
GISS-E2-H	 540	 1	
GISS-E2-H-CC	 250	 1	
GISS-E2-R	 550	 2	
GISS-E2-R-CC	 250	 1	
HadGEM2-ES	 340	 4	
INM-CM4	 500	 1	
IPSL-CM5A-LR	 1000	 4	
IPSL-CM5A-MR	 300	 1	
IPSL-CM5B-LR	 300	 1	
MIROC-ESM	 630	 1	
MIROC-ESM-CHEM	 254	 1	
MIROC5	 700	 5	
MPI-ESM-LR	 1000	 3	
MPI-ESM-MR	 1000	 1	
MRI-CGCM3	 630	 1	
NorESM1-M	 601	 1	
NorESM1-ME	 252	 1	
Total	number	of	36-year	trends	 ~ 19000	 90	

	

Supplementary	Table	2:	CMIP5	experiments	included	in	the	analysis.	The	length	of	pre-industrial	
control	 experiments	 after	 removal	 of	 years	 characterized	 by	 nonlinear	 drift	 are	 indicated	 for	
each	of	the	38	selected	models,	along	with	the	number	of	available	historical-RCP8.5	members.	
Note	 that	 the	SAM	 index	could	not	be	computed	 for	 the	EC-EARTH	model,	 reducing	 the	 total	
number	of	36-year	trends	entering	preindustrial	and	1979-2014	ensemble	distributions.		
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Supplementary	Figures	

Supplementary	Figure	1:	Map	of	the	high	latitude	Southern	Hemisphere,	including	place	names	
mentioned	in	the	text.	 	
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Supplementary	Figure	2	a:		Antarctic	atmosphere-ocean-ice	changes	over	the	satellite-observing	
era	 for	 Summer	 (December,	 January,	 February).		 a)	 Total	 changes	 over	 1979-2014	 in	 remote	
sensing	annual	mean	SAT	 (blue-red	shading),	 station-based	SAT	 (blue-red	shaded	shapes),	 sea	
ice	concentration	(contours,	10%	intervals;	red	and	blue	contours,	alongside	light	pink	and	blue	
shading	beneath,	denote	negative	and	positive	 trends,	 respectively),	 SST	 (purple-red	shading),	
and	10m	winds	(vectors).		Remote	sensing	SST	trends	are	only	shown	for	areas	equatorward	of	
the	 climatological	 September	 SIE	 (black	 contour).	Hatching	 and	 teal	 vectors	 highlight	 trends	
significant	 at	 the	 95%	 level	 according	 to	 two-tailed	 student	 t-tests.	 Note	 that	 SAT	 trends	 are	
calculated	 over	 1979-2012	 but	 scaled	 to	 represent	 trends	 over	 the	 36-year	 period,	 1979-
2014.	Surrounding	 figures	 show	 time-series	 of	b)	 East	 Antarctic	 SAT	 (circles;	 red	 line	 denotes	
multi-station	 mean,	 grey	 lines	 those	 of	 individual	 East	 Antarctic	 stations),	 c)	 the	 Marshall	
Southern	Annular	Mode	index	(difference	in	station	sea	level	pressure	between	40	and	65°S),	d)	
Southern	Ocean	zonal	mean	SST	(averaged	over	50°–70°S),	e)	Southern	Hemisphere	SIE,	f)	Ross-
Amundsen	SIE,	g)	West	Antarctic	SAT	 (square;	Byrd	Station),	h)	Amundsen-Bellingshausen	SIE,	
and	i)	Antarctic	Peninsula	SAT	(hexagons;	red	line	denotes	multi-station	mean,	grey	lines	those	
of	 individual	 Antarctic	 Peninsula	 stations).	 For	 all	 time-series,	 blue	 lines	 highlight	 the	 linear	
trend,	and	red	asterisks	highlight	trends	that	pass	a	95%	significance	two-tailed	student	t-test.	
See	methods	for	details	on	datasets	and	trend	significance	calculation.		
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Supplementary	Figure	2b:		Antarctic	atmosphere-ocean-ice	changes	over	the	satellite-observing	
era	for	Autumn	(March,	April,	May).		a)	Total	changes	over	1979-2014	in	remote	sensing	annual	
mean	SAT	(blue-red	shading),	station-based	SAT	(blue-red	shaded	shapes),	sea	ice	concentration	
(contours,	 10%	 intervals;	 red	 and	 blue	 contours,	 alongside	 light	 pink	 and	 blue	 shading	
beneath,	denote	negative	and	positive	 trends,	 respectively),	 sea	 surface	 temperature	 (purple-
red	 shading),	 and	10m	winds	 (vectors).		 Remote	 sensing	 SST	 trends	 are	only	 shown	 for	 areas	
equatorward	 of	 the	 climatological	 September	 SIE	 (black	 contour).	Hatching	 and	 teal	 vectors	
highlight	 trends	 significant	at	 the	95%	 level	according	 to	 two-tailed	 student	 t-tests.	Note	 that	
SAT	 trends	 are	 calculated	 over	 1979-2012	 but	 scaled	 to	 represent	 trends	 over	 the	 36-year	
period,	 1979-2014.	Surrounding	 figures	 show	 time-series	 of	b)	 East	Antarctic	 SAT	 (circles;	 red	
line	 denotes	multi-station	mean,	 grey	 lines	 those	 of	 individual	 East	 Antarctic	 stations),	 c)	 the	
Marshall	Southern	Annular	Mode	index	(difference	in	station	sea	level	pressure	between	40	and	
65°S),	d)	Southern	Ocean	zonal	mean	SST	(averaged	over	50°–70°S),	e)	Southern	Hemisphere	SIE,	
f)	 Ross-Amundsen	 SIE,	 g)	 West	 Antarctic	 SAT	 (square;	 Byrd	 Station),	 h)	 Amundsen-
Bellingshausen	 SIE,	 and	 i)	 Antarctic	 Peninsula	 SAT	 (hexagons;	 red	 line	 denotes	 multi-station	
mean,	grey	lines	those	of	individual	Antarctic	Peninsula	stations).	For	all	time-series,	blue	lines	
highlight	 the	 linear	 trend,	and	red	asterisks	highlight	 trends	 that	pass	a	95%	significance	 two-
tailed	student	t-test.	See	methods	for	details	on	datasets	and	trend	significance	calculation.		
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Supplementary	Figure	2c:		Antarctic	atmosphere-ocean-ice	changes	over	the	satellite-observing	
era	for	Winter	(June,	July,	August).		a)	Total	changes	over	1979-2014	in	remote	sensing	annual	
mean	SAT	(blue-red	shading),	station-based	SAT	(blue-red	shaded	shapes),	sea	ice	concentration	
(contours,	 10%	 intervals;	 red	 and	 blue	 contours,	 alongside	 light	 pink	 and	 blue	 shading	
beneath,	denote	negative	and	positive	 trends,	 respectively),	 sea	 surface	 temperature	 (purple-
red	 shading),	 and	10m	winds	 (vectors).		 Remote	 sensing	 SST	 trends	 are	only	 shown	 for	 areas	
equatorward	 of	 the	 climatological	 September	 SIE	 (black	 contour).	Hatching	 and	 teal	 vectors	
highlight	 trends	 significant	at	 the	95%	 level	according	 to	 two-tailed	 student	 t-tests.	Note	 that	
SAT	 trends	 are	 calculated	 over	 1979-2012	 but	 scaled	 to	 represent	 trends	 over	 the	 36-year	
period,	 1979-2014.	Surrounding	 figures	 show	 time-series	 of	b)	 East	Antarctic	 SAT	 (circles;	 red	
line	 denotes	multi-station	mean,	 grey	 lines	 those	 of	 individual	 East	 Antarctic	 stations),	 c)	 the	
Marshall	Southern	Annular	Mode	index	(difference	in	station	sea	level	pressure	between	40	and	
65°S),	d)	Southern	Ocean	zonal	mean	SST	(averaged	over	50°–70°S),	e)	Southern	Hemisphere	SIE,	
f)	 Ross-Amundsen	 SIE,	 g)	 West	 Antarctic	 SAT	 (square;	 Byrd	 Station),	 h)	 Amundsen-
Bellingshausen	 SIE,	 and	 i)	 Antarctic	 Peninsula	 SAT	 (hexagons;	 red	 line	 denotes	 multi-station	
mean,	grey	lines	those	of	individual	Antarctic	Peninsula	stations).	For	all	time-series,	blue	lines	
highlight	 the	 linear	 trend,	and	red	asterisks	highlight	 trends	 that	pass	a	95%	significance	 two-
tailed	student	t-test.	See	methods	for	details	on	datasets	and	trend	significance	calculation.		
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Supplementary	Figure	2d:		Antarctic	atmosphere-ocean-ice	changes	over	the	satellite-observing	
era	 for	 Spring	 (September,	October,	November).		 a)	 Total	 changes	 over	 1979-2014	 in	 remote	
sensing	annual	mean	SAT	 (blue-red	shading),	 station-based	SAT	 (blue-red	shaded	shapes),	 sea	
ice	concentration	(contours,	10%	intervals;	red	and	blue	contours,	alongside	light	pink	and	blue	
shading	 beneath,	denote	 negative	 and	 positive	 trends,	 respectively),	 sea	 surface	 temperature	
(purple-red	shading),	and	10m	winds	(vectors).		Remote	sensing	SST	trends	are	only	shown	for	
areas	 equatorward	 of	 the	 climatological	 September	 SIE	 (black	 contour).	Hatching	 and	 teal	
vectors	highlight	trends	significant	at	the	95%	level	according	to	two-tailed	student	t-tests.	Note	
that	SAT	trends	are	calculated	over	1979-2012	but	scaled	to	represent	trends	over	the	36-year	
period,	 1979-2014.	Surrounding	 figures	 show	 time-series	 of	b)	 East	Antarctic	 SAT	 (circles;	 red	
line	 denotes	multi-station	mean,	 grey	 lines	 those	 of	 individual	 East	 Antarctic	 stations),	 c)	 the	
Marshall	Southern	Annular	Mode	index	(difference	in	station	sea	level	pressure	between	40	and	
65°S),	d)	Southern	Ocean	zonal	mean	SST	(averaged	over	50°–70°S),	e)	Southern	Hemisphere	SIE,	
f)	 Ross-Amundsen	 SIE,	 g)	 West	 Antarctic	 SAT	 (square;	 Byrd	 Station),	 h)	 Amundsen-
Bellingshausen	 SIE,	 and	 i)	 Antarctic	 Peninsula	 SAT	 (hexagons;	 red	 line	 denotes	 multi-station	
mean,	grey	lines	those	of	individual	Antarctic	Peninsula	stations).	For	all	time-series,	blue	lines	
highlight	 the	 linear	 trend,	and	red	asterisks	highlight	 trends	 that	pass	a	95%	significance	 two-
tailed	student	t-test.	See	methods	for	details	on	datasets	and	trend	significance	calculation.		
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Supplementary	 Figure	 3	 (a-c):	 Significance	 of	 recent	 trends	 in	 paleoclimate	 records.	 (a)	
Comparison	 of	 the	 most	 recent	 36y	 linear	 trend	 (black	 vertical	 line)	 in	 SAT	 proxy	 records,	
compared	with	all	other	36y	 linear	 trends	 in	 the	 same	SAT	proxy	 record	 (orange	histograms).	
Grey	shading	shows	the	5-95%	range	of	all	36y	trends	and	n-values	denote	the	total	number	of	
36y	trends,	excluding	the	most	recent	trend.	To	aid	visualisation,	the	x-axes	for	all	histograms	
are	in	normalised	trend	units	(calculated	across	all	trends	for	a	record),	and	trend	occurrence	(y-
axes)	 is	 expressed	as	a	proportion	of	 the	 total	number	of	 trends	 (n).	 (b)	As	 in	 (a)	but	 for	 SST	
(blue)	 and	 sea	 ice	 (cyan)	proxy	 records.	 (c)	As	 in	 (a-b)	 but	with	 trend	analysis	 based	on	100y	
linear	trends	and	shown	for	SAT	(orange),	SST	(blue)	and	sea	 ice	(cyan)	proxies	where	records	
are	at	least	200	years	long.	
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Supplementary	Figure	3	 (a-c)	continued:	Significance	of	 recent	trends	 in	paleoclimate	records.	
(a)	 Comparison	of	 the	most	 recent	 36y	 linear	 trend	 (black	 vertical	 line)	 in	 SAT	proxy	 records,	
compared	with	all	other	36y	 linear	 trends	 in	 the	 same	SAT	proxy	 record	 (orange	histograms).	
Grey	shading	shows	the	5-95%	range	of	all	36y	trends	and	n-values	denote	the	total	number	of	
36y	 trends,	excluding	 the	most	 recent	 trend.	To	aid	visualisation	 the	x-axes	 for	all	histograms	
are	in	normalised	trend	units	(calculated	across	all	trends	for	a	record)	and	trend	occurrence	(y-
axes)	 is	 expressed	as	a	proportion	of	 the	 total	number	of	 trends	 (n).	 (b)	As	 in	 (a)	but	 for	 SST	
(blue)	 and	 sea	 ice	 (cyan)	proxy	 records.	 (c)	As	 in	 (a-b)	 but	with	 trend	analysis	 based	on	100y	
linear	trends	and	shown	for	SAT	(orange),	SST	(blue)	and	sea	 ice	(cyan)	proxies	where	records	
are	at	least	200	years	long.	
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Supplementary	Figure	3	 (a-c)	continued:	Significance	of	 recent	trends	 in	paleoclimate	records.	
(a)	 Comparison	of	 the	most	 recent	 36y	 linear	 trend	 (black	 vertical	 line)	 in	 SAT	proxy	 records,	
compared	with	all	other	36y	 linear	 trends	 in	 the	 same	SAT	proxy	 record	 (orange	histograms).	
Grey	shading	shows	the	5-95%	range	of	all	36y	trends	and	n-values	denote	the	total	number	of	
36y	 trends,	excluding	 the	most	 recent	 trend.	To	aid	visualisation	 the	x-axes	 for	all	histograms	
are	in	normalised	trend	units	(calculated	across	all	trends	for	a	record)	and	trend	occurrence	(y-
axes)	 is	 expressed	as	a	proportion	of	 the	 total	number	of	 trends	 (n).	 (b)	As	 in	 (a)	but	 for	 SST	
(blue)	 and	 sea	 ice	 (cyan)	proxy	 records.	 (c)	As	 in	 (a-b)	 but	with	 trend	analysis	 based	on	100y	
linear	trends	and	shown	for	SAT	(orange),	SST	(blue)	and	sea	 ice	(cyan)	proxies	where	records	
are	at	least	200	years	long.	
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Supplementary	Figure	4:	Antarctic	borehole	temperature	inversion	records.		Individual	borehole	
temperature	 inversions	 (solid	 lines)	 are	 shown	 along	 with	 their	 uncertainty	 bounds	
(dashed/dotted	 lines).	 Colours	 for	 each	 record	 correspond	 to	 those	 used	 in	 Figure	 2,	 but	 are	
shown	 here	 so	 that	 the	 location	 of	 each	 borehole	 temperature	 inversion	 record	 can	 be	
identified.	Details	of	the	individual	records	provided	in	Supplementary	Table	1.	 	
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Eléments du cycle de vie de l’Eau Antarctique de Fond

Résumé : L’Eau Antarctique de Fond constitue la principale masse d’eau océanique par son vol-
ume, et nourrit la composante la plus profonde et la plus lente de la circulation océanique. Les
processus qui régissent son cycle de vie sont donc clé pour la capacité de stockage de l’océan en
carbone et chaleur aux échelles centennales à multi-millénaires. Cette thèse tente de caractériser
et quantifier les principaux processus responsables de la destruction (synonyme d’allègement et
de remontée) de l’Eau Antarctique de Fond dans l’océan abyssal. A partir d’une estimée issue
d’observations de la structure thermohaline de l’océan mondial et de diagnostics fondés sur le
budget de densité des eaux profondes, les rôles respectifs du chauffage géothermal, du mélange
turbulent par déferlement d’ondes internes et de la géométrie des bassins sont évalués. Il est mon-
tré que la géométrie de l’océan gouverne la structure de la circulation de l’Eau Antarctique de
Fond. La contribution du déferlement des ondes internes, bien que mal contrainte, est estimée
insuffisante pour maintenir un rythme de destruction de l’Eau Antarctique de Fond comparable à
celui de sa formation. Le chauffage géothermal a quant à lui un rôle important pour la remontée
des eaux recouvrant une large surface du lit océanique. Les résultats suggèrent une réévaluation de
l’importance du mélange au niveau des détroits et seuils profonds, mais aussi du rôle fondamental
de la forme des bassins, pour l’allègement et le transport des eaux abyssales.

Mots clés : Masses d’eau, Océan abyssal, Circulation thermohaline, Chauffage géothermal,
Mélange, Ondes internes, Turbulence, Paramétrisation, Modélisation, NEMO

On the lifecycle of Antarctic Bottom Water

Abstract : Antarctic Bottom Water is the most voluminous water mass of the World Ocean, and
it feeds the deepest and slowest component of ocean circulation. The processes that govern its
lifecycle are therefore key to the ocean’s carbon and heat storage capacity on centennial to multi-
millennial timescales. This thesis aims at characterizing and quantifying processes responsible for
the destruction (synonymous of lightening and upwelling) of Antarctic Bottom Water in the abyssal
ocean. Using an observational estimate of the global ocean thermohaline structure and diagnostics
based on the density budget of deep waters, we explore the roles of basin geometry, geothermal
heating and mixing by breaking internal waves for the abyssal circulation. We show that the shape
of ocean basins largely controls the structure of abyssal upwelling. The contribution of mixing
powered by breaking internal waves, though poorly constrained, is estimated to be insufficient to
destroy Antarctic Bottom Water at a rate comparable to that of its formation. Geothermal heating
plays an important role for the upwelling of waters covering large seafloor areas. The results
suggest a reappraisal of the role of mixing in deep straits and sills, but also of the fundamental role
of basin geometry, for the lightening and transport of abyssal waters.

Keywords : Water masses, Abyssal ocean, Thermohaline circulation, Geothermal heating, Mixing,
Internal waves, Turbulence, Parameterization, Modelling, NEMO
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