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Résumé

La prolifération des technologies sans fil ont entrainé une demande accrue en termes

de ressource spectrale. Face à l’accroissement du nombre d’utilisateurs désirant accéder

au réseau, il existera un risque élevé de congestion au niveau de l’accès au spectre

radio. Pour pallier à ce problème, il devient essentiel de recourir à un partage dy-

namique du spectre. L’avènement de la technologie de radio cognitive répond de manière

adéquate aux besoins actuels. En effet, cette technologie permet à des utilisateurs

secondaires d’accéder à des bandes de fréquence affectées à des utilisateurs primaires.

Néanmoins, l’interférence génénée par les utilisateurs secondaires peut avoir un impact

négatif sur la performance du système primaire surtout dans un système où il n’existe

pas de coopération active entre les utilisateurs primaires et secondaires en prèsence

de modulations à porteuses multiples. En conséquence, allouer les ressource radio et

contrôler la puissance émise de manière judicieuse sont importants pour combattre

l’effet négatif inhérent aux transmissions asynchrones. Dans cette thèse, nous nous

intéressons à l’étude de certaines problématiques d’allocation de ressources pour un

réseau désynchronisé de radio cognitive qui utilise des modulations à porteuses multi-

ples. Dans un premier temps, nous supposons que la connaissance des informations de

canal est disponible à l’émission. Nous étudions des techniques permettant d’optimiser

l’allocation de ressources afin de minimiser la somme des puissances émises au niveau

des utilisateurs secondaires. Nous nous intéressons aussi à la conception d’algorithmes

permettant d’optimiser l’efficacité énergétique des utilisateurs secondaires. La seconde

partie de la thèse concerne l’optimisation de la fonction d’utilité des utilisateurs sec-

ondaires en tenant compte des contraintes de probabilité de coupure des utilisateurs

primaires et secondaires. Les différents algorithmes proposés ont été examinés par sim-

ulation afin d’ illustrer les résultats théoriques obtenus. Les résultats de simulations

démontrent que les méthodes proposées permettent de trouver des solutions qui sont

très proches de l’optimale.
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Mots-clés– Radio cognitive, optimisation convexe, modulations à porteuses

multiples, allocation de ressources, probabilité de coupure, efficacité énergétique,

OFDM, FBMC.



Abstract

The ubiquity and proliferation of wireless technology and services considerably lead to

a sharp increase in the number of individuals requiring access to wireless networks in

recent decades. The growing number of mobile subscribers results into a dramatic in-

creasing request for more radio spectrum. Consequently, underutilized yet scarce radio

spectrum becomes overwhelmingly crowded. Therefore, the advent of new radio resource

management paradigm capable of switching from static licensed spectrum management

to dynamic spectrum access is of great importance. Cognitive radio (CR) emerged as a

promising technology capable of enhancing the radio spectrum by permitting unlicensed

users known as secondary users to coexist with primary users. Meanwhile, multi-carrier

modulations that can efficiently overcome the detrimental effect of multipath fading in

a wireless channel are very appealing for the physical layer of cognitive radio networks.

However, the lack of cooperation between primary and secondary users may lead to asyn-

chronous transmission and consequently result into inter-carrier interferences. Judicious

resource allocation frameworks need to be designed in order to maintain the coexistence

between primary and secondary users. Guaranteeing secondary users’ quality of service

(QoS), while ensuring that interferences generated to the primary users are tolerable,

poses significant challenges for the design of wireless cognitive radio networks. This dis-

sertation focuses on resource, i.e. subcarrier and power, allocation for multi-carrier-based

downlink cognitive radio networks under perfect or statistical channel state information

(CSI) with secondary users interact either cooperatively or competitively. Firstly, the

problem of margin adaptive and energy-efficiency optimization are investigated consider-

ing perfect CSI at the secondary users’ side. Secondly, assuming statistical CSI available

at the secondary users, we address the problem of utility maximization under primary

and secondary outage constraints. We provide some near-optimal resource allocation

schemes to tackle the aforementioned problems. The findings and proposed frameworks
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can eventually be used for performance assessment and design of practical cognitive

radio networks.

Index terms— Cognitive radio, convex optimisation, multicarrier modula-

tions, resource allocation, outage probability, green communication, energy

efficiency, OFDM, FBMC.



Résumé de la thèse en français

Chapitre 1: Introduction

Durant les deux dernières décennies, l’ubiquité et la prolifération des technologies sans

fil ont entrainé une forte augmentation de demande de la ressource spectrale. Face à

la croissance incessante du nombre d’utilisateurs désirant accéder au réseau, il existera

un risque assez élevé de congestion au niveau de l’accès au spectre radio. Pour pallier

à ce problème, il devient essentiel de recourir à un partage dynamique du spectre au

détriment du mode de gestion statique de la bande de fréquence. L’avènement de la radio

cognitive répond pertinemment aux besoins actuels car elle permet à des utilisateurs dits

secondaires d’accéder à des bandes de fréquence qui restent affectées à des utilisateurs

dits primaires.

Au regard de certaines caractéristiques inhérentes aux modulations à porteuses mul-

tiples, celles-ci sont très appropriées à la couche physique des réseaux de radio cog-

nitive. Cependant, le manque de coopération active entre les utilisateurs primaires

et secondaires est susceptible d’entrainer une communication désynchronisée entre les

systèmes primaires et secondaires. En conséquence, une allocation judicieuse en termes

de ressource radio et de contrôle de puissances devient impérative pour combattre l’effet

négatif propre aux transmissions asynchrones qui devient aussi un défi de taille pour

la conception et la mise en œuvre des réseaux de radio cognitive. Dans cette thèse,

nous nous intéressons à l’étude de certaines problématiques d’allocation de ressources

pour un réseau désynchronisé de radio cognitive qui utilise des modulations à porteuses

multiples.

Dans un premier temps, nous supposons que la connaissance des informations de canal

est disponible à l’émission. Nous étudions des techniques permettant d’optimiser l’allocation
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de ressources afin de minimiser la somme des puissances émises au niveau des utilisa-

teurs secondaires. Nous nous intéressons aussi à la conception d’algorithmes permettant

d’optimiser l’efficacité énergétique des utilisateurs secondaires. La seconde partie de

la thèse concerne l’optimisation de la fonction d’utilité des utilisateurs secondaires en

tenant compte des contraintes de probabilité de coupure des utilisateurs primaires et

secondaires. Cette probabilité de coupure découle de l’hypothèse de la connaissance de

la distribution du canal au niveau des stations de base secondaires. Les différents algo-

rithmes proposés ont été examinés par simulation afin d’ illustrer les résultats théoriques

obtenus. Les résultats de simulations démontrent que les méthodes proposées permettent

de trouver des solutions qui sont très proches de l’optimale.



Chapitre 2: Préliminaires

De nos jours, il existe une forte demande en terme d’accès au spectre de fréquence.

Ceci résulte de la prolifération des technologies sans fil d’une part et de l’accroissement

vertigineux du nombre d’utilisateurs qui désirent accéder au réseau d’autre part. En

conséquence, certaines parties du spectre fréquentiel risquent d’être encombrées par

la présence d’utilisateurs. En parallèle, il convient de noter que certaines bandes de

fréquence sont utilisées de manière sporadique. Celles-ci pourraient être éventuellement

mises à la disposition de potentiels utilisateurs si la gestion des bandes de fréquence était

assurée de manière dynamique en général. Il s’avère donc important de se recourir aux

technologies de radio cognitive pour parvenir à une utilisation plus efficace du spectre.

L’objectif principal de la radio cognitive est d’exploiter au maximum l’utilisation du spec-

tre en permettant à des utilisateurs primaires de partager leurs bandes de fréquence avec

des utilisateurs secondaires. L’idée de la radio cognitive a été officiellement présentée par

Joseph Mitola [1]. Par ailleurs, le principe de la radio cognitive qui est basé sur l’accès

dynamique du spectre, DSA (dynamic spectrum access ) a été repris dans la norme IEEE

802.22 [2]. Cependant, cette coexistence entre utilisateurs primaires et utilisateurs sec-

ondaires n’est possible que si l’interférence générée par les utilisateurs secondaires n’a

pas d’impact négatif sur la qualité de service (QoS) des utilisateurs primaires. Il est donc

impératif de contraindre la valeur maximale d’interférence des utilisateurs secondaires à

ne pas dépasser une valeur seuil. Cette approche est connue sous le nom de température

d’interférence.

Les modulations à porteuses multiples sont très utilisées dans les réseaux cellulaires

émergents tels que le WiMAX et le 3GPP LTE. En effet, ces modulations sont des

techniques de multiplexage fréquentiel permettant de transformer un canal sélectif en

fréquence en un ensemble de canaux parallèles et plats [3]. Dans la norme IEEE 802.22,

il est connu que la couche physique (PHY) des réseaux de radio cognitive est basée

sur l’orthogonal frequency division multiple access (OFDMA) pour la voie montante et

descendante. Les modulations à porteuses multiples ont été proposées comme candidat

potentiel à la couche physique des réseaux de radio cognitive [4–8].

Dans cette thèse, on s’intéressera à deux types de modulations qui sont: l’OFDM (or-

thogonal frequency division multiplexing) et le FBMC (Filter based bank multi-carrier

modulation).

• Parmi les différents types de modulations à porteuses multiples, l’OFDM est prob-

ablement celle qui jouit de la plus grande notoriété. Le principe de fonctionnement

de l’OFDM dont le synoptique est présenté dans la Figure 1 a été développé dans



la littérature [9]. Pour pouvoir contrecarrer l’effet de la sélectivité fréquentielle

et temporelle du canal, la bande de fréquence d’un système OFDM est divisée en

de multiples sous-porteuses qui sont orthogonales les unes par rapport aux autres.

Par ailleurs, chaque symbole OFDM est précédé d’un intervalle de garde afin de

minimiser le risque d’interférence inter-symbole.
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Figure 1: Synoptique d’un système OFDM

Malgré les multiples avantages d’un système OFDM, il présente en parallèle de

nombreux inconvénients [7, 10]. Par exemple, Les signaux OFDM sont très sen-

sibles aux interférences inter-porteuses causées par les décalages en temps et en

fréquence. Cette situation conduira à une baisse de performance dans le cas d’un

système asynchrone. Par ailleurs, le spectre d’un signal OFDM a une très mauvaise

localisation en fréquence comme le montre la Figure suivante.
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Figure 2: Réponse fréquentielle de l’OFDM

• Les inconvénients que présentent les systèmes OFDM ont poussé les chercheurs à

fouiller afin de proposer d’autres formes d’ondes plus performantes que l’OFDM.

Le FBMC présente des caractéristiques intéressantes qui l’élèvent au rang des

concurrents directs de l’OFDM comme candidat potentiel pour la couche physique

de la 5G [6, 11]. Le synoptique d’un système FBMC est présenté dans la Figure 3.
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Figure 3: Synoptique d’un système FBMC



Le principe du FBMC se rapproche de celui de l’OFDM. La différence entre les deux

systèmes réside dans le fait qu’il n’y a pas d’intervalle de garde dans un système

FBMC. Aussi, il faut noter l’utilisation d’un filtre prototype dans un système

FBMC. Les signaux FBMC s’étalent sur un nombre limité de sous-porteuses en-

trainant une meilleure localisation en fréquence comme démontrée dans la figure

suivante.
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Figure 4: Réponse fréquentielle du FBMC

Dans un système de radio cognitive, il est beaucoup plus judicieux de supposer que les

systèmes primaires et secondaires ne n’interagissent pas. De cette hypothèse découlera la

présence d’interférence inter-porteuses engendrée par la transmission asynchrone inhérente

aux deux systèmes. Une analyse rigoureuse de l’impact des interférences asynchrones

a été présentée dans la littérature [12, 13]. Les auteurs de ces travaux ont présenté un

tableau de gain d’interférence que nous reportons dans la Table 1 et dont nous nous en

servirons dans la suite de la thèse.



Table 1: Gains d’interférence

Subcarrier OFDM FBMC

l-8 1.12×10−3 0

l-7 1.84×10−3 0

l-6 2.5×10−3 0

l-5 3.59×10−3 0

l-4 5.6×10−3 0

l-3 9.95×10−3 0

l-2 2.23×10−2 0

l-1 8.94×10−2 8.81×10−2

l 7.05 ×10−1 8.23×10−1

l+1 8.94×10−2 8.81×10−2

l+2 2.23×10−2 0

l+3 9.95×10−3 0

l+4 5.6×10−3 0

l+5 3.59×10−3 0

l+6 2.5×10−3 0

l+7 1.84×10−3 0

l+8 1.12×10−3 0



Chapter 3: Nouvelle méthode d’allocation de puissance distribuée pour

un réseau de radio cognitive.

La croissance rapide de la charge de trafic des réseaux émergents pose un sérieux

problème lié à l’augmentation insoutenable de la consommation d’énergie. Il y a donc

nécessité d’une anticipation pour contrecarrer ce problème de consommation d’énergie

qui ne doit pas être traité à la légère. Par ailleurs, la puissance émise par les stations

de base dans les sous-porteuses compte pour beaucoup dans la consommation totale du

réseau. Il faut donc se récourir à une gestion judicieuse de la puissance disponible en la

distribuant de manière très efficace dans les sous-porteuses non seulement pour réduire

les interférences mais aussi pour assurer une utilisation éfficace de l’énergie.

Dans ce chapitre, nous considérons le problème de minimisation de la puissance émise

par les stations de base secondaires sous contraintes de débit minimal par utilisateur

secondaire et de température d’interférence imposée par les utilisateurs primaires. Nous

supposons que la connaissance des informations de canal est disponible au niveau des

stations de base secondaires. Il est important de noter que dans ce scénario, nous avons

considéré un seul récepteur par cellule secondaire. Nous avons reformulé le problème en

usant de l’approche de théorie des jeux. Il a été démontré que l’existence de l’équilibre

de Nash est assurée si la stratégie de chaque joueur (station de base secondaire) suivait

la méthode itérative de waterfilling (IWF) modifié.

Nous avons proposé une condition suffisante d’unicité de l’équilibre de Nash du jeu

correspondant. Cependant, cette condition n’est vérifiée que si l’interférence reçue par

les utilisateurs est très faible. Par ailleurs, nous avons proposé un critère de convergence

distribué pour les méthodes itératives couramment utilisées pour résoudre les systèmes

d’équations comme la méthode de Gauss-Seidel ou de Jacobi. En usant de ce critère de

convergence, nous proposons un algorithme qui converge toujours vers un point fixe et

unique. Nos analyses théoriques ont été illustrées par des simulations présentées dans

les figures ci-dessous.
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5 10 15 20 25 30 35 40 45 50
0

5

10

15

20

25

Rate constraint (Kbits/s)

A
v
e

ra
g

e
 P

e
r 

S
e

c
o

n
d

a
ry

 B
S

 s
u

m
 p

o
w

e
r(

d
B

m
)

 

 

PS

FBMC

OFDM

Figure 6: Valeur moyenne de puissance émise



Nous avons observé qu’il existe une différence non-négligeable entre la performance du

système avec FBMC et celle du système avec OFDM. Ceci est dû à l’étalement de

l’interférence inter-porteuses qui est plus important dans le cas de OFDM que du FBMC.



Chapter 4: Allocation de ressources basée sur l’efficacité énergétique

Dans ce chapitre, nous adressons la problématique d’efficacité énergétique pour un réseau

de radio cognitive. L’efficacité énergétique se définit comme étant l’éfficacité avec laque-

lle les systèmes liés aux technologies de l’information et de la communication (TIC)

utilisent l’énergie pour la transmission de données. L’accroissement incessant des ser-

vices multimédias couplé avec la croissance vertigineuse de l’utilisation des systèmes

de communication sans fil provoquerons indéniablement une augmentation importante

d’émission de gaz à effet de serrre. En conséquence, les reseaux futur de communication

(5G) feront face à un défi énorme en terme de besoin energétique. Il est donc important

d’adresser le problème d’allocation de ressources en tenant compte d’un tel besoin.

Le scénario considéré dans ce chapitre est plus général que celui étudié dans le chapitre

précédent. Par ailleurs, nous supposons que la connaissance des informations de canal

est disponible à l’émission. Nous étudions le problème d’efficacité énergétique exprimée

en bit par Joule dans deux contextes differents.

• Premièrement, nous considérons un système de radio cognitive où les stations

de base secondaires sont autorisées à coopérer afin de mieux faciliter la gestion

des interférences. Un tel scenario nécessite en revanche la présence permanente

d’un controlleur global capable d’effectuer de manière centralisée l’allocation de

ressources en terme de sous-porteuses et de puissance. Le principal objectif du

controlleur est d’allouer les ressources disponibles afin de maximiser la fonction

d’efficacité énergétique globale définie comme

EE =
Débit total du système

Puissance totale émise

Ce problème d’optimisation appartient à la classe des problèmes dits NP-difficile1.

On propose de le résoudre en ayant recours à la méthode d’optimisation alternée.

Il convient tout d’abord de résoudre le problème d’allocation de sous-porteuses

en supposant connue l’allocation de puissance. Il est important de noter qu’une

station de base peut allouer une sous-porteuse à l’utilisateur qui a le plus grand

ratio signal utile sur interférence plus bruit, SINR (signal-to-interference-plus-noise

ratio), dans la sous-porteuse. Une fois les sous-porteuses allouées, le controlleur

peut ensuite s’occuper de la distribution de la puissance dans les sous-porteuses.

Cette procédure est répétée jusqu’à convergence de la méthode alternée.

Le problème de control de puissance présente cependant certaines difficultés vu

que ce n’est pas un problème convexe. La méthode proposée pour le résoudre

1Un problème appartient à la classe des problèmes NP-difficile s’il s’y réduit en temps polynomial.



consiste tout d’abord à approximer de manière conservative la fonction coût en

utilisant le théorème de Taylor. Étant un problème quasi-concave, on peut se re-

courrir à la technique de Dinkelbach pour résoudre le problème approximé. Nous

proposons un algorithme (centralisé) d’approximation convexe successive, SCADA

(joint successive convex approximation Dinkelbach algorithm) afin d’obtenir un

point stationnaire du problème de control de puissance. Il est important de noter

que dans certains cas le point stationnaire correspond à la solution optimale (glob-

ale) du problème.

L’exécution d’un algorithme centralisé peut cependant se révéler très gourmande

en terme de mémoire surtout pour les problèmes dont la dimension est très élevée.

En guise de palliatif, nous proposons une version distribuée de l’algorithme SCADA

(distributed SCADA) pour résoudre le problème d’allocation de puissance. L’algorithme

proposé s’appuie sur la notion de decomposition du problème dual et peut être ex-

ecuté en parallele par chaque station de base secondaire.

• Deuxièment, nous nous interesserons à un réseau de radio cognitive où les sta-

tions de base secondaires opèrent de manière indépendante les unes des autres.

L’allocation de ressource tenant compte de l’efficacité énergétique peut alors s’effectuer

de manière distribuée au niveau des stations de base secondaire. Afin de mieux

mettre en exergue le caractère compétitif de l’environment dans lequel évoluent les

stations de base secondaire, le problème d’optimisation d’efficacité énergétique est

reformulé selon un contexte de théorie des jeux. On propose un algorithme basé sur

la méthode de Dinkelbach où chaque émetteur peut allouer de manière alternée

sous-porteuses et puissance. Nous démontrons que l’existence d’un équilibre de

Nash, NE (Nash Equilibrium), est assurée dans le cadre du jeu. Nous proposons

aussi une condition suffissante qui assure l’unicité de l’équilibre de Nash.

Nos résultats théoriques ont été illustrés par des simulations présentées dans les figures

ci-dessous.
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Chapter 5: Allocation de ressources avec connaissance statistique du

canal

Dans les chapitres précédents, les ressources sont allouées partant de l’hypothèse que

la connaissance exacte des informations du canal est disponible au niveau des stations

de base. La remontée des informations sur l’état du canal requiert cependant un coût.

Elle est très longue et peut facilement devenir désuette. Pour contourner ce problème,

il serait en revanche préférable de supposer la connaissance de la distribution du canal

à l’émission. L’avantage d’une telle hypothèse réside dans le fait que la connaissance

statistique du canal peut être obtenue sans engorger le réseau de signalisation. Aussi, il

est intéressant de noter que la distribution du canal est beaucoup moins variable avec le

temps. Cependant, avec la connaissance statistique du canal, la transmission est sujet

aux coupures. Dans un tel contexte, il est donc interessant d’étudier la performance

d’un réseau de radio cognitive pour pouvoir évaluer l’impact d’une telle hypothèse.

Dans ce chapitre, nous nous interessons à l’optimisation de la fonction d’utilité des util-

isateurs secondaires sous contraintes de probabilité de coupure des utilisateurs primaires

et secondaires. Nous considérons un réseau de radio cognitive contenant un émetteur et

un récepteur primaire, et aussi un émetteur secondaire desservant plusieurs utilisateurs



secondaires. Nous considérons le cas où les stations de base primaire et secondaire sont

sychronisées. Nous nous interesserons aussi au cas ooù elles sont assynchrones.

Dans les deux cas, le problème d’optimisation est un problème appartenant à la classe

NP-difficile. Pour contourner la difficulté inhérente à l’obstention d’une solution opti-

male du problème d’allocation conjointe de sous-porteuses et de puissance, nous pro-

posons de le résoudre au moyen d’un algorithme sous-optimal. La méthode proposée

consiste à résoudre l’allocation de sous-porteuses suivie de l’allocation de puissance. Les

sous-porteuses sont allouées selon une approche se basant sur la probabilité de coupure.

Afin de résoudre le problème de contrôle de puissance, nous proposons dans un premier

temps une borne supérieure à l’expression des probabilités de coupure. Nous proposons

un algorithme basé sur la méthode d’optimisation alternée afin de trouver une solution

proche de l’optimal du problème de contrôle de puissance. L’algorithme proposé résout

de manière itérative un ensemble de problèmes de faisabilité (feasibilty problem) en se

recourant à la méthode de dichotomie.
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Chapter 6: Conclusion

Les enjeux en terme d’allocation de resources pour les réseaux 5G sont multiples.

Dans cette thèse, nous avons proposé et évalué la performance de plusieurs algorithmes

d’allocation de ressources pour un système de radio cognitive dans deux contextes dif-

ferents:

• Connaissance de l’état instantané du canal disponible à l’émission

Face à la problématique de consommation d’énergie très présente dans les reseaux

émergents, nous avons adressé le problème de minimisation de puissance émise

et aussi le problème d’efficacité énergetique. Nous avons proposé des algorithmes

distribués pour résoudre le problème de minimisation de puissance émise. Quant

au problème d’efficacité énergétique, une approche centralisée été adoptée dans le

cas où les stations de base secondaires sont autorisées à coopérer, et une méthode

distribuée a été proposé pour résoudre le problème reformulé dans un contexte de

théorie des jeux quand les stations de base opéraient de manière indépendante.

Les résultats de simulation ont demontré que les approches proposées peuvent des

fois obtenir la solution optimale du problème étudié.

• Connaissance statistique du canal à l’émetteur

L’hypothèse de la connaissance statistique du canal présente certains avantages

que nous avons voulu exploiter. Cependant, les coupures de transmission qui

peuvent en resulter doivent être prise en compte dans le problème d’allocation

de ressources. Nous avons ainsi étudier le problème d’optimisation de la fonction

d’utilité des utilisateurs secondaires sous contraintes de probabilité de coupure

des utilisateurs primaires et secondaires. Pour contourner la difficulté inhérente à

l’obstention d’une solution optimale du problème d’allocation conjointe de sous-

porteuses et de puissance, nous proposons de le résoudre au moyen d’un algorithme

sous-optimal. La méthode proposée a été validé par les resultats de simulation.
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terminal of secondary user j on subcarrier l

H l
k,q Channel gain between base station of secondary user k and receiver of the

primary user q within the lth subcarrier

Ik,max
q Maximum interferences allowed by the qth primary user

I lq,k Set of subcarrier of qth primary base station that suffers from interferences

generated by the lth subcarrier of the k-th secondary base station

R̂k Rate constraint of the secondary user k.

Uk The pay-off function of the kth secondary base station

γlk The signal-to-noise-ratio of secondary user k on subcarrier l

Γk The signal-to-noise-ration vector for secondary user k

Notations specific to chapter 4:



Nomenclature xxxvi

θlk,u Subcarrier allocation indicator for secondary base station k

Θk Feasible subcarrier allocation matrix for secondary base station k

u(k, l) Secondary mobile terminal that was assigned the l-th subcarrier

by its serving base station k

Uk Number of secondary mobile terminals served by the kth secondary

base station

Gl
j,u(k,l) Channel gain from the jth secondary base station to user u served

by the kth secondary base station on the lth subcarrier

H l
q,u(k,l) Channel gain from the qth primary base station to user u served

by the kth secondary base station on the lth subcarrier

Imax
q The global interference prescribed requirement for

the qth primary mobile terminal

Ik,max
q The maximum interferences allowed by the qth primary user

Pl Power allocation vector of the entire secondary network

on the lth subcarrier

Γl
k,u(k,l) Signal-to-noise-ratio measured by user u on subcarrier l

Pc,k Circuit power at the kth secondary base station

ξ Drain efficiency

Uk Utility function of secondary base station k

Notations specific to chapter 5:

Θ Feasible subcarrier allocation matrix for the secondary base station

Ωk Set of subcarriers assigned to the kth secondary mobile terminal

hli,j Channel link from base station i to mobile terminal j on the lth subcarrier

Rp Transmission data rate of the primary base station

P l
s Power allocation of the secondary base station on subcarrier l

Ps Power allocation vector of the secondary base station

Rk Transmit data rate of the k secondary mobile terminal

U Utility function of the secondary system

ǫk Outage requirement for the kth secondary mobile terminal



Chapter 1

Introduction

Motivation

In recent decades, ubiquity and rapid proliferation of wireless technology lead to a

sharp increasing in the number of individual requiring access to wireless networks.

The growing number of mobile subscribers coupled with the explosion of high

quality wireless applications result into a dramatic increasing request for more

radio spectrum. Underutilized yet scarce radio spectrum becomes overwhelm-

ingly crowded. It is becoming urgent to alternate from fixed frequency resource

assignment, i.e., static licensed spectrum management, to dynamic spectrum ac-

cess (DSA). Cognitive radio (CR) emerged as a promising technology capable of

enhancing the radio spectrum.

Due to its dynamic and opportunistic spectrum access capability, CR technol-

ogy can efficiently tackle the problem of spectrum underutilization and spectrum

scarcity. The philosophy of cognitive radio technology is to permit unlicensed

users known as secondary users (SUs) to transmit within the licensed spectrum

owned by primary users (PUs) [14]. The coexistence idea between primary users

and secondary users promoting by cognitive radio can be done using two different

paradigms [15]. Firstly, primary and secondary users may coexist in an overlay

1
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fashion. This coexistence strategy requires that the secondary users have prior

knowledge about the primary users transmit signal information. More concretely,

secondary users are granted permission to opportunistically access and communi-

cate only over licensed radio spectrum that left vacant or unused by the primary

users. Secondly, the coexistence between PUs and SUs can be done through an

underlay strategy. This transmission strategy permit to the secondary users to si-

multaneously with the primary users operate on the radio spectrum provided that

their radiated interferences remain under certain threshold in order not to degrade

the quality of service (QoS) of the primary users transmission to an unacceptable

level.

Long Term Evolution (LTE)-Advanced as well as WiMAX resort to multi-carrier

(MC) modulation techniques such as orthogonal frequency-division multiplexing

(OFDM) to overcome the detrimental effect of multipath fading inherent to any

wireless network channel. Filter bank multi-carrier (FBMC) emerges as good

alternative to OFDM for 5G wireless networks applications [16]. It is known

that multi-carrier modulations are very appealing to dynamic spectrum access

in cognitive radio networks [8]. Besides, FBMC is being promoting as a good

candidate for the physical layer for the dynamic spectrum access in cognitive radio

networks [17]. Multi-carrier modulations can combat the effect of inter-symbol

interference (ISI) for perfectly synchronized networks. However, for asynchronous

networks, the orthogonality incurred in resorting to multi-carrier modulations may

be destroyed to some extent. Consequently, asynchronism will result in inter-

carrier interference.

For more practical scenario of cognitive radio networks, there is no interaction be-

tween primary and secondary users. The lack of cooperation between the primary

users and the secondary users may lead to asynchronous transmission between

the primary and secondary system. Inter-carrier interferences coupled with inter-

secondary interferences may hamper reliable communication if judicious resource

allocation is not properly done for multi-carrier-based cognitive radio networks.

Therefore, it is of utmost importance for the secondary users to resort to an effi-

cient resource management strategy to achieve higher performance while ensuring

the non-degradation of the primary users QoS. In this dissertation, we focus on
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optimizing the limited resource, i.e., radio spectrum and total transmit power, to

ensure reliable transmission for the secondary users from a downlink point of view.

For wireless networks, the design of proper resource optimization is relevant not

only to the chosen performance metric or figure of merit, it is highly depend of

the availability, i.e., the nature of the knowledge of the channel state information

(CSI). In this thesis dissertation, we design resource allocation for multi-carrier-

based asynchronous cognitive radio networks under the assumption of perfect and

statistical knowledge of channel state information.

In the first part of this dissertation, we focus our attention on asynchronous down-

link cognitive radio networks with perfect channel state information at the sec-

ondary transmitters or base stations side. This is an idealization of currently

existing practical communication networks. We design algorithms relevant to re-

source management in order to optimize the secondary users spectral-efficiency,

transmit power and energy-efficiency.

The ideal assumption of perfect CSI may be impractical for cognitive radio setting

partly because of the lack of cooperation between primary and secondary users.

Also, perfect CSI may induce some feedback overhead from the point of view of

the secondary users. In the second part of this dissertation, we investigate resource

allocation for multi-carrier-based downlink cognitive networks assuming statisti-

cal channel state information. However, with statistical CSI, the communication

within the network is prone to outage which occurs whenever the transmission rate

is higher than the instantaneous capacity that the channel can support. Therefore,

resource allocation is done by taking into consideration the metric of outage.

Outline of the dissertation and research contributions

This dissertation is organized as follows:
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Chapter 2: Technical background

The technical background used throughout this dissertation is presented in Chap-

ter 2. More specifically, a summary of main technical concepts such that cognitive

radio together with dynamic spectrum access (DSA) is provided. In addition to

that, we briefly introduce some standards that govern the development and de-

ployment of cognitive radio and the principle of physical layer (PHY) multi-carrier

(MC) modulations is also described. In the second part of Chapter 2, a brief

description of optimization theory concepts is given. Moreover, some advanced

techniques such as successive convex approximation (SCA) and alternating opti-

mization method to solve non-convex optimization problems are also introduced.

Chapter 3: Efficient distributed power allocation for cognitive radio

networks

In Chapter 3, we address the problem of secondary users power minimization.

It turns out that the optimal power allocation strategy for each secondary base

station is given by the modified Water-filling. To assure robustness of the given

solution, we provide a sufficient convergence condition to a Nash-equilibrium (NE)

point for the modified Water-filling algorithm. In addition to that, we propose a

new and efficient distributed algorithm that always converges to a unique Nash

equilibrium of the non-cooperative power allocation-based game.

Chapter 4: Energy-efficiency based resource allocation framework for

cognitive radio networks

In Chapter 4, we study the problem of energy-efficiency (EE) maximization un-

der secondary total power and primary interference constraints by making two

assumptions

• We start by assuming that the secondary base stations (BSs) are inter-

acting with each other. We consider a centralized approach to solve the

energy-efficiency optimization problem for the cognitive radio network. An
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alternating-based approach is proposed to solve the joint power-subcarrier

allocation problem. Subcarriers are allocated using a heuristic method for

a given feasible power allocation. Then, a conservative approximation the

non-convex power control problem is given. In order to efficiently obtain a so-

lution to the non-convex power control problem, we design a joint Successive

Convex Approximation-Dinkelbach Algorithm (SCADA) that converges to

a stationary point of the original non-convex power control problem. On

top of that, a dual decomposition-based decentralized algorithm with lower

overhead complexity is also proposed.

• Secondly, we assume no cooperation among the secondary base stations. The

problem of energy-efficiency maximization is recast invoking the concept of

game theory and a fully distributed algorithm of low complexity is provided

and is shown to converge to a Nash-equilibrium (NE) point. Moreover, we

identify a sufficient condition that guarantees uniqueness of the achieved

Nash equilibrium.

Chapter 5: Resource allocation for cognitive radio networks with sta-

tistical CSI

In Chapter 5, we address the problem of utility optimization under primary and

secondary users’ outage transmission constraints. We consider both synchronous

and asynchronous cognitive radio networks. We design a resource allocation frame-

work that guarantees data outage requirement for both primary and secondary

systems. More concretely, we circumvent the prohibitively high computational

complexity incurred addressing the joint subcarrier-power allocation problem by

solving two separable independent problems. A bisection search method is invoked

to find solution to the subcarrier allocation problem. Then, we design a tractable

approximation to tackle the nonexistence closed form expression for the primary

and secondary outage probabilities that renders the power control optimization

problem intractable. A polynomial time solvable algorithm to find near-optimal
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solutions to the reformulated tractable power control problem based on alternat-

ing optimization method is proposed. The proposed approach sequentially solves

a feasibility problem using bisection method.

Chapter 6: Conclusion and future research direction

Finally, we conclude the dissertation in Chapter 6 by briefly summarize our main

contribution. Moreover, we highlight some potential research direction that can

be further explored.
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Chapter 2

Technical Background

Introduction

In this chapter, we provide a brief summary of main technical concepts to be

used throughout this dissertation. Recall that the main focus of this dissertation

is resource allocation for multi-carrier-based cognitive radio networks. We start

this chapter by firstly presenting an overview of cognitive radio networks. More

concretely, the advent of cognitive radio together with the dynamic spectrum

access (DSA) are described. In addition to that, key standards that govern the

development and deployment of cognitive radio are presented.

Secondly, we elucidate the principle of physical layer (PHY) multi-carrier (MC)

modulations. We briefly describe the main multi-carrier modulations that are

used in this dissertation. More importantly, a summary encompassing pros and

cons of orthogonal frequency division multiplexing (OFDM) and filter based bank

multi-carrier modulations (FBMC) is provided.

Lastly, a brief description of some major optimization theory concepts is given.

Bear in mind that the resource allocation problem is to be formulated as an op-

timization problem. Consequently, it is of utmost importance to introduce basic

8
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concepts such as convex set and convex function which are mandatory when defin-

ing a convex optimization problem. The concept of duality which permits to find

optimal solution of standard convex optimization problem using Karush-Kuhn-

Tucker (KKT) optimality conditions is also presenting.

In this chapter, the idea of dual decomposition method and some advanced meth-

ods such as successive convex approximation (SCA) and alternating optimization

method destined to solve non-convex optimization problems are also described.

At last, we introduce the problem of fractional optimization and some approaches

destined to tackle such problem.

Overview of Cognitive Radio (CR) Networks

The ubiquity and rapid proliferation of wireless technology lead to a sharp in-

creasing in the number of individual requiring access to wireless networks. The

exponentially growing number of mobile subscribers coupled with the explosion of

high quality wireless applications is challenged by the scarcity of the radio spec-

trum mainly due to static spectrum management paradigm. In order to increase

government revenue, regulatory authorities, such as the Federal Communications

Commission (FCC) in the United States, tend to provide spectrum to highest bid-

der. Despite this growing trend, the regulatory authorities fortunately do dedicate

a certain amount of spectrum for users that aims to operate at low power. Trans-

mission over such unlicensed spectrum is governed by the Institute of Electrical

and Electronics Engineers (IEEE) standards such as IEEE 802.15.4 and IEEE

802.11.

In recent years, regulatory organizations have demonstrated that owned radio

spectra are often underutilized [18, 19]. Finding a way to circumvent or to prevent

the waste of such scarce resource remained an appealing issue. On top of that,

users demand for more bandwidth keep increasing. These two bottlenecks have

paved the way for a new spectrum management paradigm. Cognitive radio (CR)

equipped with both opportunistic spectrum access (OSA) and dynamic spectrum
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access (DSA) capabilities emerged as a promising technology capable of enhancing

the radio spectrum.

Cognitive radio which can be interpreted as the intersection between personal

technology and computational intelligence was defined by Mitola as [1]

Definition 2.1 (Cognitive Radio [1]). Cognitive radio identifies the point at which

wireless personal digital assistants together with appropriate networks having ade-

quate knowledge about radio spectrum and related computer-to-computer commu-

nications to:

• identify user potential communications needs in terms of use context and to

• provide radio spectrum together with wireless services that are mostly ade-

quate to those needs.

In other words, resorting to cognitive radio technology appears as an efficient yet

appropriate solution to radio spectrum scarcity and severe spectrum underutiliza-

tion. The main objective of such technology is to conveniently enhance spectral

efficiency by overlaying a secondary system on an existing primary system. The

overlaying procedure does not however require any change in the structure of the

current licensed system. Consequently, cognitive radio devices should be equipped

with adequate technology to be able firstly to efficiently sense surrounding radio

environment. Secondly, cognitive radio should be incorporated with the capability

of making judicious decision to opportunistically access the spectrum or not based

on the assessment result of the activities on the surrounding primary system.

Dynamic Spectrum Access

The dynamic spectrum access (DSA) can simply be referred as a non-static spec-

trum management strategy. The DSA paradigm is usually characterized based on

the three following models [20]: dynamic exclusive use model, open sharing model

and hierarchical access model.

• In the first model, the basic philosophy of spectrum regulation policy where

radio spectrum bands are licensed to wireless services for exclusive use is
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maintained while introducing some flexibilities in order to improve spectrum

efficiency. For instance, the spectrum licensee is entitled to lease or share

the assigned radio spectrum for business profit. However, the sharing or

leasing procedures are not mandated by official regulation policies. Another

flexibility is related to dynamic spectrum allocation exploiting both space

and time traffic statistic of different services. More specifically, at a given

time in a given location, radio spectrum is assigned to wireless services for

private use.

• Regarding the open sharing model, it advocates the shared access to non-

exclusive use. This model is sometimes referred as spectrum common [21].

For such sharing model, the right to utilize the spectrum is shared among

several users provided a well-established protocol that clearly addresses the

mechanism of the spectrum management. The management mechanism an-

ticipates radio spectrum access procedure during period of congestion, deter-

mines policies to mandate users and forecasts solutions to eventual conflicts

that may arise among users.

• The third model endorses a hierarchical structure to regulate the spectrum

access mechanism between the primary and secondary users. Compared to

the two aforementioned spectrum sharing models, the hierarchical structure

is probably the most appealing yet adequate sharing model for current spec-

trum management regulations. The philosophy behind this model consists of

granting permission to secondary users (SUs) to access the spectrum owned

by the primary users (PUs) while limiting the interferences received by the

primary users. The protocol that permits secondary users to access the radio

spectrum is established on the basis of the two following access paradigms:

spectrum overlay and spectrum underlay paradigm.

– For spectrum overlay access known also as spectrum pooling [22], the

secondary users can only access vacant, i.e. unoccupied radio spectrum.

More concretely, the radio spectrum overlay strategy consists of granting

permission to secondary users to instantaneously detect availability and

to eventually use radio spectrum owned by primary users in a non-

intrusive fashion. The concept of time and space is very important
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for overlay access strategy. Moreover, appropriate sensing capability is

required at the secondary users end for overlay access paradigm.

– Different from overlay access strategy, the underlay access paradigm

which is the access mechanism that we consider throughout this disser-

tation, does not rely on neither detection nor exploitation of spectrum

white space. The secondary users can simultaneously with the primary

users communicate over the radio spectrum band as long as they operate

below the noise floor of the primary users by judiciously controlling their

transmit power. More explicitly, for underlay access framework, careful

control of secondary users transmit power need to be done in order not

to degrade the quality of service (QoS) of primary users. As long as the

degradation of the QoS of the primary users is tolerable secondary users

may have clearance to transmit over the radio spectrum. Consequently,

developing efficient algorithms pertaining to power management is cru-

cial for the operation of spectrum overlay frameworks.

Standards for Cognitive Radio

Cognitive radio technology in wireless communication has drawn increasing at-

tention at both industry and academia, recently. A great deal of research works

have been devoted towards the improvement and deployment of cognitive radio

[23][24]. In addition to that, civil and military bodies have also exhibited huge

interest for highly intelligent radio technology. We are gradually moving towards

real implementation of cognitive radio networks. Consequently, well-established

standardization procedures are of utmost importance.

An exhaustive survey of standards pertaining to the development of cognitive

radio technology was done in [25]. These techniques are considered for wireless

services in unlicensed very high frequency (VHF) and ultra high frequency (UHF)

television bands mainly because frequencies in VHF and UHF spectrum bands are

very appealing from a network deployment point-of-view. More importantly, at

these frequencies, signals incur lower attenuation which imply broader base station
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coverage. Two major standardization efforts that are in advanced stage and that

support dynamic spectrum access are discussed below.

• The IEEE P1900 standard [26] addresses techniques and methods related

to dynamic spectrum access for 3G/4G, WiFi and WiMax networks that

require interference management and coordination of wireless technology. It

also includes protocols for information sharing and network management.

From a network point of view, It provides vertical and horizontal network

reconfiguration management methods for inter-interoperability for wireless

networks without fixed infrastructure.

• The IEEE 802.22 standard [2] was developed to define an air interface such

as physical layer and media access layer (MAC) standard based on cognitive

radio techniques. This standard establishes the operating mechanisms reg-

ulations for the use of unlicensed wireless operation in the analog television

band. More specifically, the IEEE 802.22 standard is being developed for

wireless regional area networks (WRANs) in order to provide wide broad-

band Internet connectivity. The licensed radio spectra range targeted by

this standard varies from 54 to 862 MHz. This range of spectrum is usu-

ally assigned for television services since most of television channels in these

frequency spectra are largely unused especially in rural regions.

Interference temperature

It is worth noting that while secondary users can access the radio spectrum, the

primary users remain the owner of the spectrum. Therefore, coexistence of sec-

ondary users with the primary users requires real-time wide-band monitoring of the

licensed spectrum. Whenever coexistence is permitted using an underlay frame-

work, interference temperature limit prescribed by primary users should not be

violated, otherwise degradation of the primary users QoS will no longer be tol-

erable. The proper way to impose an interference constraint to the secondary

users is very complicated. This should be done by judiciously finding a trade off

between restrictive constraints, i.e. constraints that can marginalize the gain of
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opportunistic spectrum access, and loose constraints, i.e. constraints that may

impact the compatibility with legacy systems.

Some traditional approaches advocate to limit the transmit power of the secondary

users. More concretely, these frameworks propose of restricting the transmit power

of the secondary users below a prescribed noise floor. This however can sometimes

be problematic due to the emergence of new unpredictable yet random source of

interference. In order to respond to this issue while enforcing interference limit

received by primary users, the spectrum policy task has proposed the interference

temperature [27] as a new metric on interference assessment.

In general, the interference temperature is implicitly or explicitly captures by the

maximum interference power level perceived by any active primary user. This

mechanism consists of specifying the noise floor of primary users. The met-

ric interference temperature becomes inherent to spectrum opportunistic access

and implicitly indicates how to determine the transmission power of secondary

users. This interference temperature should be imposed according to the aggre-

gated transmission activities of the secondary users. It can be done using either

a network-centric or user-centric point of view. However, for secondary users op-

erating in a network-centric transmission strategy, each secondary user should be

aware of the node level constraint in order to make proper power management de-

cision. Moving from network-centric to user-centric interference constraint usually

requires to take into consideration geolocation and therefore the signal attenuation

due to fading and shadowing.

Physical layer multi-carrier (MC) modulations

Generally speaking, inter-symbol interference (ISI) is inherent to transmission over

wide-band channel. In fact, ISI occurs when residue of previous symbols overlap

with the current symbol. The effect of inter-symbol interference is a direct con-

sequence of delay spread. One possible way to combat the detrimental effect of

inter-symbol interference is to resort to multi-carrier modulations [28, 29]. The
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basic principle of multi-carrier modulation consists of converting the frequency-

selective channel into a set of non-interfering yet orthogonal channels where each

channel experiences narrowband flat fading [3].

One advantage of multi-carrier systems is the capability of spreading out the total

signal interval in order to reduce sensitiveness to delay spread. In addition to that,

multi-carrier modulations can also attenuate the burst caused by Rayleigh fading

by simply spreading out a fade over several adjacent symbols [30]. Standards such

as and IEEE 802.11a are equipped with multi-carrier systems for the physical

layer of wireless local area network (WLAN) modem [31]. In IEEE 802.22, the

physical layer for cognitive radio network is based on orthogonal frequency division

multiple access (OFDMA) for both uplink and downlink access. On top of that,

multi-carrier modulation has been promoted has good candidate for the physical

layer of cognitive radio networks [4–8]. In [5], Farhang-Boroujeny et al. reviewed

different types of multi-carrier modulations proposed for cognitive radio networks.

The two main multi-carrier modulations invoked throughout this dissertation are

discussed below.

Orthogonal frequency division multiplexing (OFDM)

The orthogonal frequency division multiplexing (OFDM) is probably the most

widely-used multi-carrier modulation scheme. OFDM has been advocated as a

good candidate for the physical layer of cognitive radio networks [5, 8]. The philos-

ophy behind OFDM was summarized in [9] and is graphically portrayed in Figure

2.1. Basically, the principle of OFDM consists of transmitting a single data stream

over a finite number of subcarriers in order to increase the robustness against the

frequency selective fading or narrowband interference. More concretely, the total

bandwidth of the signal is divided into a finite number yet non-overlapping fre-

quency subcarriers. The spacing between the subcarriers is chosen so that they

are orthogonal to each other. The bandwidth of each subcarrier is small com-

pared with the coherence bandwidth of the channel. To mitigate the effect of

inter-symbol interference, a cyclic prefix of at least same length that the channel

impulse response is appended at the beginning of each transmit symbol.
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Figure 2.1: Block diagram of an OFDM system

The OFDM continuous-time baseband transmit signal can be written as

s(t) =
N−1∑

m=0

+∞∑

n=−∞

xm,nfT (t− n(T +∆)) ej
2π
T

m(t−n(T+∆)) (2.1)

where

• m denotes the subcarrier index.

• xm,n is the transmit complex-valued symbol

• T is the OFDM symbol duration.

• f(t) is a rectangular pulse shape.

• ∆ is the duration of the cyclic prefix.

Despite a great deal of advantages, OFDM suffers some major drawbacks [7, 10]

and particularly for the application of cognitive radio networks. In general, OFDM

exhibits the following shortcomings:

• Underutilization of time and additional power overhead due to the insertion

of cyclic prefix [3].

• OFDM signals are very sensitive to timing and frequency offset which may

cause loss of performance in case of asynchronous networks [32].
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• Significant side-lobes of the frequency response of the rectangular pulse shape

as depicted in Figure 2.2. This is a major reason for spectral efficiency

decrease in asynchronous transmission.
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Figure 2.2: Frequency response of OFDM

Filter based bank multi-carrier modulation (FBMC)

The drawbacks incurred using OFDM have fostered the search for some alterna-

tive multi-carrier modulations capable of overcoming the aforementioned disad-

vantages. Filter bank multi-carrier modulations (FBMC) has been promoted as

an appealing multi-carrier schemes [6, 11]. The principle of FBMC is very similar

to the previously described OFDM. The block diagram of FBMC is depicted in

Figure 2.3. However, there are two main differences between OFDM and FBMC

which we state below:
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• OFDM modulated signals required the appendage of a cyclic prefix at the

beginning of each symbol whereas the need of such cyclic prefix is dismissed

for FBMC modulated signals.

• Also for FBMC symbols, the signal on each subcarrier is filtered by band-

limited filter known as prototype filter [33]. Prototype filters are usually

low-pass filters well localized in time and frequency [34]. An exhaustive list

of different types of filters can be found in [35].
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Figure 2.3: Block diagram of an FBMC system

The main idea of FBMC system is to transmit data symbol modulated using

offset quadrature amplitude modulation (OQAM) instead of using the conventional

QAM [36]. The continuous-time baseband transmit signal for FBMC system is

given by

s(t) =
N−1∑

m=0

+∞∑

n=−∞

xm,nfT (t− nT/2) ej
2π
T
mtej(

π
2
(m+n)−πmn) (2.2)

where xm,n is the transmit real-valued symbol. The main advantages of filter bank

multi-carrier modulations are highlighted below.

• The fact of discarding the cyclic prefix or any guard interval in time do-

main for an FBMC modulated symbols contributes to increase the spectral

efficiency [5].
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• The signal on each subcarrier for FBMC modulated symbols is well con-

fined within the subcarrier, i.e the signal power does not span over adjacent

subcarriers. More specifically, filter bank multi-carrier modulations can over-

come the spectral leakage problems of OFDM. Therefore, FBMC is highly

appropriate for asynchronous multiple access and reduces inter-carrier inter-

ferences.

• The filtering capability of FBMC systems makes them very adequate for

filling radio spectrum holes in cognitive radio networks [37].

• Thanks to its spectral confinements as shown in Figure 2.4, FBMC based

systems can reduce guard band at the frequency boundaries which will lead

to an increasing in the spectral efficiency.
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Figure 2.4: Frequency response of FBMC using PHYDYAS prototype filter



Chapter 2. Technical Background 20

Asynchronous interference for multi-carrier CR networks

For more practical scenario of cognitive radio networks, it is more judicious to

assume that the primary and the secondary system are not interacting with each

other. Under such assumption, primary and secondary system will not be syn-

chronized. The asynchronous transmission will result in inter-carrier interferences

since the timing offset between both systems are different and is subject to change

at any time.

The rigorous analysis of asynchronous interference model was done in [12, 13]

where the authors provided analysis about the impact of inter-carrier interference

on the performance of any asynchronous network in general. More specifically, by

modeling the timing offset as a uniform random variable, Medjahdi et al. quan-

tified the number of subcarriers affected by interference generated from a given

subcarrier in [12]. Moreover, the authors in [12] demonstrated that up to 17 sub-

carriers are affected when OFDM is utilized and 3 subcarriers suffer from this

interference in the case of FBMC implemented with PHYDYAS filter [17]. An

insight on how interferences are spanned over adjacent subcarrier in asynchronous

networks can be depicted in Figure 2.5 given below.
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Figure 2.5: Frequency responses of both OFDM and FBMC with PHYDYAS proto-
type filter

Throughout this dissertation, to better capture the asynchronism between pri-

mary and secondary system, and also by assuming that the timing offset between

both system is modeled as a uniform random variable, we invoke the interference

weight vector derived in [12], which we summarize in Table 2.1. Unless otherwise

indicated, the interference weight vector will be denoted V = [V0, . . . , VS] where

S = 1 in the case of FBMC and S = 8 in the case of OFDM.

The interference weight vector is denoted V = [V0, . . . , VS] where S = 1 in the

case of FBMC and S = 8 in the case of OFDM.



Chapter 2. Technical Background 22

Table 2.1: Interference weights vector

Subcarrier OFDM FBMC

l-8 1.12×10−3 0

l-7 1.84×10−3 0

l-6 2.5×10−3 0

l-5 3.59×10−3 0

l-4 5.6×10−3 0

l-3 9.95×10−3 0

l-2 2.23×10−2 0

l-1 8.94×10−2 8.81×10−2

l 7.05 ×10−1 8.23×10−1

l+1 8.94×10−2 8.81×10−2

l+2 2.23×10−2 0

l+3 9.95×10−3 0

l+4 5.6×10−3 0

l+5 3.59×10−3 0

l+6 2.5×10−3 0

l+7 1.84×10−3 0

l+8 1.12×10−3 0

Resource allocation in multi-carrier networks

Generally speaking, proper resource management constitutes a basic yet funda-

mental task in designing a wireless communication network. In fact, judicious

subcarrier and power assessments may be required in order to achieve higher sys-

tem’s performance. To improve the performance of the system, it is important to

resort to resource management in order to mitigate the effect of multi-user inter-

ferences which is a main cause of performance degradation. In addition to that,

resource management may provide an efficient utilization of some scarce resources

such as radio spectrum and power. Moreover, judicious power assignment will

directly lead to longer lifetime battery.
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Resource management can be done using a centralized or decentralized perspective.

Centralized resource allocation is a very effective since it can mitigate the effect of

inter-cell interferences. However, a centralized implementation may require huge

signaling exchange among the users. On the contrary, a distributed approach can

achieve a trade of between signaling overhead and system performance. Discus-

sions about centralized and decentralized approaches for interference channel can

be found in [38–40] and references therein.

Consider a OFDM channel model with L independents subcarriers. Assume that

there are K transceiver pairs. Let xlk ∈ C where C is the complex space, be

the transmitted signal of the kth transmitter on the lth subcarrier. Denote P l
k its

corresponding power. Let hlk,j ∈ C denote the channel between the kth transmitter

and the jth receiver on subcarrier l. Let wl
k ∼ CN (0, N0) be the complex Gaussian

noise with variance N0. Under these considerations, the signal ylk ∈ C that kth

receiver measures on subcarrier l can be expressed as

ylk = hlk,kx
l
k +

∑

j 6=k

hlj,kx
l
j + wl

k (2.3)

The corresponding signal to interference plus noise (SINR) ratio is given by

SINRl
k =

P l
k

∣∣hlk,k
∣∣2

N0 +
∑

j 6=k P
l
j

∣∣hlj,k
∣∣2 (2.4)

In the case of asynchronous FBMC/OFDM networks, (2.4) can be written as

SINRl
k =

P l
k

∣∣hlk,k
∣∣2

N0 +
∑

j 6=k P
l′
j V|l−l′|

∣∣hl′j,k
∣∣2 (2.5)

where V is given in Table 2.1.

And the downlink channel capacity is formulated as [41]

C l
k = log2

(
1 + SINRl

k

)
(2.6)

In general, a wireless communication system should guarantee users QoS as well

as fairness through efficient resource allocation. Mathematically speaking, the
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resource allocation problem can be formulated as the problem of optimizing a

certain system level utility function subject to resource budget constraints.

First, define the utility function as [42]

Uβ(R1, R2, ..., RK) =





∑K
k=1

αkR
1−β
k

(1−β)
, β ≥ 0, β 6= 1

∑K
k=1 αk lnRk, β = 1

where for user k = 1, · · · ,K, Rk denotes the transmission rate. In addition, the

coefficient αk ∈ [0, 1] with
∑K

k=1 αk = 1, captures the user priority. The fairness

parameter β enhances the trade off between user fairness and resource utilization.

The system utility function corresponds to

1. The weighted sum rate, i.e. Uβ(R1, R2, ..., RK) =
∑K

k=1 αkRk, if β = 0.

2. The weighted geometric mean rate, i.e. Uβ(R1, R2, ..., RK) =
∑K

k=1 αk lnRk

obtained by letting β = 1.

3. The weighted harmonic mean rate, i.e. Uβ(R1, R2, ..., RK) =
(∑K

k=1 αkR
−1
k

)−1

,

if β = 2.

4. The minimum rate, i.e. Uβ(R1, R2, ..., RK) = min1≤k≤KRk, obtained by set-

ting β =∞.

Next, we provide a non-exhaustive list of different types of allocation problems for

multi-carrier-based wireless networks encountered in the literature. We sort the

problems into two groups based on the knowledge of the channel state information

(CSI).

Perfect knowledge of CSI

1. Utility maximization problem

The utility optimization problem consists of finding the optimal power allo-

cation {P l⋆

k } to maximize the utility function subject to total power budget
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[43–46]. The problem can be written as

maximize
{P l

k}k,l

Uβ(R1, R2, ..., RK)

subject to Rk =
L∑

l=1

log2
(
1 + SINRl

k

)
, ∀k

L∑

l=1

P l
k ≤ Pmax, ∀k

P l
k ≥ 0, ∀k ∀l

(2.7)

where Pmax is the total power budget available at each transmitter. To find

the optimal solution to problem 2.7, a centralized approach based on dual

decomposition was proposed in [43, 47, 48]. Priced-based distributed opti-

mal solution was addressed in [49]. In [50] the author present a distributed

approach based on game theory. They provided a condition for global con-

vergence of their proposed solution.

2. Minimize sum power problem

There exists a paradigm that is considering as the dual of the design of

resource allocation algorithm. This resource allocation paradigm consists

of guaranteeing the QoS to all the users while minimizing the total power

consumption [51–54]. This formulation is very important in application such

as voice communication. Define R̃k the target rate for the kth user. The

min-power problem known as margin adaptive optimization [51, 54] can be

formulated as

minimize
{P l

k}k,l

K∑

k=1

L∑

l=1

P l
k

subject to R̃k ≤
L∑

l=1

log2
(
1 + SINRl

k

)
, ∀k

P l
k ≥ 0, ∀k ∀l

(2.8)

Iterative approach solving problem (2.8) was proposed in [55]. By refor-

mulating the problem as geometric programming problem, optimal solution

to problem (2.8) was provided in [56]. Optimal solution based on iterative
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Water-filling algorithm for broadcast channel where decoding order was tak-

ing into consideration was given in [57].

3. Energy-efficiency problem

There exist several definitions for energy-efficiency function. The most com-

monly used in the ratio between the system total achievable sum rate to

the system total power consumption. It is known as global energy-efficiency

(GEE) [58]

GEE =

∑K
k=1

∑L
l=1 log2

(
1 + SINRl

k

)
∑K

k=1

(
Pc,k +

∑L
l=1 ξP

l
k

) (2.9)

The total power consumption at the denominator is characterized as the

sum of two terms, accounting for the power dissipated in the circuit and

the amplifier, respectively [59, 60]. More specifically, Pc,k corresponds to the

power dissipated in the circuit blocks whereas ξ, is the reciprocal of drain

efficiency of the power amplifier.The energy-efficiency maximization problem

is given by

maximize
{P l

k}k,l

∑K
k=1

∑L
l=1 log2

(
1 + SINRl

k

)
∑K

k=1

(
Pc,k +

∑L
l=1 ξP

l
k

)

subject to
L∑

l=1

P l
k ≤ Pmax, ∀k

P l
k ≥ 0, ∀k ∀l

(2.10)

A centralized approach to find solution to problem (2.10) was provided in [61].

A price-based distributed approach to solve the single carrier counterpart of

problem (2.10) was given in [62].

Statistical knowledge of CSI

Perfect CSI requires some overhead information. In fact, CSI can be acquired by

ukplink estimation in the time division duplex (TDD) setting where there is a

reciprocity between the uplink and downlink channels. In the frequency division

duplex (FDD) mode, the receiver needs to estimate the channel and feeds this

information back to the transmitter. This may result into huge overhead com-

munication. In contrast to the CSI, channel distribution information (CDI) may
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remain unchanged over a relatively long period of time and thus considerably re-

ducing the amount of feedback information. With CDI at the transmitter, the

system may experience outage. A user is in outage when the transmitted rate

is greater than the achievable channel rate. Now, we extend the aforementioned

problems to their statistical CSI counterpart.

1. Utility maximization problem

Given an outage requirement ǫk ∈ (0, 1), ∀k for all users, the outage con-

strained maximization problem can be formulated as

maximize
Rk,∀k, {P

l
k}k,l

Uβ(R1, R2, ..., RK)

subject to Pr

{
Rk >

L∑

l=1

log2
(
1 + SINRl

k

)
}
≤ ǫk, ∀k

L∑

l=1

P l
k ≤ Pmax, ∀k

Rk ≥ 0, ∀k

P l
k ≥ 0, ∀k, ∀l

(2.11)

Due to the non-existence mathematical closed-form of the outage probability,

problem (2.11) is still a challenging problem. Efficient approaches destined

to find the optimal power allocation to problem (2.11) are yet to be found.

The single carrier multiple-input single output (MISO) case was investigated

in [63].

2. Minimize sum power problem

Given R̃k > 0, ∀k the rate requirement for the kth user, the rate-outage

constrained problem can be formulated as

minimize
{P l

k}k,l

K∑

k=1

L∑

l=1

P l
k

subject to Pr

{
R̃k >

L∑

l=1

log2
(
1 + SINRl

k

)
}
≤ ǫk, ∀k

P l
k ≥ 0, ∀k ∀l

(2.12)
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Similarly to problem (2.11), the optimization problem (2.12) is very chal-

lenging and approaches permitting to compute the optimal solution are so

far unknown. The single carrier MISO counterpart was investigated in [64].

Configuration of cognitive radio networks

In this manuscript, we consider an underlay cognitive radio network that is de-

ployed in a network-centric point of view serving both primary and secondary

users. The considered cognitive radio network inherits basic structure of current

cellular network, i.e., it consists of base stations (BSs), mobile terminals (MTs)

and a backbone network as depicted in Figure 2.6. In this network, mobile termi-

nal can access a base station using one-hop strategy. In addition to that, mobile

terminals located under the transmission range of the same base station, i.e within

the same cell, should communicate via the BS. Within a particular cell, commu-

nication is done in a way such that there is no intra-cell interference. The base

stations in the network can execute one or multiple communication protocols based

on the demands received from the serving mobile terminals. Communications be-

tween different cells either within the primary or the secondary system are routed

through the backbone network.

Recall that cognitive radio grants permission to secondary users to access private

radio spectrum owned by the primary users. Therefore, the architecture of a

cognitive radio network should have two main parts: a secondary system network

and primary system network that are using a common radio spectrum band. In

this dissertation, we assume in general that the primary system network consists

of several primary cells having each one primary base station serving one primary

mobile terminal. Furthermore, we assume that within the primary system there

is no inter-cell interferences. In other word, the received interference measured at

primary users comes from the activities of the secondary users.

The secondary system network refers to a network composed of several secondary

cells. Each secondary cell consists of one secondary base station that serves sev-

eral secondary mobile terminals. Secondary base stations are not only creating
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Figure 2.6: A cognitive radio network

interferences to the primary users, they also generate interferences to each other.

It is therefore more judicious to assume the existence of central network entity

responsible of coordinating the spectrum usage. The central entity is named spec-

trum brooker [65, 66]. It can play the role of band manager. Its responsability

consists of gathering operation information from each secondary base station (for

each cell) and sometimes assigns the radio spectrum band to achieve efficient and

fair spectrum sharing among the secondary users.
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Review of convex optimization theory

In this dissertation, we study the problem of resource allocation for cognitive

radio networks. In general, resource allocation problem can be formulated as

an optimization problem with an objective function and several constraints. In

subsequent sections, we introduce some important concepts used to characterize

an optimization problem. Throughout this dissertation, we thrive to formulate the

resource allocation problem as a standard convex optimization problem 1. In fact,

the main advantage of standard convex optimization problem is that any local

optimum is also global.

During the last three decades, optimization theory has been a very well-investigated

topic area in both practical and theoretical aspects. In this section, we provide a

summary of some basic concepts mostly taken from [67, 68]. In subsequent sub-

sections, we may use for simplicity x to denote a vector in R
n with components

x = (x1, · · · , xn)
⊤ without explicitly mentioning that x ∈ R

n.

Convex sets

A set C is said to be a convex set if for any two points x1,x2 ∈ C , their convex

combination lies in C . This means, for any θ1, θ2 ∈ R+ such that θ1 + θ2 = 1, we

have

θ1x1 + θ2x2 ∈ C

Simply speaking, a set is a convex set if every point in the set can be seen by every

other point in the set, along an unobstructed straight line between them. Figure

2.7 illustrates a simple convex set whereas Figure 2.8 depicts a non-convex set.

1The term ‘’ standard convex optimization” will be rigorously defined later in this chapter
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Figure 2.7: Convex set

Figure 2.8: A non-convex set

The following examples are important examples of convex set that will be encoun-

tered throughout this dissertation.

• Any line is affine hence is a convex set.

• Any subspace is affine and therefore is a convex set.

• A hyperplane defined as the set of points with a constant inner product to a

given vector is an affine set, i.e.,

{
x| a⊤x = b

}

with x ∈ R
n, a ∈ R

n, a 6= 0 and b ∈ R.

• A halfspace defined as
{
x| a⊤x ≤ b

}

is a convex set.
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• A polyhedron defined as the solution set of a finite number of linear equalities

and inequalities

P ,
{
x| a⊤j x ≤ bj, j = 1, · · · ,m, c⊤j x = dj, j = 1, · · · , p

}

Since a polyhedron is the intersection of a finite number of hyperplanes and

halfspaces, it is hence a convex set.

Convex function

A function f : Rn → R is said to be a convex function if it meets the following

conditions:

• The domain of f , dom f , is a convex set.

• For all x1,x2 ∈ dom f , for all θ with 0 ≤ θ ≤ 1, we have as illustrated in

Figure 2.9

f (θx1 + (1− θ)(x2)) ≤ θf (x1) + (1− θ)f(x2)

(x1, f(x1))

(x2, f(x2))

θf (
x1)

+ (1−
θ)f(

x2)

x

f(x)

0 x1 x2

Figure 2.9: Convex function

Remark 2.1. A function f is said to be a concave function if −f is a convex

function. More concretely, f is a concave function if

• dom f is a convex set.



Chapter 2. Technical Background 33

• For all x1,x2 ∈ dom f , for all θ with 0 ≤ θ ≤ 1

f (θx1 + (1− θ)(x2)) ≥ θf (x1) + (1− θ)f(x2)

In order to verify the convexity of a function f , we may resort to the aforemen-

tioned definition. Besides, we may also use the following two properties to verify

whether a function f is convex or not.

Property 1. First-order condition

Assume that the gradient of f , ∇f , does exist at every point of dom f . We

say that the function f is convex if and only if dom f is a convex set and

f (y) ≥ f (x) +∇f (x)⊤ (y − x) , ∀y,x ∈ dom f (2.13)

Property 2. Second-order condition

Suppose that a function f is twice differentiable, i.e., the Hessian of f exists

at every point of dom f . Then, f is a convex function if and only if dom f

is a convex set and its Hessian is positive semidefinite, that is

∇2f (x) � 0, ∀x ∈ dom f (2.14)

Remark 2.2. Throughout this dissertation, we use some operations that preserve

either convexity or concavity of functions. The two mostly used operations are

1. Nonnegative weighted sum

Let f1, · · · , fm be m convex functions and w1, · · · , wm be m nonnegative

weights then the combination of the convex functions with the weights, i.e.,
∑m

i=1wifi, is a convex function.

2. Composition with affine mapping

Assume f : Rn → R is a convex (concave) function, then for any A ∈ R
n×m

and any b ∈ R
n, the function g : Rm → R defined as g(x) = f(Ax + b) with

dom g = {x| Ax+ b ∈ dom f} is also a convex (concave) function.

Next, we define quasiconvex function.
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Definition 2.2 (Quasiconvex function). A function f : Rn → R is said to be a

quasiconvex function if its sublevel set which is defined as

Sα = {x ∈ dom f | f(x) ≤ α}

is a convex set for all α ∈ R. On the other hand, f is a quasiconcave function if

−f is quasiconvex. More concretely, f is a quasiconcave function if its superlevel

defined as

Sα = {x ∈ dom f | f(x) ≥ α}

is convex for every α.

Convex problem

In general, an optimization problem can be structured as follows

min f0(x)

s.t. fi(x) ≤ 0, i = 1, · · · ,m

hi(x) ≤ 0, i = 1, · · · , p

(2.15)

where “min” stands for “minimize” whereas “s.t” denotes “subject to”. The func-

tion f0 : Rn → R is the objective function. The functions fi : Rn → R, i =

1, · · · ,m are inequality constraint functions while hi : R
n → R, i = 1, · · · , p are

equality constraint functions

The domain of the optimization problem (2.15) is defined as

D =

{
m⋂

i=0

dom fi

}
⋂
{

p⋂

i=1

dom hi

}
(2.16)

and its feasible or constraint set is defined as

C = {x| fi(x) ≤ 0, i = 1, · · · ,m, hi(x) ≤ 0, i = 1, · · · , p} (2.17)
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The optimal value f ⋆ of the optimization problem (2.15) is defined as

f ⋆ = inf
x∈C

f0(x) (2.18)

where ‘’inf” refers to infimum. A point x⋆ is optimal if x⋆ ∈ C and f0(x
⋆) = f ⋆.

If the objective function of an optimization problem is zero, its optimal value if

either zero or infinity. This is usually referred as feasibility problem and is written

as

find x

s.t. x ∈ C
(2.19)

Definition 2.3 (Convex optimization problem). The optimization problem (2.15)

is a standard convex optimization problem if the functions f1, · · · , fm are convex

functions and h1, · · · , hp are affine functions.

We state two important facts about convex problem2

Fact 2.1. For a convex problem, any locally optimal solution is globally optimal.

Fact 2.2. Suppose that the objective function f0 is a differentiable function and

that the associated optimization problem is convex. Therefore a point x ∈ C is

optimal if and only if

∇f(x)⊤(y − x) ≥ 0, ∀y ∈ C (2.20)

Duality

The Lagrangian L : Rn×Rm×Rp → R associated with problem (2.15) is formulated

as

L (x,λ,ν) = f0(x) +
m∑

i=1

λifi(x) +

p∑

i=1

νihi(x) (2.21)

where λ = (λ1, · · · , λm)
⊤ and ν = (ν1, · · · , νp)

⊤ are called the dual variables or

Lagrange multipliers, associated with the m inequality constraints and p equality

constraints of problem (2.15), respectively.

2 Throughout the rest of this dissertation, the terms convex problem and standard convex optimiza-
tion problem are used interchangeably.
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The associated dual function is defined as

g(λ,ν) = inf
x∈D
L (x,λ,ν) (2.22)

with

dom g = {(λ,ν)| g(λ,ν) > −∞}

The dual problem of the primal problem (2.15) is formulated as

max
(λ,ν)∈dom g

g(λ,ν)

s.t. λ � 0

(2.23)

Let d⋆ defined as

d⋆ = sup{g(λ,ν) |λ � 0 , ν ∈ R
p}

be the optimal value of the dual problem (2.23). Therefore, the result d⋆ ≤ f ⋆ and

d⋆ = f ⋆ is known as weak duality and strong duality, respectively. Strong duality

usually holds for convex problem.

Karush-Kuhn-Tucker (KKT) optimality conditions

We assume that the functions fi, i = 1, · · · ,m and hi, i = 1, · · · , p are differentiable

at each point on their respective domain. Moreover, suppose that the primal

problem (2.15) is convex. The KKT conditions listed below are sufficient for the

primal optimal points x⋆ and dual optimal (λ⋆,ν⋆).

∇f0(x
⋆) +

m∑

i=1

λ⋆i∇fi(x
⋆) +

p∑

i=1

ν⋆i∇hi(x
⋆) = 0

fi(x
⋆) ≤ 0, i = 1, · · · ,m

hi(x
⋆) = 0, i = 1, · · · , p

λ⋆i ≥ 0, i = 1, · · · ,m

λ⋆i∇fi(x
⋆) = 0, i = 1, · · · ,m

(2.24)

To summarize, for a convex function with differentiable objective and constraint

functions, any points that satisfy the KKT conditions are primal and dual optimal
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and moreover it holds true that d⋆ = f ⋆. If in addition to that, the constraint

functions satisfy the Slater’s condition [67], then the KKT conditions are necessary

and sufficient conditions for optimality.

Dual decomposition Method

For resource allocation, it may be very profitable to resort to distributed imple-

mentation especially for large scale networks where centralized implementation

may be very difficult to achieve. The decomposition theory can be very helpful in

the sense that it leads to a semi-distributed solution. The philosophy behind the

decomposition method is the decompose a large scale problem into distributively

solvable small scale subproblems. The subproblems are then coordinated by a

higher level master problem [68, 69] as indicated in Figure 2.10.

Original problem

Subproblem 1

Master problem

Subproblem m· · ·

Decomposition

Figure 2.10: Decomposition of a problem into several subproblems

In this section, we give a brief summary of the decomposition technique based on

dual decomposition method [70, 71].

Consider the following convex optimization problem

min
x1,··· ,xm

m∑

i=1

fi(xi)

s.t.
m∑

i=1

hi(xi) ≤ c

(2.25)
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The constraint of the optimization problem (2.25) is a coupled constraint. Clearly,

in the absence of of the constraint
∑m

i=1 hi(xi) ≤ c then problem (2.25) would be

decoupled. The Lagrangian associated to problem (2.25) is written as

L (x, λ) =
m∑

i=1

fi(xi) + λ

(
m∑

i=1

hi(xi)− c

)
(2.26)

where λ is the dual variable associated to the inequality constraint. For a given λ ,

the dual decomposition results of solving at the lower level for each i the following

subproblem.

x⋆
i = argmin fi(xi) + λhi(xi), i = 1, · · · ,m (2.27)

Let gi(λ,x
⋆
i ) , fi(x

⋆
i ) + λhi(x

⋆
i ). At the higher level, the master dual problem is

given

max
λ

g(λ) =
m∑

i=1

gi(λ,x
⋆
i )− λc

s.t. λ ≥ 0

(2.28)

Since the solution for problem (2.27) is unique, it can be inferred that g(λ) is

a differentiable function and therefore can be solved using subgradient method

[70, 71]. The subgradient approach to solve problem (2.28) is given by

λ(t) =

(
λ(t−1) + α

(
m∑

i=1

hi(xi)− c

))+

(2.29)

where (x)+ , max(0, x), α > 0 is a relatively small step-size while t corresponds

to the iteration index. The dual variable λ(t) is guaranteed to converge to the dual

optimal λ [70, 71], i.e.,

λ⋆ = lim
t→∞

λ(t) (2.30)

Moreover, since the duality gap for problem (2.25) is zero and the solution for

problem (2.27) is unique, it can infer that the primal variable x⋆
i (λ

(t))will converge

to the primal optimal variables x⋆
i .
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Methods for non-convex problems

In Chapter 4 and Chapter 5, we will see that sometimes the formulated resource

allocation problem is not a convex problem. Therefore, the search for polynomial

time solvable algorithms to efficiently find solutions to such problems is of great

importance. The successive convex approximation (SCA) and alternating opti-

mization approaches are powerful optimization tools capable of obtaining station-

ary points of a non-convex optimization problem. We provide a brief description

of such approaches below.

Successive convex approximation (SCA)

Consider the following non-convex optimization problem

min
x

f0(x)

s.t. fi(x) ≥ 0, i = 1, · · · ,m
(2.31)

One possible approach to efficiently solve problem (2.31) is to resort to the succes-

sive convex approximation method. This method was greatly investigated in the

literature [72–75]. The philosophy behind the SCA approach is to solve a sequence

locally tight convex approximation problems of the original problem (2.31). The

approximate problems should however satisfy some conditions to ensure that the

solution at convergence meets the KKT conditions for the optimization problem

(2.31). The graphical explanation of the SCA method is given in Figure 2.11.
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x

f(x)

0 x(n−1) x(n)

Figure 2.11: Geometric representation of SCA

More importantly, at each iteration n, the following convex problem is solved.

x̂ = argmin
x

f 0(x,x
(n−1))

s.t. f i(x) ≥ 0, i = 1, · · · ,m
(2.32)

The optimal solution x̂ for problem (2.32) can be found by invoking the KKT

conditions (2.24). The SCA Algorithm to efficiently solve problem is summarize

as

Algorithm 1 Successive convex approximation method for solving problem (2.31)

1. Find a feasible x(0) to (2.31), and let n = 0;

2. Repeat

(a) Set n← n+ 1;

(b) Find x̂(n) solving problem (2.32) ;

(c) Set x(n) ← x̂;

3. Stop when convergence criterion is reached.

The sequence {x̂(n)}∞n=1 generated by the SCA Algorithm is guaranteed to converge

to a stationary point of problem (2.31) as long as the following conditions are met

[73, Proposition 2, Theorem 2(b)]
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1. Problem (2.32) has a unique solution.

2. fi(x) is a differentiable function of x.

3. f i(x,y) is a continuous in (x,y)

4. Function value consistency : f i(x,x) = fi(x), ∀x.

5. Gradient consistency: ∇f i(·,x)|x=y = ∇fi(x)|x=y, ∀x.

6. Upper-bound: f i(x,y) ≥ fi(x), ∀x ∀y.

Alternating optimization method

In this subsection, we introduce the concept of alternating optimization approach

[68] that allows to distributively solve a given optimization problem. To better

explain the idea of alternating optimization, let consider the following optimization

problem

min
x1,··· ,xm

f(x1,x2, · · · ,xm)

s.t. hi(xi) ≤ ci, i = 1, · · · ,m
(2.33)

For a fixed value of (x1, · · · ,xi−1,xi+1, · · · ,xm), consider the problem

x̂i = argmin
xi

f(x1, · · · ,xi−1,xi,xi+1, · · · ,xm)

s.t. hi(xi) ≤ ci

(2.34)

If the solution of the optimization problem (2.34) is unique, the alternating opti-

mization approach summarized in Algorithm 2 may be therefore invoked to solve

problem (2.33).



Chapter 2. Technical Background 42

Algorithm 2 Alternating optimization method for solving problem (2.33)

1. Find a feasible x
(0)
i , i = 1, · · · ,m to problem (2.31), and let n = 0;

2. Repeat

(a) Set n← n+ 1;

(b) For i = 1, · · · ,m, do

• Find x̂
(n)
i by solving

min
xi

f(xn
1 , · · · ,x

(n)
i−1,xi,x

(n−1)
i+1 , · · · ,x(n−1)

m )

s.t. hi(xi) ≤ ci

• Set x
(n)
i ← x̂

(n)
i ;

3. Stop when convergence criterion is reached.

The convergence of Algorithm 2 is established through the following theorem.

Theorem 2.1. [68, Proposition 2.7.1] The sequence
{
x̂
(n)
1 , · · · , x̂(n)

m

}∞

n=1
generated

by Algorithm 2 converges to a stationary point of problem (2.33) if the following

two criteria are meet:

(i) The function f(x1,x2, · · · ,xm) is continuously differentiable in (x1,x2, · · · ,xm).

(ii) The solution of problem (2.34) is unique.

Fractional optimization

In this section, we present a review of fractional programming. Consider the

following optimization problem

max
x

f(x)

g(x)

s.t. x ∈ C

(2.35)
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where C is a convex set, f(x) and g(x) are respectively concave and convex function

of x. Let π⋆ denote the maximum of the objective function. In other words,

π⋆ ,
f(x⋆)

g(x⋆)
= max

x∈C

f(x)

g(x)
(2.36)

The following lemma provides sufficient and necessary optimality conditions.

Lemma 2.1. The optimal solution x⋆ for problem (2.35) is achieved if and only

if

max
x∈C

(f(x)− π⋆g(x)) = 0 (2.37)

Proof: We begin the proof by demonstrating the sufficient condition. Suppose x̂⋆

be the optimal solution for problem (2.37). Then for any x ∈ C, we have

f(x)− π⋆g(x) ≤ f(x̂⋆)− π⋆g(x̂⋆) = 0

from this equation, we have

f(x)− π⋆g(x) ≤ 0→
f(x)

g(x)
≤ π⋆

f(x̂⋆)− π⋆g(x̂⋆) = 0→ π⋆ =
f(x̂⋆)

g(x̂⋆)

(2.38)

which leads to
f(x)

g(x)
≤
f(x̂⋆)

g(x̂⋆)

so x̂⋆ is optimal for problem (2.37). Now, suppose that x⋆ is the optimal solution

for problem (2.37). Then, for any x ∈ C, we have

f(x)

g(x)
≤
f(x⋆)

g(x⋆)
= π⋆

which leads to

f(x)− π⋆g(x) ≤ 0

f(x⋆)− π⋆g(x⋆) = 0
(2.39)

Hence, from (2.39), it can be said that the maximum value of (2.37) is 0 and

therefore can be achieved by x⋆. �
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From Lemma 2.1, it can be inferred that if π⋆ is known beforehand, then we can

tackle the optimization problem (2.35) by solving problem (2.37).

Lemma 2.2. [76] Assuming that f(x), g(x) are continuous functions of x and

C is a nonempty compact set, the function F (π) defined in (2.40) is a strictly

decreasing function of π.

F (π) , max
x∈C

(f(x)− πg(x)) (2.40)

Proof: Consider π̂, π̃ such that π̂ > π̃ and the corresponding x̂, x̃ such that

x̂ = argmax
x∈C

(f(x)− π̂g(x))

x̃ = argmax
x∈C

(f(x)− π̃g(x))

We have,

F (π̂) = max
x∈C

(f(x)− π̂g(x)) = f(x̂)− π̂g(x̂)

< f(x̂)− π̃g(x̂) ≤ f(x̃)− π̃g(x̃)

= F (π̃)

This concludes the proof of Lemma 2.2 �

Corollary 2.1. [77] Let π⋆ denote the maximum of the objective function for prob-

lem 2.35, and let F (π) be defined as in (2.40). We have the following statements.

F (π) > 0 ⇐⇒ π < π⋆

F (π) < 0 ⇐⇒ π > π⋆

Therefore, we can solve problem 2.35 by finding the root of the function F (π)

such that the optimality condition given in (2.37) is satisfied. Different approaches

destined to solve F (π) = 0 was summarized in [78]. In this work, we resort to the

Dinkelbach’ procedure [76] given in Algorithm 3.
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Algorithm 3 Dinkelbach’s procedure [76]

1: Input A solution accuracy ǫ̃ > 0, π(0) = 0 and let n = 0.

2: repeat

3: Use π = π(n) to find x(n)⋆ in (2.40);

4: n = n+ 1;

5: Update π(n) = f(x(n−1)⋆ )

g(x(n−1)⋆ )

6: until F (π(n)) < ǫ̃

7: Output x.

The Dinkelbach’ algorithm is mainly based on Newton method. Recall that at the

nth iteration, the Newton update is given by

π(n) = π(n−1) −
F (π(n−1))

F (π(n−1))
= π(n−1) −

f(x⋆)− π(n−1)g(x⋆)

−g(x⋆)
=
f(x⋆)

g(x⋆)

Moreover, the Dinkelbach’ algorithm converges to the optimal solution of problem

2.35 [79] and has a superlinear convergence rate.



Chapter 3

Efficient Distributed Power Allocation for

Cognitive Radio Networks

In this chapter, we address the problem of power minimization under rate con-

straint for a multi-carrier-based underlay cognitive radio network. The problem

is formulated as a non-cooperative power allocation game (NCPAG) in order to

provide distributed solutions. A sufficient condition that guarantees convergence

of the modified water-filling algorithm to a unique Nash-equilibrium (NE) is given.

Moreover, we provide a per-subcarrier convergence criterion and propose a new

distributed algorithm that always converges to a unique Nash equilibrium of the

non-cooperative power allocation game. Simulation analyses are then provided to

demonstrate the efficiency of our proposed distributed algorithms.

Introduction

New paradigms such as cognitive radio that can enable efficient spectrum utiliza-

tion emerge to anticipate shortages of radio spectrum in wireless networks that

face increasing number of demand from users. To better enhance the efficiency

46
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of spectrum sharing in wireless networks, judicious resource allocation is of great

importance especially from the point of view of the secondary users.

Literature review

For asynchronous multi-carrier-based CR networks, judicious resource allocation

is required to mitigate the effect of inter-carrier interference. The problem of

resource allocation for asynchronous underlay CR networks employing FBMC and

OFDM was greatly studied over the past decade [80–87]. These findings can be

categorized whether they addressed the resource allocation from an uplink point

of view [81, 83, 85–87] or using a downlink perspective [80, 82, 84].

In [80], the authors addressed the downlink resource allocation for a multi-carrier-

based cognitive radio network consisting of a single primary user and a single

secondary user. In [82], Shaat et al. proposed a modified Water-filling solution to

the problem of downlink rate maximization multi-cell CR network.

Zhang et. al investigated the joint subcarrier-power allocation in order the max-

imize the uplink sum rate problem in [85, 86]. The authors proposed a multi-

ple access channel (MAC) technique to sub-optimally solve the problem. They

transform the problem into a concave optimization and motivated by game the-

ory approach they propose a distributed approach based on iterative Water-filling

algorithm.

In [87], the authors addressed the problem of uplink rate maximization considering

total power constraint and outage probability of primary systems. A sequential-

based approach was proposed to tackle the point subcarrier-power allocation prob-

lem. They reformulate the subcarrier allocation so that the problem becomes a

bipartite graph and invoke the Hungarian algorithm to find optimal solution to

the problem. The gradient projection method was utilized to compute the power

allocation.
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Contribution

In this chapter, we investigate the problem of sum power minimization subject to

rate constraint for downlink asynchronous underlay cognitive radio networks with

FBMC and OFDM. To the best of our knowledge, no other research group has

addressed this issue.

• Motivated by the concept of strategic non-cooperative game [88, 89], we

recast the problem as a non-cooperative power allocation game (NCPAG)

where each secondary base station is a considered as a player that competes

against the other secondary base stations by choosing the strategy that max-

imizes its own utility function.

• We derive a sufficient condition for the global convergence, i.e convergence to

a unique Nash equilibrium point of the NCPAG for the modified Water-filling

algorithm.

• We provide a per-subcarrier convergence criterion for iterative method. Using

the distributed criterion, we propose a robust new distributed algorithm that

achieves global convergence solution to the non-cooperative power allocation

game.

Organization of this chapter

In this chapter, we start by introducing the system model in Section 3.2. The

considered problem is also described in Section 3.2. In Section 3.3, we introduce

a criterion that guarantees convergence of the Water-filling approach to a unique

Nash equilibrium point. We describe our new decentralized approach that utilizes

the proposed distributed convergence criterion in Section 3.4. Numerical results

highlighting some important features of our proposed schemes are given in Section

3.5. Finally, we conclude this chapter in Section 3.6.
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System model and problem formulation

System model

In this chapter, we consider a cognitive radio network that consists of Q active

primary users and K active secondary users. Each active primary and SU is formed

by a single transmitter-receiver pair. Throughout this dissertation, we make the

following assumption.

1. We consider a downlink transmission.

2. The total spectrum is divided into L subcarriers. Each subcarrier has a

bandwidth B.

3. All mobile terminals (MT) and base stations are equipped each with a single

antenna.

4. The primary BSs are located far enough from the primary mobile terminals

that are not located in the same cell. So, they do not interfere with these

primary mobile terminals.

5. Primary base stations have a fixed transmission power scheme regardless of

the transmission strategy used by the secondary users.

In this chapter, we assume that there is no interaction between the secondary users

in the secondary system. Due to the distributed nature of cognitive radio network,

all secondary MTs use single user detection i.e., interference caused by other SUs

and the PUs are treated as noise. We assume that channel gains which include

path loss and shadowing change sufficiently slowly to be considered unchanged

during each scheduling interval. Perfect knowledge of channel state information

(CSI) is available at each BS. The CSI between secondary BS and primary MT

can be periodically measured by a band manager [90]. Also, the MTs can estimate

the CSI and feed it back to their respective serving BS.

In this dissertation, we denote
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• P l
k: the power that the kth secondary BS allocates on the lth subcarrier.

• Pk ,
(
P 1
k , · · · , P

L
k

)⊤
: the power allocation vector of the kth secondary BS

• P−k , {Pj}j∈{1,··· ,k−1,k+1,··· ,K}: the set of transmit power of all secondary

BSs except the kth secondary BS.

• P = (P1, · · · ,PK)
⊤: all secondary BSs power vector.

• Gl
k,k: the channel gain between secondary BS k and its served MT on sub-

carrier l.

• Gl
k,j: the channel gain between BS of secondary user k and MT of secondary

user j on subcarrier l.

• H l
k,q: the channel gain between BS of SU k and receiver of the PU q within

the lth subcarrier.

• plq: the power allocation of the qth primary base station on subcarrier l.

The achievable data rate of the secondary MT k is given by

Rk(Pk,P−k) =
L∑

l=1

B log2

(
1 +

P l
kG

l
k,k

N
l

k + I lk

)
(3.1)

where

I lk =
K∑

j 6=k

L∑

l′=1

P l′

j V|l−l′|G
l′

j,k, and N
l

k = N0 +
Q∑

q=1

L∑

l′=1

pl
′

qV|l−l′|H
l′

q,k

N0 denotes the thermal noise on any subcarrier l and H l
q,k, the channel gain be-

tween the qth primary BS and the mobile terminal of SU k on the lth subcarrier.

V is the interference weight defined in Table 2.1.

For underlay CR networks, secondary users can communicate at the same time

with the PUs on the same frequency band provided that the degradation induced

on the QoS of the primary users is tolerable. This is captured by preventing the

interference caused by SUs activity to the kth PU from exceeding a predefined

threshold. We consider a user-centric (individual) interference constraint. The
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individual interference constraint is imposed at each SU to limit interferences ra-

diated to each primary MT. This constraint is suitable for distributed configuration

where SUs are not permitted to exchange any signaling [91]. It can be written as

L∑

l=1

P l
k

∑

l′∈Il
q,k

H l′

k,qV|l−l′| ≤ Ik,max
q , ∀q, ∀k (3.2)

where Ik,max
q is the maximum interferences allowed by the qth PU and I lq,k rep-

resents the set of subcarrier of qth primary BS that suffers from interferences

generated by the lth subcarrier of the k-th secondary BS.

Problem Formulation

In this chapter, we formulate the transmission strategy of the secondary users as

a non-cooperative power allocation game (NCPAG). Let Pk be the feasible set of

the transmission strategy of secondary BS k.

Pk(P−k) ,




Pk :





∑L
l=1 P

l
k

∑
l′∈Il

q,k
H l′

k,qV|l−l′| ≤ I
k,max
q , ∀q

Rk(Pk,P−k) ≥ R̂k

P l
k ≥ 0, ∀l









(3.3)

where R̂k is the rate constraint of the SU k. The non-cooperative game is formu-

lated as

G = {K , {Pk} , {Uk}}

where K = {1, 2, · · · ,K} is the index set of the secondary BSs, Pk the strategy

space for the kth secondary BS defined in (3.3) and Uk denotes the pay-off function

of the kth player and is defined as

Uk (Pk) = −1
⊤Pk = −

L∑

l=1

P l
k

where 1 is vector of entry 1. The non-cooperative game is executed in a sequential

fashion at the secondary BSs. More specifically, the game is formulated as

NCPAG : max
Pk∈Pk(P−k)

Uk (Pk) , ∀k ∈ K (3.4)
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It is worthwhile noting that although each player selfishly optimizes his pay-off

function, any change in his power allocation does influence the power allocation

of all other players whenever the system is not in an equilibrium state.

Definition 3.1. A strategy profile P⋆ is said to be a pure-strategy Nash equilibrium

(NE) if it meets the following requirement.

Uk (P
⋆
k) ≥ Uk (Pk) , ∀k, ∀Pk ∈ Pk(P−k)

A Nash equilibrium is reached for the NCPAG game if any player cannot achieve

lower sum power by unilaterally changing its own strategy.

Convergence Criterion

Given the power allocation of all other payers P−k, the optimal solution strategy

solving problem (3.4) can be computed using the KKT condition and is given by

the modified water-filling (MWF), i.e.,

P l
k = MWFk(P

l
−k) =


 νk

B
ln 2

1 +
∑Q

q=1 µ
k
q

(∑
l′∈Il

q,k
H l′

k,qV|l−l′|

) − N
l

k + I lk
Gl

k,k



+

(3.5)

where [x]+ , max(x, 0) and νk, {µ
k
q} are the Lagrangian multipliers associated

to the rate constraint and primary interference constraints, respectively. The

existence of a NE for the proposed game is given in the following Lemma.

Lemma 3.1. [92] A feasible strategy P⋆ is a NE of the NCPAG if and only if it

satisfies

P⋆
k = MWFk(P

⋆
−k)

Modified Water-filling-based Algorithm

The secondary system solution can be written compactly as

P = ξ(ν,µ)−G−1N−G−1GP (3.6)



Chapter 3. Efficient Distributed Power Allocation 53

where ν = (ν1, · · · , νK)
⊤, µ = (µ1, · · · ,µK)

⊤ with µk = (µk
1, · · · , µ

k
Q)

⊤. And

ξ(ν,µ) , (ξ(ν1,µ1), · · · , ξ(νK,µK))
⊤

ξ(νs,µ) ,


 νk

B
ln 2

1 +
∑Q

q=1 µ
k
q

(∑
l′∈Il

q,k
H l′

k,qV|l−l′|

) , · · · ,

νk
B
ln 2

1 +
∑Q

q=1 µ
k
q

(∑
l′∈Il

q,k
H l′

k,qV|l−l′|

)




⊤

(3.7)

Moreover, the direct channel gain, G and the noise plus multi-user interference

N, of the whole secondary system are defined respectively by,

G = diag
(
G1

1,1, · · · , G
L
1,1, · · · , G

1
K,K, · · · , G

L
K,K

)
,

N = (N
l

1, · · · , N
L

1 , · · · , N
1

K, · · · , N
L

K)
⊤

(3.8)

And G is defined in (3.9). More specifically, 0k denotes a L×L zero entry matrix

and G is the interference matrix of the entire secondary system.

G ,




01 G12 . . . G1K

G21 02 . . . G2K

...
...

. . .
...

GK1 GK2 . . . 0K




,

Gj,k =




G1
j,kV0 G2

j,kV1 . . . GL
j,kV|L−1|

G1
j,kV1 G2

j,kV0 . . . GL
j,kV|L−2|

...
...

. . .
...

G1
j,kV|L−1| G2

j,kV|L−2| . . . GL
j,kV0




(3.9)

At the nth iteration, the modified Water-filling function can be expressed as

P(n) = MWF
(
P(n−1)

)
= ξ(ν,µ)−G−1N−G−1GP(n−1) (3.10)
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The proposed approach is summarized as follow.

Algorithm 4 Iterative modified Water-filling algorithm for solving (3.4)

1: Input A solution accuracy ǫ > 0 and a feasible P0.

2: Set n = 0;

3: repeat

4: n = n+ 1;

5: Find Pn by using (3.10);

6: For each secondary BS k, update νk,µk by using bisection method.

7: until Nash equilibrium is reached

8: Output Pn.

Uniqueness of Nash equilibrium

Now, we provide a sufficient criterion for convergence of the proposed Algorithm

4 to a unique NE point of the game G . This is done in the following theorem.

Theorem 3.1. The sequence {P(n)}∞n=1 generated by the proposed Algorithm 13

converges to a unique NE regardless of the initial power allocation value if

K∑

j=1,j 6=k

∑L
l′=1 V|l−l′|G

l′

j,k

Gl
k,k

≤
1

2
, ∀k, l (3.11)

Proof: The proof of Theorem 3.1 follows directly from [93, Theorem 5]. �

From the sufficient condition provided in Theorem 3.1, we know that the proposed

game NCPAG converges to a unique Nash equilibrium point if interferences are

sufficiently small. In other words, if all interferers are far apart then the NCPAG

may converge to a unique Nash equilibrium.

New Distributed Scheme

From Theorem 3.1, we notice that our proposed Algorithm 4 converges to a unique

NE point only if the sufficient convergence condition is met. In this section, we

propose a distributed algorithm that always convergences to a unique NE point of
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G . This is done by providing a new distributed convergence criterion that can be

embedded into problem (3.4).

From the signal-to-interference-plus-noise ratio (SINR), γlk for secondary user k on

subcarrier l, the power P l
k that secondary base station k allocates on subcarrier l

is given as

P l
k = γlk

(
N

l

k

Gl
k,k

+

∑K
j 6=k

∑L
l′=1 P

l′

j V|l−l′|G
l′

j,k

Gl
k,k

)
(3.12)

which can be compactly written as

P = G−1ΓGP+G−1ΓN (3.13)

where Γ = diag
(
γ11 , · · · , γ

L
1 , · · · , γ

1
K, · · · , γ

L
K

)
. For a fixed SINR Γ, at the nth

iteration, the power allocation function φ is expressed as

P(n) = φ
(
P(n−1),Γ

)
= G−1ΓGP(n−1) +G−1ΓN (3.14)

Theorem 3.2. The power allocation scheme (3.14) converges to a unique fixed

point for any arbitrary starting point if

γlk

(∑K
j 6=k

∑L
l′=1 V|l−l′|G

l′

j,k

)

Gl
k,k

< 1, ∀k, l (3.15)

Proof: Given an arbitrary initial power P(0), we have

∥∥P(n+1) −P(n)
∥∥ =

∥∥G−1ΓG
(
P(n) −P(n−1)

)∥∥

≤
∥∥G−1ΓG

∥∥ ∥∥P(n) −P(n−1)
∥∥

≤
∥∥G−1ΓG

∥∥
∞

∥∥P(n) −P(n−1)
∥∥

≤ ζ
∥∥P(n) −P(n−1)

∥∥

≤ ζn+1
∥∥P(1) −P(0)

∥∥

(3.16)
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where ζ = max1≤k≤K
1≤l≤L

γl
k

(∑K
j 6=k

∑L
l′=1 V|l−l′|G

l′

j,k

)

Gl
k,k

. It follows that for ∀n,M ≥ 0,

∥∥P(n+M) −P(n)
∥∥ =

M∑

m=1

∥∥P(n+m) −P(n+m−1)
∥∥

= ζn
M∑

m=1

ζm
∥∥P(1) −P(0)

∥∥

(b)

≤
ζn

1− ζ

∥∥P(1) −P(0)
∥∥

(b) is verified if
γl
k

(∑K
j 6=k

∑L
l′=1 V|l−l′|G

l′

j,k

)

Gl
k,k

< 1, ∀l, ∀k. Hence, we obtain a Cauchy

sequence which is a convergent sequence.

Moreover, it is straightforward to demonstrate that φ(·) is a contraction function.

Therefore, the power allocation scheme converges to a unique fixed point [94]

P⋆ =
(
I−G−1ΓG

)−1
G−1ΓN. �

Remark 3.1. First, the criterion in theorem 3.2 is a convergence condition per

subcarrier. Secondly, we notice that when l = 1, our proposed sufficient condition

(3.15) coincides with the convergence criterion given in [92] for the water-filling.

Thirdly, this convergence criterion is a generalization of the criterion proposed in

[95].

To be able to use (3.12) as a solution to the NCPAG, the value of γlk, ∀k, l is

required. From (3.12) , we see there exists a one-to-one mapping from P l
k to

γlk, ∀k, l. This one-to-one mapping is defined by P l
k = γlkÎ

l
k where

Î lk ,

(
N

l

k +
∑K

j 6=k

∑L
l′=1 P

l′

j V|l−l′|G
l′

j,k

)

Gl
k,k

Define the following variable

C l
k ,

Gl
k,k∑K

j 6=k

∑L
l′=1 V|l−l′|Gl′

j,k
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Let Γk = (γ1k , · · · , γ
L
k )

⊤ be the SINR vector for secondary user k. At the nth

round, Γ
(n)
k can be found by solving the following convex optimization problem

min
Γk≥0

L∑

l=1

γlkÎ
l,(n−1)
k

s.t. R̂k ≤
L∑

l=1

B log2
(
1 + γlk

)

L∑

l=1

γlkÎ
l,(n−1)
k

∑

l′∈Il
q,k

H l′

k,qV|l−l′| ≤ Ik,max
q , ∀q,

γlk ≤ C l
k − δ1, ∀l

(3.19)

The optimal solution of problem (3.19) is given by

γl
⋆

k =


 νk

B
ln 2

Î
l,(n−1)
k

(
1 +

(∑Q
q=1 µ

k
q

(∑
l′∈Il

q,k
H l′

k,qV|l−l′|

))) − 1




Cl
k−δ1

0

(3.20)

In fact, it is important to notice that without the second constraint, problem

(3.19) is equivalent to problem (3.4). The criterion in (3.15) is embedded into the

optimization problem (3.19) as a constraint in order to assure the convergence of

the algorithm to a fixed point. Notice that an infinitesimal positive constant δ1

is deducted from the convergence criterion to relax the constraint. The game G

given in (3.4) is solved by alternately solving problem (3.19) and substituting each

γlk, ∀k, l in (3.12). The proposed new algorithm is summarized as

Algorithm 5 New distributed algorithm to solve (3.4)

1: Input A solution accuracy ǫ > 0 and a feasible P0.

2: Set n = 0;

3: repeat

4: n = n+ 1;

5: Obtain Γ
(n)
k , ∀k by solving problem (3.19);

6: Calculate P
l,(n)
k , ∀k, l by using (3.12).

7: until Convergence is reached

8: Output Pn.
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From the structure of the proposed Algorithm 5, we see that it always converges

to a unique and fixed NE point of the game G , the solution is given by

P⋆ =
(
I−G−1ΓG

)−1
G−1ΓN

To implement our proposed distributed Algorithms 13 and 5, the secondary MTs

need to measure the noise-plus-interference on each subcarrier at each iteration.

This value is then feeding back to the respective secondary BS. This operation

is repeated until convergence or stopping criterion of both algorithms is reached.

Clearly, in terms of signalling overhead, our proposed algorithms by using local

information only need little signalling overhead.

Numerical results

We present the performance of our proposed Algorithm 4 and Algorithm 5 via

numerical results. All results are conducted using Monte Carlo simulation by

averaging over 300 channel realizations.

In this chapter, we consider the following parameters,

• An underlay cognitive radio network that consists of 2 primary transceiver

pairs and 5 secondary transceiver pairs.

• The primary BSs are located at a distance of 1.2km from each other.

• The secondary base stations are randomly located at a distance varying from

0.1 km to 0.5 km away from the primary base stations.

• Each mobile terminal is uniformly located within a 0.5 km radius circle from

its serving base station.

• There are L = 32 subcarriers.

• Unless otherwise stated, R̂s = 30 Kbits/s δ1 = 10−5 and ǫ = 10−4.

The following simulation parameters are utilized throughout this dissertation
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Figure 3.1: Average sum secondary power versus rate constraint

• The bandwidth of each subcarrier B = 15KHz.

• The path loss model for the channel is LdB(d) = 128.1 + 37.6 × log10(d),

where d is the distance between a BS and a MT.

• The shadowing’s standard deviation is 6 dB.

• The noise power with a subcarrier N0 = −174 dBm/Hz.

• Each primary base station q has a uniform power transmission plq =
Pmax

L
, ∀l

with Pmax = 33 dBm.

• The interference threshold I l,max
q is computed by assuming only 10% of the

PU q interference-free achievable rate degradation is permitted on subcarrier

l, ∀l.

To evaluate the proposed Algorithms 4 and 5, we also compare with the perfect

synchronization case denoted as PS. In this case, the interference weight is V PS =

{1}. Both algorithms are initialized by assuming uniform power on each subcarrier

mainly Pmax/L.
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Figure 3.2: Average sum secondary power versus rate constraint

Figure 3.1 and Figure 3.2 portray the convergence properties and the performance

of our proposed Algorithm 4 for different multi-carrier modulation scheme. Figure

3.1 depicts the evolution of the per secondary BS sum power. From Figure 3.1, it

can be clearly inferred that the proposed Algorithm 4 converges irrespective of the

modulation method. It is important to observe the gap between the performance

of PS and the one achieved by OFDM and FBMC. This is the consequence of

inter-carrier interference induced by asynchronism and lack of cooperation.

Figure 3.2 depicts the performance of our proposed Algorithm 4 in terms of average

sum power versus per BS power rate constraint. We can see that the sum power

achieved by the proposed Algorithm 4 tends to increase as the rate constraint

increases. From Figure 3.2, we also observe a gain varying from 21.98% to 22.70%

between the sum power with FBMC compared with the sum power achieved with

OFDM.

In section 3.4, we provided rigorous theoretical analysis of the convergence of the

power control using the distributed convergence criterion. Executing Algorithm 5

requires to alternate between the search of SINR values and the iterative method
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for the power control. Intuitively, one could guess that the SINR vector function

should eventually converge. However, the theoretical analysis of the convergence

of the SINR is challenging. Now, we look into the convergence of the SINR vector

by mean of simulation. Indeed, Figure 3.3 depicts the performance of our proposed

Algorithm 5. It shows the convergence behaviour of the SINR vector. From Figure

3.3, we clearly observe that the sequence of the SINR vector converges regardless

of the multi-carrier modulation scheme.
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Figure 3.3: Convergence behaviour of the SINR.

Conclusion

In this chapter, we proposed two distributed algorithms to solve the problem of

secondary sum power minimization for an underlay downlink asynchronous cogni-

tive radio network with OFDM/FBMC. The problem was reformulated as a non-

cooperative power control game. We provide a sufficient convergence criterion to

a Nash equilibrium point of the NCPAG. Moreover, we provide a new algorithm

that solves alternately the power vector and the SINR vector. The new algorithm
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always converges to a unique fixed Nash equilibrium point. Furthermore, we have

through numerical results validated the efficiency of the proposed schemes.



Chapter 4

Energy-Efficiency Based Resource Allo-

cation Framework for Cognitive Radio Net-

works

In this chapter, we investigate the problem of secondary users’ energy-efficiency

(EE) maximization problem under secondary total power and primary interference

constraints. Firstly, by assuming cooperation among the secondary base stations,

a centralized approach is considered to solve the energy efficiency optimization

problem for the cognitive radio network. We propose an alternating-based ap-

proach to solve the joint power-subcarrier allocation problem. More precisely,

in the first place, subcarriers are allocated using a heuristic method for a given

feasible power allocation. Then, we conservatively approximate the non-convex

power control problem and propose a joint Successive Convex Approximation-

Dinkelbach Algorithm (SCADA) to efficiently obtain a solution to the non-convex

power control problem. The proposed algorithm is shown to converge to a solution

that coincides with the stationary point of the original non-convex power control

subproblem. Moreover, we propose a dual decomposition-based decentralized ver-

sion of the centralized SCADA. Secondly, under the assumption of no cooperation

among the secondary BSs, we propose a fully distributed power control algorithm

63
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using the perspective of game theory. The proposed algorithm is shown to converge

to a Nash-equilibrium (NE) point. Moreover, we propose a sufficient condition that

guarantees uniqueness of the achieved NE. Extensive simulation analyses are fur-

ther provided to highlight the advantages and demonstrate the efficiency of our

proposed schemes.

Introduction

In recent decades, ubiquity and rapid proliferation of wireless technology and

services have raised concerns over the fast increase in green house emission and

energy consumption at battery-powered devices. There is a growing trend to focus

on energy-efficient transmission in wireless networks in general and future gener-

ation (5G) cellular networks [61, 96, 97] in particular. There exists a wide variety

of definitions for energy-efficiency. In this dissertation, we invoke the most widely

used definition, i.e. the ratio between the achievable transmission rate and the

total power consumption which is generally measured in bits/Joule [98, 99]. The

problem of resource allocation for energy-efficiency optimization has been exten-

sively studied under various scenarios. More importantly, the EE optimization

was investigated in frequency-selective interference channel [99], point-to-point

multiple-input multiple output (MIMO) channel [100, 101], parallel additive white

Gaussian noise (AWGN) channel [102], multiple-input single output (MISO) relay

channel [103] multiple access channel (MAC) [104].

Meanwhile, due to its agility and adaptation capability, cognitive radio opens

up new control perspective for energy-efficient pervasive wireless communications

[105]. Investigate energy-efficient-based resource allocation for cognitive radio net-

works is therefore of great importance.

State-of-the-Art

The energy-efficiency (EE) optimization problem for cognitive radio network con-

sists in optimizing the SUs energy-efficiency function subject to PUs interference
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and SUs total power constraints. Sometimes user minimum rate requirements con-

straint may be incorporated in the constraints set. Whenever this happens, we

refer to the problem as minimum data rate constraint EE optimization problem.

Recently, the energy-efficient resource optimization for downlink MC-based CR

networks has drawn a lot of attention [106–113]. These works can be classified

into three categories according to the configuration of their system model. The

first class encompasses works that consider a single primary and a single secondary

transceiver configuration[106–109]. More precisely, the authors in [106] proposed

a water-filling factor aided search approach to solve the minimum data rate con-

straint EE optimization problem while in [107], Yang et al. invoked an iterative

algorithm to optimally solve the EE maximization problem. The research works

[108, 109] investigated the EE optimization problem by taking into account sensing

access strategy.

The second category includes researches that investigate networks with one pri-

mary transceiver and either one or several secondary cells. Regardless of the

number of secondary cells, SUs employ access point (AP) strategy such that no

two secondary transmitters interfere with each other [110, 111]. The authors in

[111] provided a low complexity solution by invoking the Charnes-Cooper Trans-

formation to solve the minimum data rate constraint EE optimization problem.

In [110], Cong et al. use the branch and bound approach to find optimal solutions

to the EE optimization problem.

The last group consists of works on CR networks that have multiple primary and

multiple secondary cells[112, 113]. Similarly to previously cited works [110, 111],

there are no inter-secondary-cells interferences. In [112], Wang et al. employ a

time sharing approach to obtain a near optimal solution to the EE optimization

problem that takes into consideration the traffic demand of SUs. A bisection-based

algorithm is provided to find the optimal solution in an iterative fashion for the

EE optimization problem in [113].
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Contribution

In all the aforementioned works, there were no inter-secondary-cells interferences

and primary and secondary systems were assumed to be perfectly synchronized.

We know that for more practical scenarios, lack of cooperation between PU and

SU may lead to asynchronous transmission between PUs and SUs. This motivates

us to address the downlink energy-efficiency optimization problem for a cognitive

radio network with multiple primary base stations and multiple secondary BSs

where PUs and SUs are not synchronized. Moreover, we take into consideration an

interference-limited secondary system i.e., the secondary BSs are interfering with

each other. The downlink energy-efficiency optimization problem is addressed for

the following two cases: a) SUs are cooperating b) SUs are not cooperating. The

main contributions of this chapter can be summarized as follow.

• We formulate the problem of EE optimization for cooperative secondary users

using a centralized perspective. We propose an alternating-based approach

to solve the joint subcarrier-power allocation problem. Firstly, a heuristic

scheme is used to solve the subcarrier allocation problem for a feasible power

allocation vector. Secondly, for a given subcarrier allocation scheme, we con-

servatively approximate the non-convex power allocation optimization prob-

lem by using first-order Taylor approximation. This procedure is repeated

until convergence of the alternating-based optimization method.

• In addition to that, we propose a centralized power allocation algorithm

termed as joint Successive Convex Approximation-Dinkelback Algorithm (SCADA)

to obtain a near-optimal solution to the non-convex power control EE opti-

mization problem. We analytically demonstrate that the proposed central-

ized power allocation algorithm is guaranteed to yield a solution that is a

stationary point of the original non-convex power control problem.

• More over, in order to alleviate communication overhead incurred by im-

plementing the centralized SCADA, we propose a dual decomposition based

distributed algorithm to efficiently find a solution to the non-convex power

control problem.
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• For the non-cooperative secondary users’ case, we recast the problem of

energy-efficiency optimization invoking the concept of game theory. We pro-

pose a fully decentralized algorithm to solve the non-cooperative power al-

location game (NPAG). Moreover, we provide rigorous convergence analysis

to a Nash-equilibrium (NE) of the proposed distributed scheme.

• Furthermore, we identify a sufficient condition for the uniqueness of the Nash-

equilibrium to which converges our proposed distributed algorithm.

Organization of the chapter

The remainder of this chapter is structured as follows. In Section 4.2, the system

model is presented. The cooperative transmission resource allocation problem for-

mulation is given in Section 4.3 together with the conservative approximation for

solving the power control problem of the downlink energy-efficiency problem. In

Section 4.4, we introduce the proposed centralized SCADA algorithm and inves-

tigate the corresponding theoretical convergence analysis. We introduce the dual

decomposition-based distributed version of the proposed SCADA in Section 4.5.

The non-cooperative energy-efficiency problem formulation is solved in Section

4.6. In Section 4.7, we provide simulation results showing the efficiency of our

proposed methods. And finally, we provide a short conclusion to this chapter in

Section 4.8.

System Model

In this chapter, we assume that each secondary BSs serves Uk mobile terminals. It

is assumed that each MT is connected to only one BS and each base station serves

at most one MT at a given time on each subcarrier. Let θlk,u be the subcarrier

allocation indicator. If secondary BS k assigns subcarrier l to user u, the value

of θlk,u is 1 otherwise it is zero. Therefore, a feasible subcarrier allocation matrix

Θk = {θ
l
k,u}

Uk,L
u,l=1 for any secondary BS k should belong to the set

Θk ,

{
Θk :

{
∑Uk

u=1 θ
l
k,u ≤ 1, θlk,u ∈ {0, 1}, ∀l

}}
(4.1)
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As in the previous chapter, the network consists of Q active primary cells. In each

primary cell, there is a base station-mobile terminal pair.

Cooperative secondary BSs

In the first part of this chapter, it is assumed that the secondary BSs are coor-

dinated so that they are perfectly synchronized. The signal-to-interference-plus-

noise (SINR) measured by user u ∈ Uk on the l-th subcarrier can be expressed

as

Γl
k,u(k,l) =

P l
kG

l
k,u(k,l)

N0 +
K∑

j 6=k

P l
jG

l
j,u(k,l) +

Q∑
q=1

L∑
l′=1

pl′qV|l−l′|H l′

q,u(k,l)

(4.2)

where

• u(k, l) denotes the secondary mobile terminal u ∈ Uk that was assigned the

l-th subcarrier by its serving base station k.

• Gl
j,u(k,l) is the channel gain from the jth secondary BS to user u ∈ Uk on the

lth subcarrier.

• H l
q,u(k,l) is the channel gain between primary base station q and user u ∈ Uk.

• V is the interference weight defined in Table 2.1.

This configuration leads to a secondary network-centric energy-efficiency [61],

known as global energy-efficiency (GEE) [58] defined as

GEE =

∑K
k=1

∑L
l=1B log2

(
1 + Γl

k,u(k,l)

)

∑K
k=1

(
Pc,k +

∑L
l=1 ξP

l
k

) (4.3)

Recall from Section 2.3.4 that Pc,k corresponds to the power dissipated in the

circuit blocks whereas ξ, is the reciprocal of drain efficiency of the power amplifier.

Non-cooperative secondary BSs

In the second part of this chapter, it is assumed that the secondary base stations

are operating independently without any interaction with one another. As a result,
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secondary BSs are not synchronized and the secondary system is prone to incur

asynchronous transmission. To model this effect, the SINR stated in (4.2) can be

rewritten as:

Γl
k,u(k,l) =

P l
kG

l
k,u(k,l)

N0 + I lk,u(k,l)

where I lk,u(k,l) corresponds to the interference that user u ∈ Uk measures on sub-

carrier l and is expressed as

I lk,u(k,l) =
K∑

j 6=k

L∑

l′=1

P l′

j V|l−l′|G
l′

j,u(k,l) +
K∑

q=1

L∑

l′=1

pl
′

qV|l−l′|H
l′

q,u(k,l) (4.4)

Contrarily to (4.3), for asynchronous secondary cell transmission, it is more ju-

dicious to consider user-centric energy-efficiency function [61] which is defined as

[114]

EEk =

∑L
l=1B log2

(
1 + Γl

k,u(k,l)

)

Pc,k +
∑L

l=1 ξP
l
k

(4.5)

Temperature-Interference Constraints

Based on the two previous assumptions, two kind of interferences constraints are

considered.

• The global interference constraint which can be used in a centralized scheme

prevents the aggregate interference generated by all SUs to each active pri-

mary receiver from exceeding a predefined threshold. It can be expressed as

[14, 115]
K∑

k=1

L∑

l=1

P l
k

∑

l′∈Il
q,k

H l′

k,qV|l−l′| ≤ Imax
q , ∀q (4.6)

where Imax
q is the global interference prescribed requirement for the qth pri-

mary mobile terminal.

• The individual interference constraint is imposed at each SU to limit interfer-

ences radiated to each primary MT. This constraint is suitable for distributed

configuration where SUs are not permitted to exchange any signaling [91]. It
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can be written as

L∑

l=1

P l
k

∑

l′∈Il
q,k

H l′

k,qV|l−l′| ≤ Ik,max
q , ∀q, ∀k (4.7)

where Ik,max
q is the maximum interferences allowed by the qth PU.

Cooperative Transmission Strategy

In this section, we introduce analytical frameworks to find solution to the prob-

lem of energy-efficiency maximization for the case of coordinating secondary BSs.

We adopt a centralized design where a central controller is required to gather

all network parameters (e.g., CSI of all links) and to compute the solution in a

centralized fashion.

Before formally stating the problem formulation, let us define the following set

X ,




P :





∑K
k=1

L∑
l=1

P l
k

∑
l′∈Il

q,k
H l′

k,qV|l−l′| ≤ I
max
q , ∀q

∑L
l=1 P

l
k ≤ Pmax, ∀k

P l
k ≥ 0, ∀k, ∀l









(4.8)

The set X encompasses the total power constraint for all secondary BSs as well

as the global interference constraints for the PUs. It is straightforward to prove

that the set X is a convex set.

The joint power-subcarrier optimization problem can be written as

max
Θk,∀k,P

∑K
k=1

∑L
l=1

∑Uk

u=1Bθ
l
k,u log2

(
1 + Γl

k,u(k,l)

)

∑K
k=1

(
Pc,k +

∑L
l=1 ξP

l
k

)

s.t. Θk ∈ Θk, ∀k and P ∈ X

(4.9)

Problem (5.3) is a mixed integer problem and therefore of high computational

complexity in the optimal solution. To circumvent the burden of the prohibitively

high computational complexity inherent to the optimal solution of the joint power-

subcarrier allocation problem and motivated by the alternating optimization method
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introduced in Subsection 2.7.2, we propose to solve problem (5.3) in an alternate

fashion. More specifically, given P̃, a feasible power allocation for problem (5.3),

we solve the subcarrier allocation problem. Once the subcarrier allocation solution

is known, we solve the power allocation problem. And this procedure is repeated

until convergence.

Subcarrier allocation

Given P̃, a feasible power allocation, we focus on the subcarrier allocation problem.

With a fixed power allocation, the objective function of the optimization becomes

the secondary sum achievable rate. The subcarrier allocation is separable across

the secondary BSs and across the subcarriers and is solved using the following

heuristic approach,

u(k, l) = arg max
u=1,··· ,Uk

P̃ l
kG

l
k,u

N0 +
K∑

j 6=k

P̃ l
kG

l
j,u +

Q∑
q=1

L∑
l′=1

pl′qV|l−l′|H l′
q,u

(4.10)

Once the subcarrier allocation procedure is completed, the power allocation prob-

lem can be investigated.

Power Allocation

Given the subcarrier allocation, the global energy-efficiency power control problem

can be expressed as

max
P∈X

EE(P),

∑K
k=1

∑L
l=1B log2

(
1 + Γl

k,u(k,l)

)

∑K
k=1

(
Pc,k +

∑L
l=1 ξP

l
k

) (4.11)

The optimal solution for problem (4.11) can be found by exhaustive search method.

The exhaustive search consists of making a grid by discretizing the power into N

levels on each subcarrier. The value of the energy-efficiency is computed for each

feasible point of the grid. The complexity of the exhaustive search approach is

O
(
NK×L

)
. This complexity increases exponentially with K × L. For a simple

search where K = 2, L = 3 and N = 20, this method requires O (206) iterations.
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For more practical scenario, i.e., large scale networks, the exhaustive search ap-

proach will be computationally prohibitive. The need for polynomial time solvable

algorithm to problem (4.11) is very important.

Problem (4.11) is a non-convex optimization problem because the objective func-

tion is not a convex function. It is therefore very challenging to directly solve

it. Consequently, we resort to some approximations to efficiently solve problem

(4.11). Notice that the numerator of the objective function can be written as the

difference of two concave functions, i.e.,

log2
(
1 + Γl

k,u(k,l)

)
= glk(P

l)− f l
k(P

l)

with

f l
k(P

l) , log2

(
K∑

j 6=k

P l
jG

l
j,u(k,l) +N

l

k

)
, glk(P

l) , log2

(
K∑

j=1

P l
jG

l
j,u(k,l) +N

l

k

)

N
l

k , N0 +
K∑

q=1

L∑

l′=1

pl
′

qV|l−l′|H
l′

q,u(k,l)

(4.12)

Motivated by the approach developed in [72, 73, 75], we deal with the non-

convexity by conservatively approximating the objective function. This is done

by invoking the first order approximation. More specifically, given P, a feasible

point for the optimization problem (4.11), f l
k(P

l) is approximated by its first order

Taylor expansion which is given by

f lk(P
l) ≈ log2




K∑

j 6=k

P
l

jG
l
j,u(k,l) +N

l

k


+

K∑

j 6=k




Gl
j,u(k,l)

ln 2

(
K∑

j 6=k

P
l

jG
l
j,u(k,l) +N

l

k

)
(
P l
j − P

l

j

)




,f
l

k(P
l,P

l
)

(4.13)

By using (4.13), we can conservatively approximate problem (4.11) as

max
P∈X

EE(P,P) =

∑K
k=1

∑L
l=1B

(
glk(P

l)− f
l

k(P
l,P

l
)
)

∑K
k=1

(
Pc,k +

∑L
l=1 ξP

l
k

) (4.14)

Lemma 4.1. The objective function EE(P,P) is a quasi-concave function.



Chapter 4. Energy-Efficiency Based Resource Allocation Framework 73

Proof: Consider the super-level set defined as

Sα =
{
P ∈ X

∣∣EE(P,P) ≥ α, ∀α ∈ R
}
.

We know that EE(P,P) is a quasi-concave function if Sα is a convex set. Suppose

α = 0, we have EE(P,P) ≥ 0 which implies that

S0 =

{
P
∣∣∣−

K∑

k=1

L∑

l=1

B
(
glk(P

l)− f
l

k(P
l,P

l
)
)
≤ 0

}

It is straightforward to see that S0 is a halfspace which is a convex set based on

the structure of the function gk(·) and fk(·). For α 6= 0, we have

Sα =

{
P

∣∣∣∣∣α
K∑

k=1

(
Pc,k +

L∑

l=1

ξP l
k

)
−

K∑

k=1

L∑

l=1

BT

(
glk(P

l)− f
l

k(P
l,P

l
)
)
≤ 0

}

which is also halfspace hence a convex set. Therefore, Sα is a convex set ∀α ∈ R.

Hence, EE(P,P) is a quasi-concave function of P. �

Joint successive convex approximation and Dinkelbach pro-

cedure

In this section, we propose a joint Successive Convex Approximation along with

Dinkelbach’s procedure Algorithm (SCADA) to solve (4.14). In fact, problem

(4.14) was obtained by approximating the optimization problem (4.11) at a given

feasible pointP. We can circumvent the hurdle of solving the non-convex optimiza-

tion problem (4.11) by solving a sequence of approximated problem as indicated in

(4.14). At each iteration, the conservative approximation can be further improved

if we successively approximate problem (4.11) based on the optimal solution ob-

tained by solving the optimization problem (4.14) in the previous iteration.This

is basically the idea of successive convex approximation introduced in Subsection

2.7.1. Starting from a feasible point P
(0)
, let P̂(n−1) be the optimal solution ob-

tained in the (n− 1)th iteration, the function f l
k(P

l) can be approximated at the

nth iteration using P
(n−1)

= P̂(n−1). More specifically, at the nth iteration, we
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solve the following optimization problem

P̂(n) = argmax
P∈X

EE(P,P
(n−1)

) (4.15)

To find a solution to problem (4.15), we use a parametric optimization approach

which can be solved by the Dinkelbach’s procedure [76] which was introduced

in Section 2.8. Note several approaches such as parametric and non-parametric

optimization to solve fractional optimization were summarized in [116].

Based on Section 2.8, to find the solution to problem (4.15), we solve the following

convex optimization problem

max
P∈X

φ(P,P
(n−1)

),
K∑

k=1

L∑

l=1

B
(
glk(P

l,(n−1))− f
l

k(P
l,P

l,(n−1)
)
)
− π

K∑

k=1

(
Pc,k +

L∑

l=1

ξP l
k

)

(4.16)

Problem (4.16) is a parametric optimization problem with parameter π. It can be

efficiently solved iteratively by using Algorithm 6.

Algorithm 6 Dinkelbach’s procedure for solving (4.15) [76]

1: Input A solution accuracy ǫ̃ > 0 and π = 0.

2: repeat

3: Compute P by solving problem (4.16);

4: Update π =

∑K
k=1

∑L
l=1 B

(
glk(P

l)−f
l
k(P

l,P
l,(n−1)

)
)

∑K
k=1(Pc,k+

∑L
l=1 ξP

l
k)

;

5: until φ(P,P
(n−1)

) ≤ ǫ̃

6: Output The solution P.

Consequently, the proposed centralized method to solve (4.11) is summarized in

Algorithm 7.
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Algorithm 7 SCADA algorithm for solving problem (4.11)

1: Input A solution accuracy ǫ > 0 and a feasible point P[0] for problem (4.11).

2: Set n = 0;

3: repeat

4: n = n+ 1;

5: Compute P̂(n) by using Algorithm 6 to solve P̂(n) = argmaxP∈X φ(P,P
(n−1)

);

6: Update P
(n)

= P̂(n);

7: until stopping criterion

8: Output the approximated solution P̂(n).

To find the solution for problem (4.11), the proposed centralized SCADA requires

a total complexity of κπ · O ((LK)3) per iteration, where κπ is the total number of

iterations required by the Dinkelbach’s procedure (i.e., Algorithm 6) to converge.

Convergence Analysis

Theorem 4.1. The sequence
{
EE

(
P̂(n),P

(n)
)}∞

n=1
generated by the proposed

Algorithm 7 converges.

Proof: From step 6 of Algorithm 7, we see that the solution P̂(n) obtained at the

n-th iteration is used as the iterated value for problem (4.15) at the (n + 1)-th

iteration which implies that

EE
(
P̂(n+1),P

(n)
)

= EE
(
P̂(n+1), P̂(n)

)
≥ EE

(
P̂(n), P̂(n)

)
= EE

(
P̂(n)

)

and

EE
(
P̂(n)

)
=

∑K
k=1

∑L
l=1B

(
glk(P̂

l,(n))− f l
k(P̂

l,(n))
)

∑K
k=1

(
Pc,k +

∑L
l=1 ξP̂

l,(n)
k

)

(a)

≥

∑K
k=1

∑L
l=1BT

(
glk(P̂

l,(n))− f
l

k(P̂
l,(n),P

l,(n−1)
)
)

∑K
k=1

(
Pc,k +

∑L
l=1 ξP̂

l,(n)
k

)

= EE
(
P̂(n),P

(n−1)
)

(4.17)
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where (a) follows from the concavity of f l
k(P̂

l,(n)). Due to secondary BSs power con-

straint and primary interference constraint, the objective functionEE
(
P̂(n),P

(n−1)
)

is bounded above. Consequently, we can say that the sequence of objective func-

tion generated by the proposed Algorithm 7 converges. �

Theorem 4.2. Any limit point of the optimization problem (4.15) generated by

Algorithm 7 is a stationary point of problem (4.11).

Proof: To prove Theorem 4.2, we only need to demonstrate that the proposed

Algorithm 7 is a special case of the successive upper-bound minimization (SUM)

algorithm [73]. Note that,

• EE(P,P) is a continuous function of both P and P.

• In addition to that, EE(P,P) is a locally tight lower bound for EE(P), i.e.,

EE(P,P) =

∑K
k=1

∑L
l=1B

(
glk(P

l
)− f

l

k(P
l
,P

l
)
)

∑K
k=1

(
Pc,k +

∑L
l=1 ξP

l
k

)

=

∑K
k=1

∑L
l=1B

(
glk(P

l
)− f l

k(P
l
)
)

∑K
k=1

(
Pc,k +

∑L
l=1 ξP

l
k

) )

= EE(P)

and

EE(P,P) =

∑K
k=1

∑L
l=1B

(
glk(P

l)− f
l

k(P
l,P

l
)
)

∑K
k=1

(
Pc,k +

∑L
l=1 ξP

l
k

)

≤

∑K
k=1

∑L
l=1B

(
glk(P

l)− f l
k(P

l)
)

∑K
k=1

(
Pc,k +

∑L
l=1 ξP

l
k

)

= EE(P)

• Also it is straightforward to verify that ∂EE(P,P)
∂P

|P→P = ∂EE(P)
∂P

|P→P

Therefore, the proposed Algorithm 7 is essentially the SUM approach [73]. And

according to [73, Theorem1], any limit point generated by Algorithm 7 is a sta-

tionary point of problem (4.11). Theorem 4.2 is thus proved. �
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Alternating Optimization

As previously mentioned, we solve the joint subcarrier-point allocation problem

(5.3) by resorting to the alternating-based optimization method introduced in

Subsection 2.7.2. We summarize the alternating-based approach in Algorithm 8.

It is worthwhile mentioning that Algorithm 8 is guaranteed to converge by [58,

Proposition 2 ].

Algorithm 8 Alternating-based method for solving problem (5.3)

1. Initialize P̃, and find Θk, ∀k using (4.10);

2. Repeat

(a) Compute P̂ by running Agorithm 7;

(b) Set P̃ = P̂;

(c) Find Θk, ∀k using (4.10);

3. Stop when convergence is reached.

Cooperative Distributed Approach

The implementation of Algorithm 8 requires the central algorithm 7 to find the

power allocation (step 2-a). Executing the proposed centralized Algorithm 7, as

most of centralized algorithms, can be computationally demanding especially in

the case of large scale networks. In this section, in order to alleviate the com-

munication overhead and signaling exchanges required by any centralized imple-

mentation, we propose a semi-distributed version of Algorithm 7 based on dual

decomposition to find the power allocation.

For the implementation of a distributed algorithm, a separable objective function is

needed. Finding some mechanisms to parallelize the objective function of problem

(4.11) is crucial for the development of a decentralized method. Some approaches

were investigated in the literature [73, 117]. Following the same philosophy of

decomposition presented in [73, 117], we approximate the difference of concave
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functions in the objective function of problem (4.11) by using the first order Taylor

expansion. More concretely, given feasible point P, glk(P
l) can be approximated

as

glk(P
l)

≈ log2

(
K∑

j=1

P
l

jG
l
j,u(k,l) +N

l

k

)
+

K∑

j 6=k


 Gl

j,u(k,l)

ln 2
(∑K

i=1 P
l

iG
l
i,u(k,l) +N

l

k

)
(
P l
j − P

l

j

)



= glk(P
l,P

l
)

(4.18)

By combining (4.13) and (4.18), it results that

K∑

k=1

L∑

l=1

(
glk(P

l,P
l
)− f

l

k(P
l,P

l
)
)
,

K∑

k=1

L∑

l=1

ψl
k(P

l
k,P

l
)

,

K∑

k=1

L∑

l=1


log2


1 +

P l
kG

l
k,u(k,l)

∑K
j 6=k P

l

jG
l
j,u(k,l) +N

l

k


− 1

ln 2

K∑

j 6=k

̺lk,j(P
l
)
(
P l
k − P

l

k

)



(4.19)

where

̺lk,j(P
l
) ,

Gl
k,u(j,l)

∑K
i 6=j P

l

iG
l
i,u(j,l) +N

l

j

−
Gl

k,u(j,l)
∑K

i=1 P
l

iG
l
i,u(j,l) +N

l

j

In fact, ̺lk,j(P
l
) can be interpreted as the interference price [118, 119] that limits

the transmit power of secondary BS k on subcarrier l. Consequently, the proposed

distributed scheme can also be understood as a pricing-based approach. Using

(4.19), the objective function of problem (4.11) can be restrictively approximated

as

K∑
k=1

L∑
l=1

B
(
glk(P

l)− f l
k(P

l)
)

∑K
k=1

(
Pc,k +

∑L
l=1 ξP

l
k

) ≈
∑K

k=1

(
B
∑L

l=1 ψ
l
k(P

l
k,P

l
)− τk

2
‖Pk −Pk‖

2
)

∑K
k=1

(
Pc,k+

∑L
l=1 ξP

l
k

) , ẼE(P,P)

(4.20)

where Pk ,
(
P 1
k , · · · , P

L
k

)⊤
corresponds to the transmit power vector of the kth

secondary BS whereas τk is a proximal-like regularization parameter which plays

an important role in the convergence of the iterative approach destined to solve

problem (4.11) [69]. The function given in (4.20) is the global (network-centric)

energy-efficiency function. To provide a distributed approach, we need to write a
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BS-centric (in contrast to network-centric) objective function. To do so, we con-

servatively approximate problem (4.11) using similar argument as in the previous

section. More specifically, at the nth iteration, we solve the following optimization

problem

P̂(n) = argmax
P∈X

ẼE
(
P,P

(n)
)

s.t.
K∑

k=1

L∑

l=1

P l
k

∑

l′∈Il
q,k

H l′

k,qV|l−l′| ≤ Imax
q , ∀q

(4.21)

where

X ,




P





∑L
l=1 P

l
k ≤ Pmax, ∀k

P l
k ≥ 0, ∀k, ∀l









(4.22)

One can prove by using the argument provided in Lemma 4.1 that problem (4.21)

is a quasi-concave optimization problem. Problem (4.21) can therefore be solved

by resorting to the Dinkelbach’s procedure. This is done by solving the convex

optimization problem (4.23) given by.

max
P∈X

K∑

k=1

(
L∑

l=1

ψl
k(P

l
k,P

l,(n−1)
−
τk
2
‖Pk −P

(n−1)

k ‖2 − π
L∑

l=1

(ξP l
k + Pc)

)

s.t.
K∑

k=1

L∑

l=1

P l
k

∑

l′∈Il
q,k

H l′

k,qV|l−l′| ≤ Imax
q , ∀q

(4.23)

Although the objective function of the convex optimization problem (4.23) is a

separable function, the problem cannot be solved in parallel at the secondary BSs

due to the couple primary interference constraint. We need to further investigate

the dual problem. The Lagrangian function associated with problem (4.23) is

given by

L̂(P,λ, P
(n−1)

)=
Q∑

q=1

λq




K∑

k=1

L∑

l=1

P l
k

∑

l′∈Il
q,k

H l′

k,qV|l−l′| − I
max
q




−
K∑

k=1

(
L∑

l=1

ψl
k(P

l
k,P

l,(n−1)
)−

τk
2
‖Pk −P

(n−1)

k ‖2 − π
L∑

l=1

(ξP l
k + Pc)

)

(4.24)

with P ∈ X , and λ = (λ1, · · · , λQ)
⊤ is the dual variable vector associated with

the primary interference constraint.
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Motivated by the dual decomposition approach given in Section 2.6, we divide

the optimization problem (4.23) into two levels of optimization problem. At the

lower level, the optimization problem is solved in parallel at the secondary BSs.

Consequently, each BS needs to solve the local convex optimization problem (4.25)

given by

max
P l

k,∀l

L∑

l=1

ψl
k(P

l
k,P

l,(n−1)
)−

τk
2
‖Pk −P

(n−1)

k ‖2 − π
L∑

l=1

(ξP l
k + Pc)−

Q∑

q=1

λq

L∑

l=1

P l
k

∑

l′∈Il
q,k

H l′

k,qV|l−l′|

s.t. P l
k ≥ 0, ∀l,

L∑

l=1

P l
k ≤ Pmax

(4.25)

At the higher level, the master problem is given as

min
λ≥0

max
P
L̂(P,λ,P

(n−1)
) (4.26)

The value of λ can be determined at the higher level by using the sub-gradient

method [70, 71]. More specifically, at the mth iteration, λ(m) is given by

λ(m)
q =


λ(m−1) + βq




K∑

k=1

L∑

l=1

P l
kG

l
k,p

∑

l′∈Il
k

V|l−l′| − Itot






+

, ∀q (4.27)

where βq > 0 is small positive step size and (·)+ denotes the projection onto the

nonnegative orthant. Since problem (4.23) is a convex problem, the dual variable

vector λ(m) generated by the subgradient approach is guaranteed to converge to

the dual optimal λ⋆ asm→∞ [70, 120]. Next proposition summarizes the optimal

solution for problem (4.25).

Proposition 4.1. At the lower level, the optimal power that secondary BS k al-

locates on subcarrier l is given by

P l
k =


max



−blk +

√(
blk
)2
− 4τkζ lk

(
αl
k −

ζlk
ln 2
− τkP

l

k[n− 1]
)

2τkζ lk
,

−blk −

√(
blk
)2
− 4τkζ lk

(
αl
k −

ζlk
ln 2
− τkP

l

k[n− 1]
)

2τkζ lk







+

(4.28)
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where the variables αl
k, ζ

l
k are defined in (4.37) and blk in (4.38).

Proof: See Appendix 4.A. �

Our proposed dual decomposition-based decentralized joint successive convex ap-

proximation with Dinkelbach’s procedure to solve problem (4.11) is summarized

in Algorithm 9.

Algorithm 9 Dual Decomposition-based Distributed SCADA for solving (4.11)

1: Initialization: P
(0)

, n = 1;

2: repeat

3: Set π = 0;

4: repeat

5: Initialization λ(0), m = 1;

6: repeat

7: Find Pk in parallel at each secondary BS using (4.28);

8: Compute λq, ∀q according to the sub-gradient update (5.21b);

9: until |λ
(m)
q − λ

(m−1)
q | < ǫ2, ∀q

10: Update π as follows

π ← ẼE
(
P,P

(n−1)
)

11: until Convergence of the Dinkelbach’s procedure;

12: Update P
(n)

= P
(n−1)

+ γ[n](P−P
(n−1)

) ;

13: until stopping criterion

14: Output the approximated solution P̂.

Let κλ be the number of iterations it takes for the sub-gradient approach to con-

verge. The dual decomposition-based distributed SCADA requires a total com-

plexity of κπLK · O (κλQ) per iteration.

Implementation issues and overhead signaling exchange for Algorithm

9

To implement the proposed Algorithm 9, each secondary BS should know the

interferences generated by other secondary BSs, their direct channel gains and
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the interference prices. Measuring the interferences and direct channel gains can

be locally done within each secondary cell. The interference prices should be

exchanged between the secondary BSs. In fact, the prices should be broadcasted

by each secondary BS to the other running secondary BSs at the beginning of each

iteration.

At each round at the lower level, each secondary BS k need to broadcast {̺lj,k(P
l
)}Ll=1

to the K−1 other secondary BSs. Each ̺lj,k(P
l
) contains the interferences plus the

noise (IN) measured on the lth subcarrier, the useful signal and the cross-channel

gain. As for the cross-channel gain, it can be acquired at the jth secondary BS

using uplink-downlink duality. The overhead complexity at the lower level is there-

fore 2L(K− 1)K real values exchanged in a point-to-point fashion. The update π

and λ is done at the higher level where one of the secondary BSs gathers all power

allocation values and all achievable rate. We may therefore consider a CR network

where all secondary BSs are connected by dedicated backhaul links Hence, from

lower to higher level, (K− 1)(L+ 3) real values are exchanging through backhaul

links such as optical fibers. We assume that the successive convex approximation

converges within κ iterations. Consequently, the total communication overhead of

the proposed Algorithm 9 is κκπκλ(K − 1) (2LK + L+ 3) real scalars.

It is worthwhile to note that for practical implementation, the feedback overhead

may be considerably reduced while executing the algorithm. Firstly, the secondary

BSs may exchange the interferences price only when it changes significantly. No-

tice that due to the quasi-static assumption on the channel gains, there will be

no need to exchange the interference prices at each iteration. Secondly, strong

interferences are usually generated by nearby cells. Consequently, signaling ex-

changes may be done only with cells located in the same vicinity. Hence, this

gives to the distributed algorithm an important practical (implementation) ad-

vantage over centralized in terms of scalability.



Chapter 4. Energy-Efficiency Based Resource Allocation Framework 83

Non-Cooperative Transmission Strategy

The proposed Algorithm 7 in Section 4.4 requires a central node that has full

knowledge of CSI and interferences at each MT. In Section 4.5, a cooperative semi-

distributed approach that needs some signaling exchanges among the secondary

BS was proposed. In this section, we proposed a totally distributed scheme that

does not require the intervention of a central controller or signaling exchange.

We investigate the scenario where the secondary BSs are not interacting with one

another so that resource allocation can be done based only on local information.

More precisely, the interferences radiated by other secondary BSs are treated as

noise at each secondary MT. The basis ideology behind our proposed distributed

approach is the inherent competitive nature of non-cooperative CR networks. In

fact, each secondary BS aims to selfishly maximize his own utility function with

no a priori knowledge of other secondary BSs strategies. The system is designed

to reach a Nash equilibrium (NE) which is a very well-known concept within the

framework of game theory [121].

The utility function for each player 1 (secondary base station) is defined as follow

Uk(Pk,P−k) = EEk =

∑L
l=1B log2

(
1 +

P l
kG

l
k,u(k,l)

N0+Il
k,u(k,l)

)

Pc,k +
∑L

l=1 ξP
l
k

(4.29)

where P−k , P/Pk is the set of all secondary BS power allocation except the

kth one. For the operation of the non-cooperative CR network, the following two

constraints are considered.

• The individual interference constraint defined in (4.7).

• Total power constraint i.e.,
∑L

l=1 P
l
k ≤ Pmax, ∀k.

1In the sequel, the term player and the term secondary base station is used interchangeably.
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The admission strategy Pk for player k is obtained by combining the two afore-

mentioned constraints, i.e.,

Pk ,




Pk :





∑L
l=1 P

l
k

∑
l′∈Il

q,k
H l′

k,qV|l−l′| ≤ Ik,max
q , ∀q

P l
k ≥ 0, ∀l,

∑L
l=1 P

l
k ≤ Pmax









(4.30)

and denote by P = P1×P2× · · · ×PK, the set of feasible power for all secondary

BSs. Similarly to previous sections, the joint subcarrier-power resource allocation

problem is solved by using the alternating optimization method [68]. Given a

feasible power allocation P̃k ∈ Pk, each secondary BS k assigns the subcarriers

using the following heuristic scheme

u(k, l) = arg max
u=1,··· ,Uk

P̃ l
kG

l
k,u

N0 + I lk,u
(4.31)

where I lk,u is given in (4.4). Once the subcarrier allocation is known, the power allo-

cation is solved as the solution of non-cooperative power allocation game (NPAG)

which is defined as

G = {K , {Pk} , {Uk}}

where K = {1, 2, · · · ,K} is the index set of the secondary BSs, Pk the strategy

space for the kth secondary BS defined in (4.30) and Uk denotes the playoff function

of the kth player formulated in (4.29).

The non-cooperative game is executed in a sequential fashion at the secondary

BSs. More specifically, the game is formulated as

NPAG : max
Pk∈Pk

Uk (Pk,P−k) , ∀k ∈ K (4.32)

It is worthwhile noting that although each player selfishly optimizes his payoff

function, any change in his power allocation does influence the power allocation

of all other players whenever the system is not in an equilibrium state. Therefore,

it is important to characterize the equilibrium of the proposed NPAG game. This

is done in the following subsection.
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Existence of Nash Equilibrium and Description of our proposed Algo-

rithm

Definition 4.1. A strategy profile P⋆ is said to be a pure-strategy Nash equilibrium

(NE) if it meets the following requirement.

Uk

(
P⋆

k,P
⋆
−k

)
≥ Uk

(
Pk,P

⋆
−k

)
, ∀k, ∀Pk ∈ Pk

From Definition 4.2, it can be inferred that a pure-strategy Nash equilibrium is

an action profile with the important property that no single player can obtain a

higher utility function value by deviating unilaterally from this profile. Now, we

proceed to demonstrate that a pure-strategy NE is attainable under the proposed

game (4.32).

Proposition 4.2. The NPAG game will reach a pure-strategy Nash equilibrium.

Proof: In [121], the authors provide a sufficient condition for the existence of a

NE in a game. We summarize the sufficient condition as in the following claim

Fact 4.1. There exists a pure-strategy NE in the NPAG game if

• The strategy set Pk, ∀k is a closed and bounded convex set.

• The utility function Uk(Pk,P−k) is continuous in (Pk,P−k) and quasi-concave

in Pk.

Clearly, the strategy set Pk meets the first condition as it is defined as the sec-

ondary power and primary interference constraint. The utility function Uk(Pk,P−k)

which is a continuous function of (Pk,P−k) is written as a fractional function.

Moreover, the function Uk(Pk,P−k) can be proved to be a quasi-concave function

of Pk by using similar argument as in Lemma 4.1. This concludes our proof. �

Proposition 4.3. The best response of each player can be found using the Dinkel-

bach’s procedure summarized in Algorithm 10 and is given by

P l
k =




1
ln 2

π + ηk +
∑Q

q=1 ν
k
q

∑
l′∈Il

q,k
H l′

k,qV|l−l′|

−
N0 + I lk,u(k,l)

Gl
k,u(k,l)



+

, Φl
k(P−k)

(4.33)
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where ηk and νqk are Lagrangian multiplier associated with the total power and

individual interference constraints, respectively.

Proof: See Appendix 4.B. �

Algorithm 10 Dinkelbach’s procedure to find the best response for each secondary BS

1: Input A solution accuracy ǫ̃ > 0 and π = 0.

2: repeat

3: Compute P l
k, ∀l by using (4.33);

4: Update π = Uk(Pk,P−k)

5: until
L∑
l=1

(
B log2

(
1 +

P l
kG

l
k,u(k,l)

N0+Il
k,u(k,l)

)
−πξP l

k

)
−πPc,k ≤ ǫ̃

6: Output Pk.

LetΦk (P−k) ,
(
Φ1

k(P−k), · · · ,Φ
L
k (P−k)

)⊤
be the best response function for player

k while Φ (P) , (Φ1(P−1), · · · ,ΦK(P−K))
⊤ denote the best response function

of the entire secondary system. We elaborate the distributed power allocation

algorithm for solving NPAG by providing a detailed step-by-step description as

follows:

Step 1 - Initialization: Each secondary BS finds a feasible power allocation.

Step 2 - Interference measurement: Each secondary MT measures its received

SINR on all assigned subcarriers based on best response power allocation vector

of other secondary BSs at the previous iteration.

Step 3 - Interference feedback: The secondary MTs feed back the interferences

measured in Step 2 to their serving BS.

Step 4 - Best response calculation: Each secondary BS performs power allo-

cation by using Algorithm 10.

Step 5 - Iteration: Repeat Step 2 to Step 4 until NPAG reaches an equilib-

rium.

Based on Proposition 4.2, we know there exists at least one NE for the NPAG game.

It follows that the optimal strategy at any NE point must meet P⋆ = Φ (P⋆). In

other words, every limit point of the sequence generated by the proposed dis-

tributed power allocation algorithm is an equilibrium power profile strategy. It is
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worthwhile to note that although several NE points may exist for the NPAG, once

the power allocation converges to one NE, no player has the incentive to move to

a different equilibrium point. Another important observation about the proposed

algorithm is that it is a fully decentralized algorithm since only local information

is needed at each secondary BS to compute his best response.

Uniqueness of the Nash Equilibrium

So far, we have seen that the proposed distributed algorithm is guaranteed to

converge to a NE. However, multiple Nash equilibriums may exist. It is therefore

important to investigate some conditions for the uniqueness of the NE, i.e., suffi-

cient conditions that guarantee Φ (P) to be a contraction mapping. This is done

via the following Proposition.

Proposition 4.4. The proposed distributed power allocation Algorithm converges

to a unique NE of NPAG game for any set of feasible initial power allocation if

for each player k

K∑

j=1,j 6=k

L∑

l=1

∑

l′∈Il
k,j

(
Gl′

j,u(k,l′)V|l−l′|

)2
sup

ϑk∈Ωk

L∑

l=1

L∑

l̄=1

1{ϑl
k>ςk(π,ηk,{νkq }Qq=1)}(
Gl

k,u(k,l)

)2 ×

(
(ϑl̄

k)
2
∂
(
1/ςk

(
π, ηk, {ν

k
q }

Q
q=1

))

∂ϑl̄
k

+ 1{l=l̄}

)2

< 1

(4.34)

where Ωk =
L∏
l=1

(
0,

Gl
k,u(k,l)

N0

]
and ϑk =

(
ϑ1
k, · · · , ϑ

L
k

)⊤
whereas ϑl

k and ςk
(
π, ηk, {ν

k
q }

Q
q=1

)

are defined in (4.44).

Proof: See Appendix 4.C. �

Numerical results

In this section, we evaluate the performance of our proposed algorithms by carrying

out numerical experiments that are conducted using Monte Carlo simulations. In
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Table 4.1: Simulation Parameters

Parameters Value

Primary BS maximum transmit power 33dBm
Secondary BS maximum transmit power 33dBm

Subcarrier bandwidth 15 KHz
Standard deviation of shadowing 9 dB
Noise power spectral density -174 dBm/Hz
Solutions accuracy ǫ, ǫ1, ǫ2 10−4

Solutions accuracy ǫ̃, ǭ, ǫ̂ 10−4

Drain efficiency ξ [122] 3.8
Circuit power Pc,k, ∀k 0.5 W

τk, ∀k 10−9

fact, all of our results are obtained by averaging over 300 channel realizations. We

consider a CR network consisting of three primary BSs and four secondary BSs.

Each primary BS serves one MT and the secondary BSs serve 5 MTs each. The

distance between any secondary BS to the primary BSs is randomly chosen between

0.1 and 0.5 km. Each MT is randomly located within a circle of radius 0.5 km

centered at its serving BS. The model parameters for our scenario is summarized

in Table 4.1.

First, our proposed Algorithms 7 and 9 are compared with the optimal exhaustive

search. We consider the cases where L = 1 and L = 3. When L = 1, we con-

sider K = 4 and Q = 3. For L = 1, Algorithm 7 coincides with iterative power

allocation algorithm (IPAA) given in [123], a special case of Algorithm 7. We

also compare with the solution obtained in [61] that is a special case of [58] which

we term as SCALE. The heuristic adaptive maximum power is also given. We

use the term adaptive maximum power to emphasize that we adaptively reduce

the maximum power by 2 % whenever the primary interference constraint is not

met. From Figure 4.1, we see that our proposed Algorithms 7 and 9 achieve the

GEE optimal solution for Pmax ≤ 20 dBm. For higher values of Pmax, there is a

marginal gap (less than 1.5 %) between the optimal solution and the proposed

approaches. Notice that there is negligible gap (less than 0.5%) between all cen-

tralized schemes (proposed centralized SCADA, IPAA, SCALE) and our proposed

distributed SCADA for Pmax > 20 dBm.

Figure 4.2 portrays performance comparison with the exhaustive search for L = 3.
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Figure 4.1: Performance comparison with the optimal exhaustive search for L = 1.

We consider K = 2 and Q = 2 due to the high computational complexity incurred

by implementing the exhaustive search approach. From Figure 4.2, it can be in-

ferred that our proposed centralized and decentralized SCADA achieve near opti-

mal solution. Both Figure 4.2 and Figure 4.1 indicate that the dual decomposition-

based distributed SCADA algorithm 9 is as efficient as the centralized proposed

Algorithm 7 and the centralized SCALE algorithm. Therefore, we can conclude

that for very large scale cognitive radio networks, it is more judicious to use the

proposed dual decomposition-based distributed SCADA algorithm 9 instead of its

centralized counter part or other centralized approaches.

In the following example, Algorithm 8 is initialized by assuming an adaptive uni-

form power allocation on each subcarrier for each secondary cell. For the adaptive

power allocation scheme, we start with P l
k =

Pmax

L
, ∀k, ∀l, and reduce by 2% when-

ever the PUs interference constraints are not met. This procedure is repeated until

a feasible uniform power allocation is found.

Example 4.1.
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Figure 4.2: Performance comparison with the optimal exhaustive search for L = 3.

In our simulations, we compare also with the perfect synchronization case denoted

as PS. Figure 4.3 investigates the convergence properties of the proposed Algorithm

8 under different multi-carrier modulation techniques.
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Figure 4.3: Convergence behavior of the proposed Algorithm 8 for L = 16 .

Figure 4.3 demonstrates that the proposed algorithm converges regardless of the

modulation scheme utilized. Moreover, we can see that the attainable energy

efficiency value is different for each multi-carrier modulation. In fact, there is a

gap of 2% between the achievable EE value with PS and the corresponding EE

value attained by using FBMC confirming the detrimental effect of inter-carrier

interferences. In addition, Figure 4.3 indicates that this gap of almost 2% between

the global EE value achieved with FBMC compared to corresponding EE value

obtained using OFDM.

The convergence robustness of the proposed Algorithm Algorithm 8 is evaluated

in Figure 4.4.
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Figure 4.4: Convergence curve versus rounds of Algorithm 8 for different feasible
initial point for L = 16.

We consider the following three feasible allocation power : the adaptive uniform

power allocation scheme described previously, random initialization scheme and

a fixed uniform power allocation P l
k = −70 dBm, ∀k, l. It can be observed from

Figure 4.4 that the algorithm converges to the same value of energy-efficiency

implying that it is robust to feasible initial power allocation.

The comparison of our proposed centralized algorithm 8 and the SCALE in terms

of achievable total energy efficiency versus total power constraint only for the case

of FBMC is given in Figure 4.5. We also compare with the heuristic adaptive

uniform power allocation. From Figure 4.5, we can observe that our proposed cen-

tralized considerably outperforms the adaptive uniform power allocation scheme.
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Figure 4.5: Average global energy-efficiency versus Pmax for L = 16

Example 4.2.

In this example, we present the performance evaluation of the alternating-based

distributed scheme destined to solve the non-cooperative power allocation game

(NPAG). We start by presenting the performance comparison of our proposed

distributed Algorithm with the optimal centralized exhaustive search for L = 1 in

Figure 4.6. We consider K = 4 and Q = 3. There is a performance gap varying

from 6% to 9.5% between the exhaustive search approach and our fully distributed

algorithm.

Figure 4.7 depicts the performance comparison between our alternating-based pro-

posed distributed algorithm, the alternating-based decentralized dual decomposi-

tion SCADA and the distributed adaptive pricing [124]. From Figure 4.7, we

observe a performance gain of 0.3% to 1.4% between the decentralized SCADA

and the distributed pricing scheme. There is also a performance gain of 0.8%

to 2.3% between the proposed decentralized dual-decomposition based Algorithm

and the proposed fully distributed Algorithm.



Chapter 4. Energy-Efficiency Based Resource Allocation Framework 94

0 5 10 15 20 25 30 35
0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22

0.24

Per BS Maximum Power budget (dBm) 

S
e

c
o

n
d

a
ry

 S
u

m
 E

n
e

rg
y
 E

ff
ic

ie
n

c
y
(M

b
it
s
/j
o

u
le

)

 

 

Proposed Distributed Algorithm

Exhaustive Search
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Figure 4.7: Average sum energy-efficiency versus Pmax for L = 16
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Figure 4.8 investigates the convergence properties of the proposed alternating-

based non-cooperative distributed algorithm. Figure 4.8 shows that the proposed

algorithm converges for the following multi-carrier modulation: PS , FBMC and

OFDM. Higher energy-efficiency value is achieved with the perfect synchronization

case. In fact, there is a gap of 33% between the performance of the attainable EE

value using PS and the corresponding EE value achieved using FBMC and 21.3%

between FBMC and OFDM .
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Figure 4.8: Convergence behavior of the distributed scheme for solving NPAG for
L = 16

The convergence behavior, i.e., the evolution of the sum secondary achievable

energy efficiency at each iteration, of our proposed non-cooperative distributed

power allocation algorithm for different feasible initial powers is depicted in Fig-

ure 4.9. We consider the adaptive uniform power allocation scheme described

previously, a feasible random initialization scheme and a fixed uniform power al-

location P l
k = −70 dBm, ∀k, l. It can be observed from Figure 4.9 that the

algorithm converges to the same value of energy-efficiency regardless of the initial
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power allocation method. This indicates that our proposed alternating-based non-

cooperative distributed algorithm to solve the NPAG is robust to feasible initial

power allocation.
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Figure 4.9: Convergence curve versus number of iterations for different initial power
allocation schemes for L = 16

Conclusion

In this chapter, we investigated the problem of resource allocation for a multi-

carrier-based cognitive radio network. We proposed an alternating-based opti-

mization framework to tackle the joint subcarrier-power allocation for the energy-

efficiency optimization problem. Moreover, we presented two efficient approxima-

tion for solving the non-convex power control problem for the case of cooperative

secondary users. We presented a centralized SCADA algorithm which follows

from a conservative first-order approximation techniques. The proposed SCADA

algorithm yields solutions that coincide with stationary points of the original non-

convex power control. Furthermore, we provided a dual decomposition-based de-

centralized version of SCADA which was shown via simulation analyses to be as
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efficient as its centralized counterpart. For the non-cooperative secondary BSs, we

proposed a totally distributed scheme based on game theory. The proposed non-

cooperative decentralized framework was proved to reach a NE point. Sufficient

condition that guarantees convergence a unique NE was also given. Our numer-

ical results have demonstrated the efficiency of our proposed algorithms. The

simulation analysis further established that, the network achieves higher energy-

efficiency value when the multi-carrier modulation technique utilized is FBMC

instead of OFDM.



Appendix

Proof of Proposition 4.1

To begin with the proof, let us write the Lagrangian associated with problem

(4.25).

L(Pk, µk,P
(n−1)

) = µk

(
L∑

l=1

P l
k − Pmax

)
−

(
L∑

l=1

ψl
k(P

l
k,P

l,(n−1)
)−

τk
2
‖Pk −P

(n−1)

k ‖2

−π
L∑

l=1

(ξP l
k + Pc)−

Q∑

q=1

λq

L∑

l=1

P l
k

∑

l′∈Il
q,k

H l′

k,qV|l−l′|




Since problem (4.25) is a standard convex optimization problem. The optimal

solution for problem (4.25) is found by using the Karush-Kuhn-Tucker (KKT)

conditions [67] which are given by

µ⋆
k ≥ 0,

µ⋆
k

(
L∑

l=1

P l
k

⋆
− Pmax

)
= 0

∇Pk
L(P⋆

k, µ
⋆
k,P

(n−1)
) = 0

(4.35)

98
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In the KKT conditions, the condition ∇Pk
L(Pk, µk,P

(n−1)
) = 0 is equivalent to

αl
k −

1

ln 2

ζ lk
1 + P l

kζ
l
k

+ τk(P
l
k − P

l,(n−1)

k ) = 0

τkζ
l
k

(
P l
k

)2
+
(
αl
kζ

l
k + τk − τkζ

l
kP

l,(n−1)

k

)
P l
k +

(
αl
k −

ζ lk
ln 2
− τkP

l,(n−1)

k

)
= 0

(4.36)

where

αl
k =

Q∑

q=1

λq
∑

l′∈Il
q,k

H l′

k,qV|l−l′| + µk + ξπ +
1

ln 2

∑

j 6=k

̺lk,j

(
P

l,(n−1)
)

ζ lk =
Gl

k,u(k,l)
∑K

j 6=k P
l,(n−1)

j Gl
j,u(k,l) +N

l

k

(4.37)

The second equation in (4.36) is a quadratic equation. Therefore, the optimal

solution can be obtained by resorting to the determinant method and is given by

P l
k =


max



−blk +

√(
blk
)2
− 4τkζ lk

(
αl
k −

ζlk
ln 2
− τkP

l

k[n− 1]
)

2τkζ lk
,

−blk −

√(
blk
)2
− 4τkζ lk

(
αl
k −

ζlk
ln 2
− τkP

l

k[n− 1]
)

2τkζ lk







+

with

blk =
(
αl
kζ

l
k + τk − τkζ

l
kP

l

k[n− 1]
)

(4.38)

Since the convex optimization problem (4.25) satisfies the Slater’s condition, we

know that the KKT conditions are necessary and sufficient condition for optimality.

This concludes our proof. �
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Proof of Proposition 4.3

Since the utility function Uk(Pk,P−k) is a fractional quasi-concave function, the

best response can be found by solving the following convex optimization problem

max
Pk∈Pk

L∑

l=1

(
B log2

(
1 +

P l
kG

l
k,u(k,l)

N0 + I lk,u(k,l)

)
− πξP l

k

)
− Pc,kπ (4.39)

The Lagrangian function associated to problem (4.39) can be written as

L
(
Pk, {ν

k
q }

Q
q=1, ηk

)
= ηk

(
L∑

l=1

P l
k − Pmax

)
+

Q∑

q=1

νkq




L∑

l=1

P l
k

∑

l′∈Il
q,k

H l′

k,qV|l−l′| − I
k,max
q




−
L∑

l=1

(
B log2

(
1 +

P l
kG

l
k,u(k,l)

N0 + I lk,u(k,l)

)
− πξP l

k

)
+ πPc

The corresponding KKT conditions are given by

η⋆k ≥ 0

νk
⋆

q ≥ 0

η⋆k

(
L∑

l=1

P l
k

⋆
− Pmax

)
= 0

νkq
⋆




L∑

l=1

P l
k

⋆
∑

l′∈Il
q,k

H l′

k,qV|l−l′| − I
k,max
q


 = 0

ηk +
Q∑

q=1

νkq
∑

l′∈Il
q,k

H l′

k,qV|l−l′| + ξπ −
ln 2

Gl
k,u(k,l)

N0+Il
k,u(k,l)

1 +
P l
kG

l
k,u(k,l)

N0+Il
k,u(k,l)

= 0

(4.40)

By using the last equation of the KKT conditions, it is straightforward to show

that

P l
k=




1
ln 2

π + ηk +
∑Q

q=1 ν
k
q

∑
l′∈Il

q,k
H l′

k,qV|l−l′|

−
N0 + I lk,u(k,l)

Gl
k,u(k,l)



+

This concludes the proof. �
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Proof of Proposition 4.4

According to [99, Theorem 4], the NPAG converges to a unique NE, i.e., Φ (P) is

a contraction mapping if

∥∥∥∥
∂Ik
∂P−k

∥∥∥∥ sup
Ik∈(R+)L

∥∥∥∥
∂Φk (P−k)

∂Ik

∥∥∥∥ < 1 (4.41)

where Ik ,

(
I1k,u(k,1), · · · , I

L
k,u(k,L)

)⊤
whereas supIk

denotes the supremum on all

feasible Ik. By extending [99, equation (19)] to asynchronous CR networks, we

have
∥∥∥∥
∂Ik
∂P−k

∥∥∥∥ =

√√√√√
K∑

j=1,j 6=k

L∑

l=1

∑

l′∈Il
k,j

(
Gl′

j,k(u,l′)V|l−l′|

)2
(4.42)

To compute
∥∥∥∂Φk(P−k)

∂Ik

∥∥∥, we need ∂Φk(P−k)

∂Ik
which is explicitly given by

∂Φk (P−k)

∂Ik
=




∂Φ1
k(P−k)

∂I1
k,u(k,1)

· · ·
∂ΦL

k (P−k)

∂I1
k,u(k,1)

...
. . .

...
∂Φ1

k(P−k)

∂IL
k,u(k,L)

· · ·
∂ΦL

k (P−k)

∂IL
k,u(k,L)




Note that best response for player k , P l
k = Φl

k(P−k), on subcarrier l can be

rewritten as

P l
k =





1

ςk(π,ηk,{νkq }Qq=1)
− 1

ϑl
k
, if ϑl

k > ςk
(
π, ηk, {ν

k
q }

Q
q=1

)

0, otherwise

(4.43)

where,

ϑl
k ,

Gl
k,u(k,l)

N0 + I lk,u(k,l)

ςk
(
π, ηk, {ν

k
q }

Q
q=1

)
, ln 2


π + ηk +

Q∑

q=1

νkq
∑

l′∈Il
q,k

H l′

k,qV|l−l′|




(4.44)
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Hence,

∂P l
k

∂I lk,u(k,l)
= −1{ϑl

k>ςk(π,ηk,{νkq }Qq=1)}

×

(
(ϑl

k)
2

Gl
k,u(k,l)

∂
(
1/ςk

(
π, ηk, {ν

k
q }

Q
q=1

))

∂ϑl
k

+
1

Gl
k,u(k,l)

)
(4.45)

where 1{·} denotes the indicator function. For l̄ 6= l, we have

∂P l
k

∂I l̄
k,u(k,l̄)

= −1{ϑl
k>ςk(π,ηk,{νkq }Qq=1)}

×

(
(ϑl̄

k)
2

Gl̄
k,u(k,l̄)

∂
(
1/ςk

(
π, ηk, {ν

k
q }

Q
q=1

))

∂ϑl̄
k

)
(4.46)

Hence,

∂P l
k

∂I l̄
k,u(k,l̄)

= −
1{ϑl

k>ςk(π,ηk,{νkq }Qq=1)}

Gl
k,u(k,l)

×

(
(ϑl̄

k)
2
∂
(
1/ςk

(
π, ηk, {ν

k
q }

Q
q=1

))

∂ϑl̄
k

+ 1{l=l̄}

) (4.47)

Consequently,

∥∥∥∥
∂Φk (P−k)

∂Ik

∥∥∥∥ =

√√√√
L∑

l=1

L∑

l̄=1

(
∂P l

k

∂I l̄
k,u(k,l̄)

)2

=




L∑

l=1

L∑

l̄=1

1{ϑl
k>ςk(π,ηk,{νkq }Qq=1)}(
Gl

k,u(k,l)

)2 ×

(
(ϑl̄

k)
2
∂
(
1/ςk

(
π, ηk, {ν

k
q }

Q
q=1

))

∂ϑl̄
k

+ 1{l=l̄}

)2



1
2

(4.48)

Let ϑk =
(
ϑ1
k, · · · , ϑ

L
k

)⊤
. Since there exist a one-to-one and onto mapping between

ϑl
k and I lk,u(k,l), ∀k, ∀l, then

sup
Ik∈(R+)L

∥∥∥∥
∂Φk (P−k)

∂Ik

∥∥∥∥ = sup
ϑk∈Ωk

∥∥∥∥
∂Φk (P−k)

∂Ik

∥∥∥∥ (4.49)

with

Ωk =
L∏

l=1

(
0,
Gl

k,u(k,l)

N0

]
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The proof is completed by combining (4.49) with (4.48) and (4.42). �



Chapter 5

Resource Allocation for Cognitive Radio

Networks with Statistical CSI

In the first part of this dissertation, we studied resource allocation for a cognitive

radio networks assuming perfect knowledge of channel state information (CSI).

For more practical scenario, the system may incur huge overhead communication

with perfect CSI assumption. In the second part of this dissertation, we address

resource allocation for a multi-carrier based cognitive radio network under the as-

sumption that only the downlink channel distribution information (CDI) of both

primary and secondary systems is known a priori to the secondary base station.

More specifically, we investigate the problem of secondary utility maximization

under primary and secondary user outage constraints and total power constraint.

To circumvent the inherent high computational complexity investigating the chal-

lenging non-convex joint power-subcarrier allocation problem, we propose to solve

the problem in two stages. Firstly, the subcarrier allocation is solved by means of

bisection search method. Secondly, we formulate a conservatively tractable con-

straints to the non-convex power control problem and propose a polynomial-time

solvable algorithm based on alternating optimization method to efficiently obtain

near-optimal solutions to the reformulated problem. Extensive simulation results

104
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are further provided to corroborate the validity of the theoretical findings and

demonstrate the efficiency of our proposed algorithms.

Introduction

Literature Review

The topic of resource allocation within OFDM-based CR networks has been consid-

erably investigated in the past decades. A great deal of efforts have been devoted

towards developing judicious resource allocation [125–128] leading to higher spec-

tral efficiency. More specifically, the authors in [126] proposed a joint subcarrier

and power allocation algorithm for cooperative multiuser OFDM cognitive radio.

In [127], Almalfouh et al., investigated both the downlink and uplink resource

allocation problem for OFDMA-based CR networks while in [128], the authors

studied the secondary achievable rate maximization problem under primary rate

loss constraint.

Moreover, judicious resource allocation to mitigate the influence of inter-carrier

interferences in asynchronous multi-carrier based CR was greatly investigated in

the literature [80, 82, 85]. In [80], the authors studied the downlink capacity

maximization under total power and primary interference constraints while inves-

tigating the joint downlink subcarrier-power allocation in [82]. In [85], Zhang et

al., studied the uplink rate maximization under total power constraint.

In all aforementioned works, it was assumed that perfect primary system channel

state information (CSI) is known to the SU base stations (BSs). For more practical

scenarios, the lack of cooperation between the PU and the SU system makes

it improbable for SU users to have perfect knowledge of the PU system CSI.

Resource allocation for OFDMA-based CR under primary channel uncertainty was

investigated in [129–132]. The authors in[129] studied the uplink weighted sum

rate optimization problem under PU chance constraint which implicitly captures

the PU system channel uncertainty inherent to the PU interference. A similar

problem was investigated in [130] where the authors expressed the PU interference

uncertainty using an ellipsoidal uncertainty region.
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Few works have considered channel distribution information (CDI) of the primary

system. In [131, 132] Gong et al., investigated the problem of single carrier ergodic

rate maximization under primary user outage constraint by assuming primary

system statistical CSI. However, the ergodic capacity which consists of the long-

term achievable rate averaging over the time-varying channels is less viable for

real-time application such as voice communication systems because it requires a

coding procedure over infinitely many channel realizations. The delay incurred for

the ergodic capacity cannot however be tolerated by real time application.

The prior research papers [129–132] have assumed perfect knowledge of instan-

taneous secondary CSI be known to the secondary BS. Consequently, secondary

mobile terminals (MTs) need to feed back the estimated CSI to the secondary BS.

This procedure requires a considerably huge amount of overhead and therefore

makes it less viable for more practical scenarios. On the contrary, a secondary

user CDI is likely to remain unchanged over a long period of time so that a lesser

amount of information needs to be fed back from the secondary MTs to the sec-

ondary BS. However, the MT may incur outage transmission under limited delay

constraints and due to channel fading. Outage happens whenever the achievable

rate is less than the transmission rate.

Contribution

In this work, we investigate the downlink secondary utility optimization problem

under primary and secondary users’ outage transmission constraints for both syn-

chronous and asynchronous cognitive radio networks. The key contributions of

this paper are as follows:

• We design an OFDM/FBMC based resource allocation paradigm that guar-

antees data outage requirement for both primary and secondary systems

within a cognitive radio network. To the best of our knowledge, there is

no existing work that attempts to address the problem of OFDMA/FBMC-

based cognitive radio resource allocation under both primary and secondary

statistical CSI assumptions.
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• We circumvent the prohibitively high computational complexity incurred ad-

dressing the joint subcarrier-power allocation problem by solving two sepa-

rable independent problems. More specifically, we propose a bisection search

method to the subcarrier allocation problem. We construct a tractable ap-

proximation to tackle the nonexistence closed form expression for the primary

and secondary outage probabilities that renders the power control optimiza-

tion problem intractable.

• We design a polynomial time solvable algorithm to find near-optimal solu-

tions to the reformulated tractable power control problem. More specifically,

motivated by the alternating optimization method [68], we propose an ap-

proach that sequentially solves a feasibility problem using bisection method.

The organization of this chapter

The remainder of this chapter is structured as follows. In Section 5.2, the system

model is presented. The synchronous problem formulation is given in Section 5.3

together with the proposed subcarrier allocation scheme. A conservative tractable

approximation for the downlink utility problem is also described in 5.3. Special

cases for the downlink power control problem are introduced in Section 5.4. In

Section 5.5, the proposed alternating-based algorithm is investigated. The asyn-

chronous problem formulation is solved in Section 5.6. In section 5.7, we provide

simulation results showing the efficiency of our proposed methods. And finally, we

conclude the paper in Section 5.8.

System Model

In this chapter, we consider a simple spectrum sharing network with one primary

and one secondary cell. The primary cell consists of one base station and one

mobile terminal. In the secondary cell, the secondary base station serves K1.

Let θlk be the subcarrier allocation indicator. Therefore, a feasible subcarrier

allocation matrix Θ = {θlk}
K,L
k,l=1 for the secondary base station should belong to

1The notation in this chapter is different from the notations used in previous chapters
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the set

Θ ,

{
Θk :

{
∑K

k=1 θ
l
k ≤ 1, θlk ∈ {0, 1}, ∀l

}}
(5.1)

We denote Ωk with
∑K

k=1 |Ωk| = L, ∩Kk=1Ωk = ∅, the set of subcarrier allocated

to the kth secondary mobile terminal.

We suppose that the primary links statistical information is available at the sec-

ondary BS. This information can be made available to the secondary system via a

band controller [90]. We further assume that the secondary BS can acquire only

the statistical distribution of the channel link to its serving MTs. We consider

a frequency selective slow fading channel model and assume single user detection

at each MT. Under this setting, we consider two types of transmission within the

cognitive radio network.

Synchronous cognitive radio

We begin by introducing the setting where primary and secondary system are per-

fectly synchronized. However, given only the knowledge of CDI, the data trans-

mission would suffer from outage. For any transmission rate Rp > 0, the outage

probability of the PU channel is written as

Pr

{
L∑

l=1

log2

(
1 +

P l
p|h

l
p,p|

2

N0 + P l
s|h

l
s,p|

2

)
< Rp

}
(5.2)

where P l
s is the power that the secondary BS adaptively allocates to the lth sub-

carrier and N0 corresponds to the noise power on each subcarrier. hli,j denotes

the channel from BS i to mobile terminal j on subcarrier l. It is assumed that

hli,j ∼ CN (0, gli,j), where g
l
i,j > 0 represents the lth subcarrier channel variance

and is known to the secondary BS.

Within the secondary system, the instantaneous signal to interference plus noise

ratio SINR of user k ∈ {1, . . . ,K} which was assigned the lth subcarrier is given

by

Γl
s,k =

P l
s|h

l
s,k|

2

N0 + P l
p|h

l
p,k|

2
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Similarly to the primary system, the secondary system is prone to outage. For any

transmission rate Rk > 0, the outage event
∑
l∈Ωk

log2
(
1 + Γl

s,k

)
< Rk occurs with a

nonzero probability.

Asynchronous cognitive radio

The asynchronous counterpart of (5.2) is written as

ǫp = Pr

{
L∑

l=1

log2

(
1 +

P l
p|h

l
p,p|

2

N0 +
∑L

l′=1 P
l′
s V|l−l′||hl

′

s,p|
2

)
< Rp

}

and the secondary outage event is expressed as

∑

l∈Ωk

log2

(
1 +

P l
s|h

l
s,k|

2

N0 +
∑L

l′=1 P
l′
p V|l−l′||hl

′

p,k|
2

)
< Rk

where V is the interference weight defined Table 2.1. Before we proceed to explic-

itly state the problem formulation, let us define the following variables

Ps =
(
P 1
s , · · · , P

L
s

)⊤
, R = (R1, · · · , RK)

⊤ ,

where Ps denotes the power vector allocation of the secondary BS. R represents

the secondary transmit rate vector.

Synchronous problem statement

Given an outage probability threshold ǫk ∈ (0, 1) for all secondary mobile terminal

k, ǫp ∈ (0, 1) for the primary system and a power constraint Pmax, our purpose

is to optimize the secondary BS resource allocation such that the predefined sec-

ondary system utility function U (R1, · · · , RK) is maximized while satisfying the

probability of outage of both primary and secondary system. The synchronous
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downlink outage constrained utility maximization problem is expressed as

max
Ps≥0,R≥0
Θk∈Θ, ∀k

U (R1, · · · , RK)

s.t. Pr

{
L∑

l=1

θlk log2
(
1 + Γl

s,k

)
< Rk

}
≤ ǫk, k = 1, · · · ,K

Pr

{
L∑

l=1

log2

(
1 +

P l
p|h

l
p,p|

2

N0 + P l
s|h

l
s,p|

2

)
< Rp

}
≤ ǫp

L∑

l=1

P l
s ≤ Pmax

(5.3)

Recall that the utility function was defined in Subsection 2.3.4

Uβ̂(R1, R2, ..., RK) =





∑K
k=1

α̂kR
1−β̂
k

(1−β̂)
, β̂ ≥ 0, β̂ 6= 1

∑K
k=1 α̂k lnRk, β̂ = 1

There are two interesting points to make here. Firstly, for any value of β̂, it

can easily verify that the utility function Uβ̂(R1, R2, ..., RK) is jointly concave in

Rk, ∀k. Secondly, the utility function is an additively separable function.

Problem (5.3) is a combinatorial problem and therefore computationally intractable

optimization problem. In order to circumvent the computational complexity bur-

den, we adopt a sub-optimal strategy that consists of solving problem (5.3) in two

stages. In the first stage, the subcarrier allocation problem is investigated followed

by the power control problem in the second stage.

Subcarrier Allocation Scheme

In this subsection, we address the subcarrier allocation problem. Given a uniform

power allocation P l
s =

Pmax

L
, ∀l and a transmitted target rate rl for each subcarrier
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l, the per-subcarrier outage probability is written as

Pr

{
log2

(
1 +

P l
s|h

l
s,k|

2

N0 + P l
p|h

l
p,k|

2

)
< rl

}
= Pr

{
log2

(
1 +

Pmax

L
|hls,k|

2

N0 +
Pmax

L
|hlp,k|

2

)
< rl

}

= 1− e
−

N0(2
rl−1)

gl
s,k

Pmax
L

(
gls,k

Pmax

L

gls,k
Pmax

L
+ glp,k

Pmax

L
(2rl − 1)

)

(5.4)

The secondary BS allocates the lth subcarrier to the mobile terminal that maxi-

mizes the rate rl subject to the outage probability given in (5.4).

arg
k=1,··· ,K

max
rl≥0

rl

s.t. 1− e
−

N0(2
rl−1)

gl
s,k

Pmax
L

(
gls,k

Pmax

L

gls,k
Pmax

L
+ glp,k

Pmax

L
(2rl − 1)

)
≤ ǫ

(5.5)

The solution to problem (5.5) can be found by using bisection method [67] solving

N0(2
rl − 1)

gls,k
Pmax

L

+ log

(
1 +

glp,k
Pmax

L
(2rl − 1)

gls,k
Pmax

L

)
+ log(1− ǫ) = 0 (5.6)

Once the subcarrier allocation is known, it remains fixed and the power control

allocation can be studied.

Power Control Scheme

Provided that subcarrier allocation is known, problem (5.3) becomes

max
Ps≥0,R≥0

U (R1, · · · , RK)

s.t. Pr

{
∑

l∈Ωk

log2
(
1 + Γl

s,k

)
< Rk

}
≤ ǫk, k = 1, · · · ,K

Pr

{
L∑

l=1

log2

(
1 +

P l
p|h

l
p,p|

2

N0 + P l
s|h

l
s,p|

2

)
< Rp

}
≤ ǫp

L∑

l=1

P l
s ≤ Pmax

(5.7)

To the best of our knowledge, there is no closed-form expression for the primary

and secondary outage probability expression in the outage constraints. Problem
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(5.7) is intractable and difficult to handle directly. The optimal transmission

strategy for the OFDMA-based outage constrained problem is unknown thus far,

perhaps because of this reason. Consequently, solving problem (5.7) requires some

careful and tractable approximations. The outage probabilities are tractably ap-

proximated in the following lemma.

Lemma 5.1. The primary and secondary outage transmission probability can be

upper bounded respectively by

Pr

{
L∑

l=1

log2

(
1 +

P l
p|h

l
p,p|

2

N0 + P l
s|h

l
s,p|

2

)
< Rp

}
≤ 1−

L∏

l=1

(
e
−

N0ᾱ

glp,pP
l
p

(
glp,pP

l
p

glp,pP
l
p + gls,pP

l
sᾱ

))

where ᾱ = 2Rp/L − 1, and ∀ k = 1, · · · ,K,

Pr

{
∑

l∈Ωk

log2
(
1 + Γl

s,k

)
< Rk

}
≤ 1−

∏

l∈Ωk

(
e
−

N0(2
Rk/|Ωk|−1)

gl
s,k

P l
s

gls,kP
l
s

gls,kP
l
s + glp,kP

l
p(2

Rk/|Ωk| − 1)

)

Proof: See Appendix 5.A. �

We now investigate the accuracy of the proposed approximation by comparing the

proposed bound with the exact empirical outage probability, using Monte-Carlo

simulations. In fact, the empirical probability is obtained by generating 5000

channel realizations for 5000 Monte-Carlo trials. Simulations are done for L = 8

and under the assumption of equal power allocation on each subcarrier.
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Figure 5.1: Comparison between exact probability and the proposed bound for L = 8.

From Figure 5.1, it can be observed that the bounds are tight at low and high

transmit rate and may be loose at intermediate spectral efficiency value. From

these observations, it can be inferred that for applications that need low spectral

efficiency, the proposed bound is very suitable since it behaves almost similarly as

the exact outage probability.

Using Lemma 5.1, the optimization problem (5.7) can be approximated as
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max
Ps≥0,R≥0

U (R1, · · · , RK)

s.t. 1−
∏

l∈Ωk

(
e
−

N0(2
Rk/|Ωk|−1)

gl
s,k

P l
s

(
gls,kP

l
s

gls,kP
l
s + glp,kP

l
p(2

Rk/|Ωk| − 1)

))
≤ ǫk, ∀k

1−
L∏

l=1

(
e
−

N0ᾱ

glp,pP
l
p

(
glp,pP

l
p

glp,pP
l
p + gls,pP

l
sᾱ

))
≤ ǫ0

L∑

l=1

P l
s ≤ Pmax

(5.8)

Notice that the optimization problem (5.8) is a conservative approximation of

problem (5.7). More specifically, any feasible point of problem (5.8) is also feasible

for the optimization problem (5.7). Since problem (5.7) cannot be solved because

of the non-existence closed-form expression for the outages, the ultimate goal of

our paper is to solve the tractable approximation given in (5.8).

One possible approach to find an optimal solution to problem (5.8) is to use exhaus-

tive search method. For each subcarrier, the total power constraint is discretized

into N levels constituting a power grid and the primary outage constraint is veri-

fied for each possible point. The optimal achievable rate for each secondary user

is therefore calculated by using bisection method to solve each secondary outage

constraint. The complexity of the exhaustive search method is NL ·
⌈
log2(R̆ · δ

−1)
⌉
,

where R̆ is an upper bound to the secondary rate and δ > 0 is an accuracy to

the bisection method. The complexity of this approach increases exponentially

with L which makes it more viable only for small L. For a simple search where

L = 3 and N = 20, this method requires 203 ·
⌈
log2(R̆ · δ

−1)
⌉
iterations. For more

practical scenario, i.e., networks with large number of subcarriers, the exhaustive

search approach will be computationally prohibitive. The need for polynomial

time solvable efficient algorithm to problem (5.8) is of great importance.
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The optimization problem (5.8) is equivalent to 2

max
Ps≥0,R≥0

U (R1, · · · , RK)

s.t.
∑

l∈Ωk

N0(2
Rk/|Ωk| − 1)

gls,kP
l
s

+
∑

l∈Ωk

log

(
1 +

glp,kP
l
p(2

Rk/|Ωk| − 1)

gls,kP
l
s

)
≤ ρk, ∀k

L∑

l=1

N0ᾱ

glp,pP
l
p

+
L∑

l=1

log

(
1 +

gls,pP
l
sᾱ

glp,pP
l
p

)
≤ ρ̄p

L∑

l=1

P l
s ≤ Pmax

(5.9)

where ρ̄p = − log (1− ǫp) and ρk = − log(1−ǫk). Now, we proceed to take a closer

look at its structure to gain some insights into the optimal solution. Consequently,

we state the following lemma.

Lemma 5.2. Suppose that the utility function U (R1, · · · , RK) is strictly increasing

with respect to Rk, for k = 1 · · · ,K, all secondary user outage constraints in the

optimization problem (5.9) will be active when optimality is reached.

Proof: See Appendix 5.B. �

Lemma 5.2 will play an important role in the subsequent sections. For instance, if

the power allocation is known then the transmit rate can be calculated by means

of bisection method. Before we proceed to solve problem (5.9), let us investigate

some special cases.

Special Cases

In this section, we turn our attention to problem (5.9) in the case where a single

secondary MT is served by the secondary BS. More specifically, we investigate

problem (5.9) with one secondary MT for single carrier and multi-carrier scenario,

respectively.

2In this work, the equivalence between both problems means that a global solution to problem (5.9)
can be found by a global solution to (5.8) and vice versa.
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Single carrier scenario

When the primary and secondary systems are sharing only one subcarrier, problem

(5.9) is recast as

max
Ps≥0,R1≥0

R1

s.t. f(R1, Ps) =
N0(2

R1 − 1)

gs,1Ps

+ log

(
1 +

gp,1Pp(2
R1 − 1)

gs,1Ps

)
− ρ1 ≤ 0

N0ᾱ

gp,pPp

+ log

(
1 +

gs,pPsᾱ

gp,pPp

)
≤ ρ̄p

Ps ≤ Pmax

(5.10)

The function f(R1, Ps) is an increasing function of R1 and we know, based on

Lemma 5.2, f(R⋆
1, P

⋆
s ) = 0 where R⋆

1, P
⋆
s are the optimal solution of problem (5.10).

The solution to the optimization problem (5.10) can be therefore computed using

the following proposition.

Proposition 5.1. The optimal power control solution of problem (5.10) is given

by

P ⋆
s =

(
min

{
gp,pPp

gs,pᾱ

(
e
ρ̄p−

N0ᾱ
gp,pPp − 1

)
, Pmax

})+

(5.11)

R⋆
1 is found by using bisection search to solve f(R⋆

1, P
⋆
s ) = 0.

The optimal power allocation is restricted either by the power constraint or the

secondary outage constraint. The bisection method to find R⋆
1 is summarized in

Algorithm 11

Remark 5.1. Observe that for the single carrier case, the optimal solution set

for the original problem (5.3) coincides with the the optimal solution set for the

conservative approximation (5.8).
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Algorithm 11 Bisection method for solving problem (5.10)

1. Initialize Rlow = 0 and Rup = log2

(
1 + ρ1

gs,1Pmax

N0

)
;

2. Repeat

(a) Compute R = (Rlow +Rup)/2;

(b) Find f(R);

(c) if f(R) ≤ 0 set Rlow = R, otherwise set Rup = R;

3. Stop when |Rlow −Rup| ≤ δ1.

Where δ1 > 0 is a given solution accuracy

In fact, it requires
⌈
log2(Rup · δ

−1
1 )
⌉
iterations for the bisection method to converge

to δ1-optimality solution.

Single mobile terminal multi-carrier scenario

Now, we proceed to solve the optimization problem (5.8) when the secondary

BS is serving a single user within L subcarriers. The corresponding optimization

problem is written as

max
Ps≥0, R1≥0,

R1

s.t.
L∑

l=1

N0(2
R1/L − 1)

gls,1P
l
s

+
L∑

l=1

log

(
1 +

glp,1P
l
p(2

R1/L − 1)

gls,1P
l
s

)
≤ ρ1

L∑

l=1

N0ᾱ

glp,pP
l
p

+
L∑

l=1

log

(
1 +

gls,pP
l
sᾱ

glp,pP
l
p

)
≤ ρ̄p

L∑

l=1

P l
s ≤ Pmax

(5.12)

To get some insights into the optimal solution of the non-convex optimization prob-

lem (5.12), we focus on the corresponding feasibility problem. Given a transmit
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rate value R1 ≥ 0, the feasibility problem is written as follows

max
Ps≥0

0

s.t.
L∑

l=1

N0(2
R1/L − 1)

gls,1P
l
s

+
L∑

l=1

log

(
1 +

glp,1P
l
p(2

R1/L − 1)

gls,1P
l
s

)
≤ ρ1

L∑

l=1

N0ᾱ

glp,pP
l
p

+
L∑

l=1

log

(
1 +

gls,pP
l
sᾱ

glp,pP
l
p

)
≤ ρ̄p

L∑

l=1

P l
s ≤ Pmax

(5.13)

The optimization problem given in (5.12) and the corresponding feasibility problem

(5.13) are closely related. This relevance is stated in the following lemma.

Lemma 5.3. For the feasibility optimization problem stated in (5.13) to be feasible,

it is necessary and sufficient that R1 ≤ R⋆
1, where R

⋆
1 is the optimal solution for

problem (5.12).

Proof: See Appendix 5.C �

Lemma 5.3 can be utilized as the basis idea that permits us to construct an algo-

rithm to solve problem (5.12) using bisection method, by sequentially solving a con-

vex feasibility problem as pointed out in [67, Section 4.2.5]. The feasibility prob-

lem (5.13) is however non-convex. Let yls = log(P l
s), ∀l and let γ̃1 , (2R1/L − 1),

problem (5.13) is equivalent to

min
yls∈R,∀l, x∈R

x

s.t.
L∑

l=1

N0γ̃1
gls,1e

yls
+

L∑

l=1

log

(
1 +

glp,1P
l
pγ̃1

gls,1e
yls

)
− ρ1 ≤ x

L∑

l=1

N0ᾱ

glp,pP
l
p

+
L∑

l=1

log

(
1 +

gls,pe
ylsᾱ

glp,pP
l
p

)
≤ ρ̄p

L∑

l=1

ey
l
s ≤ Pmax

(5.14)

Lemma 5.4. Problem (5.14) is a convex optimization problem.

Proof: See Appendix 5.D. �
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Proposition 5.2. The optimal objective function value of problem (5.14) is given

by

x⋆ =
L∑

l=1

N0γ̃1

gls,1e
yl⋆s

+
L∑

l=1

log

(
1 +

glp,1P
l
pγ̃1

gls,1e
yl⋆s

)
− ρ1 (5.15)

where yl
⋆

s l, ∀l are optimal power allocation solution for problem (5.14) which can

be computed by solving

λ
gls,pe

yls ᾱ

glp,pP
l
p

1 +
gls,pe

yls ᾱ

glp,pP
l
p

+ µey
l
s −



N0γ̃1e

−yls

gls,1
+

glp,1P
l
pγ̃1e

−yls

gls,1

1 +
glp,1P

l
pγ̃1e

−yls

gls,1


 = 0 (5.16)

using the bisection method. In (5.16), λ, ν are Lagrangian multipliers correspond-

ing to the convex optimization problem (5.14).

Proof: See Appendix 5.E. �

The nonnegative dual variables λ, µ can be obtained by using subgradient method.

More importantly, at the nth and n′th iteration,

λ(n) =

[
λ(n−1) + β2

(
L∑

l=1

N0ᾱ

glp,pP
l
p

+
L∑

l=1

log

(
1 +

gls,pe
ylsᾱ

glp,pP
l
p

)
− ρ̄p

)]+

µ(n′) =

[
µ(n′−1) + β1

(
L∑

l=1

ey
l
s − Pmax

)]+ (5.17)

The proposed algorithm to solve problem (5.12) is summarized as follow.
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Algorithm 12 Bisection method for solving problem (5.12)

1. Initialization R and Ř = L · max
l=1,··· ,L

log2

(
1 +

ρ1gls,1Pmax

LN0

)
;

2. Repeat

(a) Compute R̃1 = (R+ Ř)/2;

(b) Repeat

i. Initialization : λ(0), n = 1;

ii. Repeat

A. Initialization : µ(0), n′ = 1;

B. Repeat

• Find yls, ∀l by bisection search;

• Update µ(n
′) using the subgradient update given in (5.17);

C. Stop when |µ(n
′) − µ(n

′−1)| ≤ ǫ1;

D. Update λ(n) by using (5.17);

iii. Stop when |λ(n) − λ(n−1)| ≤ ǫ2;

(c) Calculate x using (5.15);

(d) If problem (5.14) is feasible, i.e., if x ≤ 0 set R = R̃1, otherwise set Ř = R̃1;

3. Stop when Ř−R < δ3;

Where ǫ1 > 0, ǫ2 > 0, δ3 > 0 are solutions accuracy and β1, β2 small step size.

Since problem (5.14) is a convex problem, the dual variables µ(n′), λ(n) generated

by the subgradient approach are guaranteed to converge to the dual optimal µ⋆, λ⋆

respectively as n′, n → ∞ [70, 120]. The worst case complexity of algorithm 12

is Lκµκλ ·
⌈
log2(Řδ

−1
3 )
⌉
· O
(
log2(δ

−1
2 )
)
. More specifically, κµ and κλ denote the

number of iterations needed for µ and λ respectively to converge. O
(
log2(δ

−1
2 )
)

is the complexity to find each value of yls.

General Solution

In the section, we turn our attention to problem (5.9). It is straightforward to

see that secondary outage constraints in problem (5.9) are decoupled. Moreover,
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the objective function is a separable function. We can therefore use the idea of

alternating optimization method introduced in Subsection 2.7.2 to solve problem

(5.9). The idea is to solve problem (5.9) from one secondary user to another, i.e.,

in a round-robin fashion. More specifically, starting with feasible rate R̂1, · · · , R̂K

to problem (5.9). At the nth round, the following problem is solved for user k

R̂
(n)
k = arg max

Ps≥0,Rk≥0
U
(
R̂

(n)
1 , · · · , R̂

(n)
k−1, Rk, R̂

(n−1)
k−1 , · · · , R̂

(n−1)
K

)

s.t.
∑

l∈Ωk

N0(2
Rk/|Ωk| − 1)

gls,kP
l
s

+
∑

l∈Ωk

log

(
1 +

glp,kP
l
p(2

Rk/|Ωk| − 1)

gls,kP
l
s

)
≤ ρk

∑

l∈Ωj

N0(2
R̂
(n−1{j>k})
j /|Ωj | − 1)

gls,jP
l
s

+
∑

l∈Ωj

log


1 +

glp,jP
l
p(2

R̂
(n−1{j>k})
j /|Ωj | − 1)

gls,jP
l
s


 ≤ ρj , ∀j 6= k

L∑

l=1

N0ᾱ

glp,pP
l
p

+
L∑

l=1

log

(
1 +

gls,pP
l
sᾱ

glp,pP
l
p

)
≤ ρ̄p

L∑

l=1

P l
s ≤ Pmax

(5.18)

where 1{j>k} is the indicator function. There is one interesting point to make

here. When the problem is solved for the kth secondary user, the third constraint

indicates that the secondary BS needs to optimizate the kth user rate Rk while

assuring that the outage requirement of all other secondary user is not violated.

Problem (5.18) can be solved using the same approach developed in Section 5.4.2.

Given a rate Rk, let y
l
s = log(P l

s), ∀l and let γ̃k , (2R̂k/|Ωk| − 1), the corresponding

feasibility problem is formulated as

min
yls∈R,∀l, x∈R

x

s.t.
∑

l∈Ωk

N0γ̃k
gls,ke

yls
+
∑

l∈Ωk

log

(
1 +

glp,kP
l
pγ̃k

gls,ke
yls

)
− ρk ≤ x

∑

l∈Ωj

N0γ̃j
gls,je

yls
+
∑

l∈Ωj

log

(
1 +

glp,jP
l
pγ̃j

gls,je
yls

)
≤ ρj, ∀j 6= k

L∑

l=1

N0ᾱ

glp,pP
l
p

+
L∑

l=1

log

(
1 +

gls,pe
ylsᾱ

glp,pP
l
p

)
≤ ρ̄p

L∑

l=1

ey
l
s ≤ Pmax

(5.19)
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It can be proved that problem (5.19) is a convex optimization problem. Therefore,

the optimal solution for problem (5.19) can be obtained using the KKT conditions.

To do so, let us first write the Lagrangian associated with the problem (5.19).

L (y, ξ−k, x, λ, µ, ν) = x+ ν

(
∑

l∈Ωk

N0γ̃k
gls,ke

yls
+
∑

l∈Ωk

log

(
1 +

glp,kP
l
pγ̃k

gls,ke
yls

)
− ρk − x

)

+
∑

j 6=k

ξj


∑

l∈Ωj

N0γ̃j
gls,je

yls
+
∑

l∈Ωj

log

(
1 +

glp,jP
l
pγ̃j

gls,je
yls

)
− ρj




+ λ

(
L∑

l=1

N0ᾱ

glp,pP
l
p

+
L∑

l=1

log

(
1 +

gls,pe
ylsᾱ

glp,pP
l
p

)
− ρ̄p

)

+ µ

(
L∑

l=1

ey
l
s − Pmax

)

where y = (y1s , · · · , y
L
s )

⊤, ξ−k = (ξ1, · · · , ξk−1, ξk+1, · · · , ξK)
⊤. The KKT condi-

tions are given by

ξ−k ≥ 0, λ⋆ ≥ 0, µ⋆ ≥ 0, ν⋆ ≥ 0 (5.20a)

ν⋆

(
∑

l∈Ωk

N0γ̃k

gls,ke
yl

⋆
s
+
∑

l∈Ωk

log

(
1 +

glp,kP
l
pγ̃k

gls,ke
yl

⋆
s

)
− ρk − x

⋆

)
= 0 (5.20b)

∂L (y, x, λ, µ, ν)

∂x
= 1− ν⋆ = 0→ ν⋆ = 1 (5.20c)

∂L(y, x, λ, µ, ν)

∂yls
=

λ
gls,pe

yls ᾱ

glp,pP
l
p

1 +
gls,pe

yls ᾱ

glp,pP
l
p

+ µey
l
s − ν



N0γ̃ke

−yls

gls,k
+

glp,kP
l
pγ̃ke

−yls

gls,k

1 +
glp,kP

l
pγ̃ke

−yls

gls,k


 = 0, ∀l ∈ Ωk

(5.20d)

∂L(y, x, λ, µ, ν)

∂yls
=

λ
gls,pe

yls ᾱ

glp,pP
l
p

1 +
gls,pe

yls ᾱ

glp,pP
l
p

+ µey
l
s − ξj



N0γ̃je

−yls

gls,j
+

glp,jP
l
pγ̃je

−yls

gls,j

1 +
glp,jP

l
pγ̃je

−yls

gls,j


 = 0, ∀l ∈ Ωj 6=k

(5.20e)

the optimal value of ν⋆ is ν⋆ = 1 by (5.20c). By plugging ν⋆ in (5.20b), we find,

x⋆ =
∑

l∈Ωk

N0γ̃k

gls,ke
yl

⋆
s
+
∑

l∈Ωk

log

(
1 +

glp,kP
l
pγ̃k

gls,ke
yl

⋆
s

)
− ρk
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Moreover, it is straightforward to prove that the function ∂L(y,x,λ,µ,ν)
∂yls

in (5.20d) and

(5.20e) is an increasing function of yls. Therefore, we can use bisection method to

find yls, ∀l by solving ∂L(y,x,λ,µ,ν)
∂yls

= 0, ∀l. As before, the dual variables are updated

using subgradient method. More specifically, at the nth iteration, µ(n), λ(n) and

ξ
(n)
−k are given respectively by

µ(n) =

[
µ(n−1) + β1

(
L∑

l=1

ey
l
s − Pmax

)]+
(5.21a)

λ(n) =

[
λ(n−1) + β2

(
L∑

l=1

N0ᾱ

glp,pP
l
p

+

L∑

l=1

log

(
1 +

gls,pe
yl
s ᾱ

glp,pP
l
p

)
− ρ̄p

)]+
(5.21b)

ξ
(n)
j =


ξ(n−1)

j + β3


∑

l∈Ωj

N0γ̃j

gls,je
yl
s

+
∑

l∈Ωj

log

(
1 +

glp,jP
l
pγ̃j

gls,je
yl
s

)
− ρj





+

, ∀j 6= k (5.21c)

where β1 > 0, β2 > 0, β3 > 0 are small positive step size. The dual variables are

guaranteed to converge because problem (5.19) is a convex problem [70, 120].

The proposed alternating-based approach to efficiently solve problem (5.18) is

summarize in Algorithm 13.

Algorithm 13 Alternating-based algorithm for solving (5.9)

1. Initialization: R̂(0), n = 1, repeat;

2. For k = 1 to K

(a) Initialization: R and Ř, repeat;

• R̃1 = (R+ Ř)/2;

• Find x and ({yl
⋆

s }
L
l=1) by solving problem (5.19);

• Update R = R̃1 if problem (5.19) is feasible, i.e., x ≤ 0. Set otherwise

Ř = R̃1;

(b) Stop when Ř−R < δ3;

(c) Update R̂
(n)
k = Ř;

3. Until convergence of the alternating method.

Where δ3 > 0 is solution accuracy.

Let κ denote the number of iterations it takes for the alternating approach to con-

verge. The overall complexity order of the proposed alternating-based Algorithm
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13 is KLκκµκλκξ ·
⌈
log2(Řδ

−1
3 )
⌉
· O
(
log2(δ

−1
2 )
)
. In fact, to solve (5.19), it requires

κν , κλ, κξ number of rounds for the subgradient method to converge to µ⋆, λ⋆, ξ⋆−k

respectively. In addition,
⌈
log2(Řδ

−1
3 )
⌉
is the complexity of the bisection method

to compute each Rk while O
(
log2(δ

−1
2 )
)
is the complexity order to find each yls.

The convergence of Algorithm 13 is ensured by observing that the objective func-

tion is nondecreasing at each iteration and is implicitly upper bounded by the

outage constraints and the total power constraint. Moreover, it converges to a

stationary point of problem (5.9). This is stated in the following theorem.

Theorem 5.1. Suppose that the utility function U (R1, · · · , RK) is strictly in-

creasing and differentiable with respect to Rk for any k = 1, · · · ,K, the sequence

{U
(
R

(n)
1 , · · · , R(n)

K

)
}∞n=1 generated by Algorithm 13 converges. Moreover, any

limit point of the sequence {R̂(n),P
(n)
s } is a stationary point of problem (5.9).

Proof: The proof of Theorem 5.1 follows directly from [68]. �

Asynchronous Networks

In this section, the secondary system downlink utility maximization problem for

a network that experiences asynchronous transmission between primary and sec-

ondary system is presented. We are able to show that the downlink utility opti-

mization problem can be solved using our proposed alternating-based algorithm

although the outage expression structure in the case of asynchronous transmission

is different from its synchronous counterpart.

In this section, we mainly focus on the power control problem for the downlink

asynchronous utility optimization. Subcarrier can be assigned in a similar manner

as (5.6) by incorporating in equation (5.4) the interference weight vector. The

asynchronous subcarrier allocation solution can be computed by solving the fol-

lowing optimization problem using bisection search method.

arg
k=1,··· ,K

max
rl≥0

rl

s.t. 1− e
−

N0(2
r̄l−1)

gl
s,k

Pmax
L

∏

l′∈Ll

(
gls,k

gls,k + gl
′

p,kV|l−l′|(2r̄l − 1)

)
≤ ǫ

(5.22)
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where Ll represents the set of subcarrier that interferes with the lth subcarrier.

The power control of the outage constrained utility maximization problem becomes

even more difficult to handle in the presence of inter-carrier interferences. As pre-

viously done, we provide a tractable approximation to the primary and secondary

system outage probability expression. This is done via the following lemma.

Lemma 5.5. The asynchronous outage probability of the primary and secondary

can be upper bounded by
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where Ij,i denotes the set of subcarriers allocated to j that suffers interferences

generated by the ith subcarrier.

Proof: See Appendix 5.F. �

The asynchronous downlink optimization problem can be conservatively approxi-

mated as

max
PS≥0,R≥0

U (R1, · · · , RK)
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(5.24)
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Problem (5.24) is solved using the idea of alternating optimization method. More

importantly, at the n-th round, the following optimization problem is solved for

the k-th secondary user.
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k = arg max
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Problem (5.25) can be solved by means of bisection approach over the rate by

solving a feasibility problem at each iteration. The feasibility problem is written

as

min
y∈R, x∈R

x

s.t.
∑

l∈Ωk

N0γ̃k
gls,ke

yls
+

L∑

l′=1

log


1 +

∑

l∈Ik,l′

gl
′

p,kP
l′

p V|l−l′|γ̃j

gls,ke
yls


 ≤ ρk

∑

l∈Ωj

N0γ̃j
gls,je

yls
+

L∑

l′=1

log


1 +

∑

l∈Ij,l′

gl
′

p,jP
l′

p V|l−l′|γ̃j

gls,je
yls


 ≤ ρj, ∀j 6= k

L∑

l′=1

N0ᾱ
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(5.26)

Problem (5.26) is a convex optimization problem and can be efficiently solved by

utilizing interior-point method based solvers such as CVX [133]. The alternating-

based algorithm to find solutions to problem (5.24) is summarized in Algorithm

14.
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Algorithm 14 Alternating-based algorithm for solving (5.24)

1. Initialization: R̂(0), n = 1, repeat;

2. For k = 1 to K

(a) Initialization: R and Ř, repeat;

• R̃1 = (R+ Ř)/2;

• Find x and ({yl
⋆

s }
L
l=1) by solving problem (5.26);

• Update R = R̃1 if problem (5.26) is feasible, i.e., x ≤ 0. Set otherwise

Ř = R̃1;

(b) Stop when Ř−R < δ3;

(c) Update R̂
(n)
k = Ř;

3. Until convergence of the alternating method.

Where δ3 > 0 is solution accuracy.

The complexity of the interior-point method for solving problem (5.26) isO
(
(L+ 1) log(ǫ−1

4 )
)

[67], where ǫ4 is a solution accuracy. Therefore, the worst-case complexity order

of the proposed Algorithm 14 is KLκ ·
⌈
log2(Řδ

−1
3 )
⌉
· O
(
(L+ 1) log(ǫ−1

4 )
)
where κ

is the number of rounds it requires for the alternating method to converge while
⌈
log2(Řδ

−1
3 )
⌉
is the complexity of the bisection search to find each value of Rk.

Similarly to the synchronous counterpart, the proposed alternating-based Algo-

rithm 14 is guaranteed to converge.

Numerical results

In this section, we provide extensive simulation examples to illustrate the perfor-

mance and the convergence properties of our proposed Algorithm 13 and Algorithm

14. All of our simulations were conducted using Monte Carlo simulations.

Our scenario consists of one base station and 4 mobile terminals within the sec-

ondary system. The distance between both BSs is randomly chosen between 0.1

and 0.5 km. Each MT is randomly located within a circle of radius 0.5 km centered

at its serving BS. The secondary transmitted target rate per subcarrier is r̄l = 15

kBit/s while the primary system transmitted target rate is Rp = L × 15 kBit/s.
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The PU power is P l
p = Pmax

L
, ∀l and its maximum tolerable outage probability

requirement is fixed to ǫp = 0.1. The stopping condition for Algorithm 13 and 14

is either

∣∣∣U
(
R̂1[n], · · · , R̂K[n]

)
− U

(
R̂1[n− 1], · · · , R̂K[n− 1]

)∣∣∣ < 10−3
∣∣∣U
(
R̂1[n− 1], · · · , R̂K[n− 1]

)∣∣∣

or n = 50 iterations.

Example 5.1. :

We start by examining the performance of our proposed alternating-based Algo-

rithm 13 by comparing it with the exhaustive search. We want to assure that

our proposed algorithm is viable and check its ability to reach the global optimal

points. The performance comparison between our proposed Algorithm 13 and the

exhaustive search method is given in terms of average sum rate versus secondary

outage requirements for a fixed Pmax. The comparison is also done in terms of

average sum rate versus Pmax for two different secondary outage requirements

ǫk = (0.05, 0.1). The comparison is given in Figure 5.1 and Figure ??.
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Figure 5.1: Performance of our proposed Algorithm 13 in terms of sum rate versus
secondary outage requirements

These figures demonstrate that our proposed Algorithm 13 achieves almost the

same average sum rate as the exhaustive search approach with a relatively small

gap. In fact, the gain between the performance of the exhaustive search method

and our proposed Algorithm 13 is less than 2.3%. This clearly indicates that the

proposed approach achieves near optimal solution for the power control outage

constrained utility optimization problem (5.8).

Example 5.2. :

To further demonstrate the performance efficiency of our proposed Algorithm 13,

we evaluate the performance for the case of L = 16. Under such assumption,

the exhaustive search approach is too complex to be implemented. We therefore

compare with the heuristic adaptive power allocation scheme since, to the best of

our knowledge, there is no existing methods for comparison. In Figure 5.3, we also

provide simulations results for the perfect CSI studied in [128].
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Figure 5.3: Performance comparison of the proposed Algorithm 13 with uniform
power allocation and perfect CSI case for L = 16.

As expected, there is a significant gap between the performance of the network

with perfect CSI and statistical CSI. From Figure 5.3, we see that our proposed

Algorithm 13 outperforms the heuristic uniform power allocation scheme.

Figure 5.4 demonstrates the simulation results for the weighted harmonic mean

rate versus power constraint Pmax. The user priority is chosen to be (α̂1, α̂2, α̂3, α̂4) =

(1
2
, 1
8
, 1
8
, 1
4
). It can be observed that the proposed algorithm yields higher harmonic

mean rate comparing to the adaptive power allocation method. We observe also

that Figure 5.1 displays a slow growth for Pmax higher than 40 dBm. One ex-

planation for this phenomena is that the user fairness plays a crucial role in the

performance of the harmonic mean rate and therefore prevents it to grow at high

power constraint.

Example 5.3.

In this example, we examine the performance of our proposed Algorithm 14. As a

benchmark for our simulation results, we consider the performance of Algorithm



Chapter 5. Resource Allocation with Statistical CSI 131

20 25 30 35 40 45
0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

Power Constraint (dBm)

A
v
e
ra

g
e
 S

u
m

 R
a
te

(b
it
s
/s

/H
z
)

 

 

Proposed Algorithm 13 ε
k
=0.1

Adaptive Uniform Power Allocation  ε
k
=0.1

Proposed Algorithm 13 ε
k
=0.05

Adaptive Uniform Power Allocation  ε
k
=0.05

Figure 5.4: Performance of proposed sequential Algorithm 13 for L = 16.

13, i.e., the perfect synchronization case. We evaluate the effectiveness of our

proposed sequential Algorithm 14 for both OFDM and FBMC. It can also be ob-

served that, there exists a gain of 109% to 147% between the sum rate achieved by

Algorithm 13 and sum rate achieved by Algorithm 14, confirming the degradation

of the quality of service of the secondary users in the case where the network in-

curs asynchronous transmission. This is due to the loss of orthogonality between

subcarriers and, as demonstrated in [12], to interferences that spread over adjacent

subcarriers.

Figure 5.5 depicts the sum rate versus total power constraint Pmax achieved by the

proposed sequential Algorithm 14. From Figure 5.5, we can observe that there is

a gain of 21% to 29% between the sum rate achieved using FBMC and the sum

rate achieved by utilizing OFDM.

Figure 5.6 demonstrates the simulation results in terms of weighted geometric

mean rate versus secondary outage requirement, with user priority, i.e., (α̂1, α̂2, α̂3, α̂4) =
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Figure 5.5: Performance of proposed sequential Algorithm 14 for L = 16.

(1
4
, 1
4
, 1
4
, 1
4
). As in the case of sum rate, the weighted geometric mean rate achieved

by the proposed algorithm is higher when FBMC is used than OFDM and there

is a gain of 12% to 16% between both performances. Figure 5.5 and Figure 5.6

corroborate the claim that for asynchronous networks FBMC is better suited than

OFDM.

Conclusion

In this chapter, we discussed a multi-carrier based outage constrained utility maxi-

mization problem for synchronous and asynchronous cognitive radio networks. We

proposed a new subcarrier allocation that takes into consideration the statistical

CSI assumption. Moreover, we proposed a conservative tractable approximation

to the non-convex outage constraints. We proposed a polynomial time solvable se-

quential algorithm based on the idea of alternating optimization. Our simulation
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Figure 5.6: Performance of proposed sequential Algorithm 14 for different values of
Pmax.

results indicated that our proposed alternating-based algorithm can yield near-

optimal solutions for L = 2 and L = 4 and significantly outperforms the heuristic

adaptive uniform power allocation. The simulation analysis further demonstrated

that, in the case of asynchronous network, the network achieves higher utility

function when the multi-carrier modulation technique utilized is FBMC instead of

OFDM.



Appendix

Proof of Lemma 5.1

To begin with the proof, we rewrite the PU outage probability

Pr

{
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l=1

log2
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2

N0 + P l
s|h
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}
= Pr
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}
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Pr
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glp,pP
l
p

(
glp,pP

l
p
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(5.27)

where z̄lp =
P l
p|h

l
p,p|

2

N0+P l
s|h

l
s,p|

2 . By using a similar argument, an upper bound to the

secondary outage probability can also be computed. This concludes the proof. �

Proof of Lemma 5.2

Let R⋆,P⋆
s be the optimal solution for problem (5.9) and assume that at least one

of the secondary user outage constraint is not active.Without loss of generality, we

134
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assume that the outage constraint of the first secondary user is not active. Hence,

f(R⋆
1, {P

l⋆

s }l∈Ω1) =
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)
−ρ1 ≤ 0

Now, we proceed to demonstrate that the function f(R⋆
1, {P

l⋆

s }l∈Ω1) is an increasing

function of R⋆
1. To do so, let us investigate the first derivative of f(R⋆

1, {P
l⋆

s }l∈Ω1)

with respect to R⋆
1.
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The derivative
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l⋆
s }l∈Ω1

)

∂R⋆
1

is greater than zero, we therefore say that f(R⋆
1, {P

l⋆

s }l∈Ω1)

is an increasing function of R⋆
1. Thus, we can find a new set of optimal solution

denoted by {R̂⋆
1, · · · , R

⋆
K,P

⋆
s} satisfying all constraints of the optimization problem

(5.9) such that f(R̂⋆
1, {P

l⋆

s }l∈Ω1) = 0. Since f(x, {P l⋆

s }l∈Ω1) is an increasing func-

tion of x, it yields R̂⋆
1 > R⋆

1 which implies that U
(
R̂⋆

1, · · · , R
⋆
K

)
> U (R⋆

1, · · · , R
⋆
K).

This leads to a contradiction. �

Proof of Lemma 5.3

First of all, we proceed to prove the necessary condition. To do so, denote by F and

F the feasible set for problem (5.12) and (5.13), respectively. Let {R⋆
1,P

⋆
s} ∈ F

be the optimal solution set for problem (5.12). Consider

f(x,Ps) =
L∑

l=1

N0(2
x/L − 1)

gls,1P
l
s

+
L∑

l=1

log

(
1 +

glp,1P
l
p(2

x/L − 1)

gls,1P
l
s

)
− ρ1

Based on Lemma 5.2, we know that f(R⋆
1,P

⋆
s) = 0. Moreover, we know that

f(x,Ps) is an increasing function of x. Since R1 ≤ R⋆
1, we must have f(R1,P

⋆
s) ≤ 0

which implies that {R1,P
⋆
s} ∈ F . Therefore, problem (5.13) is feasible.

Now, we proceed to prove the sufficient condition. Suppose that problem (5.13)

is feasible. There exists {R1,Ps} ∈ F such that f(R1,Ps) ≤ 0. Based on the

structure of f(x, ·), we can use bisection method to find R̂1, the solution of
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f(R̂1,Ps) = 0. Hence, R1 ≤ R̂1 and {R̂1,Ps} ∈ F . Therefore, we must have

R1 ≤ R̂1 ≤ R⋆
1. Obviously, we will have Ps = P⋆

s whenever R1 = R⋆
1 �

Proof of Lemma 5.4

It is straightforward to prove the convexity of the last constraint being the sum of

convex functions. Consider

f(yls, · · · , y
L
s ) =
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log
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glp,pP
l
p

)
− ρ̄p

which we rewrite as
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)
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⊤, we have
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aley
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s

(1 + aleyls)2
(vl)

2 ≥ 0

Hence, the Hessian of f(·) is positive definite, i.e., ∇2f(yls, · · · , y
L
s ) � 0. Therefore,

the primary outage constraint is a convex constraint. Similarly, let

f({yls}l∈Ωk
, zk) =
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log
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which can be rewritten as
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, zk) =
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ālezk−yls +
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log
(
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− ρk



Chapter 5. Resource Allocation with Statistical CSI 137

where āl = N0

gls,k
≥ 0 and b̄l =

glp,kP
l
p

gls,k
≥ 0. We have,

v̄⊤∇2f({yls}l∈Ωk
, zk)v̄ =

∑

l∈Ωk

(
ālezk−yls +

b̄lezk−yls
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)
(
v̄l − v̄|Ωk|+1

)2
≥ 0

where v̄ = (v̄1, · · · , v̄|Ωk|+1)
⊤. Therefore, ∇2f({yls}l∈Ωk

, zk) � 0 and we conclude

that the secondary users outage constraint is a convex constraint. �

Proof of Proposition 5.2

Based on Lemma 5.4, we know that problem (5.14) is a convex optimization prob-

lem. Therefore, the optimal solutions can be obtained by means of the Karush-

Kuhn-Tucker (KKT) [67] conditions. The Lagrangian associated with the problem

(5.14) is formulated as

L (y, x, λ, µ, ν) = x+ ν
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The KKT conditions are given by

λ⋆ ≥ 0, µ⋆ ≥ 0, ν⋆ ≥ 0 (5.28a)

ν⋆
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= 0 (5.28b)
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glp,pP
l
p

+ µey
l
s −



N0γ̃1e

−yls

gls,1
+

glp,1P
l
pγ̃1e

−yls

gls,1

1 +
glp,1P

l
pγ̃1e

−yls

gls,1


 = 0

(5.28f)

The optimal value of ν⋆ = 1 by (5.28e). By substituting the value of ν⋆ in (5.28b),
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In (5.28f), let ∂L(y,x,λ,µ,ν)
∂yls

, Ĝ(yls, λ, µ). The derivative of Ĝ(yls, λ, µ) with respect

to yls is given by
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Since the derivative of the function Ĝ(yls, λ, µ) w.r.t y
l
s is greater than zero, it can

be inferred that Ĝ(yls, λ, µ) is an increasing function of yls. Therefore, for a fixed f

λ and µ, bisection approach can be used to solved Ĝ(yls, λ, µ) = 0. �
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Proof of Lemma 5.5

To begin with the proof, let us rewrite the primary outage probability
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ᾱ

γLp · · · e
−

(∑
l′∈L1

xl
′

1 V|l−l′|

)
ᾱ
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P l
pg

l
p,p

)


L∏

l′=1




1

1 + ᾱ
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where Ol
p denotes the non-outage event within the l-th subcarrier. 1A is the

indicator function for event A and E[·] denotes the statistical expectation. The

upper bound to the primary outage probability can be found by combining (5.30)

and (5.31). By a similar reasoning, the upper bound to the secondary user can

also by calculated. �



Chapter 6

Conclusion and Future Research Direc-

tion

Summary of this dissertation

In this dissertation, we studied the problem of resource allocation to assure re-

liable transmission for multi-carrier-based asynchronous downlink cognitive radio

networks. The problem was investigated from the perspective of perfect and sta-

tistical knowledge of channel state information.

Firstly, we addressed the problem of secondary users power minimization under

data rate requirement constraint and primary interference constraints in Chapter

3. We provided a sufficient condition that guarantees convergence to a Nash-

equilibrium (NE) point for the modified water-filling algorithm. Moreover, we

proposed a fully distributed convergence criterion, i.e a per-subcarrier convergence

criterion. By utilizing such convergence criterion, we proposed a new and efficient

distributed algorithm that always converges to a unique and fixed point.

Secondly, we considered the problem of energy-efficiency maximization under sec-

ondary total power and primary interference constraints in Chapter 4. The prob-

lem was investigated from both centralized and decentralized point of view. For

140
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the centralized perspective, it was assumed cooperation between the secondary

base stations. We proposed an alternating-based scheme to solve the joint power-

subcarrier allocation problem. The subcarrier allocation was done using a heuris-

tic approach. As for the power control, we conservatively approximated the

non-convex problem and we designed a joint Successive Convex Approximation-

Dinkelbach Algorithm (SCADA) to obtain a stationary point of the original non-

convex power control problem. Numerical results showed that the proposed algo-

rithm achieved near optimal solution at least for low-scale networks. In addition

to that, in order to alleviate the overhead complexity incurred by implementing a

centralized algorithm, we proposed a dual decomposition-based distributed algo-

rithm. The simulation results demonstrated that the decentralized algorithm is as

efficient as the centralized algorithm. That makes the dual-decomposition based

algorithm more viable for large scale networks.

From a decentralized perspective, we assumed no cooperation among the sec-

ondary base stations. We reformulated the energy-efficiency problem as a game

theory problem. We demonstrated the existence of a Nash-equilibrium point of

the proposed game. On top of that, we identified a sufficient condition guar-

anteeing the uniqueness of the Nash equilibrium point. We observed from the

simulation results that the proposed distributed scheme is robust with respect to

initial power allocation. In addition to that, although there is a gap between the

performance of the game theory-based distributed approach and the centralized

schemes, the distributed scheme does need negligible information exchange since

only local information is need within each secondary cell.

Lastly, we discussed a multi-carrier based outage constrained utility maximization

problem for synchronous and asynchronous cognitive radio networks in Chapter

5. The outage comes from the fact that statistical channel state information

was taken into consideration. To assign the subcarriers, we took into account the

statistical CSI assumption. To solve the power control problem, we first proposed a

conservative tractable approximation to the non-convex outage constraints. Using

the outage approximation, we provided a conservative approximation of the power

control problem. We provided optimal solution for some special cases. As for the

general case, we designed a polynomial time solvable sequential algorithm based
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on the idea of alternating optimization approach. From the numerical results, we

saw that the proposed alternating-based algorithm converges to a near-optimal

solutions especially in the case of low scale networks. Moreover, the simulations

also indicated that the proposed scheme significantly outperforms the heuristic

adaptive uniform power allocation.

Regardless the assumption made on the knowledge of channel state information,

the numerical results always indicate two things. Firstly, there is significant per-

formance loss between the perfect synchronization case compared to either FBMC

or OFDM in case of asynchronous networks. This clearly indicates that inter-

carrier interferences have a negative impact on the performance of the system.

Secondly, for asynchronous networks, the performance of the algorithms is always

better when we utilize FBMC that the performance achieved if OFDM is used.

Perspectives for future work

The topic of resource allocation in multi-carrier-based cognitive radio networks is

a very broad topic. Some aspects have been considered in this dissertation. Some

other interesting topics or aspects can potentially be addressed. We provide some

suggestions either for extending the current work or some new yet potential future

research directions.

• We have studied downlink multi-carrier based cognitive radio networks. It

can interesting to look at the problem from an uplink point of view.

• In this dissertation, we considered both perfect and statistical channel state

information, the work done in the dissertation can be extended to the case

of imperfect channel state information.

• In chapter 5, we considered one primary and one secondary base station. For

future work, a more general system model consisting of multiple primary and

multiple secondary base station can be investigated.

• For fully distributed implementation, we have considered user-centric pri-

mary interference constraints. However, for more practical scenario, it is more
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judicious to assume network-centric primary interference constraint which in-

troduces a coupled constraint. The investigation into efficient approaches to

deal with such constraint and to yield optimal solution can be considered as

a good research direction.

• Throughout this manuscript, we considered nodes with only a single an-

tenna. These approaches can be extended to multiple-input multiple-output

(MIMO) cognitive radio networks. The direct extension in the case of OFDM

may be done without any complication in terms of interference analysis espe-

cially for perfect synchronization case. However, in the case of asynchronous

networks, the inter-carrier interferences have not been studied yet. There-

fore, a first step should be to provide rigorous analysis for the inter-carrier

interferences for MIMO FBMC network and eventually provide an interfer-

ence weight vector. In a second step, the interference weight vector can be

used in order to study resource allocation for MIMO cognitive radio networks

with FBMC.
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