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Introduction

At the beginning of the last century, physicists have realized the “weirdness” of the
quantum world. Since then, they have witnessed revolutionary evolutions in our un-
derstanding of the quantum theory, which can be summarized in two achievements:
the description of wave-particle duality and the understanding of superposition and
entanglement, in which no classical model can it [1–3]. Together with these concep-
tual progresses, technologies and applications have also achieved important advance-
ments. One can mention the laser and the optical revolution, the atomic clocks and
the precise time measurements or the transistor and the computer revolution [3, 4].

Figure 1 Improvement in computational power (in log scale) over the past century. Figure
extracted from [5].

Let us focus on the latter. Born in the late 1940s, transistors followed by integrated
circuits have dramatically changed the way we communicate, diagnose and compute.
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Assemblies of cupboard-size boxes, packed with vacuum tubes and linked by kilome-
ters of wires have been replaced by microchip processors of a stamp size, a thousand
times smaller in weight and volume, but billion times more eicient in computational
power (Figure 1) [5]. The data storage capacities have been improved in the same
manner [6]. The reach of nowadays computers spreads from daily applications to
heavy computational tasks like weather forecasting [7], probabilistic analysis [8] or
deep learning and artiicial intelligence [9, 10]. The range seems to continue increas-
ing without any limitation.

Quantum simulations

The properties of electronic devices in modern computers are ruled by quantum laws
at the microscopic scale: tunnel efects, exclusion principle,... However, the computa-
tional algorithms are still based on pre-quantum logics, i.e., classical bits, which take
a value either 0 or 1. From the early 1980s, the limitations to which traditional com-
putations have to face when dealing with quantum many body systems became clear
[11]. Let us take as an example ǈ interacting spin 1/2 particles. Due to the fact that
a spin can be hung suspended between two states: up and down, the Hilbert space
has a dimension 2� . Calculating the time evolution of the system requires exponen-
tiating matrices with 2� × 2� elements. Classical stochastic methods, such as Monte
Carlo algorithms have been developed to deal with this ‘exponential-explosion’ prob-
lem [12]. However for some quantum systems, especially fermionic and frustrated
systems, they exhibit an exponential growth of statistical errors, which results in an
exponential growth of calculation time with the number of particles [13]. A system of
more than 40 spins is frequently cited in the literature [14–17] as the standard “thresh-
old” above which classical computational methods fail.

When R. Feynman delivered his seminal lecture in 1982, he proposed a brilliant
solution to this problem [11]

“ Let the computer itself be built of quantum mechanical elements which
obey quantum mechanical laws.”

That is to have “one controllable quatum system simulate another” [11]. This idea
of quantum simulation [16, 18, 19] is very appealing in that one solves at the same time
two problems: the problem of large amounts of information storage and the problem
of large amount of information processing. In a general procedure, after preparing an
initial state, one lets the simulator evolve into the inal quantum state and measures
some quantity of interest.

How does one quantum system simulate another? One way would be to approxi-
mate the time evolution of the simulated system by applying a sequence of elementary
quantum gates on an ensemble of qubits that encodes the state of the quantum sys-
tem. This follows the circuit model for quantum computation [20] and is referred to
as digital quantum simulation – the yet-to-be-built quantum computers. Despite its uni-
versality [16], it comes at a hight cost in gate number, and thus requires very high
idelity gates. Quantum error correction methods [21] have been developed to relax
this requirement.
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Another approach, analog quantum simulation, uses a quantum system to mimic
(emulate) the evolution of another, i.e., “... be an exact simulation, that the computer
will do exactly the same as nature” [11]. This approach has less stringent requirements
on resources. Up to a certain tolerance level, the analog quantum simulator can give
useful results even in the presence of errors. It is thus simpler to design an analog
quantum simulator to handle a peculiar class of problems.

In recent years, quantum simulations has become one of the most promising sub-
ields of the quantum information science. First, advanced technologies are mature
enough to enable the control of quantum systems at a very high level. The 2012 Nobel
prize in physics was awarded for “groundbreaking experimental methods that enable
measuring and manipulation of individual quantum systems” [22]. The physical real-
ization of quantum simulation is thus within reach. Second, quantum simulation, by
overcoming the limitations encountered by classical computational methods, would
be able to tackle diicult problems for quantum many-body systems. Let us take as an
example spin networks. They present fascinating properties, such as quantum trans-
port, exotic phase transition, localization, slow evolution. A complete understanding
of these systems is of paramount importance for the advancement of fundamental
science, related to physics, chemistry and even biology. It would also accelerate the
development of radically new materials with fully engineered properties. Quantum
simulations have thus the potential to shape future applications.

State of the art

Quantum simulations are attracting an increasing interest in many areas of physics
(Figure 2). They have been intensively studied both theoretically and experimentally
worldwide with cold atoms [23–26], trapped ions [27, 28], superconducting devices
[29], polaritons in cavities [30], photons in networks [31, 32], polar molecules [33],
quantum dots [34–36] and many others. Several proof-of-principle demonstrations
have been performed [15, 37–40]; however, the majority have not yet outperformed the
capacities of classical computers. Covering all these developments is out of the scope
of this thesis. Instead, we briely review here some of the most advanced systems,
which rely on trapped ions, superconducting circuits or optical lattices.

Superconducting circuits

Superconducting circuits involve macroscopic qubits that display quantum behaviors
like “artiicial atoms” [41, 42]. They can be used to test quantum physics at macro-
scopic scale or to simulate atomic physics and quantum optics. These electric-circuit
based qubits can be manipulated and measured with very high idelity. In addition,
the extremely strong coupling between them provides spin-spin interaction. This ar-
chitecture is suitable for both digital [43, 44] and analog [45, 46] quantum simulations.
Another advantage is that the artiicial atoms are quite easy to design, fabricate and
eventually wire together to realize various lattice geometries. The coherence times
of the state-of-the-art superconducting qubits can exceed 100 µs. However, quantum
simulation speed-up with a large number of qubits is still an open question [47–49].
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Figure 2 Quantum simulation has been raising interest from many areas of physics. Figure
extracted from [19].

Trapped ions

Trapped ions [50, 51] have shown to be a very promising system for quantum informa-
tion processing [52] and for quantum simulation [27, 53, 54]. Both the internal energy
levels and the vibrational modes of the ions can be used to encode quantum informa-
tion, which can be read out with almost unit eiciency. The coherence times of ion
qubits when encoded on two hyperine levels have reached in the order of seconds
(even minutes) and application of sequences with hundreds of high-idelity gates is
feasible. Trapped ions have performed the most advanced implementation of digital
quantum simulations [55, 56] to date, notably the simulation of a QED pair creation
process [57]. When operating basing on the motional modes, the coherence time is
much shorter.

Analog quantum simulation with trapped ions has also been demonstrated. Among
these demonstrations are the realization of frustrated spin systems, of entanglement
propagation [58, 59] and of many-body-localization [60]. The coupling between the in-
ternal states and the vibrational modes induced by laser driving leads to an efective
spin-spin interaction, which can be tuned from long-range to medium-range behav-
iors [61, 62]. However, most of these experiments are performed with 1D chains of
ions held in a linear Paul trap. Eforts to go to quantum simulations with 2D arrays
have resulted in the realization of ferromagnetic and anti-ferromagnetic Hamiltonians
with hundreds of ions in a Penning trap [63, 64]. The interactions, nevertheless, cannot
be tuned in the nearest neighbor regime of great interest. There are other proposals
using 2D Paul traps [65, 66] or arrays of microtraps [67, 68]; however coherence times
in these systems have not yet been measured.
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Cold atoms in optical lattices

Cold atoms in optical lattices are remarkable tools for analog quantum simulation
[24–26]. The atoms, either bosons or fermions, are placed at the bottom of 1D, 2D or
3D optical potentials. Dynamics is then provided by the competition between adja-
cent site tunneling and on-site two-body interaction. The former is controlled by the
lattice potential depth, while the latter is adjusted through the Feschbach resonance
mechanism. Atoms are imaged individually with sophisticated optics [69, 70]. Their
internal state is resolved by luorescence. Cold atoms in optical lattices are lexible
systems, not only because of their capability of realizing various geometries but also
because of the tunability of the experimental parameters. Since the irst observation
of the phase transition from a superluid to a Mott insulator [37], quantum simulation
with cold atoms has become a very active ield. It can address a wide range of prob-
lems such as the Bose-Hubbard Hamiltonian [24], the many-body localization [71, 72],
or recently the artiicial gauge ields [73, 74] and the fractional quantum Hall efect [75,
76].

In spite of these successes, quantum simulation with cold atoms in optical lattices
has a drawback. The tunneling rate is relatively low (few hundred Hz) as compared
to the lifetime of the trapped atomic cloud (seconds). The evolution is thus limited
to a few hundred typical tunneling times. This is certainly a big disadvantage when
slow dynamics is involved such as in many-body localization or spin glasses. As a
solution, trapping with other type of lattices with smaller spacing has been proposed
[77, 78]. Alternatively one can use polar molecules [79, 80] or atomic species with
a large magnetic dipole moment [81, 82] to enhance the interaction strength. These
systems are, however, rather challenging to realize.

Quantum simulation with Rydberg atoms

Rydberg states are highly excited atomic states with remarkable properties [3, 83],
even quite exaggerated when compared to those of ordinary atomic states. Among
their properties, one will note particularly their large electric dipole matrix elements
and their long lifetimes, not to mention their simple internal structures and their easy
experimental manipulation. Put into numbers, the dipole matrix elements are typ-
ically of a few hundred to thousand times larger than those of ground-state atoms.
Rydberg states can last longer than hundreds of µs. In particular, circular Rydberg
states — Rydberg states with maximum angular momentum and magnetic quantum
numbers — have lifetimes in the order of tens of milliseconds. Their properties have
been successfully exploited in the framework of cavity quantum electrodynamics (cavity
QED) with a series of experiments developed at Laboratoire Kastler Brossel [84–95].

With large electric dipole matrix elements, these long-lived, highly excited atoms
when placed close together interact strongly via the van der Waals dipole-dipole inter-
action, ƽ6/ǌ6 where ǌ is the inter-atomic distance. With ǌ of a few µm, the interaction
energy can be in the MHz range, and even larger for the Förster-like resonant energy
exchange interaction (scaling as 1/ǌ3 ) [96]. Changing the principal quantum number,
one can tune this interaction energy by orders of magnitude.

A protocol for digital quantum simulations with Rydberg atoms has been devel-
oped [97, 98]. It is based on the dipole blockade mechanism, which is a direct conse-
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quence of the strong Rydberg-Rydberg interaction [99]. In a small sample of cold
ground-state atoms, the van der Waals interaction is much higher than the typical
laser excitation linewidth (∼ 100 kHz). As soon as an atom is resonantly laser excited,
all the others are tuned out of resonance, resulting in the excitation of one and only one
Rydberg atom at a time [100, 101]. One can thus, realize a Controlled-NOT (CNOT)
gate, in which depending on the state of the control qubit, the state of all other qubits
is left unchanged or lipped [96, 99, 102–104].

The strong interaction between Rydberg atoms also makes them very promising
tools for analog quantum simulation of spin networks. This has renewed the interest
for these atoms, and led to many proposals for quantum simulations with Rydberg
atoms [105–108]. Among many experimental demonstrations, the observation of co-
herent excitation transport over a chain of three Rydberg atoms is quite remarkable
[109]. The Rydberg excitation dynamics of arrays with more than 20 atoms has been
recently reported [110]. Eforts to mix ground-state atoms with Rydberg atoms, i.e.,
Rydberg dressing, in optical lattices have been proposed as a solution to the slow tun-
neling problem [111–115]. However, these experiments are at 300 K and thus sufer
from the blackbody radiation, which modiies the Rydberg interaction in an uncon-
trolled way [116–118]. Going to cryogenic environment to suppress the number of
thermal photons is a diicult solution.

However, Rydberg atoms used in the above systems have low angular momentum.
Quantum simulation with low-Ǟ Rydberg atoms has intrinsic limitations. First of all,
the Rydberg atoms experience mechanical forces either attractive or repulsive, due
to their strong interactions. Without being trapped, any Rydberg crystal will “melt”
down after a few tens µs. Trapping Rydberg atoms in an optical lattice [119] has been
studied. However, this trapping sufers from a strong reduction in the Rydberg life-
time due to photo-ionization by the trapping laser [120]. Second, the lifetimes of low-Ǟ
Rydberg states are long compared to those of ordinary excited states, but still only of
a few hundred µs, corresponding to a few hundred of typical exchange periods. This
prevents quantum simulation with low-Ǟ Rydberg atoms from studying slow dynam-
ics of arrays with tens of spins.

In such a context, this thesis studies the interaction between Rydberg atoms and
explores new schemes for quantum simulations with Rydberg atoms. Experimen-
tally, we laser-excite Rydberg atoms, either resonantly or of-resonantly, from a cold
and dense cloud of ground-state Rubidium atoms prepared using a superconducting
atom chip. Since Rydberg atoms are quite sensitive to thermal radiation, the exper-
iment is performed in a cryogenic environment, to which a superconducting chip is
perfectly adapted. This work contributes to four main achievements, which can be
summarized as follows.

Control of the electric ield and coherent manipulation of Rydberg levels in the
vicinity of the chip. The downside of having large dipole matrix elements is that Ry-
dberg atoms are extremely sensitive to stray electric ields. The inevitable slow depo-
sition of Rubidium atoms on the chip surface during the experiment creates patches of
dipoles, resulting in a temporally unstable and spatially inhomogeneous electric ield
in the vicinity of the chip [121, 122]. The Stark efect thus enlarges the transition lines
to an extent (∼ 40 MHz) that completely destroys the dipole blockade mechanism.
This has been a formidable experimental challenge for us and other teams. A solution
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to this problem is inally rather simple. A thick layer (∼ 100 nm) of Rubidium cover-
ing the chip in a large area saturates the efect of slow Rubidium deposition. The ield
inhomogeneity is thus strongly suppressed, providing a good environment to study
the Rydberg-Rydberg interaction. This solution is detailed in Carla Hermann’s thesis,
and is the object of a highlight in Physical Review A [123].

Microwave probe of the van der Waals interaction energy in a cold Rydberg gas.
Being laser excited from a dense cloud, Rydberg atoms strongly interact with each
other. Microwave spectroscopy of the transition to a nearby Rydberg state allows us
to precisely probe the interaction energy distribution. We have applied this technique
to observe the mechanical expansion of an ensemble of Rydberg atoms under strong
repulsive interaction. This observation sets up a time scale during which the frozen
Rydberg gas approximation is still valid. A simple Monte Carlo model has also been
developed to explain the microwave spectra. The method is the subject of Raul Teix-
eira’s thesis and is summarized in a paper in Physical Review Letter [124].

Developing a more rigorous simulation of the Rydberg excitation process. De-
spite the fact that the simple Monte Carlo model succeeds in reconstructing the mi-
crowave spectra, it fails for the optical excitation lines and exhibits several limitations,
preventing us from studying new excitation schemes. A new model has been devel-
oped during the reconstruction of the experiment after its re-localization in our new
laboratory at Collège de France in 2014. This new model gives us a good insight into
the excitation process.

Quantum simulation with laser-trapped circular atoms. Atoms in circular Ry-
dberg states, despite their unique properties and successes with cavity QED experi-
ment, have not yet been, to our knowledge, fully exploited for quantum simulation.
After careful investigations on the interaction between them, we came up with a pro-
posal for quantum simulation. The proposed scheme aims at overcoming the limita-
tions of other systems, including those with low angular momentum Rydberg atoms.
It is based on the groundbreaking concept of laser-trapped circular Rydberg atoms,
protected from spontaneous decay and interacting strongly through a dipole-dipole
coupling. More than that, it combines the lexibility found in atomic lattices, the strong
interactions, typical of Rydberg atoms, and the exquisite control, typical of trapped
ions. The realization of such a platform would allow quantum simulation to exceed
the grasp of classical computational methods.

This manuscript is organized in three parts with ive chapters. In the irst part,
we recall the important properties of Rydberg atoms. These properties make it clear
why Rydberg atoms are very good tools for quantum simulation. The irst part also
includes elements necessary for the understanding of the two following parts. Chapter
1 concentrates on individual Rydberg atoms. It consists in the description of Rydberg
states, Rydberg’s lifetimes and their behaviors in an external electric and/or magnetic
ield. Low angular momentum Rydberg atoms and circular (high-Ǟ) Rydberg states are
presented in parallel. Considering two Rydberg atoms close to each other, chapter 2
formalizes the interaction between Rydberg atoms in free space. We discuss in details
the situation of the low Ǟ Rydberg atoms, but the concept can be easily extended to
circular atoms as well.



8 Introduction

In the second part of the manuscript, we present our studies on dipole interaction
between low-Ǟ Rydberg atoms. Chapter 3 describes the current experimental setup,
and the preparation of cold and dense ground-state atoms as well as the Rydberg ex-
citation. We discuss briely also how we managed to obtain an unprecedented long
coherence time with Rydberg atoms near a metallic surface. Chapter 4 presents our
new insight into the Rydberg excitation process. We recall the experimental results on
the excitation of Rydberg atoms in the strong interaction regime as well as our prelim-
inary interpretation. Then we develop a more rigorous model, the Monte Carlo – rate
equations simulation, with which the Rydberg excitation process is better described.
To end this chapter, we use the developed model to consider the preparation of a 1D
Rydberg chain for quantum transport simulations.

In the third part, we describe our proposal of a new platform — laser-trapped cir-
cular atoms — for quantum simulation. After presenting the objective and principles
of the proposal, we discuss in details the main ingredients for realizing the quan-
tum simulator with circular atoms. We show that a tunable spin Hamiltonian for a
1D chain, based on the interaction between circular atoms is feasible with a proper
choice of Rydberg states. We also present a complete experimental sequence to deter-
ministically prepare a chain with more than 40 atoms. Many technical details will be
considered, showing the realism of the proposal.

We conclude this manuscript by discussing a wide range of problems that trapped-
circular-atoms could be able to address.



I.

A short review on Rydberg atoms





Properties of individual
Rydberg atoms 1
In this chapter, we will discuss the main properties of Rydberg atoms, which make
them very good tools for quantum simulation. They consist in their long lifetimes,
their huge dipole matrix elements and, as a consequence, their strong mutual interac-
tion. Not less important from the point of view of an experimentalist, are their easy
manipulation using available microwave technology, their easy detection using ield
ionization and their simple internal structure. In each section, we will irst discuss the
general principles. Then, we will go into details for low-Ǟ states and for circular states.
The diferences between low-Ǟ states and circular states can be thus easily recognized.
Examples given along this chapter are mainly for 60Ǎ state and for the circular 50ƽ
state. They are the levels chosen for our setup under technical constraints, which will
be discussed in next parts.

1.1
From the Hydrogen atom to the Rubidium Rydberg atom

Hydrogen atom approximation

Rydberg atoms are highly excited atoms, very close to the ionization limit. Most of the
time, the outer electron stays far away from the atomic core which is several orders of
magnitude smaller than the orbit of the electron*. Rydberg atoms can therefore be
very well approximated by a Hydrogen atom, where the outer electron held by the
Coulomb force orbits around an elementary charge. If we consider that the core is
ininitely massive the Hamiltonian reads

ǂ0 = − ℏ22ǟ� ∇2 − Ǚ24��0
1Ǥ , (1.1)

where ǟ� is the mass of the electron, Ǚ is the elementary charge, �0 is the vacuum
electric permittivity, ℏ = ℎ/2� is the reduced Planck’s constant and Ǥ is the distance of
the electron from the core. In atomic units the Hamiltonian takes the form

ǂ0 = −∇22 − 1Ǥ . (1.2)

*Here we consider only akali atoms with a single valence electron
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Its eigenfunctions are well known and are written as a product of radial and angular
functions

�(Ǥ, �, �) = ǌ��(Ǥ)Ǔ��� (�, �) , (1.3)

where � and � are respectively the polar angle with respect to the quantization axis
and the azimuthal angle [83, 125]. Here Ǔ��� (�, �) is a spherical harmonic function,
which is proportional to an associated Legendre polynomial Ǌ��� (cos �)

Ǔ��� (�, �) = ǈǙ����Ǌ��� (cos �) , (1.4)

where ǈ is a normalization constant. The radial part ǌ��(Ǥ) can be expressed using a
generalized Laguerre polynomial ǆ2�+1�−�−1 of degree Ǡ − Ǟ − 1

ǌ��(Ǥ) = √( 2ǠǕ0 )3 (Ǡ − Ǟ − 1)!2Ǡ[(Ǡ + Ǟ)! ]Ǚ−�/��0 ( 2ǤǠǕ0 )� ǆ2�+1�−�−1( 2ǤǠǕ0 ) , (1.5)

where Ǖ0 ≈ 5.29 × 10−11 m = 0.529 Å is the Bohr’s radius. The square root term is a
normalization factor.

A state of the atom is therefore deined by three integers Ǡ, Ǟ and ǟ whose values
satisfy

Ǡ = 1, 2, 3, … ,Ǟ = 0, 1, 2, …, Ǡ − 1 ,ǟ� = −Ǟ, −Ǟ + 1, …, −1, 0, 1, …, Ǟ − 1, Ǟ . (1.6)

They are called respectively the principal quantum number, the azimuthal quantum
number and the magnetic quantum number. Using these three quantum numbers, we
denote a state of the atom as ∣Ǡ Ǟ ǟ⟩. Rydberg atoms have very high principal quantum
number Ǡ ≫ 1. The binding energy is given by the Rydberg formula:

ƿ� = − 12Ǡ2 = − 1Ǡ2 ǌ∞ , (1.7)

where

ǌ∞ = ǟ�Ǚ48�20ℎ2 = 0.5 a.u = 13.605693009(84) eV (1.8)

is the Rydberg constant [126]. To account for the inite mass Ǉ of the atomic core, one
has to replace ǌ∞ by

ǌ� = ǌ∞1 + ��� . (1.9)

Nevertheless the modiication is small as ǟ� ≪ Ǉ.
In addition, the state of the electron spin is represented by a fourth quantum num-

ber ǥ (spin quantum number), which takes only two values, spin up ǥ = +1/2, or spin
down ǥ = −1/2.
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Figure 1.1 a) Radial probability of inding the outer electron Ǥ2ǌ60(Ǥ) for 87Rb 60ƽ state. b)
Radial part of wavefunction for the 87Rb circular 60ƽ state.

Circular Rydberg state

A remarkable case is when Ǟ and |ǟ�| take their maximum values Ǟ = |ǟ�| = Ǡ−1. From
equations (1.3) and (1.5) the wavefunction has then a simple form

�(Ǥ, �, �) = 1
√�Ǖ30

1ǠǠ! (− ǤǠǕ0 sin �Ǚ��)�−1 Ǚ−�/��0 . (1.10)

The orbital is a torus of radius Ǡ2Ǖ0 and thickness (dispersion) ΔǤ/Ǥ = Δ� ≈ 1/√2Ǡ,
lying perpendicular to the quantization axis ǉǬ. A cut through the plane of the torus
is depicted in Figure 1.1a. In the Bohr-Sommerfeld semi-classical model, the outer
electron travels around the atomic core on eccentric elliptical trajectories depicted in
Figure 1.2. The larger Ǟ, the less eccentric the orbit is. The torus somehow corresponds
to the semi-classical image of a circular orbit with a maximum angular quantum num-
ber Ǟ, especially for very high Ǡ, where the coninement to the Bohr orbit is tighter. The
state with Ǟ = |ǟ�| = Ǡ − 1 is thus given the name circular state, and denoted ∣Ǡƽ⟩. The
other states are called elliptical to distinguish them from the circular one. There are
two circular states in the same Ǡ manifold, corresponding to ǟ� > 0 and ǟ� < 0. In
practice, a strong electric ield is added to deine the quantization axis. The behaviors
of the two circular states in presence of an external electric ield are the same (see sub-
section 1.4.2). If not speciied otherwise, we implicitly consider the ǟ� positive case.

Fine structure

In a more complete picture, we have to take into account the interaction between the
electron spin and its motion. The interaction Hamiltonian reads

ǂ�� = ƻ� ⋅ � , (1.11)

where � and � are the total orbital momentum and the spin operators of the Rydberg
electron. The strength of the interaction is represented by the constant ƻ. We deine
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n = 60

l = 59
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l = 40

l = 20

l = 0 (S)

Figure 1.2 Trajectories of the outer electron as described by the Bohr-Sommefeld model, drawn
for a Ǡ = 60 Hydrogen atom with Ǟ = 0, 20, 40, 50 and 59. The black dot represents the position
of the atomic core.

the total angular momentum operator

� = � + � . (1.12)

It can be shown that the ive operator ǂ0, �2, �2, �2 and Ǆ� – the projection of � on the
quantization axis ǉǬ all commute with each other and with ǂ��. An eigenstate of the
Hamiltonian is simultaneously an eigenstate of the ive operators. In addition to Ǡ, Ǟ
and ǥ, we introduce two new quantum numbers to represent an eigenstate of the atom,
the total angular momentum quantum number � and the total angular momentum
projection quantum number ǟ�. Their possible values are

� = Ǟ ± 12ǟ� = −�, −� + 1, …, � − 1, � . (1.13)

Since ǥ takes only one value ǥ = 1/2 for a single valence electron, the corresponding
state of the atom can be denoted as ∣Ǡ Ǟ ǥ � ǟ�⟩. The ine structure takes into account both
the spin-orbit interaction and the correction due to relativistic efects. The corrected
binding energy is given by [127]

ƿ��� = ƿ� + ƿ��2�Ǡ2 ( Ǡ� + 1/2 − 34) , (1.14)

where �� = Ǚ2/4��0ℏǗ ≈ 1/137 is the ine structure constant. For Ǟ ≈ Ǡ, and thus � ≈ Ǡ,
the correction term is approximately �2�/4Ǡ2 times smaller than ƿ�. As an example, it
is about 7.6 kHz for Ǡ = 50, much smaller than a typical interaction with an external
electric or magnetic ield (a few MHz). We thus ignore the ine structure for high-Ǟ
Rydberg states, including the circular states.

One can go further with the hyperine structure description in which the inter-
action couples the electron angular momentum with the nuclear spin. However for
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Rydberg atoms, the coupling is typically much weaker than the interaction with ex-
ternal ields. For instance, the hyperine shift of 60Ǎ1/2 state is of about 200 kHz [128].
We therfore neglect the hyperine structure in the following.

Quantum defect

So far, we have treated the atomic core as a single point charge. This assumption holds
as long as the outer electron is far away from the nucleus. As illustrated in Figure 1.2,
the eccentricity tells us how much the electron gets close to the core. All the description
above in terms of the Hydrogen atom is valid for large Ǟ Rydberg states. Circular state
is an extreme case where the hydrogenic approximation is nearly perfect.

However for low-Ǟ Rydberg states, one has to take into account the non-negligible
penetration of the outer electron into the electronic cloud of the core. The electron
sees the deviation of the ionic core potential from that of the Hydrogen atom. It feels
a deeper Coulomb potential due to a smaller screening of the nucleus charge from
the inner electronic cloud. In addition, the presence of the outer electron close to the
core leads to a deformation of the inner electronic cloud. One needs to include higher
order correction terms (dipole, quadrupole...) to account for the polarization of the
atomic core. These efects lower the energy of the Rydberg state. It is interesting that
the energy is still described by a modiied Rydberg formula

ƿ�� = − 12(Ǡ − ��)2 , (1.15)

where �� is called the quantum defect.
A more precise correction as suggested in [83] takes into account the spin orbit

interaction and expresses the quantum defect as a power series of 1/(Ǡ − ���,0):

���� = ���,0 + ���,2(Ǡ − ���,0)2 + ���,4(Ǡ − ���,0)4 + ���,6(Ǡ − ���,0)6 + ⋯ . (1.16)

The coeicients are determined experimentally using precise microwave spectroscopy
for neighboring Rydberg transitions [129, 130] or by observing electromagnetically in-
duced transparency with help of a calibrated frequency comb [131]. Only the irst two
terms (modiied Rydberg - Ritz parameters) are suicient to give a precision better
than a hundred kHz. The measured quantum defects for 85Rb and 87Rb are summa-
rized in Table 1.1. Up to our knowledge, there are no precise measurements for 87Rb
so far other than for Ǎ and ƾ levels. However, using the quantum defects of 85Rb still
yields good results as the electronic structure for the two Rubidium isotopes are quite
similar. The only diference comes from the mass diference, which slightly modiiesǌ�. This approximation can be veriied for Ǎ and ƾ levels as depicted in Table 1.1. No
experimental measurements of the quantum defects have been reported for Ǟ > 4. As
discussed by T. Gallagher in [83], the non-penetrating high-angular-momentum states
have quantum defects scaling as Ǟ−5. Knowing that ��,0 = 0.004, we can roughly esti-
mate ��≥4 as

��≥4 = ��,0 (4Ǟ )5 . (1.17)
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For very high-Ǟ Rydberg states, the quantum defects drop rapidly to zero as expected.
Letting Ǡ∗ be the principal quantum number corrected by the quantum defect, the

binding energy takes again the Rydberg formula form

ƿ�∗ = − ǌ∞1 + ���
1(Ǡ − ����)2 = − ǌ∞1 + ���

1Ǡ∗2 . (1.18)

Table 1.1 Quantum defects for 85Rb extracted from [129, 130] and for 87Rb extracted from
[131]

85Rb 87Rb���,0 ���,2 ���,0 ���,2ǠǍ1/2 3.131 180 4(10) 0.1784(6) 3.131 180 7(8) 0.1787(2)ǠǊ1/2 2.654 884 9(10) 0.2900(6)ǠǊ3/2 2.641 673 7(10) 0.2950(7)Ǡƾ3/2 1.348 091 71(40) −0.602 86(26) 1.348 091 8(11) −0.6054(4)Ǡƾ5/2 1.346 465 72(30) −0.596 00(18) 1.346 462 2(11) −0.5940(4)Ǡǀ5/2 0.016 519 2(9) −0.085(9)Ǡǀ7/2 0.016 543 7(7) −0.086(7)Ǡǁ 0.004 00(9)Ǡ, Ǟ > 4 0.004(4/Ǟ)5
Figure 1.3 shows the energy level diagram for Rydberg levels with Ǡ ≈ 60. The

quantum defects break the degeneracy of Ǎ, Ǌ, ƾ and ǀ levels in the same Ǡ manifold.
For Ǟ > 3, the states are almost degenerate and can be well approximated by a Hydro-
gen atom. Remarkably the transition between the Rydberg levels is in the microwave
range. This allows us to use available microwave technologies in experiments with
Rydberg atoms.

1.2
Electric dipole

In a simple picture, the electron is held loosely around the core by the Coulomb force.
Any electric perturbation can lead to a deformation of the electron orbit, resulting
in a large induced dipole moment. In the language of quantum mechanics, Rydberg
atoms have huge matrix elements of the dipole operator, which correspond to a large
coupling between Rydberg states induced by external (DC or AC) electric ields. The
knowledge of the electric dipole helps to understand other properties of the Rydberg
atoms such as radiative lifetime, Stark efect and the dipole-dipole interaction between
them. The dipole matrix element between two levels ∣Ǡ Ǟ ǟ�⟩ and ∣Ǡ′Ǟ′ǟ′�⟩ is

⟨Ǡ′ Ǟ′ ǟ′� ∣ � ∣ Ǡ Ǟ ǟ�⟩ = −Ǚ ⟨Ǡ′ Ǟ′ ǟ′� ∣ � ∣ Ǡ Ǟ ǟ�⟩ , (1.19)
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Figure 1.3 Energy diagram for Rydberg states around Ǡ = 60. The energy is given in GHz and is referenced to the 60Ǎ1/2 level.
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where � = −Ǚ� is the dipole operator. A convenient way to calculate this dipole cou-
pling is to use the representation of the coordinates Ǫ, ǫ and Ǭ in terms of the spherical
harmonics

Ǔ−11 (�, �) = 12√ 32� sin � Ǚ−�� ,
Ǔ01(�, �) = 12√ 3� cos � ,

Ǔ+11 (�, �) = −12√ 32� sin � Ǚ−�� ,
(1.20)

i.e.,

Ǫ = Ǥ√4�3 Ǔ−11 − Ǔ+11√2 ,
ǫ = Ǥ√4�3 Ǔ−11 + Ǔ+11√2 � ,
Ǭ = Ǥ√4�3 Ǔ01 .

(1.21)

The calculation reduces to the evaluation of the following components

⟨Ǡ′ Ǟ′ ǟ′� ∣ ǤǓ�1 ∣ Ǡ Ǟ ǟ�⟩ = ⟨Ǡ′ Ǟ′ ∣ Ǥ ∣ Ǡ Ǟ⟩ ⟨Ǟ′ ǟ′� ∣ Ǔ�1 ∣ Ǟ ǟ�⟩ , (1.22)

where ǣ = 0 or ±1. For low-Ǟ Rydberg atoms, equation (1.22) is written generalized to

⟨Ǡ′ Ǟ′ �′ ǟ′� ∣ ǤǓ�1 ∣ Ǡ Ǟ � ǟ�⟩ = ⟨Ǡ′ Ǟ′ �′ ǟ′� ∣ Ǥ ∣ Ǡ Ǟ �⟩ ⟨Ǟ′ �′ ǟ′� ∣ Ǔ�1 ∣ Ǟ � ǟ�⟩ (1.23)

in order to take the ine structure into account. The integrations are therefore sepa-
rated into a product of a radial part and an angular part.

Selection rules

The analytic forms of the angular parts in equation (1.22) and (1.23) can be derived as
shown in Appendix A. They are nonzero if Ǟ, Ǟ′ and 1 satisfy a triangular relation. In
addition Ǟ + Ǟ′ has to be an odd number. This restrains to

|Ǟ′ − Ǟ| = 1 . (1.24)

Furthermore the momentum projection numbers have to fulill

ǟ� (�) = ǟ′� (�) + ǣ . (1.25)

These conditions deine selection rules for the dipole transitions. Those transitions
correspond to the absorption or emission of a � polarized (ǣ = 0) photon or of a �±
polarized (ǣ = ±1) photon. They are called dipole allowed transitions.
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Table 1.2 Scaling laws for dipole coupling between two Rydberg levels ∣Ǡƽ⟩ = ∣Ǡ Ǟ ǟ⟩ and∣Ǡ′ Ǟ′ ǟ′⟩.
Ǡ′ Ǟ′ ǟ′ Transition Scaling lawǠ Ǟ − 1 ǟ − 1 �− Ǡ3/2Ǡ + 1 Ǟ + 1 ǟ + 1 �+ Ǡ2Ǡ + 1 Ǟ + 1 ǟ � Ǡ3/2Ǡ + 1 Ǟ + 1 ǟ − 1 �− ǠǠ + 1 Ǟ − 1 ǟ − 1 �− Ǡ2

Numerov method

In order to estimate the radial part of the matrix element in (1.22), one needs to know
the radial wavefunctions of each state. They are numerically obtained using the Nu-
merov method. Here, we describe the main idea of the calculation.

The interaction of the outer electron with the ionic core only happens at short dis-
tances. Rydberg atom can be considered as an electron in a pure Coulomb potential
with an energy given by the Rydberg formula modiied by the quantum defects. The
corresponding Schrödinger equation for the radial wavefunction ǌ�� reads

�2ǌ���Ǥ2 + 2Ǥ �ǌ���Ǥ + [2ƿ�∗ + 2Ǥ − Ǟ(Ǟ + 1)Ǥ2 ] ǌ�� = 0 , (1.26)

where ƿ�∗ is given by (1.18). This equation can be solved numerically (see Appendix A
for more details).

The integral starts far from the outer classical turning point of the electron orbit,
at a typical distance Ǥ = 2Ǡ(Ǡ + 15)Ǖ0 from the atomic core, where we know that
the wavefunction exponentially decays to zero. A rough estimate of the initial val-
ues of the radial wavefunction thus quickly converges to the physical solution in the
next steps of iteration. The integral is carried out inwards towards Ǥ = 0. Due to the
nonzero quantum defect, the wavefunction diverges at small Ǥ. The integral has to be
stopped as soon as it encounters the inner turning point and starts to diverge. The
contribution at short distances to the dipole matrix element is nevertheless small. We
still have a good estimation.

Figure 1.4a plots the radial part of the wavefunction for 87Rb 60Ǎ1/2 state. The
corresponding wavefunction of Hydrogen is also shown. A phase shift due to the
interaction with the 87Rb ionic core is clearly observed. Figure 1.4b illustrates the
distribution of the outer electron which gives an intuitive image of the 60Ǎ1/2 orbital.
The wavefunctions for high-Ǟ Rydberg states are approximately those of Hydrogen
atom. Their analytical forms are given in (1.5). However, in all numerical simulations,
we use the Numerov method to estimate the dipole matrix elements for all Ǟ.
Scaling laws

Understanding the scaling laws for the dipole matrix elements is very important. For
low-Ǟ Rydberg states, the Ǡ dependence of the dipole matrix element is determined by
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Figure 1.4 a) Radial wavefunctions ǌ601/2(Ǥ)for 87Rb 60Ǎ1/2 state (blue) and Hydrogen 60Ǎ1/2.
b) Probability of inding the Rydberg electron Ǥ2ǌ601/2(Ǥ).

the radial overlap of the two sub-levels. In the case of transitions between neighboring
levels, it is proportional to size of the orbit radius. The dipole matrix element thus
scales as Ǡ2. However, going to circular state, the dependency of the angular part on Ǡ
has to be taken into account. One can prove that the dipole connecting a circular state
with the nearest elliptical state in the same manifold scales as Ǡ3/2 while that with the
nearest manifold scales as Ǡ2, Ǡ3/2 and Ǡ2 for �+, � and �− transition respectively.
These scalings are summarized in Table 1.2

To give an order of magnitude, the dipole matrix element corresponding to the
transition between 60Ǎ1/2, ǟ� = 1/2 and 60Ǌ3/2, ǟ� = 3/2 states is 2127 ǙǕ0 and that
of the 60ƽ to 61ƽ transition is 2556 ǙǕ0. In comparison, the dipole matrix element for
the ƾ2 line transition 5Ǎ1/2 − 5Ǌ3/2 is of about 4.2 ǙǕ0. Those of Rydberg atoms are
obviously huge numbers. As a direct consequence, Rydberg atoms strongly couple to
microwave radiation. In other words, using available microwave technology, one can
easily manipulate transitions between Rydberg levels.

1.3
Radiative lifetime

1.3.1

Spontaneous emission

The long lifetime of Rydberg atoms can be classically interpreted as the result of the
very low acceleration of the outer electron on its large orbit. The Larmor formula in the
classical electrodynamics framework [132] predicts the radiated power of an electron
orbiting around its nucleus on a circular orbit to be

Ǌ = 23 Ǚ2Ǖ24��0Ǘ3 (1.27)
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Figure 1.5 Contribution of individual transitions from 60Ǎ to other ǠǊ levels to the ƻ and Ƽ
Einstein coeicients for 87Rb. Ƽ is calculated for ǎ = 300 K and ǎ = 4.2 K temperatures. Inset:
a zoom showing the background radiation inluence on the Rydberg lifetime.

where Ǖ is the acceleration given by the Coulomb force

Ǖ = 1ǟ�
Ǚ24��0(Ǡ2Ǖ0)2 . (1.28)

In a quantum mechanical description, the lifetime of the Rydberg state is due to the
transition of the outer electron to inner states induced by modes of the electromagnetic
ield vacuum, i.e., spontaneous emission. The decay rate from a state � to a state ǚ can
be expressed by the Einstein ƻ coeicient:

ƻ�� = 2�3��3�0Ǘ3ℎ |ǘ�� |2 = 4���3��3Ǘ2 ∣⟨� ∣ Ǥ ∣ ǚ ⟩∣2 (1.29)

where, ǘ�� is the dipole coupling and ��� /(2�) is the transition frequency. The spon-
taneous decay rate of the level � is calculated by summing over all possible decay chan-
nels.

Low Ǟ Rydberg atoms

For a ∣ǠǍ⟩ state the only possible decay channels are to ∣Ǡ′Ǌ⟩ states. Figure 1.5 shows
the individual values of ƻ��, numerically obtained from the evaluation of the dipole
matrix elements for the 60Ǎ Rubidium state. The spontaneous emission is dominated
by optical transitions to the lowest lying levels. The frequency of these short wave-
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length transitions does not change that much with Ǡ. It turns out that the dependency
of ƻ�� on Ǡ is determined from the dipole coupling, which depends on the radial over-
lap of the Rydberg wavefunction with the ground state wavefunction. Its value difers
signiicantly from zero only for short distances Ǥ ≪ ǠǕ0. From equation (1.5) one inds
that the radial overlap of the wavefunctions is proportional to Ǡ−3/2. The spontaneous
decay rate of ǠǍ Rydberg atom thus scales as Ǡ3. Summing up all the decay channels
yield ƻ = 0.004µs−1 corresponding to a lifetime of 244 µs for the 60Ǎ state.

Circular atoms

The situation is quite diferent for circular atoms. The only possible spontaneous de-
cay channel is the transition to the next lower circular state by emission of a �+ photon.
This explains why it takes a much longer time for a circular state to decay. For the 50ƽ
state, for instance, the strength of the dipole transition to the 49ƽ state is 1706 ǙǕ0. Us-
ing equation (1.29), this corresponds to a lifetime of about 28.6 ms. A classical calcula-
tion with equation (1.27) also leads to the same result [3]. It is not a surprise because,
as already discussed, the circular state is a perfect approximation of a classical Bohr
atom. The coupling between two nearby circular states scales as Ǡ2 while the transition
frequency scales as Ǡ−3. As a result, the lifetime of circular atoms scales as Ǡ5.

1.3.2
Blackbody-radiation-induced decay

In the presence of blackbody radiation, in addition to the spontaneous emission, the
stimulated decay rate is enhanced by absorption or stimulated emission of a photon
due to stimulation. The stimulated decay rate is larger than the spontaneous emission
rate by a factor ̄Ǡ(�). The enhanced Einstein’s coeicients is

Ƽ�� = ̄Ǡ(�)ƻ�� , (1.30)

where ̄Ǡ(�) is the mean number of photon per mode in free space at thermodynamic
equilibrium. It is given at a inite temperature ǎ by

̄Ǡ(�) = 1Ǚℏ�/��� − 1 , (1.31)

where ǝ� is the Boltzmann constant. The total decay rate for a state |�⟩ is then the sum
of the spontaneous emission and the stimulated decay rates

Γ� = 1�� = ∑� <� ƻ�� [1 + ̄Ǡ(�)] + ∑� >� ƻ�� ̄Ǡ(�) , (1.32)

where �� is the radiative lifetime of the � state. The two summations run over all lower
lying and higher lying levels ∣ǚ ⟩ which satisfy the selection rules described in sec-
tion 1.2.

The contributions from the stimulated transitions are also shown in Figure 1.5 at
room temperature (300 K) and at liquid helium temperature (4.2 K) for the 60Ǎ1/2 state.
The blackbody radiation slightly reduces the lifetime of the 60Ǎ Rubidium state, from244 µs at 0 K to 240 µs at 4.2 K, and even further down to 99 µs at the room temperature.
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In order to keep the Rydberg atoms long-lived, it is therefore necessary to put them in
a cryogenic environment.

The circular states are not an exception to this rule. The blackbody radiation not
only ampliies the decay rate to the lower circular state, it also opens new channels for
the stimulated transitions to higher lying levels, leading to a reduction of the circular
atom’s lifetime. This again requires to cool down the system in order to fully exploit
the long life of the circular states. We will further discuss on this in section 5.1.

1.4
Rydberg atoms in external ields

On the one hand, Rydberg atoms are quite sensitive to stray electric ields due to their
huge electric dipole matrix elements. On the other hand, in experiments where Ryd-
berg atoms are excited from a magnetically trapped cold atomic cloud, they are im-
mediately exposed to a strong magnetic ield. It is therefore important to understand
how Rydberg atoms behave under the presence of external ields. In the following, we
treat the Stark and Zeeman efects separately for the sake of simplicity.

1.4.1
Magnetic ield

The Zeeman Hamiltonian that describes the interaction of a Rydberg atom with an
external magnetic ield � reads

ǂ� = −� ⋅ � = ��ℏ (Ǜ�� + Ǜ��) ⋅ � , (1.33)

where �� is the Bohr magneton. The orbital Ǜ factor Ǜ� = 1 and the spin Ǜ factor Ǜ� ≈ 2
(an about 0.1% correction comes from quantum electrodynamics). Let’s choose the
quantization axis ǉǬ along �.

Depending on the relative strength of the spin-orbit interaction with respect to the
coupling with the magnetic ield, we can distinguish three situations: the anomalous
Zeeman efect for a weak magnetic ield, the Paschen-Back efect for a strong magnetic
ield, and the intermediate case.

1.4.1.1 Paschen-Back efect

When the external magnetic ield is strong enough, the angular momentum � and the
spin � are decoupled. Each of them precesses independently around the magnetic
ield. The interaction energy is thus simply given by

ƿ� = ��(ǟ� + Ǜ�ǟ�)Ƽ� , (1.34)

where Ƽ� is the Ǭ component of �. In a strong magnetic ield, the ine structure is
modiied to

ƿ�� = ƻǟ�ǟ� (1.35)

since both � and � are polarized along ǉǬ.
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A dipole transition does not lip the electron spin. The spin part in the above equa-
tion does not change the transition spectrum. Therefore, we can neglect the spin part.
Equation (1.34) simpliies to

ƿ� = ��ǟ�Ƽ� . (1.36)

1.4.1.2 Zeeman efect

In a weak magnetic ield, we treat irst the coupling of � and � into � = �+�, then take
the interaction with the magnetic ield as a perturbation. The Zeeman Hamiltonian
can be rewritten as

ǂ� = ��ℏ � (Ǜ� � ⋅ ��2 + Ǜ� � ⋅ ��2 ) ⋅ � (1.37)

A perturbative calculation yields the energy correction as

ƿ� = ��Ǜ�ǟ�Ƽ� = �� [Ǜ� + (Ǜ� − Ǜ�) �(� + 1) − Ǟ(Ǟ + 1) + ǥ(ǥ + 1)2�(� + 1) ] ǟ�Ƽ� (1.38)

where the term inside the square bracket is called the Landé-Ǜ factor Ǜ� . For a single
outer electron, ǥ is equal to 1/2.

1.4.1.3 Breit-Rabi formula

In general, one can be in an intermediate case where the Zeeman shift is of the same
order as the spin orbit splitting. One has to treat the two interactions at the same
time. The Breit-Rabi formula describes the magnetic ield dependence for � = 1/2 and
includes the hyperine structure. We can follow the same derivation for the spin-orbit
coupling only and obtain [133, page 20].

ƿ�(�, ǟ�) = − Δƿ��2(2Ǟ + 1) + ��ǟ�Ƽ� ± Δƿ��2 √1 + 4ǟ�Ǫ2Ǟ + 1 + Ǫ2 (1.39)

where Δƿ�� is the ine structure splitting and Ǫ = (Ǜ� − 1)��Ƽ�/Δƿ�� is called the
ield strength parameter. The ± sign corresponds to sub-level with � = Ǟ ± 1/2. This
formula includes both the weak ield Zeeman efect and Paschen-Back efect, and can
be applied for all Ǟ and �.

Let us take Ǡ = 60 multiplicity in a magnetic ield of 10 G as an example. The ine
structure level splitting can be calculated from the quantum defects listed in Table 1.1.
They are 460 MHz for the Ǌ level and 53 MHz for the ƾ level, corresponding to Ǫ =0.03 and Ǫ = 0.26 respectively. Therefore we can treat Ǟ < 2 states in the weak ield
regime but, for the ƾ state, we enter the intermediate case. For Ǟ ≥ 3, Ǫ ≥ 19, the spin
is decoupled from the angular momentum. Equation (1.36) then well describes the
situation.
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1.4.2

Electric ield

In an external static electric ield �, the Rydberg levels are coupled by the electric ield
via dipole transitions, leading to energy shifts. This is known as the Stark efect. The
interaction Hamiltonian reads

ǂ� = −� ⋅ � . (1.40)

Let us irst consider a Hydrogen atom in an electric ield. We also neglect for now
the ine structure. The electric ield breaks the spherical symmetry. Ǟ is no longer a
good quantum number. However, the system is still cylindrically symmetric around
the direction of the electric ield that we choose as the quantization axis ǉǬ. The an-
gular projection quantum number ǟ� remains a good quantum number. The Stark
Hamiltonian can be expressed as

ǂ� = −ǀǘ� = ǙǀǬ = ǙǀǤ√4�3 Ǔ01 , (1.41)

where ǘ� = −ǙǬ is the Ǭ component of the dipole operator. Equation (1.21) has been
used to obtain the last equality. The electric ield thus couples only states with the
same ǟ�.

Hydrogen atom – Circular state

For high-Ǟ Rydberg levels, and especially circular states, both the ine structure and
the quantum defects are negligible to a very good approximation. The Stark efect
lifts the degeneracy of the Ǡ manifold. Even a small electric ield is enough to mix the
levels. A straightforward way to deal with the problem is to change to the parabolic
coordinates. The Schrödinger equation becomes separable and analytically solvable.
In addition to Ǡ and ǟ, parabolic quantum numbers Ǡ1 and Ǡ2 are introduced. They
are non negative integers and related to Ǡ and ǟ by

Ǡ = Ǡ1 + Ǡ2 + |ǟ| + 1 . (1.42)

For convenience let’s note

ǝ = Ǡ2 − Ǡ1 = Ǡ − 2Ǡ1 − |ǟ| − 1 . (1.43)

For ixed Ǡ and ǟ, there are Ǡ − |ǟ| possible values of ǝ ranging from −Ǡ − |ǟ| + 1 toǠ − |ǟ| − 1. It is enough to specify Ǡ, ǝ and ǟ in order to deine an eigenstate. Thus
we use a ket ∣Ǡ ǝ ǟ⟩ to represent the corresponding state. Its energy can be analytically
expressed using the perturbation calculation [125]

ƿ = ƿ(0) + ƿ(1) + ƿ(2) + ... (1.44)
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with

ƿ(0) = − 12Ǡ2
ƿ(1) = 32ǝǠǀ
ƿ(2) = − 116 [17Ǡ2 − 9ǟ2 + 19 − 3ǝ2] Ǡ4ǀ2 ,

(1.45)

where ǀ = |�|. All quantities here are in atomic units.
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Figure 1.6 Energy levels for Ǡ = 50 and Ǡ = 51 states in an electric ield. The diagram only
shows states with ǟ ≥ 46.

Figure 1.6 illustrates the energy levels for high-Ǟ states with Ǡ = 50 and Ǡ = 51.
From equation (1.45), one notes that the energy shift of a ǟ < 0 state is the same as
that of the corresponding ǟ > 0 state. Thus we can consider only the case ǟ ≥ 0.

The circular state ∣Ǡ, Ǟ = Ǡ − 1, ǟ = Ǡ − 1⟩ in the spherical representation is un-
changed to the irst order in the presence of an electric ield, and is the same as the
circular state ∣Ǡ, ǝ = 0, ǟ = Ǡ − 1⟩ in the parabolic representation. It does not have a
linear Stark shift. Instead, the second-order Stark efect quadratically lowers down its
energy level. For instance the ∣50ƽ⟩ state is shifted -2.03 MHz/(V/cm)2.

States with |ǟ| ≠ Ǡ−1 in the parabolic coordinates are linear combinations of states
with the same ǟ but diferent Ǟ. They are also called elliptical states to distinguish them
with respect to the circular one. As an example, the two neighbors of the circular
state, ∣Ǡ, Ǟ = Ǡ − 1, ǟ = Ǡ − 2⟩ and ∣Ǡ, Ǟ = Ǡ − 2, ǟ = Ǡ − 2⟩, combine either symmetri-
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cally into ∣Ǡ, ǝ = +1, ǟ = Ǡ − 2⟩ state or anti-symmetrically into ∣Ǡ, ǝ = −1, ǟ = Ǡ − 2⟩
state. For convenience, we denote them ∣Ǡƿ+⟩ and |Ǡƿ−⟩ respectively. They are explic-
itly given by

∣Ǡƿ+⟩ = ∣Ǡ, ǝ = +1, ǟ = Ǡ − 2⟩
= 1√2 (∣Ǡ, Ǟ = Ǡ − 2, ǟ = Ǡ − 2⟩ + ∣Ǡ, Ǟ = Ǡ − 1, ǟ = Ǡ − 2⟩) , (1.46)

and

|Ǡƿ−⟩ = ∣Ǡ, ǝ = −1, ǟ = Ǡ − 2⟩
= 1√2 (∣Ǡ, Ǟ = Ǡ − 2, ǟ = Ǡ − 2⟩ − ∣Ǡ, Ǟ = Ǡ − 1, ǟ = Ǡ − 2⟩) . (1.47)

According to (1.45), elliptical states are linearly shifted by the Stark efect.
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Figure 1.7 a) Stark map of 87Rb for ǟ� = +1/2 states around 60Ǎ. The S, P, D and F levels are
outside the manifold due to their quantum defects. Levels with Ǟ > 3 are quasi degenerate
and are linearly shifted by the electric ield. Zooms around b) 60P and c) 60S states are shown
on the right. The corresponding regions are marked by dashed rectangles in a). Under strong
electric ield, complex level anti-crossings are observed. The dashed red line in c) is a parabolic
it for 0 ≤ ǀ < 0.5 V/cm.

For low-Ǟ Rydberg atoms, the quantum defects lift the degeneracy with the rest of
the multiplicity. The parabolic coordinate transformation is no longer necessary. For
a weak electric ield, i.e., when the Stark shift is much smaller than the level separa-
tion, one can treat the problem directly using the perturbation theory. Noting that the
dipole operator does not couple a state to itself, the Stark efect acts as a second-order
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Table 1.3 Properties of Rydberg atoms and their Ǡ dependence.

Property low-Ǟ state circular state

Binding energy Ǡ−2 Ǡ−2
Fine structure interval Ǡ−3 0
Orbital radius Ǡ2 Ǡ2
Dipole moment ⟨Ǡ Ǟ ∣ ǙǤ ∣ Ǡ Ǟ ± 1⟩ Ǡ2 Ǡ3/2
Radiative lifetime Ǡ3 Ǡ5
Electric polarizability Ǡ7 Ǡ6
van der Waals coeicient∗ Ǡ11 Ǡ6
* see chapter 2 and section 5.3.

perturbation. One thus expects a quadratic shift of the energy levels

Δƿ� = �ǀ2 (1.48)

where � is the electric polarizability and given by

� = ∑∣�′ �′ �′⟩≠∣� � �⟩
| ⟨Ǡ Ǟ � ǟ� ∣ ǙǬ ∣ Ǡ′ Ǟ′ �′ ǟ′�⟩ |2ƿ��� − ƿ�′�′�′ (1.49)

The summation is extended to all levels satisfying the selection rules. However, the
main contribution comes from levels closest in energy, which have a larger radial over-
lap. The lowest Ǟ, i.e., ∣ǠǍ⟩ state for example, couples mainly to |ǠǊ⟩ and |Ǡ − 1Ǌ⟩ levels.
Due to the efect of quantum defects, ƿ�� − ƿ�−1� > ƿ�� − ƿ�� > 0 (cf. Figure 1.3). As
a result, � < 0. The Stark efect lowers the energy. The numerator scales as Ǡ4 (square
of the dipole matrix element), while the energy diferences in the denominator scale
as Ǡ−3 for adjacent Rydberg levels. As a result, the Stark shift scales as Ǡ7.

The Stark diagram for levels around 60Ǎ with ǟ� = +1/2 is shown in Figure 1.7.
It is obtained by numerical diagonalization of the full Stark Hamiltonian. The electric
polarizability for the 60Ǎ level is found to be −89.9 MHz/(V/cm)2. Electric ields
larger than 1 V/cm are enough to cause complex state mixing. Stronger quadratic
shifts for 60Ǌ and 58ƾ states are also observed. The 57ǀ state is slightly shifted out
of the manifold of Ǟ ≥ 4. Inside, the levels are quasi degenerate and thus are linearly
shifted by the electric ield.

Summary

In this chapter, we briely reviewed the major properties of individual Rydberg atoms
both for low-Ǟ and high-Ǟ states. High-Ǟ states are approximated by a Hydrogen atom,
especially for the case of circular states. For low-Ǟ Rydberg states, the quantum defect
theory describes the energy correction due to the interaction with the alkali ionic core.
The quantum defects remove the degeneracy of the Ǎ, Ǌ, ƾ and ǀ states from the rest
of the manifold.

We studied the radiative lifetime of Rydberg atoms as well as their behaviors in an
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external electric or magnetic ield. Throughout this chapter, numerical calculations
with the 60Ǎ state and the circular 50ƽ state were used as examples. These two states
lie at the focus of this thesis. The scaling laws for the properties of Rydberg atoms
were discussed and are summarized in Table 1.3.
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Interacting Rydberg
atoms 2
2.1
Two antennas in communication

Having huge dipole matrix elements, Rydberg atoms strongly interact with each other.
This dipole-dipole interaction has been intensively studied and applied in the ield of
quantum information processing. It leads to non-trivial phenomena and is at the heart
of this thesis. The dipole interaction operator is the combination of dipole operators
acting on each atom

ǐ��(ǌ) = 14��0ǌ3 [�1 ⋅ �2 − 3(�1 ⋅ �ǌ )(�2 ⋅ �ǌ )]
= Ǚ24��0ǌ3 [�1 ⋅ �2 − 3(�1 ⋅ �ǌ )(�2 ⋅ �ǌ )] , (2.1)

where ǌ = |�| is the distance between the two atoms. The indices indicate which atom
the operator acts on. Here, the distance between the two atoms is treated classically
assuming that the spatial spread of the atomic wave-packet for each atom is much
smaller than the distance between them.

The interaction can be seen as resulting from the simultaneous exchange of virtual
photons between the two atoms. Strictly speaking one has to take into account in prin-
ciple the retardation efect accounting for the propagation of the photons. However,
the typical spacing between the Rydberg atoms in these experiments ranges from a
few to several hundreds micrometers. It is much smaller than the photon wavelength,
in the mm range. The retardation efect can be neglected and thus equation (2.1) is
valid.

For simplicity, we choose the axis connecting the two atoms as the quantization
axis and express the position operators �1 and �2 in terms of spherical harmonics (cf.
section 1.2). The dipole interaction operator can then be rewritten as

ǐ��(ǌ) = − Ǚ23�0ǌ3 Ǥ1Ǥ2 (Ǔ−11 Ǔ+11 + Ǔ+11 Ǔ−11 + 2Ǔ01Ǔ01) (2.2)

From this expression, it is clear that the interaction operator preserves the total mag-
netic quantum number Ǉ = ǟ1 + ǟ2.
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In practice, we use a numerical approach to calculate the interaction between two
Rydberg atoms. The Hilbert space is truncated to important terms due to limited
memory and computation power. The interaction Hamiltonian is then constructed
and directly diagonalized to ind the interaction energy for each inter-atomic distanceǌ. In order to discuss the physics of the interaction, we will make use of perturbation
theory. In the following let’s limit the discussions on the case Ǟ = 0. In section 5.3, we
will discuss in details the dipole interaction between two circular atoms, which leads
to interesting efects.

2.2
A pair of atoms in the same state

For a pair of two atoms in the same state Ǖ denoted |ǕǕ⟩, the dipole interaction operator
in general acts as an second-order perturbation, coupling to intermediate pair states∣Ǘǘ⟩. The resulting interaction energy has the form

ƽ�� = ∑∣��⟩
⟨ǕǕ ∣ ǐ�� ∣ Ǘǘ⟩ ⟨Ǘǘ ∣ ǐ�� ∣ ǕǕ⟩2ƿ� − ƿ� − ƿ� = ƽ6,�−�ǌ6 , (2.3)

corresponding to a van der Waals interaction with ƽ6,�−� is the van der Waals coei-
cient. In the above equation, ƿ� is the energy of the single Rydberg atom �.

The situation is bit diferent when one of the coupled state ∣Ǘǘ⟩ is nearly degenerate,
i.e., ⟨ǕǕ ∣ ǐ�� ∣ Ǘǘ⟩ /ǌ3 ≫ ∣2ƿ� − ƿ� − ƿ�∣. If |Ǘ⟩ = ∣ǘ⟩ , Ǧhe relevant subspace consists of
two states |ǕǕ⟩ and |ǗǗ⟩. The corresponding Hamiltonian reads

ǂ��−�� = ⎛⎜⎜⎝
|ǕǕ⟩⟩ |ǗǗ⟩|ǕǕ⟩ 2ƿ� ⟨�� ∣ ��� ∣ ��⟩�3|ǗǗ⟩ ⟨�� ∣ ��� ∣ ��⟩�3 2ƿ� ⎞⎟⎟⎠ . (2.4)

Its eigenstates are a symmetric combination (|ǕǕ⟩ + |ǗǗ⟩)/√2 and an anti-symmetric
combination (|ǕǕ⟩ − |ǗǗ⟩)/√2 of the two levels. The corresponding energy shifts are
given by

Δƿ�� = ±⟨ǕǕ ∣ ǐ�� ∣ ǗǗ⟩ǌ3 = ±ƽ3,�−�ǌ3 , (2.5)

where ƽ3,�−� = ⟨ǕǕ ∣ ǐ�� ∣ ǗǗ⟩ and the plus sign corresponds to the antisymmetric com-
bination of |ǕǕ⟩ and |ǗǗ⟩.

If |Ǘ⟩ ≠ ∣ǘ⟩, there are three nearly degenerate states |ǕǕ⟩, ∣Ǘǘ⟩ and ∣ǘǗ⟩. The symmet-
ric and anti-symmetric combinations of ∣Ǘǘ⟩ and ∣ǘǗ⟩ are ∣ƽ⟩ = (∣Ǘǘ⟩ + ∣ǘǗ⟩)/√2 and∣ǈƽ⟩ = (∣Ǘǘ⟩ − ∣ǘǗ⟩)/√2. One notes that |ǕǕ⟩ does not couple to ∣ǈƽ⟩ by ǐ��. The rele-
vant subspace thus consists of two states |ǕǕ⟩ and ∣ƽ⟩. Similarly to the case of |Ǘ⟩ = ∣ǘ⟩,
one gets two eigenstates (|ǕǕ⟩ ∓ ∣ƽ⟩)/√2 whose energy shifts are

Δƿ�� = ±⟨ǕǕ ∣ ǐ�� ∣ ƽ⟩ǌ3 = ±ƽ3,�−�ǌ3 , (2.6)
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Figure 2.1 The energy shift of ∣60Ǎ; 60Ǎ⟩ pair state due to their van der Waals interaction. Also
shown are the nearby pair states. The color code represent the square of the projection on the
unperturbed ∣60Ǎ; 60Ǎ⟩ state. Inset plots the energy shift in log-log scale. At short distance,∣60Ǎ; 60Ǎ⟩ strongly couples to |60Ǌ; 59Ǌ⟩ states, the interaction gradually changes to a resonant
dipole interaction.

where ƽ3,�−� = √2 ⟨ǕǕ ∣ ǐ�� ∣ Ǘǘ⟩. These special situations are known as Rydberg Förster
resonance [104].

ǠǍ − ǠǍ interaction

In the case of the ∣ǠǍ; ǠǍ⟩ state, the dominant term in (2.3) is the coupling with the|ǠǊ; Ǡ − 1Ǌ⟩ pair state. Since ƿ�� − ƿ�−1� > ƿ�� − ƿ�� (cf. Figure 1.3), the denomi-
nator in (2.3) is positive. The ǠǍ − ǠǍ interaction is thus always repulsive. Numerical
calculation for the 60Ǎ − 60Ǎ pair gives ƽ6,60�−60� = 137.6(1) GHz.µm6 . Figure 2.1
depicts the numerically computed energy shift for the ∣60Ǎ; 60Ǎ⟩ pair state. At dis-
tances larger than 3 µm, the interaction is well itted by a van der Waals potential. At
shorter distances, the dipole coupling is as strong as the energy diference of the two
pair states ∣ǠǍ; ǠǍ⟩ and |ǠǊ; Ǡ − 1Ǌ⟩ (∼ 2 GHz). The interaction gradually changes to1/ǌ3 behavior. From equation (2.3), one can show that the van der Waals interaction
scales as Ǡ11.
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2.3
An atom pair involving two diferent states

For an atom pair in two diferent states Ǖ and ǖ, there are two degenerate pair states |Ǖǖ⟩
and |ǖǕ⟩. According to the selection rules, ⟨Ǖǖ ∣ ǐef ∣ Ǖǖ⟩ = ⟨ǖǕ ∣ ǐef ∣ ǖǕ⟩ = 0. Formally,
one writes an efective Hamiltonian ǐef [134] for a two level approximation including
second-order coupling to other states. Its matrix elements are

ƽ�� = ⟨Ǖǖ ∣ ǐef ∣ Ǖǖ⟩ = ⟨ǖǕ ∣ ǐef ∣ ǖǕ⟩ , (2.7)

and

ƻ�� = ⟨Ǖǖ ∣ ǐef ∣ ǖǕ⟩ = ⟨ǖǕ ∣ ǐef ∣ Ǖǖ⟩ . (2.8)

The interaction Hamiltonian is expressed as

ǐef = (
|Ǖǖ⟩ |ǖǕ⟩|Ǖǖ⟩ ƽ�� ƻ��|ǖǕ⟩ ƻ�� ƽ�� ) . (2.9)

The diagonal terms are the direct interaction of a pair state to itself, which is a second-
order perturbation through the coupling to intermediate pair states ∣Ǘǘ⟩. They thus
correspond to van der Waals interactions

ƽ�� = ∑∣��⟩
⟨Ǖǖ ∣ ǐ�� ∣ Ǘǘ⟩ ⟨Ǘǘ ∣ ǐ�� ∣ Ǖǖ⟩ƿ� + ƿ� − ƿ� − ƿ� = ƽ6,�−�ǌ6 , (2.10)

where ƽ6,�−� is the corresponding van der Waals coeicient.

a a a ab b b b

c c cd cd d d

e f

a) b)

f e

Figure 2.2 Scheme for calculating the dipole interaction between Ǖ and ǖ states. The direct
(diagonal) terms are represented by the dashed blue arrows and the exchange (of diagonal)
terms by the solid red arrows. The direct interaction is the second-order perturbation coupling
to intermediate pair states of Ǘ and ǘ. The exchange interaction can be either a a) irst-order or
b) higher order perturbation. In b) the pair state ∣Ǚǚ ⟩ is an intermediate state for the coupling
between ∣Ǖǖ⟩ and ∣ǖǕ⟩.

The of-diagonal term ƻ�� corresponds to an interaction where the two atoms ex-
change their excitations. When the Ǖ − ǖ transition is dipole allowed, e.g., a ǠǍ − Ǡ′Ǌ
transition, the exchange interaction is a direct coupling of ∣Ǖǖ⟩ and ∣ǖǕ⟩ (Figure 2.2a.
It varies as a 1/ǌ3 dipole potential. Otherwise, depending on the dipole coupling
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between |Ǖ⟩ and ∣ǖ⟩, the exchange interaction can be an indirect coupling of second
(scaling as 1/ǌ6) or higher order as demonstrated in Figure 2.2 b.

In general the direct interaction shifts the energy of the two levels in the same way
while the exchange interaction breaks the degeneracy, splitting them into symmetric
and antisymmetric combinations of the two levels. Their total energy shifts are

Δƿ�� = ƽ�� ± ƻ�� , (2.11)

where the minus sign corresponds to the symmetric combination.
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Figure 2.3 Interaction energy for 60Ǎ − 60Ǌ3/2 pair of atoms. The lower branch corresponds
to the symmetric level while the upper one corresponds to the anti-symmetric level. The color
code shows the projection on the initial pair state ∣ǠǍ; Ǡ′Ǌ⟩ squared. The dashed line represents
the direct energy shift. The inset shows in log-log scale the direct and the exchange interaction.

This is a rather simple case. The exchange interaction directly couples ∣ǠǍ; Ǡ′Ǌ⟩ and∣Ǡ′Ǌ; ǠǍ⟩ state by a resonant (irst-order) dipole interaction

ƻ��−�′� = ⟨ǠǍ; Ǡ′Ǌ ∣ ǐ�� ∣ Ǡ′Ǌ; ǠǍ⟩ = ƻ3,��−�′�ǌ3 , (2.12)

where ƻ3,��−�′� is a proportionality coeicient. Its Ǡ dependency originates from the
dipole matrix elements, which scale as Ǡ2 each, leading to a scaling as Ǡ4.

The direct interaction comes from the coupling to the intermediate levels ∣Ǡ″Ǌ; Ǡ‴Ǎ⟩:∣ǠǍ; Ǡ′Ǌ⟩ ↔ ∣Ǡ″Ǌ; Ǡ‴Ǎ⟩ ↔ ∣ǠǍ; Ǡ′Ǌ⟩. From (2.10) one can easily ind that it scales as Ǡ11.
Equation (2.11) takes the form

Δƿ��,��−�′� = ƽ6,��−�′�ǌ6 ± ƻ3,��−�′�ǌ3 . (2.13)
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Figure 2.3 depicts the numerical result for 60Ǎ − 60Ǌ3/2 pair. It is calculated from
a subspace of about 500 pair states. The color code represents the probability of being
in ∣60Ǎ; 60Ǌ3/2⟩ pair state. At long distances it corresponds to 0.5 for each branch as
expected. Getting closer, the color is degraded, indicating the contamination by other
levels. Fitting the energy shift for each branch with the potential described in (2.13)
yields ƽ6,60�−60�3/2 = 7.976(1) GHz.µm6 and ƻ3,60�−60�3/2 = 4.411(0) GHz.�m3. The
van der Waals terms is shown by the dashed curve on the graph. Inset plots in log-log
scale the mean energy and half the energy diference of the two branches, correspond-
ing to the direct and exchange interactions respectively. A 1/ǌ6 and a 1/ǌ3 behaviors
are clearly observed even down to distances smaller than 2 �m. At distance larger than4 �m, the van der Waals shift is more than two orders of magnitude smaller than the
dipole shift, and thus can be ignored.

Summary

In this chapter, we established the dipole-dipole interaction between a pair of Rydberg
atoms under diferent situations. We particularly focused on the case where one of the
atoms is in an ǠǍ state. However, the concepts discussed here can be extended to the
general case.

For an atom pair in diferent states, the exchange interaction combines symmet-
rically or anti-symmetrically the two pair states ∣ǠǍ; Ǡ′Ǎ(Ǌ)⟩ and ∣Ǡ′Ǎ(Ǌ); ǠǍ⟩, lifting
their degeneracy. The level splitting is proportional to either 1/ǌ3 (Ǡ′Ǌ state) or 1/ǌ6
(Ǡ′Ǎ state) depending on whether the transition between the two states is dipole al-
lowed or not. Two Ǎ Rydberg atoms at distance ǌ larger than 3 µm interact with each
other by a van der Waals potential. We also performed numerical calculations for the
interaction of a 60Ǎ Rydberg atom with another one in the 60Ǎ nearby state.
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The prerequisite in most of quantum simulation experiments is to preserve the coher-
ence of the system for a long time. Building a quantum simulator with Rydberg atoms
on a superconducting atom chip imposes two main requirements: a high-level control
of the stray electric ields and the use of cold/ultra cold atoms. The former comes from
the high sensitivity of Rydberg atoms to electric ield. The latter is meant to minimize
the atomic motion, which might eventually map into time-dependent Stark and/or
Zeeman shifts. In addition, a cold and dense atomic cloud helps to enter the strong
Rydberg-Rydberg interaction regime.

Our experiment is dedicated to study the excitation of strongly interacting Rydberg
atoms out of a cold Rubidium cloud near a superconducting atom chip. This is a rather
complex experiment, in which we implement a superconducting atom chip with laser
cooling and magnetic trapping techniques for 87Rb inside a cryostat. The Rydberg
excitation and detection are also performed in the cryogenic environment. The ex-
periment is designed carefully in such a way that every component we put inside the
cryostat has to consume a minimum amount of liquid Helium. The list includes the
atom chip, the superconducting coils creating necessary bias magnetic ields for atom
trapping and cooling, the electrodes for ield-ionization system and the ion-counter
channeltron. We recall here the main features of the experimental setup, which is
divided into two parts: the preparation of ultra-cold atoms and the Rydberg excita-
tion/detection. More details on the chip fabrication and characterization can be found
in Raul Celistrino’s thesis [135].

At the end of this chapter, we briely represent our irst investigations to demon-
strate that Rydberg atoms are fully compatible with the atom chip, i.e., coherent ma-
nipulation of Rydberg atoms is feasible in the vicinity of the chip with a good control
of stray electric ields. The experiment is performed with a low Rydberg density such
that Rydberg-Rydberg interaction is negligible. This is the topic of Carla Hermann’s
thesis, where one can ind a full description of the experiment [136].
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3.1
Ultra-cold atom source

3.1.1

Cryostat

As discussed in section 1.3, the Rydberg atom’s lifetime strongly depends on the en-
vironment temperature. Of course, short lifetimes might be not a problem for certain
experiments where all interesting dynamics happen on a short time scale. However,
in order to fully exploit the long lifetime property of the Rydberg atoms, putting them
in a cryogenic environment is necessary. In addition, the operation of the chip under
non-superconducting state would turn the chip itself into a hot body right at the po-
sition of the Rydberg atoms due to the Joule heating efect. A superconducting atom
chip suppresses this efect.

Our experiment uses a cryostat, which is schematically depicted in Figure 3.1. The
heart of the experiment, where all the science happens is kept at 4.2 K temperature by
a 4He shield, which is a copper shell in direct contact with a liquid 4He reservoir. It is
in turn thermally shielded from 300 K blackbody radiation by an intermediate stage at
liquid nitrogen temperature, 77 K. The cryogenic stages are irmly mounted inside an
external cylindrical shell, which provides a good vacuum. A layer of lead, which be-
comes superconducting at a temperature lower than 7 K, is installed around the inner
wall of the He shield. It screens any external magnetic ield luctuation. Moreover, fast
variations of the bias magnetic ields during the experiment are necessary. Without
the superconducting lead shield, eddy currents would be induced on the outer copper
thermal shields, preventing fast variations of the bias magnetic ields.

The He shield, with a few liters volume is suiciently large to accommodate the
chip mount, the magnetic bias coils as well as the Rydberg detection system, which
are shown in Figure 3.1. The chip wires and the bias coils are all superconducting to
prevent heating and power dissipation. Several windows are opened on the walls of
the cryostat (and the thermal shields) for optical access. Both laser and imaging sys-
tems are outside the cryostat. The size of the windows limits the numerical aperture
for the collection lenses, but large windows expose the Rydberg atoms directly to the
300 K blackbody radiation. Therefore the windows are chosen to be 6 cm in diameter
as a compromise.

On the one hand, the use of the cryostat sets up some constraints on optical access
as well as on the complexity of experimental operation. On the other hand, it helps
to have a high vacuum without much efort. Residual gases are strongly adsorbed
on cold surfaces. A pressure smaller than 10−10 mbar* can be obtained without time
consuming baking of the system. Under such a pressure, the losses due to background
gas collisions are strongly reduced and the trapping lifetime is thus improved, of the
order of minutes [138, 139].

*Expected to be lower than 10−13 mbar [137] but no direct measurement is available with our current
setup.
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Figure 3.1 Sketch of the cryogenic setup. a) A vertical cut shows the construction of the cryo-
stat. The liquid 4He and liquid Nitrogen reservoirs are indicated by fake colors. A slow atomic
beam from a 2D-MOT is injected inside the cryostat from the bottom. b) Schematic view of
the heart of the experiment. The chip faces the ǫ direction. The bias coils (dark green) and
detection electrodes (blue) are also represented. The Helium and Nitrogen shields as well as
the exterior shell are not shown. c) A closer view shows only the bias coils (green) and the
“QUAD” coil (purple), which generate the quadrupole magnetic ield for an on-chip MOT.
The chip position is marked by the blue rectangle covering the Ƽ� bias coil and the QUAD coil.
The red zone indicates the place where the Rubidium atoms are trapped. The current low in
the QUAD coil is marked by the arrow.
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3.1.2
Atom chip
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Figure 3.2 Scheme of the superconducting atom chip. The letters label the current in-
put/output pads on the chip. The fake colors are to distinguish between the chip wires: green
for the U-shaped wire, orange for the Z-shaped wire and blue for the RF wire. Directions of
the currents are also indicated.

The atom chip used in our current experiment is rather simple and is depicted
in Figure 3.2. The chip operation is based on three wires: a U-shaped wire (LJ), a
Z-shaped wire (LG) and a straight wire (KM) as depicted in Figure 3.2.

The U-shaped or Z-shaped wire is a simpliied version of a H-shaped wire, made
up of a straight current crossing two parallel currents (Figure 3.3a). By passing a cur-
rent ǃ through the Z-shaped wire, the magnetic ield created by the segment along the Ǫ
direction, in combination with a bias ield along the Ǭ direction Ƽ� forms a quadrupole
ield in the ǫǬ plane (Figure 3.3b). The currents in the two parallel arms low in
the same direction. They create a magnetic ield in the Ǫ direction, which exhibits
a nonzero minimum near the center of the quadrupole ield (marked by the yellow
dots, Figure 3.3c). The total magnetic ield forms an Iofe-Pritchard magnetic trap.

Similarly, the U-shaped wire also has a quadrupole ield in the ǫǬ plane. The cur-
rents in the two parallel arms low in counter directions. As a result, the total magnetic
ield has a zero minimum near the center of the quadrupole ield (Figure 3.3d). Such
a magnetic ield is suitable for a 3D magneto-optical trap (mirror MOT).

Numerical calculations of the ields created by our particular chip can be found
in Raul Celistrino’s thesis [135]. For either the U-shaped or the Z-shaped wire, the
distance to the chip of the trap center is approximately given by

Ǥ0 = �02� ǃƼ� . (3.1)
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Figure 3.3 Magnetic ield created by the chip wires. a) The Ǐ(ǔ)-shaped wire is a simpliied
version of a H-shaped wire consisting of a straight current along the Ǫ direction and a pair of
parallel currents along the Ǭ direction. b) A quadrupole ield is formed by the straight current
in superposition with a bias ield. The pair of currents can be either c) in the same direction or
d) in opposite directions. In modulus, the total ield can accordingly have a zero or non zero
minimum at the positions marked by yellow dots. The wires under consideration are shown
in red while the corresponding Ǐ(ǔ)-shaped wire is shown in green. In b) we plot only the
Z-shaped wire but the situation is the same for the U-shaped wire.
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Figure 3.4 Mirror MOT. Two counter-propagating beams are sent parallel to the chip while
the other two hit the chip at 45 degrees. The relection of the latter adds up two beams with
inverted helicities, thus correctly restoring the six-beam coniguration.

while the gradient of the quadrupole ield at the trap center is

∣Ƽ′(Ǥ0)∣ = 2��0
Ƽ2�ǃ = �02� ǃǤ20 . (3.2)

This is an important feature of the trap geometry. The closer it is to the chip, the tighter
the coninement in the ǫǬ plane. Therefore at short distances from the chip, the trap is
elongated along the Ǫ direction, taking a cigar shape.

The KM wire is used for generating the radio frequency during the RF-induced
evaporative cooling of the atoms in the magnetic trap.

All the chip wires are 2 µm thick, made of Niobium (Nb) deposited on a silicon
substrate. Nb wires at 4.2 K are superconducting. The critical current is measured
to be 3.6 A for the thin Z-shaped wire, while it is up to 7.5 A for the thick U-shaped
wire. The fabrication of the chip has been developed and realized in our group. A
detailed discussion can be found in [135]. During the cooling of the chip from room
temperature, the earth and stray magnetic ields are compensated to prevent the chip
from trapping residual ields. Otherwise, magnetic vortices can be formed, leading to
a deformation of the magnetic trap, and even to the formation of uncontrolled on-chip
local magnetic traps.

The chip is covered with a 200 nm thick layer of gold. A special coniguration of
four cooling laser beams making use of the high relectivity of the chip gold surface
allows us to restore the standard six-beam coniguration of a 3D-MOT (Figure 3.4).
Such a MOT is called a mirror-MOT.

3.1.3
Atom imaging

The cryostat reduces our freedom in coniguring the imaging system. Here we record
the image of the atomic cloud both from the front and the size directions as schemat-
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Figure 3.5 Scheme of the imaging system. The probe beam can be sent either nearly perpen-
dicular (front probe) or parallel (side probe) to the chip surface. The relected beams from the
chip surface are collected on CCD cameras. The objective lenses are placed as close to the chip
as possible. The atomic cloud casts a shadow on the relected beam. For the side probe, the
relection of the chip surface adds another image of the cloud as illustrated in the inset.

Figure 3.6 A cold cloud of Rubidium atom after 16.5 ms time of light imaged by the side
probe beam. We get two images: one is the direct image (right) and the other originates from
the relection on the chip.

ically depicted in Figure 3.5. The probe beams are sent either (nearly) perpendicular
to the chip surface (front imaging), or at an angle of about 7° from the chip surface
(side imaging). The objective lenses are installed right at the external cylinder of the
cryostat in a way such that they do not disturb other laser beams but still allow us to
collect as much as possible the light scattered from the atomic cloud .
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The atomic cloud can be imaged either by collecting its luorescent light or by mea-
suring the change of the probe beam intensity due to the absorption of the cloud.
However, the latter method gives a more precise estimation of the number of atoms.
Well below the saturation of the atomic transition, the optical density ǉƾ of the cloud
at a point (Ǫ�, ǫ�) is found by taking the natural logarithm of the transmission

ǉƾ(Ǫ�, ǫ�) = − ln ǃ� (Ǫ�, ǫ�)ǃ�(Ǫ�, ǫ�) , (3.3)

where ǃ� (Ǫ�, ǫ�) and ǃ�(Ǫ�, ǫ�) are the light intensities of the probe beam at point (Ǫ�, ǫ�)
with and without the absorption due to atoms. These intensities are measured directly
with a CCD camera. Here we deine the coordinates (Ǫ�, ǫ�, Ǭ�) such that ǉǬ� is the
propagation direction of the probe beam. The Beer-Lambert ’s law relates the ǉƾ
with the column density ̄Ǡ(Ǫ�, ǫ�) = ∫ Ǡ(Ǫ�, ǫ�, Ǭ�)dǬ�, where Ǡ(Ǫ�, ǫ�, Ǭ�) is the atomic
density

ǉƾ(Ǫ�, ǫ�) = �0 ̄Ǡ(Ǫ�, ǫ�) . (3.4)

Thus

̄Ǡ(Ǫ�, ǫ�) = ∫ Ǡ(Ǫ�, ǫ�, Ǭ�)dǬ� = − 1�0 ln ǃ� (Ǫ�, ǫ�)ǃ�(Ǫ�, ǫ�) . (3.5)

In the above equation, �0 is the resonant scattering cross-section. Cold atoms in the
magnetic trap are prepared in the 5Ǎ1/2, ǀ = 2, ǟ� = +2 state. The probe beam is
adjusted to drive the �+ cycling transition, i.e., between the 5Ǎ1/2, ǀ = 2, ǟ� = +2 and
the 5Ǌ3/2, ǀ′ = 3, ǟ� = +3 states. The corresponding cross-section is given by

�0 = 3�22� , (3.6)

where � = 780 nm is the transition wavelength.
In practice, the probe polarization is not perfectly circular. In addition, the inter-

ference between the probe beam and its relection from the chip surface modulates
the light intensity. Due to these efects, the apparent cross-section �0 is reduced by a
factor �abs, which is experimentally calibrated [135, 140].

For the side imaging, �abs is measured to be about 2.06 ± 0.1. As shown in Fig-
ure 3.6, we get in general two images of the cloud: one from the direct image of the
cloud and the other corresponding to the relection on the chip surface. Half of the
distance between the two images is equal to the distance of the atomic cloud from the
chip surface.

3.1.4
Laser system

A laser system is mandatory for trapping and cooling the atoms. In our experiment,
we implement standard techniques for trapping and cooling 87Rb atoms. A good con-
trol of the power, frequency and polarization of the lasers determines the success of the
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Figure 3.7 Hyperine structure of 87Rb. The cycling transitions are shown for the cooling laser,
the repumper, the optical Zeeman pumper as well as for the probe beams.

experiment. The cooling laser comes from a commercial TOPTICA Master Oscillator
Power Ampliier (MOPA-TA 110) laser. It is frequency-ofset locked to the excitation
red laser, which in turn is frequency-stabilized to a Fabry-Perot cavity. The cavity is
locked to a transition line of 87Rb (see Appendix B for optical scheme). The spectrum
linewidth of the laser is of a few tens of kHz. The cooling cycle makes use of the D2
line ǀ = 2 − ǀ′ = 3 transition. A repumper is required to bring back the atoms scat-
tered out of the cooling cycle. Part of the cooling laser is extracted and frequency ofset
to serve as probe beams or to perform Zeeman optical pumping. The corresponding
transitions are shown in Figure 3.7. All the laser beams are guided to the cryostat by
coupling to polarization maintaining ibers. Appendix B gives more details on the
laser frequency stabilization scheme and laser distribution.

3.1.5
Trapping and cooling of atoms

Figure 3.8 demonstrates the timing of a typical cooling and magnetic trapping se-
quence where each parameter is well controlled and optimized. It consists in two main
stages: trapping and cooling the atoms in on-chip mirror MOTs followed by trapping
in a magnetic trap, where RF evaporative cooling allows us to reach a sub-µK temper-
ature.

On-chip mirror MOTs

1. Loading a QUAD-MOT. In a typical sequence of the experiment, Rubidium atoms
are irst cooled down in a 2D-MOT. They forms a slow beam of atoms propagating up
to a few mm in front of the chip. The atoms are then captured in an on-chip mirror
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MOT.
A large magnetic ield gradient is necessary to eiciently capture the atoms [141].

According to equation (3.2), one would increase the current ǃ. This is obtained by
using the lower part of a rectangular superconducting coil – the QUAD coil – to serve
as a big U-shaped wire (Figure 3.1 c). The current is thus multiplied by the number of
turns in the coil. About 108 atoms at about 400 µK are trapped in the QUAD-MOT.

2. U-MOT. The trap is then transfered to another MOT created by the U-shaped wire
(U-MOT far). A higher magnetic ield gradient, and thus a larger restoring light force,
allows us to eiciently cool down the atoms. We therefore reduce the current in the
U-shaped wire to increase the ield gradient. In doing so, we also compress the size
of the atomic cloud and approaching the chip (U-MOT close). A temperature of about40 µK is obtained.

3. Optical molasses. At this stage, the currents in the bias coils are adjusted to precisely
cancel the residual magnetic ield. In the meantime, the cooling laser power is gradu-
ally reduced and the cooling laser detuning is increased to far of resonance. This 3D
optical molasses technique allows us to form a viscous coninement of the atoms and
further cool them down to about 13 µK. The atoms are about 700 µm away from the
chip.

Iofe Pritchard magnetic trap

The cooling with a MOT is intrinsically based on the optical transition cycles of the
atoms, and is thus limited by the recoil temperature. To further cool the atoms, we
implement the magnetic ield trapping in complement with the RF evaporative cool-
ing.

4. Optical Zeeman pumping. The magnetic trap is a weak-ield seeker trap. The trapping
potential is given by

ƿ� = Ǜ� ǟ���∣Ƽ(Ǫ, ǫ, Ǭ)∣ , (3.7)

where Ǜ� is the hyperine-structure Landé Ǜ factor. Thus 5Ǎ1/2, ǀ = 2, ǟ� = +1 andǟ� = +2 are the two trapped states. We aim to trap the latter. An intermediate stage
optical pumping is introduced to bring the atoms into the Zeeman sub-level 5Ǎ1/2, ǀ =2, ǟ� = +2. It increases the number of atoms transferred into the magnetic trap by a
factor ∼ 3.

5. Magnetic trap. Note that the magnetic ield coniguration of the U-MOT cannot be
used for magnetic trapping due to the presence of a zero ield at the center of the trap,
leading to spin-lip Majorana losses [142, 143]. The use of the Z-shaped wire ensures
that the ield at the trap center points along the Ǫ direction, removing the zero ield at
trap center. Furthermore, the bottom of the trap is risen up by a bias ield to prevent
atomic transitions to un-trapped states induced by low-frequency noises near the chip
[138, 144].
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Figure 3.9 RF-induced evaporative cooling. The RF knife induces the transition to un-trapped
states, through the ǟ� = +1 state. Gradually lowering the RF knife kicks out the hottest atoms,
truncating the hot tail of the Boltzmann distribution. As a result, the temperature decreases
after thermalization.

Figure 3.10 Rubidium cloud after 16.5 ms time-of-light for diferent temperatures. The tem-
perature is controlled by the inal value of the evaporative cooling RF. The images reveal di-
rectly the momentum distribution. The three images correspond to a thermal cloud, a BEC,
and a quasi pure BEC respectively

6. Evaporative cooling. For evaporating cooling, a RF knife is used as demonstrated in
Figure 3.9b to remove the hottest atoms out of the trap, carrying with them a signiicant
amount of kinetic energy, that helps to increase the phase space density. An important
point is that the re-thermalization of the trapped cloud should be faster than the trap
truncation [145]. Otherwise one removes also the “useful” cold atoms. In order to
enter this runaway regime, we adiabatically compress the trap after the transfer in
order to increase the collision rate. The evaporative cooling occurs at about 100 µm
away from the chip. At the end of the evaporation, we can manage to bring the atomic
cloud down to its quantum degeneracy (Bose-Einstein condensate BEC) [146, 147] .

7. Decompressed magnetic trap. By changing the currents in the Z-shaped wire as well
as in the bias coils, we can decompress and move the trap to the position of interest
for the Rydberg excitation. A typical trap used throughout this thesis is about 210 µm
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Figure 3.11 Rydberg excitation scheme. Trapped atoms in the 5Ǎ1/2, ǟ� = +2 are brought to
the Rydberg state 60Ǎ1/2, ǟ� = +1/2 by two-photon transition, detuned by � from the interme-
diate level 5Ǌ3/2, ǟ� = +3. The red laser is �+ polarized while the blue laser is �− polarized.

away from the chip surface. The trap frequencies are measured to be 47 Hz, 244 Hz
and 262 Hz along the Ǫ, ǫ and Ǭ directions respectively (see Appendix C).

Finally the atomic cloud is imaged by absorption imaging. Figure 3.10 shows im-
ages of three clouds taken for diferent inal heights of the RF knife, with a 16.5 ms
time-of-light. They correspond to a thermal cloud, a BEC and a quasi-pure BEC re-
spectively. The cloud in the last image contains about 30 000 atoms at 450 µm from
the chip.

3.2
Rydberg excitation

3.2.1
Two-photon excitation

From a cold atomic cloud trapped on the atom chip, Rubidium atoms are brought
to their Rydberg states by laser excitation. In the presence of the magnetic ield, the
dipole-dipole interaction between the Rydberg atoms generally strongly depends on
the orientation of the atoms with respect to the magnetic ield. However, this angular
dependence for the 60Ǎ − 60Ǎ interaction is almost negligible thanks to the isotropy of
the 60Ǎ orbital. To keep things simple, we concentrate on the 60Ǎ1/2, ǟ� = +1/2 level.

The transition from the trapped state 5Ǎ1/2, ǀ = 2, ǟ� = +2 to 60Ǎ1/2, ǟ� = +1/2
is accomplished by absorbing two photons: one red photon at a 780 nm wavelength,
and one blue photon at a 480 nm wavelength, going through the level 5Ǌ3/2, ǀ′ =3, ǟ� = +3 with a detuning of �. The two lasers are sent parallel to the chip surface,
focused on the atomic cloud with 150 µm and 22 µm waists for the red and blue lasers,
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respectively, as illustrated in Figure 3.12. Here, the quantization axis is deined by the
magnetic ield at the bottom of the magnetic trap, oriented along the Ǫ axis. The red
laser is �+ polarized while the blue laser is �− polarized. Under this coniguration,
the 60Ǎ1/2, ǟ� = −1/2 state is not excited. The excitation path is schematically shown
in Figure 3.11.

It is crucial to avoid sending the blue laser on the chip’s Nb wires. This strongly
focused and powerful blue laser makes the Nb wires locally transit to the normal state,
forming local heating spots. The transition then quickly spreads out. Eventually, the
chip is no longer superconducting and the experiment is interrupted. Another con-
sequence is the photo-voltaic efect, by which the blue photons rip out electrons from
the chip surface. Some of these electrons will end up on nearby dielectric surfaces,
building up stray electric ields. These are unwanted efects.

The red laser is detuned � = +2�×540 MHz from the intermediate level 5Ǌ3/2, ǀ′ =3, ǟ� = +3 . Its power is typically Ǌ� = 50 µW. One inds the corresponding Rabi
frequency Ω� = 2� × 40 MHz. The spontaneous scattering rate of the red photons via
transitions to the intermediate state, whose lifetime is about 26 ns [148] , is given by

Γ� = 12 Ω2� Γ�2 + Γ2 + Ω2� ≈ 12 Ω2� Γ�2 , (3.8)

where Γ = 2� × 6.065 MHz is the natural linewidth of the 5Ǌ3/2 state. The scattering
rate is thus, estimated to be 0.1 photon per microsecond. The spontaneous scattering
of a photon on average gives the cloud a kick in the direction of the red laser, pushing
the cloud out of trap center. As a result, the cloud starts to oscillate and heats up. This
is an important factor that limits the power of the red laser, the duration of excitation
as well as the total number of Rydberg excitation laser pulses that can be sent on a
single cloud.

Due to the relatively weak dipole transition between the 5Ǌ state and a Rydberg
state, the blue laser must be much more powerful. We measured about 8 mW at the
entrance of the cryostat. Taking into account the transmission of about 80% for a win-
dow†, the power is 4 mW at the position of the cloud, after crossing three windows
(Figure 3.1). The corresponding Rabi frequency is calculated to be Ω� = 2� ×7.9 MHz.

From the fact that Ω�, Ω� ≪ �, one can adiabatically eliminate the intermediate
level and end up with an efective two-level system. The two-photon coupling strength
of the ground state to the Rydberg state, i.e., the corresponding efective two-photon
Rabi frequency can be expressed as

Ω = Ω�Ω�2� . (3.9)

With the given parameters, one inds Ω = 2� × 280 kHz.
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Figure 3.12 Scheme of the Rydberg detection setup for a) top view and b) axonometric view.
I1 (dark green) and I2 (light green)are ionization electrodes, D1 (blue) and D2 (blue) are ion
delectors and S (purple) is the electric shield. The channeltron is mounted inside the chan-
neltron house. The trajectory of the ions is represented by the dashed lines. Excitation lasers
are also shown in a).

3.2.2

Rydberg detection

Rydberg atoms are very close to the ionization threshold and are very sensitive to
electric ields. They are thus quite easy to detect using ield-ionization technique. The
scheme of the detection is depicted in Figure 3.12. A voltage ǐion is applied onto the
electrodes I1 and I2 while the chip is kept grounded to ionize the Rydberg atoms. The
obtained ions are then accelerated and guided with help of two delector electrodes
D1 and D2 to a channeltron. As soon as an ion hits the channeltron, it creates a signal
sent to a discriminator, where we can count ions one by one. The channeltron operates
under a high voltage of -3000 V. An additional electrode Ǎ screens the stray ield from
the channeltron. To improve the performance of the channeltron, it is kept ”warm” at
about 42 K.

Each Rydberg state is ionized at a diferent voltage. If one ramps down ǐion in
time from ∼ 0 V to a negative value, depending on the state of the initial Rydberg
atom, the corresponding ion arrives at the channeltron at diferent times. Thus we can
distinguish the Rydberg states as depicted in 3.13. The voltage ramp is designed so that
it gives the best discrimination between the states of interest. Deining appropriate
temporal windows as shown by the red and blue dashed lines in Figure 3.13, we can
state-selectively detect the Rydberg atoms. The detection eiciency is measured to be
up to 90% ± 10%.

Another advantage of the coniguration shown in Figure 3.12 is that, during the
Rydberg excitation, one can apply an appropriate voltage on the two electrodes I1
and I2 to compensate for the stray ields perpendicular to the chip surface at the atom
position. The required voltage for the ield compensation is typically less than 1 V.

†The windows are not yet coated for the blue laser.
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Figure 3.13 State-selective detection of Rydberg atoms. a) A typical ionization voltage ramp
in our experiment. Rydberg atoms in 60Ǎ1/2 and 57Ǎ1/2 are ionized at diferent times marked
by red and blue ovals respectively. b) The arrival time of the corresponding ions fall in deined
temporal windows, allowing us to state-selectively detect the Rydberg atoms. The atoms are
prepared in the 60Ǎ1/2 state. The 57Ǎ1/2 is experimentally populated by transferring atoms
from the 60Ǎ1/2 state with a � microwave pulse. The detections with and without the mi-
crowave pulse correspond to the detections of 60Ǎ1/2 and 57Ǎ1/2 atoms respectively.

3.3
Coherent manipulation of Rydberg atoms

Thanks to their huge electric dipole matrix elements, Rydberg atoms are very easy
to manipulate by making use of the Stark efect and microwave transition. However
at the same time, Rydberg atoms are also extremely sensitive to stray electric ields,
which will potentially wash out any coherences between the Rydberg atoms. To build
a quantum system from Rydberg atoms, the very irst requirement is thus to reduce
the inluence of the stray ields.

3.3.1
Taming the stray electric ields

During the experiment, some Rubidium atoms inevitably stick to the chip front gold
surface. The direct deposition of Rubidium atoms on the gold layer forms huge elec-
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Figure 3.15 Optical transition with a dilute cloud in a magnetic trap (blue dots). Rydberg-
Rydberg interaction is expected to be negligible. The excitation duration is 10 µs. A it with a
Gaussian proile (red solid line) gives the FWHM of 579 kHz. The error bars are 1 standard
deviation of the statistical error.

tric dipoles due to the big mismatch in the work functions of Rubidium and gold‡.
These Rubidium patches on the chip surface keep building up, leading to very inho-
mogeneous and unstable stray electric ields right at the position of the atoms.

As a solution, two Rubidium dispensers were installed inside the cryostat to cover
the chip surface with a thick enough layer of Rubidium (∼ 80 nm). The idea is to
perform a fast and controlled Rubidium deposition on a large area so that the later
adsorbed cold atoms do not afect the electric ield. The Rubidium coating also helps
to cover some small dust dielectric particles that could have stuck to the chip surface,
and reduce their contribution to the stray ields. The coating of the chip was per-
formed under cryogenic temperature conditions. Figure 3.14 illustrates qualitatively
the structure of the electric ield before and after the Rubidium coating.

As a result, we obtain a narrow and stable optical transition. Figure 3.15 shows an
optical spectrum recorded with a dilute cloud after the Rubidium coating. It is well
itted by a Gaussian proile; the FWHM is 579 kHz, which is mainly due to the spectral

‡Work function of Rubidium is 2.26 eV [149] and that of gold is 5.30 − 5.45 eV [150].
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width of our laser. More details on the ield characterization can be found in [136].

3.3.2
Coherent manipulation of the Rydberg atoms

In order to access the coherence time, we irst perform a spectroscopy measurement
using the 60Ǎ1/2, ǟ� = +1/2−61Ǎ1/2, ǟ� = +1/2 two-photon transition. This transition
is relatively insensitive to the diferential Stark efect (-10.9 MHz/(V/cm)2), and has no
diferential linear Zeeman shift. About 0.3 Rydberg atoms are excited out of a dilute
ground-state cloud. The driven microwave pulse lasts 300 µs. Figure 3.16 represents
the measured spectrum. It exhibits a quite narrow Lorentzian proile with a 6.6 kHz
full width half maximum (FWHM).

The transverse coherence time ǎ2 is measured using the Hahn spin-echo technique.
Its principle is depicted in Figure 3.17a illustrating the evolution of the spins on a
Bloch sphere during this sequence. We apply a � microwave pulse (duration 0.6 µs) in
between two Ramsey �/2 microwave pulses (0.3 µs). The irst �/2 pulse prepares the
atoms in a superposition of the 60Ǎ1/2 and 61Ǎ1/2 states. They evolve freely during ǎ/2.
At this time, the � pulse mirrors the spins through the ǫǬ plane. The free evolution
in the second half time compensates for the dephasing accumulated during the irst
half. The coherence of the superposition is best recovered at the refocusing time ǎ. It is
then projected on the 60Ǎ1/2 state by the second �/2 pulse. We detune the microwave
pulses 70 kHz from the atomic transition and scan the (time) position of the second�/2 pulse around ǎ to observe the revival of the Ramsey fringes. Figure 3.17 plots
the contrast of the fringes probed for diferent total durations ǎ. It is well itted by
a Gaussian, allowing us to deduce a coherence lifetime (at 1/Ǚ contrast) of ǎ2 = 631
µs. Knowing that the lifetime of the corresponding Rydberg levels is measured to be
about ǎ1 = 210 µs, the coherence time is suiciently long for many applications of our
system.

Summary

Throughout this chapter, the experimental setup has been briely presented. This
cryogenic setup allows us to prepare a cold atomic cloud at a sub-µK temperature.
Techniques for Rydberg excitation and detection have been also discussed.

Covering the chip with a Rubidium layer provides a very good homogeneous and
stable electric ield in the vicinity of the chip surface. As a result we obtain a rather
narrow optical line as well as the longest coherence time measured so far (630 µs) with
Rydberg atoms near a chip. This sets a very good playground to study the Rydberg
interactions.
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Figure 3.17 Coherent manipulation of the Rydberg transition 60Ǎ1/2 − 61Ǎ1/2. a) Principle
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Microwave ruler for
dipole-dipole
interaction 4
This experiment is devoted to the study of the Rydberg excitation of a cold atomic
cloud with strong dipole interaction. It is explained in details in Raul Teixeira’s thesis
[135], in which a simple quantitative analysis was presented. Here, we develop a new,
more quantitative model, based on a rigorous simulation of rate equations. In the
irst section, we describe the optical transition from the ground state to the Rydberg60Ǎ1/2 state for diferent laser detunings. One can distinguish two regimes: the dipole
blockade regime, where the Rydberg excitation is suppressed at short inter-atomic
distances, and the anti-blockade regime, where the Rydberg excitation is favored for
speciic inter-atomic distances. In the second section, we use microwave spectroscopy
to directly measure the interaction energy of the created Rydberg cloud. In the third
section, we recall our preliminary interpretation of the experimental results. In the
two last sections, we concentrate on a reined numerical model which allows us to
eiciently reproduce the experimental results.

4.1
Two regimes of Rydberg excitation

Beneiting from advanced improvement of laser trapping and cooling techniques, we
record the spectral line for the Rydberg excitation in a regime of strong Rydberg-
Rydberg interaction. Let us irst discuss two regimes of excitation.

4.1.1
Dipole blockade

The mechanism of “dipole blockade” is based on the dipole-dipole interaction be-
tween Rydberg atoms. Figure 4.1a illustrates the idea by considering a pair of atoms
under optical excitation. The laser is tuned on resonance to excite a single Rydberg
atom ∣Ǥ, Ǜ⟩ or ∣Ǜ, Ǥ⟩ out of two ground-state atoms ∣Ǜ, Ǜ⟩. The corresponding frequency
hardly depends on the atom separation because of the weak interaction between a
Rydberg atom and a ground-state atom. However, the Rydberg-Rydberg interaction
strongly shifts the Rydberg pair level |Ǥ, Ǥ⟩ at short distances, which makes the excita-
tion with the same laser from the singly excited state to the doubly excited state out of
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Figure 4.1 Dipole blockade mechanism. a) At short distance, the van der Waals interaction
pushes the excitation of the second Rydberg atom out of resonance. The red shaded circles in
b) represent the blockade volumes, where no more than one Rydberg atom can be excited.

resonance. The detuning is exactly equal to the van der Waals interaction energy ǐ��*.
Let us deine the blockade radius as the distance at which the van der Waals shift is
equal to the excitation linewidth �/2

ƽ6ǌ6 = �/2 (4.1)

thus,

ǌ� = ( ƽ6�/2)1/6 , (4.2)

where ƽ6 is the interaction strength. At distances smaller than ǌ�, the probability of
having two excited atoms is strongly reduced. The excitation of the second Rydberg
atom is blocked. There are two degenerate states of one-Rydberg-excitation ∣Ǜ, Ǥ⟩ and∣Ǥ, Ǜ⟩. The symmetric combination of the two states |ƾ⟩ = (∣Ǜ, Ǥ⟩ + ∣Ǥ, Ǜ⟩)/√2 is called
the collective Dicke state of two atoms. The laser couples equally ∣Ǜ, Ǜ⟩ to either ∣Ǜ, Ǥ⟩
or ∣Ǥ, Ǜ⟩ with the efective two-photon Rabi frequency Ω. Thus the strength of the
coupling between the ground state and the collective Dicke state |ƾ⟩ is Ω√2, enhanced
by a factor√2. This enhancement factor was experimentally observed using two atoms
in optical tweezers [151]. The authors recorded the Rabi oscillation of the probability
to have one Rydberg excitation when one atom is trapped and when both atoms are
illuminated with the same excitation laser. In the latter case, the frequency of the
Rabi oscillation is about √2 times faster than that in the former case as represented in
Figure 4.2.

The concept is extended to more than two atoms and depicted in Figure 4.1b. Due
to the blockade efect, one cannot ind more than one Rydberg atom inside a sphere of
blockade radius ǌ�. The sphere is called the blockade volume. The stronger the van

*We explicitly consider the van der Waals interaction, but the mechanism can be applied for the res-
onant dipole interaction as well.
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Figure 4.2 Experimental demonstration of the collective excitation with two atoms. Each atom
is trapped in an optical tweezers. They are separated by 3.6 µm. The red circles represent the
probability to excite the irst atom when the second one is absent. The blue squares represent
the probability to excite only one atom when the two atoms are trapped and are exposed to the
same excitation pulse. The solid lines are its to the data, yielding Rabi frequencies of 7.0 ± 0.2
MHz and 9.7 ± 0.2 MHz respectively. Their ratio is 1.38 ± 0.03, close to the value √2. Figure
from [151].

der Waals interaction over the excitation linewidth, the more pronounced the block-
ade efect. Let ǈ� be the number of atoms inside a blockade volume. Due to the
blockade efect these atoms get correlated. Similarly to the case of two atoms, the cou-
pling between the ground state and the singly excited state, i.e., the collective Dicke
state, is Ω√ǈ�. A very simple model consists in describing the blockaded mesoscopic
ensemble of ǈ� atoms as a single “super-atom” with a √ǈ� times larger electric dipole
moment. This super-atom model has been recently used to successfully explain exper-
imental results in [117] and [152].

4.1.2

Facilitated excitation — Rydberg aggregate

In the Rydberg blockade regime, the interaction pushes the excitation out of resonance
at short distances. Note that the van der Waals interaction between two Rydberg atoms
in the same state is repulsive. If one blue detunes the excitation (Δ > 0), the interaction
energy now compensates the excitation mismatch. One can thus recover the resonant
excitation regime.

The transition of the pair of atoms can be accomplished in two successive steps: an
of resonant excitation of a irst atom followed by a resonant excitation of the second
one. The second step requires that the atom separation ǌ� satisies

Δ = ǐ��(ǌ� ) = ƽ6ǌ6� (4.3)
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Figure 4.3 Facilitated excitation of Rydberg aggregate via a sequential excitation process. a)
The energy diagram for a pair of atoms as a function of the distance shows that the facilitated
efect happens only for distance ǌ� deined by the laser detuning Δ. b–e) Temporal evolution
of a Rydberg aggregate out of a ground atom ensemble. The blue points represent the ground
atoms and the red points the Rydberg atoms. The green bands represent the facilitated region
where atoms (shown by dark green points) can be resonantly excited.

or

ǌ� = (ƽ6Δ )1/6 . (4.4)

The excitation of the second Rydberg atom is thus facilitated by the presence of the
irst one. Moreover the position of the second atom is controlled by the laser detuningΔ ((4.4)). Due to the inite linewidth of the excitation, this requirement is a little bit
relaxed into ǌ� ± �ǌ� , where �ǌ� = 6ǌ� �/Δ. It is represented by a green strip in
Figure 4.3a.

For an ensemble of atoms, any of them has more or less the same chance of being
the irst atom to be excited to the Rydberg state. However as soon as we get the irst
Rydberg atom, the excitation becomes more favorable for atoms that satisfy (4.3), i.e.,
at distance ǌ� to the already excited atom. These atoms are represented by the green
points lying on the light green spherical shell of radius ǌ� — the facilitated volume—
in Figure 4.3b.

The resonant facilitated excitation continues adding up Rydberg atoms as long as
there is an atom � satisfying

Δ = ∑
Ryd �≠�

ƽ6ǌ�� , (4.5)

where the summation runs over all already excited Rydberg atom �. Here, ǌ�� denotes
the distance from the atom � to the atom �. Writing down this equation, we assumed
that the van der Waals interaction energy can be added up to a good approximation
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from all individual Rydberg pairs [153]. As a result, the dipole blockade is broken; a
strongly correlated Rydberg aggregate quickly grows around the irst Rydberg atom
“seed”. The process is demonstrated in Figure 4.3b–e. The relative distance between
the atoms is controlled by equation (4.5), or in another word, the laser detuning Δ.

4.1.3
Optical spectra

Choice of the atomic density

In order to experimentally observe the facilitated excitation, we record the optical
spectra of the Rydberg excitation with a cold cloud. A crucial technical point is that for
a given detuning, the avalanche excitation process requires a dense cloud to maintain
the conditions described in (4.3) and (4.5).

On the other hand, the nearly free Rydberg electron is scattered by the ground-
state atoms. In a irst approximation, the interaction energy ǐ� between the Rydberg
electron and the ground-state atoms is proportional to the atomic density ̄� [154]

ǐ� = 2�ℏ2Ǖ�ǟ� ̄�, (4.6)

where the interaction strength is characterized by the scattering length Ǖ�, which is
independent of the principal quantum number Ǡ and equal to −16.1 Ǖ0 for 87Rb [154].
The minus sign represents an attractive interaction ǐ� < 0. The interaction energy
is about −0.1 MHz per 1012cm−3. For a BEC with a typical density of 1013cm−3, the
interaction energy ǐ� is 1 MHz. As a result, there are two competing interactions of
the same order of strength, the repulsive van der Waals interaction, which shifts up
the energy levels and the electron–ground-state atom interaction, which lowers down
the energy levels. One inds that the blockade radius is efectively reduced. This is not
a favorable situation to study the Rydberg interaction.

As a compromise on the two conlicting requirements on the atomic density, we
choose a thermal cloud in a magnetic trap rather than a BEC. The cloud has about
10 000 atoms, held 210 µm away from the chip. The atoms are cooled to around 500
nK, just above quantum degeneracy. The cloud takes a quasi 1D cigar-shape elongated
along the Ǫ direction. The extensions in each direction follow a Gaussian proile with
the width (at Ǚ−1/2) given by �� = 23.2 µm , �� = 4.5 µm and �� = 4.2 µm (see Ap-
pendix C). The peak density is about 1.4 × 1012cm−3, corresponding to a maximum
red-shift of 150 kHz. We can thus neglect ǐ� in the next of discussion.

Result

The optical excitation line is displayed in Figure 4.4 for diferent laser durations. A
broadening to the blue side, i.e., high frequency, is observed, which is a strong sig-
nature of the Rydberg-Rydberg interactions (compared to that of a dilute cloud in
Figure 3.15). Using � = 579 kHz found from Figure 3.15, one estimates a blockade
radius of about 8.8 µm. Comparing this value to the inter-atomic distance of 0.9 µm at
the center of the trap, we are deinitely in the strong blockade regime.
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Figure 4.5 plots the number of Rydberg atoms, extracted from Figure 4.4, as a func-
tion of the excitation duration for Δ = 0, 2 and 10 MHz. One inds that the excitation
starts slowly for large detunings, and then speeds up at later times. This can be inter-
preted as the time needed to of-resonantly create the initial “seed” necessary for the
facilitated growth of the Rydberg aggregate. One also notes a change in the number
of Rydberg atoms in the irst few microseconds at zero-detuning. This corresponds
to the saturation of the Rydberg excitation when the cloud is illed with super-atoms.
Further excitation of Rydberg atoms is possible at the border of the cloud but with
slower dynamics. The decay of a Rydberg atom due to its inite lifetime, or the motion
of the Rydberg atoms due to, for instance, the repulsive van der Waals force between
them can open a gap between the super-atoms, where a new Rydberg atom can be ex-
cited. This explains why the number of Rydberg atoms continues to increase instead
of staying constant in the context of the frozen Rydberg gas approximation commonly
used.

The formation of Rydberg aggregates was also observed with cesium atoms in a
vapor cell [156], with Rubidium atoms in a MOT [157] or in a dipole trap [158]. Notably,
in the latter reference, the authors observe also a strong broadening to the blue side
when they systematically increase the density of the cloud.

4.2
Microwave probe of van der Waals interaction energy

Microwave spectroscopy can be used as a probe of the energy distribution in a Rydberg
ensemble. This will be a useful tool to measure the regularity of a Rydberg chain used
for quantum simulation. In the following, we describe the principle of the method as
well as experimental results.

The idea is quite simple. Diferent Rydberg levels are shifted diferently by the
van der Waals interaction. The transition frequencies between two Rydberg levels are
thus changed correspondingly. Probing these shifts by microwave spectroscopy will
directly give us the van der Waals interaction energy. However, one has to carefully
design the measurement to extract useful information.

4.2.1
Choice of levels

The laser excitation prepares an ensemble of the 60Ǎ1/2 Rydberg atoms. The question
to ask now is “which Rydberg transition should we use?”.

The strong attractive branch of the resonant 60Ǎ − Ǡ′Ǌ dipole interaction would
trigger a fast Penning ionization process, in which the surrounding 60Ǎ atoms collapse
on the Ǡ′Ǌ atoms and get ionized. The spectrum will not be useful. Thus this pair
of levels is not relevant for our purpose. A 60Ǎ − Ǡ′Ǎ two-photon excitation with a
narrow spectral line is a good option†. Let us irst consider the 60Ǎ−Ǡ′Ǎ dipole-dipole
interaction.

†The momentum quantum number � = � = 1/2 and its projection �� is conserved (no spin lip). We
thus omitted them for convenience.
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Table 4.1 van der Waals coeicients for diferent pairs of 60Ǎ − Ǡ′Ǎ atoms.

ƽ6,60�−�′� (GHz.µm6 ) ƻ6,60�−�′� (GHz.µm6 )60Ǎ − 63Ǎ −89.26 0.6160Ǎ − 62Ǎ −411.36 14.9660Ǎ − 61Ǎ 292.25 248.6060Ǎ − 60Ǎ 137.62 _60Ǎ − 59Ǎ 245.13 209.5560Ǎ − 58Ǎ −209.26 7.7760Ǎ − 57Ǎ −43.67 0.30

60Ǎ − Ǡ′Ǎ interaction

The dipole operator does not directly couple ∣60Ǎ⟩ to ∣Ǡ′Ǎ⟩ due to the selection rules.
The exchange interaction, as well as the direct interaction, results from a second-order
perturbation. It takes the form of a van der Waals potential. The efective interaction
Hamiltonian in (2.9) is rewritten as

ǐef = ⎛⎜⎜⎜⎜⎝
|60Ǎ; Ǡ′Ǎ⟩ |Ǡ′Ǎ; 60Ǎ⟩|60Ǎ; Ǡ′Ǎ⟩ ƽ6,60�−�′� ƻ6,60�−�′�

|Ǡ′Ǎ; 60Ǎ⟩ ƻ6,60�−�′� ƽ6,60�−�′�
⎞⎟⎟⎟⎟⎠

1ǌ6 , (4.7)

where ƽ6,60�−�′� and ƻ6,60�−�′� are respectively the van der Waals coeicients of the
direct and the exchange interactions. As a result, the degenerate pair states ∣60Ǎ; ǠǍ⟩
and ∣ǠǍ; 60Ǎ⟩ are split into a symmetric and an anti-symmetric combination of the two
bare states. Each of them is shifted (ƽ6,60�−�� ± ƻ6,60�−��)/ǌ6.

Table 4.1 lists the van der Waals coeicients for the interaction of a 60Ǎ atom with
another atom in nearby Ǡ′Ǎ level. The exchange interaction drops much faster than the
direct interaction when the diference between Ǡ and Ǡ′ increases. For ∣Ǡ − Ǡ′∣ ≥ 3, the
exchange interaction is two orders of magnitude smaller than the direct interaction. It
can thus be neglected. Interestingly, the direct interaction changes from repulsive to
attractive when ∣Ǡ − Ǡ′∣ ≥ 2.

ǠǍ − Ǡ′Ǎ transition

Let us now consider a pair of two 60Ǎ atoms at a distance ǌ undergoing such a tran-
sition. There are four pair states involved: ∣60Ǎ; 60Ǎ⟩, ∣60Ǎ; ǠǍ⟩, ∣ǠǍ; 60Ǎ⟩ and ∣ǠǍ; ǠǍ⟩.
However, weak microwave pulses couple ∣60Ǎ; 60Ǎ⟩ to ∣ǠǍ; ǠǍ⟩ only to the second or-
der. We thus neglect the doubly excited state ∣ǠǍ; ǠǍ⟩.

Due to the level splitting, we get in general two excitation lines, separated by2ƻ6,60�−��/ǌ6. If one adds another Rydberg atom, we would have three interacting
pairs, resulting in an even more complex spectrum. One thus has diiculty to relate
each line to its corresponding transition, which is necessary to deduce the interaction
energy. The situation is even worse when more Rydberg atoms are involved.

If ƻ6,60�−�� ≪ ƽ6,60�−��, the situation is much simpler as the two lines merge into
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Figure 4.6 a) The van der Waals interactions lead to an energy shift for a Rydberg pair state as
well as to a level splitting. The 60Ǎ − 57Ǎ pair is however quasi degenerate, leading to a quasi
two-level system for the corresponding transition. b) The shift of microwave photon energy
bringing an atom � from the 60Ǎ to the 57Ǎ state is proportional to the initial interaction energy
of the atom �. The doubly excited state ∣ǠǍ; ǠǍ⟩ is not shown as it is rarely populated under
weak excitation.

one. According to table 4.1, this should happen for either the 60Ǎ − 57Ǎ or 60Ǎ − 63Ǎ
transition, where the exchange interaction is two orders of magnitude smaller than the
direct interaction. In the following, we focus on the 60Ǎ − 57Ǎ transition but similar
results could be obtained with the 60Ǎ − 63Ǎ transition. Figure 4.6a summarizes the
idea.

For two noninteracting atoms, we obtain a single two-photon transition line cen-
tered at the frequency �0/2 = 58.229 GHz, where ℎ�0 is the energy separation of
the 60Ǎ − 57Ǎ levels. In the presence of interactions, the excitation line is shifted to[�0 + Δ�(ǌ)]/2, with Δ�(ǌ) given by

Δ�(ǌ) = ƽ6,60�−60� − ƽ6,60�−57�ǌ6 = �ƽ6,60�−60�ǌ6 , (4.8)

where � ≈ 1.317.

The above result can be generalized for an ensemble of ǈRyd interacting Rydberg
atoms. Initially all of them are in the 60Ǎ state. We assume that the microwave pulse
can excite at most one atom (�) at a time to the 57Ǎ state. The total interaction energy
of the atom before and after the excitation respectively read

ƿ�,60� = ƽ6,60�−60�
�Ryd∑�≠�

1ǌ6�� , (4.9)
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and

ƿ�,57� = ƽ6,60�−57�
�Ryd∑�≠�

1ǌ6�� , (4.10)

where we merely add up the interaction energies of the atom � with every individual
atom ǝ, at a distance ǌ�� away. The shift of the microwave frequency Δ�� from the
non-interacting case is given by

Δ�� = ƿ�,60� − ƿ�,57�ℎ = �ƿ�,60�ℎ . (4.11)

The probability Ǡ(Δ��) of having an atom whose frequency shift is Δ�� is directly the
van der Waals energy distribution Ǌ(ƿ�,60�)

Ǡ(Δ��) = Ǡ(�ƿ�,60�ℎ ) = Ǌ(ƿ�,60�) . (4.12)

The microwave spectrum, which probes Ǡ(Δ��), takes the shape of the Rydberg en-
semble’s interaction energy histogram within a known scaling factor .

4.2.2
Experimental work

4.2.2.1 Microwave spectra

A microwave probe is used to extract information on the interaction energy distribu-
tion of Rydberg aggregates created by a 2 µs-long laser ield. The corresponding opti-
cal excitation spectrum in Figure 4.4 is shown again in Figure 4.7. We use three laser
detunings Δ = 0, 1 and 2 MHz. A microwave pulse is applied just after the laser excita-
tion so that the energy distribution is not yet modiied due to the atomic motion‡. For
the same reason, the microwave pulse duration is set to 1 µs. The microwave power
is adjusted on a dilute Rydberg cloud to a � pulse. The timing of the experiment is
schematically depicted in Figure 4.7a. The experiment sequence is repeated 10 times
on the same atomic cloud, with a 3 ms time interval, without noticeable heating efect.

The fraction of atoms transferred into the 57Ǎ state is plotted as a function of the
scaled microwave frequency shift Δ�/� in Figure 4.7c. Less than 3 atoms are excited
in 57Ǎ, and thus the interaction between them can be neglected. Strictly speaking,
some of the 57Ǎ atoms undergo Penning ionization with surrounding 60Ǎ atoms due
to their attractive interaction. However, this is a weak attraction. Most atoms are not
yet ionized until their detection. The microwave spectrum is therefore not altered by
the Penning ionization process.

In Figure 4.7c, the horizontal axis gives directly the interaction energy ƿ of the
atoms. According to (4.9), the nearest neighbor of an atom whose interaction energy isƿ, can not be closer than ǌ� = (ƽ6,60�−60�/ƿ)1/6. At Δ = 0, the microwave spectrum is
slightly shifted by about the laser linewidth �. Noting that ƿ = 2 MHz corresponding

‡A short delay of 0.5 µs is introduced to avoid any overlap of the laser and the microwave pulses.
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Figure 4.7 Microwave probe of van der Waals energy. a) Experimental sequence showing the
timing (not to scale) of the Rydberg ensemble preparation laser pulse, the microwave probe
and the detection. b) Optical excitation spectrum. The dashed lines marks the detunings of 0,
1 and 2 MHz. The error bars are one standard deviation of the statistical error. c) Microwave
spectra at 0, 1 and 2 MHz detunings. The small peak at 5.8 MHz in b) is due to a small fraction
of atoms trapped in 5Ǎ, ǀ = 2, ǟ� = +1 state which is populated during the RF evaporation
stage. The error bars denote one standard error of the mean.

to ǌ� = 6.4 µm (cf. Table 4.1), the microwave spectrum shows no Rydberg pair closer
than this distance due to the blockade efect. When we detune the laser to the blue, Δ >0, the facilitated excitation correspondingly shifts the spectrum. A larger detuning
gives a higher interaction energy to the Rydberg cloud. The distance between the
atoms is expected to be smaller. We thus somehow compact the Rydberg ensemble.

The long tails to the blue side observed in Figure 4.7c is due to the interaction
energy accumulated by the already excited Rydberg atoms during the aggregate for-
mation as illustrated in Figure 4.8. The development of a Rydberg cluster around a
Rydberg atom gradually gives to this atom an interaction energy larger than Δ. It also
has more neighbors and eventually becomes an atom in the cloud bulk.

4.2.2.2 Time evolution of the Rydberg cloud

Under the repulsive interaction energy given by Δ > 0, the 60Ǎ Rydberg atoms repel
each other, making the whole cloud expand. The initial interaction energy is converted
into kinetic energy. Probing the van der Waals interaction energy of the 60Ǎ cloud at
diferent time delays ΔǦ after the laser excitation allows us to observe this expansion.
The timing and results are represented in Figure 4.9 for Δ = 1 MHz and Δ = 2 MHz.

As time goes, the spectrum gets narrower and approaches that of a dilute cloud
where the van der Waals interaction is negligible. The atoms are cooled to 500 nK
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a) b) c)

d) e) f)

Figure 4.8 Illustration of the interaction energy accumulation during the growth of a Rydberg
aggregate from a) to e). The blue spheres are ground state atoms and the red spheres are the
Rydberg atoms. The thickness of the solid lines connecting Rydberg atoms show the strength
of the corresponding interaction. The size of the red sphere represents the total interaction
energy of the corresponding atom. The dashed circle around a ground-state atom indicates
which atom will be excited in the next step.
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Figure 4.9 Expansion of a repulsive Rydberg ensemble probed by microwave spectroscopy. a)
Timing of the experimental sequence and the results for b) 1MHz and c) 2MHz. The spectra
are vertically shifted for a better visibility.
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corresponding to about 10 kHz kinetic energy, a hundred times smaller than the in-
teraction energy; therefore thermal motion plays no signiicant role in the observed
spectra. The recoil velocity§ due to the absorption of a 480 nm and a 780 nm photon
during the excitation only makes the Rydberg cloud globally drift, and thus gives no
change in the relative distance between the Rydberg atoms. The evolution of the mi-
crowave spectrum therefore results from the expansion of the Rydberg cloud in the
strong interaction regime.

The motion of the Rydberg atoms is not negligible after ∼ 5 µs for Δ = 2 MHz. The
commonly used frozen Rydberg gas approximation is no longer valid. This thus sets
a time limit over which one can perform quantum simulations with a Rydberg crystal,
i.e., a regularly prepared array of Rydberg atoms.

4.3
Preliminary interpretation

The time-dependent Schrödinger equation for 10 000 strongly correlated atoms cannot
be exactly integrated. Instead, quantum Monte Carlo simulation is more relevant and
is widely used for such a problem. In the thesis of Raul Teixeira, we used a preliminary
simulation to explain the experimental results. Here, we recall this simple excitation
model as well as its outcome. We discuss also the limitations of this model.

4.3.1
Monte Carlo simulation

A C++ simulation program was built based on a simple algorithm. It is a model of
incoherent excitation. To run the simulation, we need to provide the following pa-
rameters:

• The number of ground-state atoms ǈ and the spatial distribution of the cloud,
i.e., a Gaussian proile (Appendix C).

• The intensity distribution of the excitation lasers (red and blue lasers).

• The laser excitation spectrum. We approximate it by a normalized Voigt pro-
ile ǊVoigt(Δ) of 0.9 MHz FWHM, which is a convolution of a 720 kHz FWHM
Gaussian proile and a 360 kHz FWHM Lorentzian proile.

• The laser detuning Δ.

• The total number of Rydberg atoms at the end of the excitation ǈRyd , which is
an integer close to the experimental results obtained for Δ. Speciically, it is 66
atoms for zero-detuning, 59 for Δ = 1 MHz and 41 for Δ = 2 MHz (Figure 4.7).

The simulation can be summarized as follows
§The recoil velocity is of about 15 µm/ms, corresponding to a recoil energy of 26 kHz.
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Algorithm

(a) Initialization. We begin the simulation by drawing the positions of ǈ ground-
state atoms according to the spatial distribution of the atomic cloud.

(b) Calculation of excitation probability. We choose randomly a ground-state atom� and calculate its excitation detuning taking into account the interaction with the al-
ready excited Rydberg atom(s) �

Δ� = Δ − ∑
Ryd �≠�

ƽ6ǌ6�� . (4.13)

If there is no other Rydberg atom, then Δ� = Δ. Based on the linewidth of the excitation,
we determine the excitation probability ǊVoigt� of the atom �. This probability is then
weighted by the intensity distribution of excitation lasers (relative to that at the beam
center) to take into account the laser proiles. This gives the inal probability Ǌ� for the
atom � to be excited.

(c) State update. Next, we decide whether the atom � gets excited or not according
to Ǌ� calculated in step (b). For this, a random real number Ǥ between 0 and 1 is drawn.
The atom � is excited if Ǌ� > Ǥ.

(d) Loop of the Monte Carlo sequence. The steps (b) and (c) are now repeated until
the total number of Rydberg atoms reaches ǈRyd .

The state lipping of an atom is considered as incoherent in this model. The atomic
cloud is assumed to be frozen during the excitation. The simulation explicitly de-
scribes only a sequential incoherent one-photon excitation process¶.

Another important remark is that the model has no timescale. Thus it cannot pre-
dict the inal number of Rydberg atoms. Instead, an empirical number ǈRyd , obtained
from the experiment is required to stop the simulation.

4.3.2
Numerical result

The mechanical expansion of a Rydberg gas due to the repulsive van der Waals inter-
action after the excitation can be easily calculated by integrating Newton’s second law
of motion. The inite lifetime of the 60Ǎ state can also be included in the calculation.
Together with the Monte Carlo simulation, this allows us to generate microwave spec-
tra at diferent delays ΔǦ, represented by the solid lines in Figure 4.11. Although the
model is quite simple, the resulting microwave spectra agree fairly with the experi-
ment.

We aim at reproducing the microwave spectra in subsection 4.2.2. For a ixed de-
tuning Δ, from the numerically generated Rydberg ensemble with the above program,
we calculate the van der Waals interaction energy for each Rydberg atom. After 50 to
200 Monte Carlo realizations, we can construct a histogram of the interaction energy.

¶By one-photon excitation, we mean an efective two-photon process, simultaneously absorbing a red
and a blue photons.
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Figure 4.10 Monte Carlo simulation results (solid lines) superposed with the experimental
data (points) for the van der Waals energy measurement of a Rydberg ensemble. The laser
detuning is set to 0 MHz (squares), 1 MHz (circles) and 2 MHz (diamonds). The error bars
indicate one standard error of the mean.
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Figure 4.11 Monte Carlo simulation results (solid lines) superposed with the experimental
data (points) for the expansion of a repulsive Rydberg ensemble. The laser detuning is set to
a) 1 MHz and b) 2 MHz.

The inal microwave spectrum is a convolution of this histogram with the microwave
pulse Fourier transform limited linewidth (see Appendix D). The obtained results
are plotted as the solid lines in Figure 4.10. They are vertically scaled to best it the
experimental data.
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4.3.3
Limitation

Although the simple Monte Carlo model can reproduce rather well the microwave
spectra, it fails in explaining the optical spectra. This comes from the fact that the
model lacks an excitation dynamics, i.e., a real physical time scale. As a workaround,
one can relate the number of iterations to the excitation duration. A reasonable as-
sumption is a linear correlation between them. We thus keep the number of iterations
the same for all laser detunings and for each excitation duration. The number of iter-
ations is chosen so that the simulation best its the high frequency tail of the optical
spectrum. The assumption of a linear correlation between the number of iterations
and the excitation duration allows us to include the mechanical motion of the Ryd-
berg atoms due to the repulsive van der Waals force between them. The simulation
provides us the solid lines in Figure 4.12. There are two problems. First the used
number of iterations and the excitation durations exhibit no clear linear dependency.
Second the resulting curves does not it the optical spectra at low frequencies.
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Figure 4.12 Reproduction of optical spectra with Monte Carlo simulation. For each excitation
duration, the number of iterations is the same for all laser detunings so that the simulation best
reproduces the high frequency tail of the spectrum. The calculation includes the mechanical
expansion of the repulsive Rydberg ensemble during the excitation.

The lack of a physical time scale coaxes us to provide the inal Rydberg atom num-
ber, ǈRyd , a parameter coming from the experimental results. Feeding the experimen-
tal outcome at the input of the simulation, this phenomenological approach makes the
model unable to predict results for diferent sets of excitation parameters. We thus
cannot use the model to test new excitation schemes.

Another limitation is the exclusion of the de-excitation of Rydberg atoms. If the
number of ground state atoms in resonance with the excitation is large, the de-excitation
of a Rydberg atom is immediately compensated by the excitation of another Rydberg
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atom. This is no longer true in the case of large detunings. The facilitated excitation
searches for atoms at very short distances to an already excited Rydberg atom, a con-
dition hardly fulilled with a cloud that is not dense enough. Even for a dense cloud, a
similar situation happens at later times when big Rydberg aggregates already ill the
cloud. One has to look for atoms at the border of the cloud, where the density is much
lower.

4.4
Monte Carlo - rate equations simulation

Another model is needed to overcome the limitations of the previous one. M. Wei-
demüller and coworkers obtain similar optical spectra [158]. They explain the results
by integrating the rate equations. However, they do not include the atomic motion,
resulting from the strong interaction between the Rydberg atoms, which is a must-to-
have in a model to simulate the dynamics of long excitations at high detunings.

In this section, we present our approach, solving the rigorous rate equations by a
Monte Carlo simulation — the Monte Carlo - rate equations simulation. Before en-
tering into details, we irst revisit the optical Bloch equations in the strong dephasing
regime.

4.4.1
Rate equations limit of the optical Bloch equations

Let us consider a two-level atom in a laser ield. The density matrix of the system is

� = ��� |Ǥ⟩⟨Ǥ| + ��� ∣Ǜ⟩⟨Ǜ∣ + ��� ∣Ǥ⟩⟨Ǜ∣ + ��� ∣Ǜ⟩⟨Ǥ∣ , (4.14)

where ��� and ��� are the populations of the excited state and the ground state respec-
tively. The coherence between the two states is ��� = �∗��. Under the transformation to
the rotating frame deined by the unitary operator Ǐ = exp(��Ǧ |Ǥ⟩⟨Ǥ|), where � is the
laser frequency, the populations are unchanged while the coherences take the form

�̃�� = �̃∗�� = ���Ǚ−��� . (4.15)

The time evolution of the density matrix elements in the rotating frame after dis-
carding fast oscillating terms, i.e., using the rotating wave approximation, are de-
scribed by the optical Bloch equations

�� ��� = �Ω2 (�̃�� − �̃��) − 1� ��� (4.16a)

�� �̃�� = −(�2 − �Δ)�̃�� + �Ω2 (��� − ���) , (4.16b)

where Ω is the Rabi frequency, � is the lifetime of the corresponding Rydberg state
and � is the dephasing rate.

In the limit of strong dephasing, � ≫ Ω ≫ �−1 and Ǧ ≳ �−1, the coherences quickly
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reach their steady state values, i.e., �� �̃�� ⟶ 0. Extracting �̃�� (and �̃��) from (4.16b)
under this assumption and substituting into (4.16a), we obtain

�� ��� = − (Ω/2)2�(�/2)2 + Δ2 (��� − ���) − 1� ��� . (4.17)

This equation describes the time evolution of the excited state depending on the rel-
ative population between the excited and the ground states. One can immediately
identify it as the rate equations limit of the optical Bloch equations, i.e., the Einstein’s
coeicients model. The problem of atomic excitation is reduced to a classical stochastic
process in which the atom gets excited with a rate

Γ = (Ω/2)2�(�/2)2 + Δ2 , (4.18)

and de-excited with rate

Γd = Γ + �−1 . (4.19)

Extending the model to an ensemble of ǈ atoms, the detuning of the �-th atom is mod-
iied due to the van der Waals interaction with surrounding Rydberg atoms as given
by (4.13). The corresponding rates of excitation and de-excitation become

Γ� = (Ω/2)2�
(�/2)2 + (Δ − ∑Ryd �≠� �6�6�� )

2 (4.20)

and

Γd,� = Γ� + �−1 (4.21)

respectively.

A question arises: how can the dephasing rate � be estimated? Equation (4.17) is
valid for a dilute Rydberg cloud where the van der Waals interactions are negligible.
For long-lived Rydberg state, �−1 ≪ Γ, one can neglect the decay of the Rydberg state.
The solution when all the atoms are initially in the ground state is found to be

��� = 12(1 − Ǚ−2Γ �) . (4.22)

It is approximately given by

��� = ΓǦ = (Ω/2)2�(�/2)2 + Δ2 Ǧ (4.23)

at short time scale, ΓǦ ≪ 1. The excitation spectrum is thus a Lorentzian proile with
a FWHM given by �. Figure 3.15 gives � = 579 kHz in our case.
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4.4.2
Algorithm

We have all the ingredients to build a Monte Carlo simulation. For each time intervaldǦ, it calculates the excitation rate for each atom and decides whether the atom get
excited or not. The simulation iterates over the excitation duration. The parameters
required by the simulation consist of

• The number of ground-state atoms ǈ and the spatial distribution of the cloud,
i.e., a Gaussian proile (Appendix C).

• The peak two-photon Rabi frequency Ω0 at the center of excitation lasers.

• The intensity distribution of the excitation lasers.

• The laser excitation linewidth �.

• The laser detuning Δ.

• The iteration time step dǦ and the total excitation duration ΔǦ.
In the following we describe the algorithm of the simulation.

Algorithm

(a) Initialization. The simulation starts by drawing the positions of ǈ ground-
state atoms according to the spatial distribution of the atomic cloud. The time Ǧ is set
to zero.

(b) Calculation of transition probability for each atom. We calculate the transition
probability Ǌ� of atom � during time interval dǦ, taking into account the interaction
with surrounding already excited Rydberg atoms. This probability is calculated by
multiplying the excitation rate Γ� for a ground-state atom, or the de-excitation rate Γd,�
for a Rydberg atom with the time step dǦ. These rates are given by (4.20) and (4.21)
respectively. The transition is driven with a Rabi frequency Ω�, estimated using the
peak Rabi frequency Ω0 and the laser proiles. Similarly, we carry out the calculation
for all ǈ atoms in the cloud.

(c) State update. Next, we determine whether the state of the atom � is lipped or
not according to Ǌ� calculated in step (b). We draw a random real number Ǥ between
0 and 1. The atom � get excited or de-excited if Ǌ� > Ǥ. This step is performed for all ǈ
atoms.

(d) Mechanical motion. We calculate the displacements of the Rydberg atoms dur-
ing dǦ due to the van der Waals forces between them.

(e) Loop of the Monte Carlo sequence. The time Ǧ is incremented by dǦ. The steps (b)
and (c) are repeated until Ǧ reaches the total excitation duration.

Running the simulation, it can arrive a situation in which two or more atoms have the
more or less the same chance of being excited in an iteration. If these atoms are close
to each other, the excitation of an atom will modify the lipping rate of the others. One
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thus has to choose the time step dǦ small enough such that only one atom is lipped in
an iteration ∑� Γ� ×dǦ < 1. Take the case of a resonant excitation of ǈ atoms initially in
the ground state as an example. The excitation rate for each of them is approximately
given by Γres = Ω20/�. The excitation of one atom will suppress the excitation of all
other ǈ� − 1 atoms in a blockade sphere. Thus dǦ should be chosen at least smaller
than 1/(ǈ�Γres). As a consequence, the simulation take quite a long time to inish.

We replace the step (c) by another step (c*) described below to speed up the sim-
ulation. The idea is to create a list of candidates that can be excited. The excitation of
each candidate is decided considering the states of the other candidates.

(c*) State update. We compare the transition probability Ǌ� of the atom � with a
real number Ǥ randomly generated between 0 and 1. If Ǌ� > Ǥ and the atom � is in
the Rydberg state, it is then de-excited. If Ǌ� > Ǥ and the atom � is currently in the
ground state, it is then added to a list of candidates ℒ. The criterion is applied for
all ǈ atoms. We now have a full list of candidates ℒ but not yet new Rydberg atoms.
Each of candidate in the list ℒ has more or less the same chance of being excited. We
successively consider each candidate � in the list in a random order. The chance for it
to be excited is given by a Lorentzian

ǩ� = (�/2)2
(�/2)2 + (∑ℒ�≠� �6��� ��)2 , (4.24)

where the summation runs over the list ℒ. The “Rydberg kronecker” �� takes a value
0 or 1 depending on whether the candidate � is in the ground state or Rydberg state
respectively. By comparing ǩ� to a random real number Ǥ� drawn between 0 and 1,
we decide whether the candidate � gets excited (ǩ� > Ǥ�) or not. After updating the
state of the candidate �, we move on with the next candidate.

Equation (4.24) prevents one from exciting two candidates in the same time step at
a distance shorter than a blockade radius. If the candidate � is far from the other
candidates, ǩ� ≈ 1. It gets excited no matter what the states of the other candidates
are.

The same argument applies for the de-excitation of already excited Rydberg atoms.
However, the number of atoms in the Rydberg state in a blockade volume is much
smaller than that of atoms in the ground state. One can choose a time step dǦ such
that it is small enough for the probability of having two Rydberg atoms decay in an
iteration to be negligible, but still large enough to speed up the program. Thus in the
step (c*), it is not necessary to create a list of de-excitation candidates and follow a
procedure similar to that of the excitation process.

Choice of time step

Decreasing the time step dǦ will yield a better precision. However, the simulation
becomes time-consuming. We want to choose dǦ such that the simulation has a rea-
sonable precision with an acceptable computation time. Especially, we want to test
whether the step (c*) speeds up the simulation without loss of precision. We perform
for each dǦ = 1 ns and dǦ = 50 ns a hundred realizations. The atomic cloud proile
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Figure 4.13 The time evolution of the Rydberg excitations averaged over 100 realizations of
the Monte Carlo -rate equations model withdǦ = 1 ns (blue) and dǦ = 50 ns (green) . The
shaded areas correspond to one standard deviation.

and the excitation parameters are those that allow us to reproduce the experimental
data as will be discussed in the next section. Figure 4.13 shows the numerical results
for Δ = 0 MHz and Δ = 2 MHz. The discrepancy in the number of Rydberg atoms
obtained with dǦ = 1 ns and dǦ = 50 ns is much smaller than the standard deviations.
With dǦ = 1 ns, we observed almost no iteration with more than one candidate in
a blockade sphere (< 1%). This gives us conidence to use the procedure (c*) in the
model. From now on, we ix dǦ = 50 ns, and thus save a factor of about 50 on the
calculation time.

4.5
Experimental data simulation

4.5.1
Optical proile

In addition to the ground-state atoms distribution and the excitation laser beam pro-
iles, the new algorithm requires two more parameters: the Rabi frequency Ω and the
dephasing rate �. In our attempt to reproduce the experimental optical spectra, we
vary Ω, starting from its measured value. However, in order to best it the experimen-
tal data, we have to increase the temperature of the cloud with the excitation duration.
This relects a non-negligible heating efect in our measurements. Nevertheless, the
heating mechanism is not clear. We thus approximate the heating efect by raising the
average temperature. Figure 4.14 represents the numerical results (solid lines), super-
posed with the experimental data (points). Table 4.2 summarizes the parameters used
in the simulation. We show as well the parameter used in our preliminary simulation.

Compared to Figure 4.12, we now obtain a much better it. We do not just capture
the shapes of the optical spectra but more than that, within the error bar the experi-
mental data is reproduced. This is what the simple Monte Carlo model is incapable
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Figure 4.14 Optical spectra for diferent excitation durations. The dots are experimental data
while the solid lines are obtained from the Monte Carlo - rate equations simulation. The error
bars denote one standard deviation of the statistical error. For each excitation duration, the
cloud temperature is adjusted for the best result: 0.7 µK, 0.7 µK, 1.1 µK and 1.9 µK for 2 µs,
20 µs, 50 µs and 100 µs respectively as shown in the inset.

Table 4.2 Parameters used to reproduce the experimental optical spectra.

ǊǕǤǕǟǙǦǙǤ Exp. value MC sim. MC - rate equ. sim.

Trap frequency ǚ� (Hz) 47 47 47
Trap frequency ǚ� (Hz) 244 244 47
Trap frequency ǚ� (Hz) 262 262 262
Temperature (µK) 0.5 ± 0.15 0.5 0.7⋆
Number of atoms 12 000 ± 2000 10 000 12 000
Blue laser waist (µm) 22 22 22
Red laser waist (µm) 150 ∞ ∞
Dephasing - linewidth(kHz) 579 900 500
Peak Rabi frequency (kHz) 170 _ 76⋆
Number of Rydberg atoms† 41 41 _

⋆ Fit parameters.† Values for ∆ = 2 MHz.

of. A time scale is also naturally included in the new model, instead of a “fake”time
scale based on the iteration number - duration relation.

The diference between the simulation and the experimental values in the Rabi
frequency can be attributed to the low transmission of the optical windows, resulting
from the fog-like deposition of residual gases or grease on the cold optical surfaces.
The transmission of the optical windows were measured at room temperature at which
this deposition disappears. The same fogging phenomenon was observed on other
cryogenic experiments [159].

The simulation also igures out a non-negligible heating efect in the experiment
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Figure 4.15 Mandel ǋ-factor as a function of the excitation detuning. The results are obtained
using the Monte Carlo - rate equations simulation. The laser pulse is ixed to 2 µs. The gray
shaded region corresponds to a sub-Poissonian statistics.

Figure 4.14. This heating may originate from technical noises such as the luctuations
of currents that lead to luctuations of the trap center and the trap frequency. A quan-
titative investigation is thus necessary.

Mandel ǋ-factor

Another useful information that one can extract from the simulation is the luctuation
of the number of Rydberg atoms excited out of the cold atomic cloud in a ixed exci-
tation duration. Technically we use the Mandel ǋ-factor to characterize whether the
luctuation obeys a Poissonian distribution. It is deined as

ǋ = ⟨ǈ2
Ryd ⟩ − ⟨ǈRyd ⟩2

⟨ǈRyd ⟩ − 1 . (4.25)

A Poissonian distribution yields ǋ = 0 while a deterministic source of Rydberg atoms
gives ǋ = −1, i.e., zero variance. In between, a negative value of ǋ indicates a sub-
Poissonian statistics. A super-Poissonian distribution corresponds to a positive ǋ.

With a 2 µs excitation, the calculated value of ǋ is plotted in Figure 4.15 for difer-
ent laser detunings. As a result of the strong Rydberg blockade at zero detuning, we
enter in a deep sub-Poissonian region. On the blue size, the ǋ-factor quickly grows
up, becoming a super-Poissonian statistics. The statistics luctuation of one atom ex-
citation is ampliied by the facilitated development of the Rydberg aggregates. This
behavior of the ǋ-factor characterizes the strong Rydberg interaction regime and was
experimentally observed in [158]. A comparison of Figure 4.15 with experimental data
would strengthen the validity of the Monte Carlo - rate equations model. Neverthe-
less, the measurement has not yet been performed in our particular situation.
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4.5.2
Microwave spectra

Running the simulation with the parameters given in the previous section to generate
Rydberg clusters after 2 µs of excitation, and then following the same procedure as
in subsection 4.3.2, we obtain Figure 4.16 and 4.17 for the microwave spectra. A very
good agreement between the simulation and the experimental data is observed.

Although our irst preliminary numerical results with a very simple Monte Carlo
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model cannot explain the optical proile, it can reproduce quite well the microwave
spectra. This conirms the fact that Rydberg clusters are developed from one or several
initial “seeds” by sequential one-photon process.

The mismatch between the numerical result and the experimental data in Fig-
ure 4.16 for Δ = 2 MHz is interpreted as an incorrect positioning of the laser detuningΔ when taking the data for this curve. The same measurement performed on another
cloud with a slightly diferent geometry yield a good agreement with the numerical
calculation. Taking again the data at this detuning would conirm whether there was
a mistake or another mechanism underlining.

4.5.3
Spatial distribution of Rydberg atoms

The simulation allow us to get informations that are diicult to access experimentally.
Rydberg atoms are hard to image optically and the spatial distribution of the Rydberg
cluster, for us at least, cannot be directly measured. Here, using the simulations, we
extract the spatial distribution of the generated Rydberg cluster. The results are rep-
resented in Figure 4.18 for zero detuning and in Figure 4.19 for 2 MHz detuning. The
Rydberg blockade efect forces to search for Rydberg atoms at the edge of the cloud,
resulting in a larger Rydberg cluster as compared to the initial ground atomic cloud.
Blue detuning the laser somehow compacts the Rydberg cluster. These results are
consistent with those observed by microwave spectra.

More interestingly, Figure 4.20 plots the temporal evolution of the transverse and
the longitudinal sizes during the free expansion of a Rydberg cluster. Comparing to
the “expansion” of a pair of atoms whose initial energy is Δ, the peak van der Waals
interaction energy of the Rydberg cluster (the dashed line), one inds that the dynamics
of the free expansion is slowed down. A bulk atom has to wait for the edge atoms
to get away before it can move. Moreover, the expansion is found to be anisotropic.
The microwave spectra reveal the hydrodynamics expansion of a Rydberg cluster in a
regime of strong van der Waals interactions.

4.5.4
Discussion on the validity of the Monte Carlo – rate equations model

The Monte Carlo – rate equations simulation includes the spatial distribution of the
cold atomic cloud, the laser intensity proiles, the inite lifetime of the Rydberg state,
the mechanical repulsion between the Rydberg atoms and more importantly the dy-
namics of the excitation. However, there are several efects that this model does not
take into account.

First, the model describes only a sequential one-photon excitation process. The
resonant excitation of an atom pair can also be achieved by simultaneous absorption
of two photons‖. Figure 4.21 illustrates the two excitation processes. If Δ ≫ �, one

‖For the 5� − 60� transition, this corresponds to the absorption of four photons: two red and two
blue photons.
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Figure 4.18 Spatial distribution of the Rydberg ensemble for 0 MHz laser detuning. a) A
realization of the simulation. The blue dots are the ground state atoms and the red dots are
the Rydberg atoms. The radius of the circles centered on each Rydberg atom is equal to the
bloackade radius ǌ�. b)-d) Statistical spatial distribution of the Rydberg ensemble along theǪ, ǫ and Ǭ respectively. A discrepancy from a Gaussian it (dashed lines) is observed at the
lower edges and is attributed to the Rydberg interactions. The distributions of the ground
state atoms are also shown in blue solid lines.
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Figure 4.19 The same as Figure 4.18 for 2 MHz laser detuning.
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Figure 4.21 Illustration by energy diagrams of the facilitated excitation where the laser de-
tuning compensates for the van der Waals shift. The excitation can be either a) a sequential
single-photon process or b) a simultaneous multi-photon process. The blue spheres stand for
ground state atoms and the red spheres for Rydberg atoms.

ind the rate to simultaneously excite a pair of atoms

Γ(2) = (Ω2/2Δ)22� = Γ Ω22�2 [1 + ( �2Δ)2] (4.26)

by adiabatically eliminating the intermediate one-excitation state. The strong dephas-
ing assumption � ≫ Ω leads to Γ(2) ≪ Γ. One can generalize for the simultaneousǟ-photon excitation Γ(�) ≪ … ≪ Γ(2) ≪ Γ. Thus, the sequential one-photon excita-
tion is the dominant process.

Second, this is a model of an incoherent excitation process. The solution of the
rate equations is valid if Ǧ ≫ �−1 and � ≫ Ω. From Table 4.2, � ≈ 6.5Ω. The latter
condition is more or less satisied. The former requires that Ǧ ≫ 2 µs. The model can
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not reproduce the coherent evolution of the excitation of an atom at a time shorter than
this value. However, if there are many atoms inside a blockade volume, the collective
state decays faster than �−1. This explains why we obtain a good it to the optical
spectrum with 2 µs excitation duration.

Summary

Under the strong Rydberg blockade regime of a dense atomic cloud, the optical spectra
are broadened to the blue as a result of the facilitated excitation, in which Rydberg
atoms are resonantly excited at distances deined by the laser detuning. The repulsive
interaction energy acquired during the excitation causes the Rydberg cloud to expand.
The van der Waals interaction energy of the Rydberg ensemble is directly revealed via
microwave spectra.

We have developed a simple Monte Carlo simulation that allows us to explain the
measured microwave spectra. Better results were obtained with the Monte Carlo -
rate equations simulation, where the dynamics of the excitation is included. Both
optical and microwave spectra were reproduced with a reasonable agreement. This
encourages us in using this model to explore new routes towards quantum simulation
of many-body systems.

Perspective

We aimed at performing quantum transport simulations with a 1D chain of Rydberg
atoms. The irst requirement is to prepare a regular Rydberg chain. Our microwave
tool probing the interaction energy can reveal information on the regularity of a Ryd-
berg chain.

a) b)

Δ 2Δ E Δ 2Δ E

Figure 4.22 Chain regularity probed by microwave spectroscopy. Red spheres represent Ry-
dberg atoms while the blue spheres represent a missing site (gap). The height of the red bar
under a atom indicates the relative interaction energy of the atom. The graphs at the bottom
show the expected microwave spectra.

The principle of the technique is depicted in Figure 4.22. If the van der Waals
interaction energy of two adjacent atoms is Δ, then each “bulk” atom has twice this
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energy due to the contributions from it two neighbors. As a result, one expects two
peaks in the microwave spectrum, one at Δ corresponding to atoms at the ends, and
another at 2Δ for the “bulk” atoms. The ratio of the peak height (or area) is equal
to the number of “bulk” atoms over the number of atoms at the ends. If some sites
are empty forming ǈ� sub-chains, the ratio is found to be (ǈ� − 2ǈ�)/(2ǈ�), whereǈ� is the total Rydberg atoms detected by the channeltron. One thus immediately
identiies whether a gap exists or not from the microwave spectra. Moreover, the width
of each microwave peak gives the interaction energy dispersion, which maps into the
dispersion of the inter-atomic distance. In other words, it represents the disorder of
the chain.

But, how to prepare a regular Rydberg chain?. An idea is to make use of the fa-
cilitated excitation. By blue detuning the excitation laser, one expects to control the
distance between Rydberg atoms excited out of a 1D ground-state atomic cloud and
resonantly develop a chain from an initial “seed”.

However, for the same atomic density, the number of atoms in a facilitated volume
is much smaller for a 1D than a 3D cloud. Thus, the facilitated excitation hardly occurs.
One would increase the number of atoms in the 1D cloud. Nevertheless, by doing so,
one also increases the scattering of the Rydberg electron by the ground-state atoms
as discussed in subsection 4.1.3. As a result, the energy level is lowered, and thus,
destroying the facilitated regime.

A more eicient method to prepare a regular Rydberg chain is turning to laser-
trapped-circular-atoms, which will be the central part of our proposal for quantum sim-
ulation.
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III.

Quantum simulation with circular
Rydberg atoms – A proposal





Objectives

The phase transitions of quantum magnetic systems are of long-lasting interest, both
from the experimental and theoretical points of view. Among many models used in
the study of these problems is the anisotropic Heisenberg “XXZ” model. It describes
at a microscopic level an anisotropic anti-ferromagnetic spin-1/2 chain in a magnetic
ield. The spin coupling along the longitudinal direction Ǆ� difers from that along the
transverse direction Ǆ� = Ǆ� = Ǆ. The Hamiltonian of the system is expressed in terms
of Pauli matrices as

ǂ��� = Ǆ⎡⎢⎣∑� (��� ���+1 + ��� ���+1 + Δ��� ���+1) − ℎ� ∑� ��� − ℎ� ∑� ��� ⎤⎥⎦ , (III)

where � � is the spin operator along the � direction. The dimensionless parameters ℎ�
and ℎ� represent the interaction with the longitudinal and transversal magnetic ields,
respectively. The anisotropy parameter Δ is deined as Ǆ�/Ǆ.
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Figure III.1 Qualitative ground-state phase diagram of the model when Δ = 0. Figure ex-
tracted from [160].

The magnetic properties of the system depend on the direction of the applied mag-
netic ield. In the absence of a transverse ield, the model can be exactly solved by the
Bethe ansatz [161]. A transverse ield, however, breaks the symmetry and makes the
system behave diferently. The dynamics of the system, for instance, quenches, are
diicult to study numerically, since it involves a Hilbert space of very large dimen-
sion.

The ground state has been studied theoretically using various approximation meth-
ods [162–164]. Figure III.1 quantitatively sketches the phase diagram in the presence of
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a transverse ield only, in the thermodynamic limit [165–167]. The horizontal axis rep-
resents the dimensionless transverse ield ℎ�. The system features at least two gapped
Néel phases with a staggered order parameter (ǈ� and ǈ�), a ferromagnetic domain
(ǀ), a gapless Luttinger liquid phase for |Ǆ�| < Ǆ and ℎ� = 0. One can explore the phase
transition in this diagram by adiabatic variation of the anisotropy parameters and/or
the transverse ield, starting from an easily accessed ground state, for instance in theǊ� region where all spins polarized along the ǒ direction.

In order to simulate this “XXZ” Hamiltonian, a quantum simulator has to satisfy
several requirements. First, the spins have to be long-lived, which allows for thou-
sands of typical exchange times to happen. This is required for an adiabatic transition
from one phase to another. Second, a defect-free, regular chain of spins is necessary.
Third, one has to be able to apply a “magnetic ield” on the spin chain and to tune the
interaction between the spins. And last but not least, one needs a scheme to read-out
the inal state of the system.

y

z

x

Figure III.2 Artist’s view of the laser-trapped circular Rydberg atom chain inside a
spontaneous- emission-inhibiting capacitor. The circular atoms (red) are placed at the min-
imum intensity of a CO2 laser optical lattice (green) superposed with a hollow Laguerre-
Gaussian beam (blue).

We propose hereby a scheme to realize such a quantum simulator by turning to
laser-trapped circular atoms as depicted in Figure III.2. The key ingredient of the pro-
posal is an ensemble of extremely long-lived circular Rydberg atoms laser-trapped
inside a spontaneous-emission inhibiting capacitor. A chain of tens of atoms can be
deterministically prepared. The interaction between the atoms allows us to realize the
“XXZ” Hamiltonian. Moreover, this Hamiltonian is tunable over a wide range by mi-
crowave dressing and electric ield adjustment. Finally, the atoms can be individually
state-selectively detected. By overcoming the bottlenecks of other systems, including
the quantum simulation with low-Ǟ Rydberg atoms, this new approach would allow
us to address a wide range of spin networks problems: from the quantum transport
over a 1D chain to the phase transitions of the “XXZ” spin model, and even problems
beyond the grasp of classical computation methods.

In section 5.1, we show that the spontaneous decay can be eiciently inhibited, by
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placing the atoms between the two parallel plane plates of a capacitor, with a spacing
below the cut-of for the radiated wavelength (Figure III.2). In a cryogenic environ-
ment below 1 K, circular states are preserved for durations in the minute range, lead-
ing to a trapping time of a few seconds without a single loss for a chain with tens of
atoms.

In section 5.2, we describe the trapping of circular atoms, using the ponderomo-
tive force acting on the nearly free Rydberg electron. For low-Ǟ Rydberg states, photo-
ionization in the laser ield strongly reduces the lifetime. However, this efect drops
exponentially with Ǟ, down to negligible values for circular states. A 1 µm-wavelength
Laguerre-Gaussian beam in combination with a co-propagating 10 µm-wavelength
(CO2 laser) standing wave forms a 1D lattice, in which the circular atoms are trapped
in intensity minima, regularly separated by 5 µm (Figure III.2). Trapping of circular
atoms will be discussed in section 5.2.

In section 5.3, we study the interaction between two circular atoms, and then in sec-
tion 5.4, we derive the spin ǒǒǔ Hamiltonian. By encoding the spin state on the 48ƽ
and 50ƽ circular levels, the van der Waals interaction between the atoms is in a good
range to realize a spin ǒǒǔ Hamiltonian. The spin coupling is directly related to the
direct and the exchange dipole-dipole interactions. Moreover, the direct interaction
between the circular atoms depends strongly on the electric ield while the exchange
interaction does not. Their relative strength is thus tunable through the electric ield.
The “transverse magnetic ield” is obtained via a resonant microwave dressing, which
is under full experimental control. As a result, the spin Hamiltonian, can be tuned over
the whole range of the phase diagram in Figure III.1, by merely varying the dressing
strength and the static electric ield. This is a unique feature of quantum simulation
with trapped circular atoms.

In section 5.5, we propose an innovative approach to the deterministic preparation
of a vacancy-free, regular chain with more than 40 atoms. It is a variant of evaporative
cooling, successively removing atoms, one by one, out of a chain in a controlled way.
The mechanism is based on the repulsive van der Waals interactions, that strongly
push on the atoms at the two ends of a compressed chain.

In section 5.6 and section 5.7, we respectively represent methods to initialize a spin
chain and to detect the spin states individually. Finally, we discuss some decoherence
efects that present in our proposed system.
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5.1
The quest for long-lived circular atoms

A circular atom, as discussed in section 1.3, can decay only toward the next lower
circular state, emitting a �+-polarized photon. In the presence of blackbody radiation,
the circular sate can absorb a photon and get excited to a higher Rydberg state. The
former process can be eiciently inhibited by means of a capacitor, while the latter
can be suppressed by going to a cryogenic environment. Collisions with the residual
background gas can also reduce the lifetime of a circular atom. We shows here that
we can manage to reach a 100 s lifetime.

5.1.1
Inhibition of spontaneous emission
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Despite the fact that circular atoms are long-lived, the intrinsic spontaneous emis-
sion lifetime (฀25 ms for the 48ƽ circular state) limits the duration over which one can
run quantum simulations with a large number of atoms. A chain of 40 circular atoms
will decay in less than 650 µs, corresponding to about 45 exchange times only. How-
ever, spontaneous emission can be inhibited using the following method.

We place the circular chain in between a plane-parallel capacitor as depicted in
Figure III.2. We also apply an electric ield ǀ between the two capacitor plates. This
electric ield deines the quantization axis ǉǬ, stabilizing the circular orbit plane [168]
parallel to the capacitor plates. A circular state Ǡƽ decays by emitting a �+ polarized
photon w.r.t to the quantization axis ǉǬ (Figure 5.1a). The emitted electric ield is
thus parallel to the capacitor plates. As the electric ield must cancel at the surface
of each plate, in an ideal ininitely large capacitor, there should be no emission mode
in which the circular state can decay, as long as the separation ƾ of the two plates is
smaller than half the corresponding wavelength: ƾ < �/2 = 2.5 mm for the 48ƽ. The
spontaneous emission rate thus drops to zero [169]. Using the same principle, Klepner
et. al. experimentally observed that the natural lifetime of a circular state is enhanced
by a factor of more than 20 compared to that in free space [170]. The experiment was
performed in 1985.

In order to determine the capacitor geometry, we have performed a classical sim-
ulation with a square capacitor made of gold, cooled to 1 K. Each plate is a square
with size Ǖ. We model a circular atom by an antenna (dipole) placed inside the capaci-
tor, and calculate the radiated powers with and without the presence of the capacitor.
The ratio of the two powers directly provides us the spontaneous-emission inhibition
factor, i.e., the ratio of the residual spontaneous emission rate Γ over the natural spon-
taneous emission rate Γ��. The calculation is carried out using the CST-Studio suite.
The result for 48ƽ state is represented in Figure 5.1b.

We choose to use a capacitor made with two square 13 mm-wide plates sepa-
rated by 2 mm (open red triangle in Figure 5.1b). A suppression better than 50 dB
is achieved. It corresponds to a single atom lifetime of 2500 s. Note that the inhibition
is even stronger for the 50ƽ state since the emission wavelength is larger (5.5 mm). This
geometry, as will be clear later, allows a large enough optical access for the trapping
laser beams.

5.1.2
Suppression of blackbody radiation absorption

While a �-polarized ield is eiciently inhibited by the capacitor, a �-polarized ield
is not inhibited due to diferent boundary conditions. On the contrary, the capaci-
tor structure leads to a higher mode density, resulting in a slight enhancement in the
stimulated absorption rate[169]. At a inite temperature, blackbody radiation induces
upwards transition from a Ǡƽ circular state into the elliptical states of the Ǡ + Ǣ mani-
folds (Figure 5.1a). The dipole matrix element on these transitions drops rapidly withǢ, as the radial overlap of the wavefunctions decreases. We thus consider only theǢ = 1 case. In free space, the stimulated absorption rate is given by (1.30). At a tem-
perature ǎ = 0.4 K (the base temperature of a standard 3He cryostat), this corresponds
to a lifetime of 1260 s for the 48ƽ and ∼ 720 s for the 50ƽ state. Taking into account the
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decay rate enhancement due to the capacitor structure, we estimate an enhancement
factor of less than 2 in the absorption rate[169]. We thus still reach lifetimes longer
than 350 s at 0.4 K.

5.1.3
Background gas collisions

r = n
2
 a0

Figure 5.2 Toroidal orbital of a circular atom.

Another efect that may conspire to reduce the circular state lifetime is that of the
collisions with the background gas. The main residual gas in a cryogenic setup is
Helium. De Prunele calculated the state-transfer cross-section ��,20 to be about 3200
atomic unit for the Ǡ = 20 circular state [171]. The collision mainly results from the
interaction between the Helium atoms and the nearly free Rydberg electron. Assum-
ing that ��,� is proportional to the volume of the orbital — a torus of radius Ǥ = Ǡ2Ǖ0,
and thickness ΔǤ = Ǡ2Ǖ0/√2Ǡ (Figure 5.2) — the cross section scales as Ǡ5. We thus,
estimate ��,50 for Ǡ = 50 to be 313 000 Ǖ20. This value is a bit smaller for Ǡ = 48, and thus
less dramatic. The circular atom is lost after a time ��,50 = 1/(��,50Ǡ��Ǩ��), where Ǡ��
and Ǩ�� are the density and velocity of Helium atoms at the cryogenic temperature 0.4
K. For a pressure smaller than 10−15 mbar, which is realistic at cryogenic temperatures
at about 0.4 K [137, 172], ��,50 exceeds 1200 s.

By means of spontaneous-emission inhibition and suppression of blackbody radia-
tion absorption at a cryogenic temperature ǎ = 0.4 K and ultra-high-vacuum ∼ 10−15
mbar, a circular atom can live more than 250 s. As a result, a chain with 40 atoms
should last longer than 10 s without loss of a single atom. We could drive up to
1 000 000 typical exchange periods (∼ 100 kHz) with just a single chain. The study
of slow dynamics of a 1D spin chain would be made possible.

5.2
Trapping of circular atoms

5.2.1
Ponderomotive potential

A method for trapping circular atoms in an electric ield gradient has been proposed
in our group in 2004 [169, 173]. In this scheme, the transition line is broadened due to
the Stark efect. In order to preserve the coherence between two circular states, one can



98 Principles of the quantum simulator

0 5 10-5-10

0

5

10

15

20

25

MHz

0 5 10-5-10

0
5

1
0

-5
-1

0

0
5

1
0

-5
-1

0

x

y

z

0

5

10

15

20

25

a) b)

z
 (

μm
)

y (μm)

x (μm)

z
 (

μm
)

Figure 5.3 Laser trapping ponderomotive potential. a) Transverse proile of a Laguerre-
Gaussian beam of 7 µm waist and 2 W in power. b) The total trapping potential is produced
by superposing a Laguerre-Gauss beam with a standing wave CO2 laser optical lattice.

microwave dress one of them on a transition to an auxiliary elliptical state such that the
diferential Stark shift of the two circular states is canceled. Extending this complex
scheme to an array of circular atoms is not yet clear and requires a good control of the
Stark efect.

We propose here, an alternative method to trap circular atoms, based on the pon-
deromotive force acting on the nearly free Rydberg electron. The interaction energy is
given by

ℰ = Ǚ2ƿ2�4ǟ��2� , (5.1)

where �� is the laser angular frequency, and ǟ� is the electron mass. Note that the
atomic core also experiences a similar force. Nevertheless, it is several thousand times
heavier than the electron, and thus the corresponding force is negligible.

Knowing that the laser intensity is related to the electric ield amplitude by

ǃ = 12�0Ǘƿ2� , (5.2)

the ponderomotive potential can be expressed in terms of the laser intensity as

ℰ = Ǚ2ǃ2ǟ��0Ǘ�2� , (5.3)

that is, proportional to the laser intensity. Acting on the Rydberg electron, this poten-
tial efectively acts on the atom as a whole. As a result, the atom seeks low intensity
regions.

The transverse proile of a Laguerre-Gaussian laser beam is circularly symmetric.
It is expressed in cylindrical coordinates (Ǥ, �, Ǭ), using a generalized Laguerre poly-
nomial ǆ��(2Ǥ2/ǩ(Ǭ)2), where ǩ(Ǭ) is the beam radius at Ǭ. Accordingly, a Laguerre-
Gaussian beam is called in the mode (Ǟ, Ǣ). A Laguerre-Gaussian beam mode (0, 0) , for
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instance, corresponds to the well known Gaussian beam. The next mode, a Laguerre-
Gaussian beam mode (0, 1) is a hollow beam. Its transverse proile takes a donut
shape, exhibiting a zero of intensity at the beam center as depicted in Figure 5.3a.
Such a long tube of light provides a coninement of the atoms in a 1D geometry.

More speciically, we create a Laguerre-Gaussian beam mode (0, 1) of 7 µm-waist
using a1 µm-wavelength laser*. This beam aligns the atoms along the ǉǪ direction,
between the two capacitor plates as shown in Figure III.2. The transverse ponderomo-
tive potential provided by the Laguerre-Gaussian beam with a 2 W-power is plotted
in Figure 5.3a. The transverse trapping frequencies are �� = �� = 2� × 24 kHz. The
beam diameter at the edges of the capacitor is about 630 µm. The clipping due to the
capacitor (2 mm spacing) is thus negligible (∼ 10−8%), avoiding power dissipation.

We also send two counter-propagating 10 µm-wavelength CO2 laser beams to form
an optical lattice, superposed with the Laguerre-Gaussian beam (Figure III.2). Atoms
are trapped at the intensity minima of the standing wave. An inter-site spacing of
5 µm is achieved. The beam waist and the power are adjusted so that we obtain an
isotropic trapping potential in three dimensions. A waist of 80 µm and a power of
70 mW provide the required trapping frequency �� = 2� × 24 kHz. The resulting
trapping potential is represented in Figure 5.3b. The beam diameter at the edges of
the capacitor is 570 µm. The beams are thus negligibly clipped by the capacitor plates.

5.2.2
Photo-ionization by trapping lasers

One might worry about the photo-ionization efect due to the trapping lasers which
has been found to be prohibitive for low angular momentum Rydberg states [120, 174].
From [175], an analytical hydrogenic expression for the photo-ionization cross-section��� of a ∣ǠǞ⟩Rydberg state is

��� = 4Ǟ49ǗǠ3�� [ǅ22/3(��Ǟ33 ) + ǅ21/3(��Ǟ33 )] , (5.4)

where ǅ�(Ǫ) is the modiied Bessel function of the second kind, which vanishes rapidly
when increasing Ǫ. Here, �� is written in atomic units. For the case of circular atoms,
the loss of atoms due to the photo-ionization is predicted to be negligible (��� ∼10−137 Ǖ20 for 48ƽ and 10−155Ǖ20 for 50ƽ) as compared to that due to the background
gas collision discussed previously.

We can think of the problem in terms of the wavefunction overlap. A photon cou-
ples the Rydberg electron to the continuum. If the photon energy is much larger than
the Rydberg binding energy, we can approximate the continuum wavefunction by a
plane wave of wave vector ��. The photo-ionization cross-section can be expressed in
terms of the transition matrix element as

��� ∝ ∣⟨Ryd ∣ Ǚ−���� ∣ Ǚ−����⟩∣2 , (5.5)

where ∣Ryd ⟩ is the Rydberg wavefunction and �� is the wave vector of the laser. The

*A Laguerre-Gaussian beam mode (0,1) is obtained by sending a Gaussian beam through a vortex lens
or a spatial light modulator (SLM) , appropriately modifying the spatial phase of the Gaussian beam.
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wavelength of the continuum state is about a few Bohr radii while that of the laser is
about 1 µm. As a result, Ǚ−���� is almost constant. With this dipole approximation, the
above equation simpliies to

��� ∝ ∣⟨Ryd ∣ Ǚ−����⟩∣2 , (5.6)

which is the wavefunction overlap between the Rydberg state and the continuum. The
wavefunction of high-Ǟ Rydberg state varies slowly with Ǥ (c.f Figure 1.1 for circular
state) while that of the continuum quickly oscillates. The mismatch of the two wave-
functions thus, makes ��� ≈ 0; the photo-ionization is negligibly small.

On the contrary, the wavefunction of low-Ǟ Rydberg state oscillates much faster
when approaching he atomic core (c.f Figure 1.4), becoming comparable to the wave-
function of the continuum. As a result, the photo-ionization cross-section for low-Ǟ Ry-
dberg state is signiicantly larger. This argument agrees well with the observations in
[174] and[120]. In the former, the authors calculated the photo-ionization cross-section
and ind it to exponentially drop with 1 ≤ Ǟ ≤ 7, while in the latter, an enhancement of
the photo-ionization rate is experimentally measured when shining more light close
to the nucleus (for Ǟ = 2).

5.3
Two interacting circular atoms in free space

The simulation of the Hamiltonian in (III) is based on the dipole–dipole interaction
between circular Rydberg atoms. The theoretical discussion for two interacting atoms
in low angular momentum Rydberg states, given in chapter 2, can be generalized and
extended to circular states. In this section, we will go into details for special cases that
are relevant to our proposal. We will consider the scaling laws with Ǡ that will help
us to pick up appropriate states to realize the quantum simulator.

As discussed previously, an electric ield � across the spontaneous-emission in-
hibition capacitor is necessary to maintain the circular orbit parallel to the capacitor
plates. This thus sets up a coniguration in which the inter-atomic axis ǉǪ, i.e., the
trapping laser axis, is perpendicular to the electric ield � (Figure III.2).

Before going into details, it is useful to remind here the energy of a circular state∣Ǡƽ⟩ and of the two next elliptical states |Ǡƿ⟩ and |Ǡƿ−⟩, taking into account the Stark
shifts

ƿ�� = − 12Ǡ2 − 116Ǡ4(8Ǡ2 + 18Ǡ + 10)ǀ2
= 12Ǡ2 + ���ǀ2 , (5.7)

ƿ��± = − 12Ǡ2 ± 3Ǡ2 ǀ − 116Ǡ4(8Ǡ2 + 36Ǡ − 20)ǀ2
= − 12Ǡ2 ± 3Ǡ2 ǀ + ���ǀ2 . (5.8)

In the above equations, we have introduced the coeicients ��� and ��� for conve-
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nience. We denote also the ǟ = Ǡ − 3 elliptical states in the same manifold as that of
a circular state ∣Ǡƽ⟩

∣Ǡƿƿ+⟩ = ∣Ǡ, ǝ = +2, ǟ = Ǡ − 3⟩∣Ǡƿƿ0⟩ = ∣Ǡ, ǝ = 0, ǟ = Ǡ − 3⟩ (5.9)|Ǡƿƿ−⟩ = ∣Ǡ, ǝ = −2, ǟ = Ǡ − 3⟩ .
The level scheme is depicted in Figure 5.4a (c.f Figure 1.6). Table 5.1 summarizes the
scaling laws of the dipole matrix element coupling ∣Ǡƽ⟩ and a nearby level.

circular state

a) b)

n-1n-2n-3n-4

m

Energy

Figure 5.4 a) Level scheme for high-Ǟ states in an electric ield. b) Level scheme for atomic pair
states. The ∣Ǡƽ; Ǡƽ⟩ and ∣Ǡƿ+; Ǡƿ−⟩ are quasi-degenerate. The dipole-dipole interaction thus,
mixes the circular state with non-circular states. Pair states shown in gray are not coupled to
the ∣Ǡƽ; Ǡƽ⟩ state.

Table 5.1 Scaling laws for dipole coupling between a circular state ∣Ǡƽ⟩ to a nearby state. The
last column shows the corresponding dipole coupling ǘ50 for Ǡ = 50.

∣Ǡƽ⟩ ↔ Transition Scaling law ǘ50 (Ǚ.Ǖ0)∣Ǡƿ+⟩ �− Ǡ3/2 372|Ǡƿ−⟩ �+ Ǡ3/2 372∣(Ǡ ± 1)ƽ⟩ �+ Ǡ2 1776∣(Ǡ + 1)ƿ+⟩ � Ǡ3/2 177|(Ǡ + 1)ƿ−⟩ � Ǡ3/2 177∣(Ǡ + 1)ƿƿ+⟩ �− Ǡ2 7∣(Ǡ + 1)ƿƿ0⟩ �− Ǡ2 26|(Ǡ + 1)ƿƿ−⟩ �− Ǡ2 7

The equation (2.2) gives the dipole-dipole interaction Hamiltonian when choosing
a quantization axis along the inter-atomic axis. The interaction preserves the total
magnetic quantum number. However, the presence of a transverse electric ield breaks
the cylindrical symmetry of the system. With a typical ield of a few V/cm, the Stark
efect is, in general, dominant. We thus choose the quantization axis along �, i.e., along
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the ǉǬ direction in Figure III.2. The dipole-dipole interaction Hamiltonian reads

ǐ�� = Ǚ2Ǥ1Ǥ23�0ǌ3 [Ǔ01Ǔ01 + 12(Ǔ+11 Ǔ−11 + Ǔ−11 Ǔ+11 ) − 32(Ǔ+11 Ǔ+11 + Ǔ−11 Ǔ−11 )] , (5.10)

where the notations are the same as those in (2.2). The two last terms indicate that
the total magnetic quantum number is no longer preserved. Figure 5.4b extends the
level scheme of single atomic state to pair states. The circular pair state ∣Ǡƽ; Ǡƽ⟩ is
quasi-resonantly coupled by the dipole-dipole interaction to the elliptical pair state∣Ǡƿ+; Ǡƿ−⟩, which is in turn coupled to the pair state ∣Ǡƿƿ+; Ǡƿƿ−⟩, and so on (blue
arrows in Figure 5.4b). The circular state is thus, strongly mixed with non-circular
states.

The structure of the capacitor can eiciently inhibit only the emission of a �±-
polarized photon of wavelength larger than twice the capacitor spacing. It cannot
suppress the decay of an elliptical state towards the next lower manifold by emitting
a �-polarized photon, not to mention the transitions to low lying state with shorter
wavelengths. The dipole-dipole coupling, by mixing with non-circular states, thus
leads to a strong reduction in the lifetime of the circular state.

5.3.1
Application of a magnetic ield

In order to prevent the detrimental level mixing with non-circular states, we have to
apply a magnetic ield � to Zeeman shift the levels, remove any degeneracies of the
circular pair state with the non-circular ones. The question now is: at which strength
and in which direction do we apply the magnetic ield? In the following, we assume
that the Stark efect is dominant over the dipole-dipole coupling and the Zeeman ef-
fect. We thus keep the quantization axis along ǉǬ. The Zeeman Hamiltonian for a
circular state reads

ǂ� = ��ℏ Ǜ�� ⋅ �
= ��ℏ Ǜ�(ǆ�Ƽ� + ǆ�Ƽ� + ǆ�Ƽ�) , (5.11)

where the spin part is omitted since the spin is not lipped by the dipole-dipole inter-
action. The Zeeman Hamiltonian can be expressed as

ǂ� = ��ℏ Ǜ�(ǆ+ + ǆ−2 Ƽ� + ǆ+ − ǆ−2� Ƽ� + ǆ�Ƽ�) , (5.12)

by deining two ladder operators

ǆ+ = ǆ� + �ǆ�ǆ− = ǆ� − �ǆ� , (5.13)

Accordingly, Ƽ� and Ƽ�, via the ladder operators ǆ±, couple a circular state ∣Ǡƽ⟩ to
the two next elliptical states ∣Ǡƿ±⟩. As a result, the pair state ∣Ǡƽ; Ǡƽ⟩ is mixed with
the non-circular ∣Ǡƿ+; Ǡƿ−⟩ (resonant coupling). This, again, leads to a reduction in
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Figure 5.5 a) Interaction energy (log scale) for two atoms in 50ƽ state as a function of the
distance. The solid line is a it with a summation of a van der Waals and a resonant dipole
potentials ƽ6/ǌ6 + ƽ3/ǌ3 to ǌ ≥ 4 µm. b) Probability of the bare ∣50ƽ; 50ƽ⟩ state in the inal
state. The dashed lines in a) and b) mark ǌ = 5 µm position.

the lifetime of the circular state. We thus keep only ƼǬ, i.e., � perpendicular to the
capacitor plates.

We now have to ind the magnitude of � such that the mixing with the ∣Ǡƿ+; Ǡƿ−⟩ is
negligible. We have successfully used the full-Hamiltonian-diagonalization technique
to numerically calculate the dipole-dipole interaction between low angular momen-
tum Rydberg atoms. We extend this technique for two atoms in the ∣Ǡƽ⟩ circular state.
We irst create a Hilbert space of pair states with several cutofs. The diference in the
magnetic quantum number of an atom in a pair from that of the ∣Ǡƽ⟩ circular state is
not larger than 2: Δǟ < 2 . Another criteria is that an atom in a pair is less than 3
manifold away from the ∣Ǡƽ⟩ state (ΔǠ < 3), since the transition dipole matrix element
quickly decreases with ΔǠ. The resulting Hilbert space consists of 361 pair states.

We then construct the full Hamiltonian, including the Stark efect, the Zeeman ef-
fect and the dipole-dipole interaction for Ǡ = 50 with Ƽ = 1 mT and ǀ = 2 V/cm. By
diagonalizing this Hamiltonian, we deduce the interaction energy of the two circular
atoms at distance ǌ. We also carefully check that, relaxing the cutofs, i.e., changing
to Δǟ < 3 (1225 pair states), or ΔǠ < 4 (961 pair states) does not yield a signiicantly
diferent result (< 150 Hz at ǌ = 5 µm)†. A 1 mT magnetic ield along ǉǬ, corre-
sponding to a diferential Zeeman shift of 14 MHz between two successive ǟ states, is
found to be enough to suppress the detrimental mixing efect. This value will be used
throughout the rest of this thesis.

Figure 5.5a represents the interaction energy between two circular 50ƽ atoms as
a function of the inter-atomic distance ǌ. It is well itted with a summation of a van
der Waals ƽ6/ǌ6 and a dipole ƽ3/ǌ3 potential with ƽ6 = 4.23 GHz.µm6 and ƽ3 =3.95 × 10−5 GHz.µm3 (red line).

The dipole interaction is interpreted as the interaction between two induced dipoles,
which result from the displacement of the circular orbit with respect to the atomic core

†A further relax of the cutofs would result in a Hilbert space of more than 2000 pair states, which is
out of the performance of our desktop computer.
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Figure 5.6 a) The deformations of the electronic orbitals induced by external electric ield,
leads to two dipoles aligned in the same direction.b) Level scheme for spontaneous emission
of the ∣50ƿ±⟩ states.

in the electric ield (Figure 5.6a). From (1.45), one can deduce the induced dipole

ǘi = 14(4Ǡ2 + 9Ǡ + 5)Ǡ4ǀ , (5.14)

and ind the corresponding interaction coeicient

ƽi3,�−� = ǘ2
i4��0 , (5.15)

which is 3.95 × 10−5 GHz.µm3 at ǀ = 2 V/cm for Ǡ = 50, in good agreement with the
numerical result. Since the two induced dipoles align to the electric ield, they repel
each other.

For a separation larger than 3 µm, the induced dipole interaction is smaller than
1.5 kHz and thus can be neglected. However for higher Ǡ and/or ǀ, it grows quickly
as Ǡ12ǀ2, according to (5.14) and (5.15), and becomes more signiicant. Therefore one
should be careful when neglecting this induced dipole interaction. At the distance of
interest ǌ = 5 µm, the interaction of two circular atoms can be approximated by a van
der Waals interaction. The dipole-dipole interaction acts as a second order perturba-
tion by coupling to intermediate pair states.

Figure 5.5b plots the contribution from the bare state ∣50ƽ; 50ƽ⟩ to the resulting
level. The contamination from non-circular states at 5 µm is about 0.65%, mainly from
the elliptic (∣50ƿ+; 50ƿ−⟩ + ∣50ƿ−; 50ƿ+⟩)/√2 state. As depicted in Figure 5.6b, the
spontaneous emission path to the ∣49ƿ±⟩ by the emission of a �+-polarized photon is
inhibited since the radiated wavelength is below the cutof of the capacitor. The two
possible decay channels are transitions to the ∣49ƽ⟩ and ∣48ƽ⟩ states. The decay rates
are about 1/1.4 s−1 for the � transition and 1/0.3 s−1 for the �+ transition. As a result,
the lifetime of the circular state is reduced to about 70 s, which is still in the minute
range.
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5.3.2
Dipole-dipole interaction and its scaling laws

In this section, we will igure out the scaling laws of the interaction between two circu-
lar atoms of diferent Ǡ. On the one hand, this will help us in choosing a pair of levels,
on which we will encode the spin state, but on the other hand, this is a cross check of
the numerical simulation.

In the presence of the magnetic ield along ǉǬ, equations (5.7) and (5.8) are modi-
ied into

ƿ�� = − 12Ǡ2 + ���ǀ2 + (Ǡ − 1)��Ƽ� ,
ƿ��± = − 12Ǡ2 ± 3Ǡ2 ǀ + ���ǀ2 + (Ǡ − 2)��Ƽ� . (5.16)

5.3.2.1 Ǡƽ − Ǡƽ interaction

The interaction acts as a second order perturbation by coupling to intermediate pair
states ∣Ǘ; ǘ⟩ , where |Ǘ⟩ and ∣ǘ⟩ are single atom Rydberg states. The interaction is given
by

Δƿ�� = ∑∣�;�⟩
∣⟨Ǡƽ; Ǡƽ ∣ ǐ�� ∣ Ǘ; ǘ⟩∣2Δ�� , (5.17)

where Δ�� = ƿ� + ƿ� − 2ƿ�� is the corresponding detuning.

Figure 5.7 Level scheme for pair states around the ∣Ǡƽ; Ǡƽ⟩ level. Pair states that do not couple
to the ∣Ǡƽ; Ǡƽ⟩ state by the dipole-dipole operator are shown in gray.

From (5.10), the total magnetic quantum number is either unchanged or changed
by two units. The closest intermediate pair states in terms of energy that satisfy this
condition are ∣Ǡƿ+; Ǡƿ+⟩, |Ǡƿ−; Ǡƿ−⟩ and (∣Ǡƿ+; Ǡƿ−⟩ + ∣Ǡƿ−; Ǡƿ+⟩)/√2 as shown in
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Figure 5.7. Note that the anti-symmetric state (∣Ǡƿ+; Ǡƿ−⟩ − ∣Ǡƿ−; Ǡƿ+⟩)/√2 does not
couple to ∣Ǡƽ; Ǡƽ⟩. According to table 5.1, the dipole coupling between a circular state∣Ǡƽ⟩ and its next elliptical neighbors ∣Ǡƿ±⟩ scales as Ǡ3/2. As a result, all the numerators
in (5.17) for the listed pair states scale as Ǡ6. Let us now consider the denominator for
each term.

1. ∣Ǡƿ±; Ǡƿ±⟩: the detuning reads

Δ± = ±3Ǡǀ + 2(��� − ���)ǀ2 − 2��Ƽ� ≈ ±3Ǡǀ , (5.18)

as the linear Stark shifts are dominant. The couplings of ∣Ǡƿ+; Ǡƿ+⟩ and |Ǡƿ−; Ǡƿ−⟩
to ∣Ǡƽ; Ǡƽ⟩ are therefore of the same strength but of opposite signs. They cancel
each other.

2. ∣Ǡƿ+; Ǡƿ−⟩ + ∣Ǡƿ−; Ǡƿ+⟩: the detuning is given by

Δ = 2(��� − ���)ǀ2 − 2��Ƽ� ≈ −94Ǡ5ǀ2 − 2��Ƽ� + �(Ǡ7) . (5.19)

Note that , the Ǡ6 terms cancel when taking the diference ��� − ���.

The van der Waals coeicient of two ∣Ǡƽ⟩ atoms can, therefore, be expressed as

ƽ6,��−�� = ƻǠ6ƼǠ5ǀ2 + 1 , (5.20)

where ƻ and Ƽ are proportionality coeicients.
In addition, there is a small correction to the interaction energy, coming from the

coupling with the ∣(Ǡ − 1)ƽ; (Ǡ + 1)ƽ⟩ state. The quadratic Stark shifts and the Zee-
man shifts are negligible compared to the energy separation between the two mani-
folds. The detuning is approximately

Δ = 12(Ǡ − 1)2 + 12(Ǡ + 1)2 − 22Ǡ2 = 3Ǡ2 − 1Ǡ2(Ǡ2 − 1)2 , (5.21)

which scales as 1/Ǡ4. Since the dipole coupling between two neighboring circular
states scales as Ǡ2, the corresponding van der Waals interaction thus varies as ƽǠ12,
where ƽ is a proportionality coeicient. The van der Waals coeicient of the total
interaction is modiied into

ƽ6,��−�� = ƻǠ6ƼǠ5ǀ2 + 1 + ƽǠ12 . (5.22)

Figure 5.8 plots the van der Waals coeicient ƽ6,��−�� determined numerically as
a function of the principal quantum number Ǡ = 45 − 61 for diferent values of ǀ.
The solid lines are it curves with equation (5.22) where ƻ , Ƽ , ƽ are global it parame-
ters, i.e., shared between curves. We can observe a very good agreement between the
analytic expression and the simulation.

Now, for two atoms in two diferent circular states ∣Ǡƽ⟩ and (Ǡ + Ǣ)ƽ, where Ǣ ≠ 0,
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Figure 5.8 Van der Waals coeicients ƽ6 as function of Ǡ for a |Ǡƽ, Ǡƽ⟩ pair. The corresponding
interaction at ǌ = 5 µm is shown on the right axis. Solid lines are itting curves using equation
(5.22).

as discussed in section 2.3, one can write the efective interaction Hamiltonian as

ǐef = ⎛⎜⎜⎜⎜⎝
ƽ��−(�+�)� ƻ��−(�+�)�
ƻ��−(�+�)� ƽ��−(�+�)�

⎞⎟⎟⎟⎟⎠ , (5.23)

where ƽ��−(�+�)� and ƻ��−(�+�)� are respectively the direct and the exchange inter-
actions.

5.3.2.2 Ǡƽ − (Ǡ + 1)ƽ interaction

Similarly to the case of the ǠǍ − Ǡ′Ǌ interaction (see section 2.3), one inds that for a
pair made up of an ∣Ǡƽ⟩ atom and an ∣(Ǡ + 1)ƽ⟩ atom, the exchange interaction varies
as 1/ǌ3 while the direct interaction takes the form of a van der Waals interaction. TheǠ dependency of the exchange interaction comes only from the corresponding dipole
matrix elements, thus it scales as Ǡ4. Figure 5.9a plots the van der Waals coeicient of
the exchange interaction as a function of Ǡ for diferent values of ǀ. The solid line is a
it with a Ǡ4 function.

The scaling laws of the direct interaction can be derived with an argument similar
to that used for the Ǡƽ − Ǡƽ interaction case. The main contributions come from the
coupling to the pair states ∣Ǡƿ+; (Ǡ + 1)ƿ+⟩, |Ǡƿ−; (Ǡ + 1)ƿ−⟩ and the symmetric com-
bination ∣Ǡƿ+; (Ǡ + 1)ƿ−⟩ + ∣Ǡƿ−; (Ǡ + 1)ƿ+⟩. Adding up a small correction from the∣(Ǡ − 1)ƽ; (Ǡ + 2)ƽ⟩ level, one can express the dependency of the direct interaction onǠ and ǀ as

ƽ6,��−(�+1)� = ƻ′Ǡ6Ƽ′Ǡ5ǀ2 + ƾ′ǀ + 1 + ƽ′Ǡ12 , (5.24)

where ƻ′, Ƽ′, ƽ′ and ƾ′ are proportionality coeicients. Figure 5.9b shows the numeri-
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Figure 5.9 Interaction of a Ǡƽ − (Ǡ + 1)ƽ pair at diferent electric ields ǀ. a) The exchange
interaction exhibits a 1/ǌ3 dependence. The dipole coeicient is independent of ǀ and scales
as Ǡ4. The solid line is a it with a power law Ǡ4. b) The van der Waals coeicient calculated
from simulations for the direct interaction. The solid lines are its with equation (5.24).

cally calculated van der Waals coeicients for Ǡ = 45 to 61 at diferent values of ǀ. The
solid lines are it curves by equation (5.24) with ƻ′, Ƽ′, ƽ′ and ƾ′ as it parameters. A
good agreement is observed for Ǡ ≥ 48. The small deviations at high ǀ around Ǡ = 45
can be attributed to the weak coupling to ∣(Ǡ + 1)ƿƿ0,±, Ǡƽ⟩ levels.

5.3.2.3 Ǡƽ − (Ǡ + 2)ƽ interaction

Both the exchange interaction and the direct interaction are second order couplings
through intermediate states ∣Ǘ; ǘ⟩. Respectively, they are given by

Δƿ����� = ∑∣�;�⟩
⟨Ǡƽ; (Ǡ + 2)ƽ ∣ ǐ�� ∣ Ǘ; ǘ⟩ ⟨Ǘ; ǘ ∣ ǐ�� ∣ (Ǡ + 2)ƽ; Ǡƽ⟩Δ�� = ℎƻ6,��−(�+2)�ǌ6 (5.25)

and

Δƿ����� = ∑∣�;�⟩
∣⟨Ǡƽ; (Ǡ + 2)ƽ ∣ ǐ�� ∣ Ǘ; ǘ⟩∣2Δ�� = ℎƽ6,��−(�+2)�ǌ6 , (5.26)

where Δ�� = ƿ� + ƿ� − ƿ�� − ƿ(�+2)�. The strengths of the interactions are given by
the corresponding van der Waals coeicients ƻ6,��−(�+2)� and ƽ6,��−(�+2)�.

Let us have a look irst at the exchange interaction. Due to the selection rules, the
only nonzero term stems from the coupling to ∣(Ǡ + 1)ƽ; (Ǡ + 1)ƽ⟩ state. One can eas-
ily deduce that it scales as Ǡ12 and almost does not depend on ǀ. Figure 5.10 shows the
numerical results for the exchange coeicient ƻ6,��−(�+2)� for diferent ∣Ǡƽ; (Ǡ + 2)ƽ⟩
states and diferent electric ields.

On the contrary, there are several intermediate states contributing to the direct in-
teraction. Table 5.2 lists some of the main contributions as well as their corresponding
scaling laws. As can be seen from the fourth and the two last rows of table 5.2, for highǀ and/or Ǡ, the Stark shifts can compensate for the level spacing (Δ = 0), recovering
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Figure 5.10 a) Level scheme for the exchange interaction between two atoms in the Ǡƽ and(Ǡ + 2)ƽ states. b) Exchange van der Waals coeicient as a function of Ǡ for a Ǡƽ − (Ǡ + 2)ƽ
pair. The solid line is a it with a Ǡ12 power law.

Table 5.2 Scaling laws for dipole coupling between a ∣Ǡƽ; (Ǡ + 2)ƽ⟩ pair state and a nearby
state.

∣Ǡƽ; (Ǡ + 2)ƽ⟩ ฀ Numerator Detuning∣Ǡƿ+; (Ǡ + 2)ƿ+⟩ Ǡ6 Ǡǀ|Ǡƿ−; (Ǡ + 2)ƿ−⟩ Ǡ6 −Ǡǀ∣Ǡƿ+; (Ǡ + 2)ƿ−⟩ Ǡ6 −12ǀ − 9Ǡ5ǀ2 − 8��Ƽ∣Ǡƿ−; (Ǡ + 2)ƿ+⟩ Ǡ6 +12ǀ − 9Ǡ5ǀ2 − 8��Ƽ∣(Ǡ + 1)ƽ; (Ǡ + 1)ƽ⟩ Ǡ8 Ǡ−4∣(Ǡ − 1)ƽ; (Ǡ + 3)ƽ⟩ Ǡ8 Ǡ−4∣(Ǡ + 1)ƿƿ−; (Ǡ + 1)ƽ⟩ Ǡ8 1/Ǡ4 − 3Ǡǀ∣(Ǡ − 1)ƽ; (Ǡ + 3)ƿƿ+⟩ Ǡ8 −1/Ǡ4 + 3Ǡǀ
the resonant dipole-dipole coupling which scales as 1/ǌ3. The pair state ∣Ǡƽ; (Ǡ + 2)ƽ⟩
is mixed with non-circular states, resulting in a reduction in the lifetime of the circular
states. To observe the mixing efect, we consider the direct interaction for a pair at a
5 µm distance. Assuming a power law for the interaction ǐ�� ∝ 1/ǌ�, we numerically
calculate the efective power � at ǌ0 = 5 µm. Figure 5.11 represents the results. WithǠ smaller than 55 and in a moderate ield up to 7 V/cm, the direct interaction is well
approximated by a van der Waals interaction.

5.3.2.4 Ǡƽ − (Ǡ + Ǣ)ƽ interaction with Ǣ > 2
To complete the discussion, let us discuss the Ǡƽ−(Ǡ+Ǣ)ƽ interaction, with Ǣ > 2. The
selection rules allow only the Ǣ order of perturbation to be non zero for the exchange
interaction of a Ǡƽ−Ǡ′ƽ pair where Ǣ = Ǡ′−Ǡ. Figure 5.12 illustrates the coupling path
that leads to the exchange of excitations. As a result, the exchange interaction varies
as 1/ǌ3� and quickly drops when increasing the diference of Ǡ and Ǡ′. One expects
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Figure 5.11 a) Direct interaction energy of a Ǡƽ−(Ǡ+2)ƽ pair at 5 µm. b) Efective power law� obtained from numerical derivation shows the deviation from a van der Waals interaction
(� = 6) to a resonant dipole interaction (� = 3).

a Ǡ4(2�−1) dependency. Figure 5.13a and Figure 5.14a plot the exchange interaction
coeicient for Ǣ = 3 and Ǣ = 4 as a function of Ǡ at diferent values of ǀ. Power
laws of Ǡ20 and Ǡ28 are found, respectively. The exchange interaction coeicient of the47ƽ−50ƽ pair is 42 MHz.µm9 while that of 46ƽ−50ƽ is 1.2 MHz.µm12. At 5 µm, these
correspond to 21 Hz and 5 mHz respectively. They are thus negligible.

The diagonal terms have a quite complex behavior. The Stark efect changes the
detuning in the denominators of the second order coupling to nearby pair states. Sim-
ilarly to the Ǡƽ − (Ǡ + 2)ƽ case, with some values of ǀ, the interaction can recover
resonant dipole coupling, scaling as 1/ǌ3. This leads to a strong reduction in the life-
time of the circular states of interest. Figure 5.13 and 5.14 represent the numerical
results for Ǡƽ − (Ǡ + 3)ƽ and Ǡƽ − (Ǡ + 4)ƽ pairs at a 5 µm distance, together with the
corresponding efective power �.

5.4
1D spin chain’s Hamiltonian

We now discuss how to construct the spin Hamiltonian in (III) with trapped circular
atoms. We encode the spin states |↑⟩ and |↓⟩ onto two circular levels. A Ǡƽ − (Ǡ + 1ƽ)
pair would lead to a very strong exchange interaction (few MHz for Ǡ ∼ 50). On the
one hand, it overwhelms the direct van der Waals interaction between two atoms inǠƽ (few tens of kHz). This would limit the accessible range of Hamiltonians. On the
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Figure 5.12 Exchange interaction as a multi-photon process shown for Ǡ′ − Ǡ is an a) even or
b) an odd number.
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Figure 5.13 a) Coeicient ƻ9 of the exchange interaction between two atoms in the Ǡƽ and(Ǡ + 3)ƽ states. The dotted line is a it with a Ǡ20 power law and the solid line is that with the
next order correction Ǡ28. The corresponding energy at a 5 µm separation is shown on the right
axis. b) Direct interaction energy of the same pair at a 5 µm separation. c) The corresponding
efective power law �.
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other hand, the strong exchange interaction, similarly to the ǠǍ − ǠǊ interaction dis-
cussed in chapter 2, results in two branches: an attractive branch, corresponding to a
symmetric combination of the two spins |+⟩ = (|↑⟩ + |↓⟩)/√2, and a repulsive branch,
corresponding to an anti-symmetric combination |−⟩ = (|↑⟩ − |↓⟩)/√2. Since the in-
teraction varies as 1/ǌ� (� = 3 or 6), if it is strong enough, it makes the two atoms
move closer or away from each other, depending on whether the atoms are in the |+⟩
or |−⟩ state. Starting from the |↑⟩ |↓⟩ state, for instance, which is a superposition state
of |+⟩ and |−⟩. The time evolution of the two spins gives rise to an entanglement of the
spin with the atomic motion in the lattice, which alternatively washes out the coher-
ence of the spins. One needs to weaken the exchange interaction or tighten the trap
so that the induced atomic motion is much smaller than the extension of the atomic
wavefunction.Appendix E discusses the problem in more details.

A Ǡƽ − Ǡ′ƽ pair where |Ǡ′ − Ǡ| > 2, on the contrary, would lead to a very weak
exchange interaction. The system can be considered as a repulsive ensemble of parti-
cles without any excitation exchange: a classical Newton’s cradle. A choice of Ǡƽ and(Ǡ + 2)ƽ is thus the most relevant. Both the exchange and the direct interactions vary
as 1/ǌ6 and are of comparable magnitudes.

5.4.1

1D spin chain Hamiltonians

5.4.1.1 Two-atom Hamiltonian

Let us irst write down the Hamiltonian for an atom pair. They are separated by a
distance ǘ = 5 µm.

In the basis {∣Ǡƽ; Ǡƽ⟩ , ∣Ǡƽ; (Ǡ + 2)ƽ⟩ , ∣(Ǡ + 2)ƽ; Ǡƽ⟩ , ∣(Ǡ + 2)ƽ; (Ǡ + 2)ƽ⟩} the ef-
fective interaction Hamiltonian reads

ǐef = ℎǘ6
⎛⎜⎜⎜⎜⎜⎜⎜⎝

ƽ6,��−�� 0 0 00 ƽ6,��−(�+2)� ƻ6,��−(�+2)� 00 ƻ6,��−(�+2)� ƽ6,��−(�+2)� 00 0 0 ƽ6,(�+2)�−(�+2)�
⎞⎟⎟⎟⎟⎟⎟⎟⎠

. (5.27)

Using the Pauli matrices � �, where � = ǒ, Ǔ or ǔ, we deine the spin operators for each
atom acting on the tensor product space as follows

� �1 = � � ⊗ �� �2 = � ⊗ � � , (5.28)

where the index indicates which spin is manipulated, and

� = (1 00 1) (5.29)

is the identity matrix.
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The efective interaction Hamiltonian can be decomposed into

ǐefℎ =�ƿ �⊗2 + ��2 (��1 + ��2 ) + Ǆ� ��1 ��2 + Ǆ(��1 ��2 + ��1 ��2 ) , (5.30)

where

�ƿ =ƽ6,��−�� + 2ƽ6,��−(�+2)� + ƽ6,(�+2)�−(�+2)�4ǘ6
�� =ƽ6,��−�� − ƽ6,(�+2)�−(�+2)�2ǘ6
Ǆ� =ƽ6,��−�� − 2ƽ6,��−(�+2)� + ƽ6,(�+2)�−(�+2)�4ǘ6
Ǆ =ƻ6,��−(�+2)�2ǘ6 .

(5.31)

The irst term in (5.30) just redeines the energy origin and thus can be omitted. The
interaction Hamiltonian is thus rewritten asǐefℎ =��2 (��1 + ��2 ) + Ǆ� ��1 ��2 + Ǆ(��1 ��2 + ��1 ��2 ) . (5.32)

5.4.1.2 Chain Hamiltonian

We now extend the above Hamiltonian to a 1ƾ chain of ǈ atoms regularly separated
by ǘ. We keep only the nearest neighbor interaction terms since the contribution from
the next nearest neighbor is already 64 times smaller than that from the nearest one.
The interaction Hamiltonian for the spin chain is generalized from the above two-atom
Hamiltonian

ǐefℎ = ��2 (��1 + ���) + �� �−1∑�=2 ��� +
Ǆ� �−1∑�=1 ��� ���+1 + Ǆ �−1∑�=1 (��� ���+1 + ��� ���+1) . (5.33)

Here we deine the spin operators � �� acting on the spin number � as

� �� = 1↓� ⊗ ⋯ ⊗ �↓� � ⊗ ⋯ ⊗ �↓� , (5.34)

where � = ǒ, Ǔ or ǔ. The irst term in (5.33) comes from the “border” efect of the
chain. It is clear that the interaction energy of an atom at an end of the chain, having
only one neighbor, is half that of a “bulk” atom, which interacts with its two neighbors
(c.f chapter 4).

Let �0 be the transition frequency from Ǡƽ to (Ǡ+2)ƽ levels without any interaction.
The Hamiltonian for a non-interacting chain is given by

ǂ0ℎ = �02 �∑�=1 ��� . (5.35)
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The total Hamiltonian is thus written as a summation of (5.35) and (5.33)

ǂℎ = �02 �∑�=1 ��� + ǐefℎ . (5.36)

Rearranging the above equation, we obtain

ǂℎ = �0 + ��2 (��1 + ���) + (�02 + ��) �−1∑�=2 ��� +
Ǆ� �−1∑�=1 ��� ���+1 + Ǆ �−1∑�=1 (��� ���+1 + ��� ���+1) . (5.37)

At a distance ǘ = 5 µm, Ǆ� and Ǆ typically range from several kHz up to a few MHz
while �0 is more than 50 GHz. The atomic energy is thus by far dominant, making
the ground state trivial: all the atoms are in the lower Ǡƽ state. However, when in-
troducing one or more excitations, the system is out of equilibrium. The excitations
propagates over the chain. The study of quantum transport is thus feasible.

5.4.1.3 Adding some “spices” — Rydberg microwave dressing

The situation is much more appealing when adding a classical ield at a frequency� ≈ �0/2 to dress the two states, via a two-photon transition. The coupling strength is
represented by the efective two-photon Rabi frequency Ω. The Hamiltonian is mod-
iied to

ǂℎ = �0 + ��2 (��1 + ���) + (�02 + ��) �−1∑�=2 ��� + Ǆ� �−1∑�=1 ��� ���+1+
Ǆ �−1∑�=1 (��� ���+1 + ��� ���+1) + Ω cos(4��Ǧ) �∑�=1 ��� , (5.38)

where the driving phase is set to zero explicitly without loss of generality.

We change to the rotating frame deined by the unitary transformation

Ǐ = exp ⎛⎜⎜⎝�2��Ǧ �∑�=1 ��� ⎞⎟⎟⎠ . (5.39)

The new Hamiltonian is given by

ǂ̃ = ǏǂǏ† + �ℏ(��Ǐ)Ǐ† . (5.40)

Under this transformation, ��(�)� is replaced by cos(4��Ǧ)��(�)� ∓ sin(4��Ǧ)��(�)�
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while ��� is unchanged. We have

ǂ̃ℎ =Δ′2 (��1 + ���) + Δ2 �−1∑�=2 ��� +
+ Ǆ� �−1∑�=1 ��� ���+1 + Ǆ �−1∑�=1 (��� ���+1 + ��� ���+1) + Ω2 �∑�=1 ��� , (5.41)

with Δ = 2� − (�0 + 2��) and Δ′ = 2� − (�0 + ��). In the derivation of the last
term, we have used the rotating wave approximation to drop out fast oscillating terms.
Rearranging the above equation, we obtain

ǂ̃ℎ =Ǆ ⎡⎢⎣
�−1∑�=1 (��� ���+1 + ��� ���+1 + Ǆ�Ǆ ��� ���+1)+

Δ2Ǆ �∑�=1 ��� + Ω2Ǆ �∑�=1 ��� ⎤⎥⎦ − ��2 (��1 + ���) , (5.42)

where the last term accounts for the “border” efect. Compared to (III), the above
equation represents the general form of a ǒǒǔ-spin Hamiltonian for a spin chain in
an external magnetic ield. Here, Ǆ and Ǆ� correspond to the transversal and longitu-
dinal spin couplings respectively. The anisotropic parameter is given directly by Ǆ�/Ǆ.
The longitudinal and the transverse “magnetic ields” are given by the microwave de-
tuning Δ/(2Ǆ) and the dressing strength Ω/(2Ǆ) respectively.

5.4.2
Choice of levels and tunable ǒǒǔ spin chain
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Figure 5.15 The ratio Ǆ�/Ǆ as a function of the electric ield ǀ for the 48ƽ and 50ƽ states. The
dotted lines indicate the isotropic Heisenberg model. The central solid line corresponds to the
pure XX model.
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According to section 5.3, Ǆ� and Ǆ scale diferently when changing the principal
quantum number Ǡ. As a result, we can choose a range of Ǡ values in which Ǆ� is of the
same order of magnitude as Ǆ (Ǡ ∼ 50). Moreover, for a given Ǡ, the direct interaction
terms do depend on the electric ield ǀ while the exchange interaction and thus Ǆ is
nearly constant. This gives us the possibility of tuning the Ǆ�/Ǆ ratio. Figure 5.15 plots
this ratio for a 48ƽ − 50ƽ pair as a function of ǀ. For a variation of ǀ between 2 and 7
V/cm, Ǆ� varies between 2.3Ǆ and −2.3Ǆ. We can thus tune our spin chain from a purely
transverse ǒǒ Hamiltonian (Ǆ� = 0, only spin coupling in the transverse direction ) to
an isotropic Heisenberg ǒǒǔ model (Ǆ� = Ǆ� = Ǆ� = Ǆ) by a mere voltage control. In
addition, Ω and Δ (Δ′) are fully controlled in the experiment and can be varied over a
wide range (a few MHz) in a rather short time scale (less than a µs). In other words,
we have the possibility to explore the whole range of the phase diagram depicted in
Figure III.1 (resonant dressing Δ = 0) and beyond.

For such a lexibility, we will encode the spin states on the 48ƽ and 50ƽ levels. The
diference between Δ and Δ′ is about 33 kHz. On the one hand, this diference allows
us to easily address the two atoms at the ends of the chain using a microwave pulse.
On the other hand, with a chain with tens of atoms, what happens inside the chain
would be less afected by the boundary condition efect. This “border” efect will be
neglected in the next sections.

5.5
Deterministic chain preparation

The Hamiltonian described by (5.42) is valid provided that the spin chain is gap-less,
i.e., has no empty site. In this section, we propose a protocol to deterministically load
the optical lattice with unit illing. The principle is based on a variant of evaporative
cooling as described below

We start with a dilute and large sample of circular atoms held in the Laguerre-
Gaussian light-tube. With two “plug” focused laser beams crossing the hollow trap
beam, we create two barriers, one higher than the other, conining the atoms longitu-
dinally as demonstrated in Figure 5.16. We slowly reduce the distance ǆ between the
two “plug” beams. The atoms are thus squeezed, building up the repulsive van der
Waals forces between them. As soon as the energy of the last atom at the weak barrier
side exceeds the height of the barrier, it is expelled and escapes along the Laguerre-
Gauss beam. By compressing further the chain, we remove more and more atoms.
The number of atoms left in the trap is determined by the inal barrier distance.

As soon as the number of atoms of interest is reached, we rise up the heights of
the two barriers to prevent further losses of atoms. By adjusting the separation of the
two barriers, we match the inter-atomic distance with the optical lattice spacing, and
transfer all the trapped atoms into the lattice, thereby achieving a unit illing factor.

In the following, we discuss in details our proposal of a full experimental sequence.
It consists in two main steps as illustrated in Figure 5.17:

1. Preparing a long irregular chain of circular atoms,

2. Ordering the chain by evaporative cooling and transferring it into the trapping
standing-wave potential.
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Figure 5.16 Sketch of the proposed experimental setup. Cold atoms are prepared with the
atom chip ƽ, and transferred into the science zone Ǎ where they are excited to the Rydberg
state, circularized and trapped in the hollow Laguerre-Gaussian beam (blue). Two plug beams
(red) compress the chain, removing atoms one by one until the inal number of atoms of in-
terest reached. At the end of the sequence, the state of the circular atoms is read out at the
detection zone ƾ .

5.5.1

Initial irregular chain preparation

In order to prepare a long and dilute chain of circular atoms, we irst excite low angu-
lar momentum Rydberg atoms out of a long and cold ground-state cloud in the dipole
blockade regime, and then transfer them into the circular state by a circularization pro-
cess [94].

Laser excitation of a Rydberg atom chain

We start with a cigar shaped ground state rubidium cloud at a sub-µK temperature
prepared with the atom chip setup. For instance, a BEC of about 30 000 atoms can be
experimentally prepared (Figure 3.10). We adiabatically transfer and let the atoms ex-
pand into a red-detuned dipole trap made of a 1 µm-wavelength Gaussian beam. The
use of the dipole trap enables an elongated cloud while maintaining tight transverse
coninements. This dipole trap also serves as an optical tweezer to move the cloud
from the atom chip ƽ into the “science capacitor” Ǎ (Figure 5.16). Further cooling in
the dipole trap can be an option. We assume that about 2000 atoms are held in the
dipole trap, forming a cloud of ∼ 1 mm long.

We now turn of the dipole trap and apply a 10 µs-long laser pulse to bring the
atoms into the 50Ǎ Rydberg state in the dipole blockade regime (zero detuning). The
positions of the excited Rydberg atoms are simulated using the Monte Carlo – rate
equations model described in section 4.4. About 100 Rydberg atoms are excited, sep-
arated by (9 ± 3) µm. At this separation, the van der Waals interaction between the
atoms is negligible.
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1

2

Figure 5.17 Deterministic chain preparation. It consists in two main step: 1) Irregular circular
chain preparation and 2) Tailoring the chain using evaporative cooling and transferring into
optical lattice. Circular atoms are represented by the red spheres. The two barriers (green)
compress the chain, removing atoms one by one until reaching the desired number of atoms.
Then the chain is transferred into the optical lattice (blue).

Circularization of the Rydberg atoms

Now, we apply a voltage across the capacitor, creating a homogeneous electric ǀ, alongǉǬ. This electric ield, as discussed previously, deines a quantization axis and lifts the
degeneracy of the manifold Ǡ. The levels, shifted by the linear Stark efect, make up
an open “umbrella”, whose tip is at the circular state as depicted in Figure 5.18a. The
lowest Stark levels of each ǟ, i.e., the ∣Ǡ, ǝ, Ǡ − 1 − ǝ⟩ levels, forms a staircase (blue
lines). Neighboring steps are separated by

ℎ�� ≈ 32Ǡǀ , (5.43)

which is about 100 MHz/(V/cm) for Ǡ = 50. A �+-polarized radio-frequency couples
all the levels of the staircase. An appropriate adjustment of the RF power and the
electric ield will adiabatically transfer the atoms from the 50Ǎ state (ǟ = 0), climbing
the staircase into the 50ƽ circular state.

An intuitive way to explain the adiabatic passage is to use the dressed atom model
to describe the atom-light interaction. Starting from the 50Ǎ state with ǈ-RF photons,
by successively absorbing a photon, the atom gets excited to the circular state. We de-
note an intermediate atom-light state in the process by ∣50, ǟ = Ǣ, ǈ − Ǣ⟩, where Ǣ is the
number of photons absorbed. The 50Ǎ and 50ƽ states correspond to |50, ǟ = 0, ǈ⟩ and|50, ǟ = 49, ǈ − 49⟩ respectively. In a very weak RF ield, the states are not coupled.
Each atom-light state is shifted from the circular state by (49 − Ǣ) × ℎ(�� − ���), where��� is the RF frequency. The levels are represented in Figure 5.18b by the dashed blue
lines as a function of the electric ield ǀ. At �� = ���, the system is degenerate. With
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Figure 5.18 a) Level scheme of the circularization process for Hydrogen atom. b) Principle of
the adiabatic passage. c) Level scheme of the circularization process for 87Rb atom.
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a higher power, the RF couples the levels, leading to an anti-crossing between them,
resulting in the red lines in Figure 5.18b. Starting from the 50Ǎ state in a high electric
ield, by adiabatically ramping down the electric ield while keeping ��� constant, one
ends up in the circular state.

Due to the quantum defect of Rubidium, the few irst steps of the staircase are
much lower in energy (few tens to hundreds GHz), and thus are not coupled by the
RF. The 50ǀ, ǟ = 2 is the lowest Ǟ state that can be involved in the adiabatic passage
as depicted in Figure 5.18c (c.f Figure 1.7). A two-photon microwave �-pulse transfer-
ring the atoms into the 50ƾ state, followed by another one-photon microwave pulse
transferring the atoms into the 50ǀ, ǟ = 2 (∣ǝ = −46, ǟ = 2⟩) state at the beginning of
the adiabatic passage is necessary. Alternatively, one can adjust the laser to directly
excite the 50ƾ instead of the 50Ǎ state, and then transfer them into the 50ǀ, ǟ = 2 state
(Figure 5.18c).

Technically, the �+-polarized RF ield is generated by applying voltages with syn-
chronized phases and amplitudes on the four electrodes near the edges of the capacitor
plates (green patches on Figure 5.16). The whole circularization process lasts a few µs
and reaches a very high eiciency [94, 95]. Even if we cannot transfer all the atoms into
the circular state, atoms in the elliptical states quickly decay and become untrapped
in the next step of the experiment.

This step ends by applying a short pulse of a strong 780 nm wavelength laser to
push out the ground state atoms. We are left with about 100 circular atoms aligned
along ǉǪ. Due to the weak interaction between the atoms (∼ 250 kHz), we assume
that, so far, the atoms have not moved.

5.5.2
Spin chain tailoring

In this step, we trap the circular atoms on a 1D chain using the Laguerre-Gaussian
beam in combination with the two “plug” beams. We, irst, compress and evapora-
tively cool the chain of circular atoms until obtaining the number of atoms of interest.
Here, we aim at a chain with 40 circular atoms. We then adjust the distance between
the atoms and transfer them into the standing-wave optical lattice. This step requires
an appropriate control of the laser beams (position, power and waist) with a good
timing.

Taking as the input the positions of the Rydberg atoms, obtained from the excita-
tion model in the previous step, we simulate the classical motion of the atoms, looking
for the optimal laser beam parameters. The simulation takes into account the van der
Waals interaction between the atoms‡. To keep things simple, we neglect the trans-
verse motion and concentrate on the axial motion of the atoms only.

A remark on the simulation is that the problem involves many nonlinearly inter-
acting bodies. As a result, the system is chaotic, i.e., a small deviation in the initial
state leads to an appreciable diference in the inal result, especially when the system
evolves over a long time. We thus need a high precision numerical integrator. In addi-
tion, numerical methods for solving the equations of motion usually slightly modify
the total energy, resulting in artiicial excitation or damping of the system after a large

‡We calculate the interaction between all the atoms, not just the nearest neighbors.



5.5 Deterministic chain preparation 121

number of iterations. A symplectic integrator helps to suppress this numerical efect.
We thus, use a recently developed sixth-order Runge-Kutta-Nyström method, follow-
ing the scheme described in [176].

Optimizing the laser parameters using the simulation, we successfully load 40 cir-
cular atoms into the optical lattice with unit illing factor. The main criterion for the
optimization throughout the process is to keep the atoms close to the motional ground
state, and thus to try to suppress any heating efect as much as possible. Figure 5.19
shows a typical trajectory of the atoms over the process, while Figure 5.20 represents
the time variation of each laser beam. The time evolution of the average kinetic and
potential energies per trapped atom is plotted in Figure 5.21. In the following, we
discuss in details the result. For clarity, we divide this step into four sub-steps:

(a) Turning on the trap,

(b) Atom evaporation,

(c) Matching the distance,

(d) Transfer into the optical lattice.

a) 1D trap of circular atoms: 0–100 ms

After the circularization of the atoms (the time origin is set to 0 ms), we turn on the
Laguerre-Gauss beam. The repulsive van der Waals forces between the atoms, even
weak, will give to the atoms a velocity. If one slowly switches on the beam, the atoms
have enough time to drift out of the trap (Figure 5.22a). Abruptly switching on a tight
trap, on the contrary, will directly give high potential energies to the atoms that are
away from the trap center (Figure 5.22b). As a result, the atoms oscillate, rising the
temperature. Optimally, we abruptly turn on the trap that is just high enough to cap-
ture all the atoms, then adiabatically ramp up the laser power, thus the trap depth and
trap frequency, to the inal value (2 W, corresponding to a 24 kHz transverse trapping
frequency, Figure 5.20a) as depicted in Figure 5.22c.

In the meantime, we turn on in a similar manner the “plugs”, made of two 1 µm-
wavelength Gaussian beams of 30 µm waist, propagating along ǉǫ, crossing the Laguerre-
Gaussian beam (Figure 5.16). These two plug beams form two barriers conining the
atoms along ǉǪ. One of the barriers is of 4 MHz height, slightly higher than the other,
of 3 MHz. We quickly compress the chain by reducing the distance ǆ between the
two “plugs” from its initial value of 1 mm down to 0.5 mm as shown in Figure 5.20a.
This fast compression helps to save time without signiicantly modifying the loading
eiciency into the optical lattice later.

As can be seen in Figure 5.21, when abruptly turning on the trap, the kinetic energy
of the atoms slightly increases. However, some of the atoms can easily escape out
of the trap at this initial times, taking away with them a part of the van der Waals
interaction energy. As the result, the remaining atoms are cooled down. The kinetic
energy is decreased. As soon as the trap is tight and deep enough, there is no more
atom escape. The chain is compressed, building up the interaction energy, and thus
also the kinetic energy of the atoms.
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Figure 5.19 A typical trajectory of the atoms during the chain preparation. The process is divided into four steps: a) Turning on of the 1D trap, b) atom
evaporation, c) matching the distance and d) loading of the optical lattice.
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a) Slow 

b) Abrupt

c) Hybrid

Figure 5.22 Turning on of the Laguerre-Gaussian trapping potential (blue lines). a) Slow
switching on of the trap potential leads to a loss of atom. b) Abruptly switching on the trap
potential gives the atom a high energy, resulting in signiicant heating efect. c) An optimized
hybrid method to switching on the trap. The trap is turned on to capture the atom, and then
adiabatically ramped up to its inal value. The dotted open circles and the red illed circles
respectively represent the positions of the atoms initially and when the trap reaches its inal
potential (blue lines).

b) Atom “evaporation”: 100–896 ms

This is the main step to prepare a deterministic number of atoms. We now slowly
reduce the distance ǆ between the two “plug” beams. As mentioned previously, the
atoms keep being compressed, building up the repulsive van der Waals forces between
them. The last atom at the weak “plug” beam is expelled out of the trap as soon as its
energy exceeds the height of the barrier. As observed in Figure 5.23a, which is a zoom
in of Figure 5.19, the atoms are successively removed one after another in a more or
less regular rate.

Assuming that the atoms quickly attain their equilibrium during the atom evapo-
ration, for a distance ǆ of the two “plug” beams, there is a maximum number of atomsǈ���(ǆ) that can be trapped in between. As a result, by slowly reducing ǆ, an atom is
removed as soon as the number of trapped atoms exceeds ǈ���(ǆ). In another word,
the number of atoms left is ǈ���(ǆ), which is determined by the inal distance ǆ of
the two “plug” beams. Figure 5.23b plots the number of trapped atoms, averaged over
100 trajectories, as a function of ǆ. It takes the shape of a staircase.

However, the atoms have a inite velocity. The escape of the atoms can thus, occur
earlier or later than the moment when ǈ���(ǆ) decreases by one unit. This efect
blurs out the staircase. When more atoms are evaporated, the remaining atom chain is
signiicantly cooled down. The staircase becomes sharper. The cooling efect is clearly
observed on Figure 5.21b as a drop of the average potential energy (blue line) at every
atom ejection, as well as a global diminution of the average kinetic energy (red line).
Here, the thermalization of the chain is possible thanks to the many-body collisions
under the van der Waals interaction. Note that, although the van der Waals potential
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drops as 1/ǌ6, the interaction with the next nearest neighbor is still a few kHz, of the
same order of magnitude as the kinetic energy of the atoms.

Figure 5.23b also shows that one can control the number of trapped atoms from 1
to 43 with 100% of success rate. Aiming at a chain of 40 circular atoms, we stop the
compression as soon as ǆ reaches 208 µm. The mean inter-site distance is (4.8 ± 0.4
)µm.

c) Site matching: 896–1000 ms

This step prepares the transfer of the atomic chain into the optical lattice described
previously. The power of the weak barrier is increased up to the same as that of the
high barrier (4 MHz), to prevent further atom loss.
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Figure 5.24 a) A large waist helps to smoothen the ejection of atoms during the evaporation
while a small waist if more appropriate to ine adjust the position of the atoms. b) The positions
of the atoms during the site-matching adjustment.

It is now, important to reduce the waist of the barriers. A large waist during the
“evaporation” helps to smoothen the escape of atoms, thus maintaining some adia-
baticity as depicted in Figure 5.24a. However, we want to push only the atoms at the
two ends without disturbing the positions of the neighboring ones. A smaller waist is
better. We thus, linearly reduce the waists of the “plug” beams from 30 µm to 10 µm
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within ∼ 100 µs.
In the meantime, we slightly increase ǆ (to ∼ 214 µm) so that the inter-atomic dis-

tance matches the inter-site spacing of the lattice, i.e., 5 µm. Figure 5.24b plots theǪ positions of some atoms during this step. As the atoms get apart, from 4.8 µm to
5.0 µm, the van der Waals interaction energy is reduced as represented in Figure 5.21c.

d) Loading of the optical lattice

At this moment, the power of the CO2 laser is ramped up slowly in 100 ms, putting
each circular atom in an individual harmonic well. The inal state of a deterministic
chain of 40 atoms is reached when the optical lattice has the desired trap frequency (24
kHz). Despite an increase of the temperature during the compression of the lattice,
the inal temperature is smaller than 1.5 µK, corresponding to 15 kHz of average ki-
netic energy as observed in Figure 5.21. The residual oscillation amplitude is 100 nm.
This corresponds to about 4 oscillation quanta per mode, knowing that the spatial ex-
tension of the ground state wavefunction is ΔǪ0 = 50 nm. We reach the quantum limit
for describing the atomic motion.

Even once the chain is prepared, one should keep the two barriers during the rest
of the experiment. They help to compensate for the lack of van der Waals forces acting
on one side of the last atoms of the chain, putting their equilibrium positions back to
the bottom of the harmonic well.

5.6
Arbitrary chain initialization

As discussed previously, the phase diagram in Figure III.1 can be explored preparing
the simulator in the region Ǌ� and let it adiabatically evolve into the exotic phase of
interest. In the region Ǌ�, all the spin are polarized along the ǒ direction. This state
is obtained by applying a microwave pulse on the chain prepared above to globally
rotate all the spins from the ǔ direction (50ƽ) to the ǒ direction. Thus a local state
preparation is not necessary.

However, an arbitrary chain initialization would allow us to study quantum trans-
port in diferent situations. With trapped circular atoms, individual atom address-
ing is possible by locally changing the atomic spacing. Two transverse focused laser
beams along ǉǫ are used as optical tweezers, slightly displacing the two neighbors of
the atom of interest. Its van der Waals energy is accordingly shifted by a few MHz.
The microwave transition to the 48ƽ state is thus shifted by the same amount. A few
µs microwave pulse will lip the spin of this atom without disturbing the others. The
process is repeated where necessary to obtain an arbitrary initialization of the chain.
The atoms at the two ends can be selectively addressed without the optical tweezers,
since their van der Waals energy is diferent from that of the “bulk” atoms.

During the initialization process, it might be necessary to stop the exchange inter-
action. Instead of 48ƽ state, we prepare the corresponding atoms in the 46ƽ state. The
exchange interaction between the 50ƽ and 46ƽ is below 5 mHz at a distance of 5 µm.
At the end, a hard microwave pulse brings the 46ƽ atoms to the 48ƽ state.
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5.7
Site-resolved state-selective detection

The simulation result is read out by detecting the inal state of the individual atoms.
We need to irst freeze the evolution of the spin chain at a chosen time by halting the
exchange interaction. This is done by applying fast, strong microwave pulses, trans-
ferring the 48ƽ state towards the 46ƽ state, with which the exchange interaction of
the 50ƽ is negligible§. The two barriers are again set to uneven heights. One resumes
the compression of the chain. The atoms are evaporated one after the other. They
are guided to the region ƾ shown in Figure III.2 where the atoms can be state selec-
tively detected by ield ionization. Note that, during the simulation, the electric ieldǀ applied on the spontaneous-emission inhibition capacitor is varied between 2 and
7 V/cm. If one transfers the 48ƽ atoms to the 46ƽ state at an electric ield of about 4
V/cm, the strong mixing of the ∣46ƽ; 50ƽ⟩ state with nearby elliptical pair states will
strongly reduce the lifetimes of the 46ƽ and 50ƽ states (Figure 5.14). To avoid this
detrimental mixing, one has to lower the electric ield ǀ to ∼ 2 V/cm before sending
atoms to the 46ƽ state. The repulsive interactions between the 46ƽ − 46ƽ, 46ƽ − 50ƽ
and 50ƽ − 50ƽ atoms are of the same order of magnitude, thus preventing the atoms
from getting too close during the compression, which can lead to the ionization of the
atoms.

The above scheme directly measures �� of each atoms. Additional spin-spin cor-
relation functions can be constructed by applying a hard pulse on the 48ƽ − 50ƽ tran-
sition before stopping the exchange interaction.

5.8
Efects of decoherence

For a quantum simulator, the longer coherence time, the better. We discuss here three
main sources of decoherence: the Stark efect, the average of the trapping potential
due to a inite site of the atoms and the spin-motion entanglement.

Stark efect

As discussed in section 3.3, stray ields due to contact potential between Rubidium and
the metallic surfaces of the the capacitor could be a problem. A study of the electric
ield in the vicinity of the atom chip, represented in Carla Hermann’s thesis, estimates
a residual electric ield smaller than 0.05 V/cm, with a gradient of about 0.4 V/cm2 at∼ 1 mm away from the metallic surfaces. The diferential Stark shift of the 48ƽ − 50ƽ
levels is of 560 kHz/(V/cm2). Taking into account the ∼ 200 µm extension of the
chain with 40 atoms, we estimate a maximum diference in the 48ƽ − 50ƽ transition
frequency between the last atoms at the two ends to be about 50 Hz. At a distance
of 5 µm, the exchange frequency (4Ǆ) is about 70 kHz. The Stark broadening is thus
negligible at the scale of the exchange frequency.

§Alternatively, one can send the 50� atoms to the 52� state. The 48� − 52� exchange interaction is
also negligible (<15 mHz).
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Average of trapping potential

The ponderomotive energy acts on the electron as a nearly free charge. It does not
depend on the principal quantum number Ǡ, at least for a uniform intensity. However,
the trapping potential (created by the transverse Laguerre-Gaussian beam and the
standing-wave optical lattice) is averaged over the electronic orbital. The radius of the
circular orbital is Ǡ2Ǖ0 ≈ 130 nm for the 50ƽ and ≈ 120 nm for the 48ƽ states. The50ƽ and 48ƽ atoms, due to their diferent sizes, experience diferent potentials. This
leads to a shift in the 48ƽ − 50ƽ transition frequency, which depends on the position
of the atoms. The spatial extension of the atoms thus gives rise to a broadening of the
transition line. We numerically calculate and plot this shift as a function of the atom
position (note that the trap is isotropic) in Figure 5.25. The simulation of the chain
preparation estimates the residual oscillation of the atoms in the optical lattice to be
about 100 nm (see above). This corresponds to a line broadening of about 8 Hz, which
is negligible at the scale of the exchange frequency. Note also that, the decoherence
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Figure 5.25 The frequency shift of the 48ƽ − 50ƽ transition as a function of the atom position.
The extension of the atom is represented by a red shaded Gaussian proile.

due to the Stark efect and the averaging of the trapping potential can be suppressed
using the Hahn spin-echo technique (see section 3.3).

Spin-motion entanglement

The entanglement between the motional and spin (atomic) states, induced by the ex-
change interaction, can lead to a collapse of the exchange oscillation. Let us consider
two atoms in two adjacent sites. Initially they are in the 50ƽ state and at the bottom of
the trap. Suddenly lipping an atom to the 48ƽ state makes the excitation (48ƽ state)
transfer back and forth between the two atoms. Using the formula (E.25) derived in
Appendix E, Figure 5.26 plots the probability of detecting the irst atom in the 48ƽ
state, as a function of time. The modulation of the exchange oscillation is thus small.
The efect can be further reduced by tighten the trap. The spin-motion entanglement
with more than two atoms would be an interesting problem to study.
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Figure 5.26 Probability of being in the 50ƽ state for a pair of atoms initially in the ∣50ƽ; 48ƽ⟩
state, calculated using (E.25). The dashed line show the envelop of the oscillation.

Summary

We have presented a full experimental scheme to realize a quantum simulator of the
XXZ model for a 1D spin chain. It is based on the groundbreaking concept of trap-
ping circular Rydberg atoms. Extremely long-lived spin chains are provided using
spontaneous emission inhibition in a cryogenic environment. We also proposed an
innovative method to prepare deterministically a chain with up to 40 atoms, pushing
the capacity of the simulator out of the grasp of classical computation. Arbitrary chain
initialization and site-resolved state-selective detection are also proven to be realistic,
allowing the proposed system to address much larger range of 1D physics.



Conclusion and perspectives
“Ce qui embellit le désert, dit le petit prince, c’est qu’il cache
un puits quelque part...”

— Antoine de Saint-Exupéry, Le petit prince

Towards quantum simulation with low angular momentum Rydberg atoms

During this PhD work, we were interested in building quantum simulators based on
Rydberg atoms. Our irst direction was to study the physics of Rydberg excitation
in a ultra-cold atomic cloud. With the available experimental setup, we trapped and
cooled 87Rb atoms down to sub µK temperature using a superconducting atom chip.
The excited Rydberg atoms are protected from blackbody radiation. Coating the chip
with a layer of rubidium provided us with a good control of the electric ield at the
chip vicinity. We observed unprecedented long coherence times for Rydberg atoms
near a metallic surface.

The study of the Rydberg excitation under strong blockade regime led us to several
important results. First we developed a novel tool to precisely measure the distribu-
tion energy of an interacting Rydberg ensemble. This technique is based on probing
the shift of the microwave transition frequency towards a nearby Rydberg level. We
successfully observed the hydrodynamic expansion of a Rydberg cloud under the re-
pulsive van der Waals forces between the atoms, and thus measured the limit of the
frozen Rydberg gas approximation.

With the obtained experimental data, we used numerical approaches to have an
insight into the Rydberg excitation process. The irst simple Monte Carlo model was
not powerful enough. We developed another more rigorous model that allowed us to
reproduce most of the observed experimental data, both the optical excitation proiles
and the microwave spectra. Note that the excitation was limited to the incoherent
lipping of the atoms. An improvement in the power of the blue excitation laser would
allow us to exploit the coherent collective behavior of the atomic cloud. This is one
interesting direction to follow.

Being fascinated by quantum simulations, we investigated quantum transport in a
1D chain of low angular momentum number Rydberg atoms. A careful consideration
pointed out that a regular chain, even as short as of a few atoms, is diicult to prepare
based on the facilitated excitation efect. However, these studies led us to the new
concept of building quantum simulators based on circular Rydberg atoms.
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Towards quantum simulation with a 1D chain of trapped circular atoms

Elaborating on the unique properties of circular Rydberg atoms, we proposed a new
platform for quantum simulation. It is based on a groundbreaking concept: the use
of laser-trapped circular Rydberg atoms. We have performed numerical simulations
and examined many technical details to make the proposal realistic. Its main features
can be summarized as follows

1. Extremely long-lived circular atoms, with lifetimes in the minutes range, by the
inhibition of spontaneous emission in combination with protection from black-
body radiations.

2. Strong interaction between the circular atoms and tuneability of the interactions.
The corresponding ǒǒǔ spin Hamiltonian is fully tunable over a wide range by
microwave dressing and electric ield variation.

3. Innovative deterministic preparation of a chain based on the repulsive interac-
tion between the atoms. A long chain up to 40 atoms is reachable.

4. Laser-trapping by ponderomotive force acting on the Rydberg electron. Atom
positions are thus well controlled at sub-µm precision.

5. Detection of any spin observable. The chain evaporation together with ield ion-
ization allows site-resolved state-selective detection of all spins.

In addition, the ability of arbitrary initialization of the spin chain enlarges the ad-
dressable range of quantum simulations with a trapped circular atoms. It opens a new
avenue for quantum simulations. An experimental realization of the proposed system
would lay a landmark in the evolution of quantum simulators.

In the following we discuss our short-term targets towards quantum simulations
as well as some extensions and several physical domains that can be simulated using
trapped circular atoms.

Beyond the grasp of the classical computation methods

Upgrades of the 1D system

Active cooling of a spin chain

From an experimental point of view, heating of the atoms is technically inevitable. In
our proposed system, it may come from the luctuations of the trapping-laser powers,
which are translated into the fast variations of trap frequencies. It may also come from
the micro-vibrations of lenses and mirrors which inally shake the trapped atoms. In
addition, if the adiabaticity throughout the deterministic chain preparation is some-
how violated, we will end up with a “hot” atom chain. Thermal motion of the atoms
could wash out coherence between them. Thus, an active cooling mechanism would
help to suppress these bothersome efects.

One way to include cooling into our system is to maintain a source of cold atoms in
low angular momentum Rydberg state at the two ends of the inal chain. These atoms
can be excited from two cloud of ultra cold ground state atoms trapped in two optical
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tweezers. The dipole-dipole interaction between the 50ƽ chain atoms and the short-
lived low Ǟ Rydberg atoms will transfer kinetic energy out of the chain. After a few
cycles of Rydberg excitation, the whole chain can be cooled down close to its ground
state of motion. A further study is necessary to determine which low-Ǟ Rydberg level
is relevant.

2D network of spins

The use of laser-trapped atoms makes it rather easy to extend the system to 2D ge-
ometries. A straightforward method is to prepare several 1D chains and bring them
together into a 2D coniguration. The 1D standing-wave along ǉǪ is shared between
the chains. At the end, one obtains a 2D square lattice, either parallel or perpendicular
to the quantization axis ǉǬ. The latter leads to an isotropic Rydberg interaction while
the former is an anisotropic interacting lattice.

A hexagonal lattice can also be achieved. Circular atoms are irst conined in be-
tween two laser light sheets. Four plug beams are added up, forming a 2D square
trap. One of the barrier is weaker than the others. Reducing the distances between
the four beams will induce the atom evaporation. The inal number of trapped atoms
should determined by the inal relative positions of the beams. The atoms self-order
into a 2D Wigner crystal similar to that in 2D Penning ion trap [64]. The crystal is then
transfered into a hexagonal optical lattice [177].

Quantum simulation with trapped circular atoms

We sketch here several speciic problems that are addressable with trapped circular
atoms. They can range from few-particle physics, which are numerically solvable to
benchmark the system, to many-body dynamics beyond the grasp of classical compu-
tation power.

Quantum transport along a spin chain

As soon as a regular chain of atoms can be realized, site-resolved state-selective de-
tection of the spins would make the study of quantum transport possible. Due to the
border efect, one or both ends of the chain is microwave promoted into the 48ƽ state.
Exchange interaction with the neighboring 50ƽ atoms will propagate the excitation
along the chain.

Local addressing of the initial spin states allows one to excite an atom in the middle
of the chain into the 48ƽ state. The probability amplitudes of being excited symmetri-
cally propagates to the two ends, bounce and return to the initial position, where they
interfere and make the excitation revive. Figure 3a represents a transport of an 48ƽ
excitation over a perfectly regular chain with 41 atoms as an example. Initially all the
atoms are in the 50ƽ state. One lips the 21th atom to the 48ƽ state and calculates the
excitation probability for each atom (color scale).

Furthermore, one can prepare a chain with several excited atoms. Quantum trans-
port with multiple excitations in a long chain is not easy to predict with classical com-
putation. The strong 48ƽ − 48ƽ interaction between the excitations would lead to
non-trivial quantum transport.
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Figure 3 Excitation transport on a 1D chain with 41 atoms. a) The atoms are regularly sepa-
rated by 5 µm. b) The deviation of the atom from the trap center is a Gaussian proile of 0.5 µm
width. Initially all the atoms are prepared in the 50ƽ state, but the 21th one in the 48ƽ state.

Disorder and localisation

Imprinting a laser speckle pattern, one can introduce disorder into the chain. Tuning
the relative strength of the disorder and the interaction will allow us to realize the
phase transition from conducting state (non-localized state) to isolating state (localized
state) as the disorder increases. Figure 3b represents as an example the time evolution
of a chain with 41 atoms, whose positions deviate from the trap center by an amount
randomly sorted from a Gaussian proile of 0.5 µm width. The excitation is “trapped”
in the middle of the chain. Our model would provide a tool to study the many-body
localization from the point of view of level statistics, which can be measured using our
microwave tool (see chapter 4). Signatures of chaoticity of the Hamiltonian can also
be looked for.

Slow dynamics and quenches

The phase diagram of the ǒǒǔ spin Hamiltonian is of great interest. Its structure has
been theoretically predicted as shown in Figure III.1. With trapped circular atoms, by
adiabatically varying Ω and/or Ǆ�, we will systematically reconstruct the phase dia-
gram. A comparison between experimental results and theoretical prediction would
give us an insight into the nearest neighbor spin chain.

Moreover, taking advantage of the long-lived chain and the fully controlled Hamil-
tonian, for instance, by slowly modifying the spin chain state, in a time scale much
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longer than 1/(4Ǆ), one could investigate adiabatic processes in the quantum mechan-
ical regime. It would provide insights into the limitations of adiabatic quantum com-
puting [178].

For sudden changes of the Hamiltonian parameters, the evolution of the system
after the quench is rather complex since it involves highly excited states of the inal
Hamiltonian [179]. Predictions using classical computation methods are diicult tasks
since they involves a large portion of the Hilbert space. Studying this non-trivial dy-
namics requires a lexible quantum simulator such as trapped circular atoms.

Spin dynamics and atomic motion

In the described system, atomic motion has negligible inluence on the spin states.
However strong spin-motion entanglement can be created by either loosening the trap
or using resonant exchange interaction between Ǡƽ and (Ǡ + 1)ƽ states. By coupling
the spin chain with a phonon bath, interesting behavior of the spin chain dynamics in
the presence of dissipation can be studied with controlled parameters. The transport
of entanglement, beyond that of electronic excitation, would be possible in a similar
context to that in [180, 181].

2D physics

a)

b)

S = 1

 J

 J⟂

 J

 J
 J2

Figure 4 Two diferent mappings to realize an efective Ǎ = 1 chain from two coupled Ǎ = 1/2
Heisenberg chains. Figure extracted from [182].

The realization of 2D-spin networks would open more possibilities to simulate
problems where modelization and numerical approaches are challenging. As an ex-
ample, a square lattice with properly tuned anisotropic interactions would lead to a
situation in which anti-ferromagnetic chains are ferromagnetically coupled (Figure 4).
Such a 2D lattice is mapped on to an equivalent spin-one chain in the Haldane phase
[182]. Its non-trivial topological order has not yet been probed from many-body mea-
surements. The discovery of this topological phase was awarded the Nobel prize in
2016.
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Realization of irst building blocks for quantum simulation with trapped
circular atoms

With these ideas in mind, we will step by step conduct proof-of-principle experiments
to demonstrate the main features of quantum simulation with trapped circular atoms.
Installing atom-circularization electrodes inside the present setup, we would be able
to prepare an ensemble of 50ƽ atoms. Successfully trapping them with a Laguerre-
Gaussian 1 µm-wavelength laser beam will encourage us with the proposed scheme.

The demonstration of extremely long-lived circular Rydberg atoms would be then
possible by placing the trapped ensemble of 50ƽ atoms in between capacitor plates.
An extra modiication of the current cryostat in order to operate with liquid 3He is nec-
essary. At this point, a long coherence time for the 48ƽ−50ƽ transition will be probed.
If successful, these long-lived strong interacting qubits by themselves will ind their
applications in quantum information processing such as quantum gates based on the
dipole blockade mechanism extended to circular atoms.

Adding two plug beams will allow us to prepare a deterministic chain of circular
atoms. If the protocol works, even with a short chain, it provide us a tool to bench-
mark our quantum simulator. Microwave spectroscopy probing of the van der Waals
interaction energy of the chain under diferent static electric ields will prove the tune-
ability of the spin Hamiltonian.

A site-resolved detection of the spin states if successfully implemented, will be the
inal validation of our proposal. We would be able to simulate the quantum transport
with one or multiple excitations as well as explore the phase transition of the ǒǒǔ
spin Hamiltonian. Furthermore, we would be able to push quantum simulations with
trapped circular atoms beyond the grasp of classical computation methods.
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Electric dipole matrix
element estimation A
The electric dipole matrix element can be written as in (1.23) and (1.22), as a product
of a radial part ⟨Ǡ′ Ǟ′ ǟ′ ∣ Ǥ ∣ Ǡ Ǟ ǟ⟩ and an angular part ⟨Ǟ′ (�′)ǟ′�(�) ∣ Ǔ�1 ∣ Ǟ (�) ǟ�(�)⟩. Here
we show how to calculate each of them using numerical methods.

A.1
Radial matrix element

We rewrite the Schrödinger equation (1.26) for the radial wavefunction ǌ of an electron
in the Coulomb potential

�2ǌ�Ǥ2 + 2Ǥ �ǌ�Ǥ + [2ƿ�∗ + 2Ǥ − Ǟ(Ǟ + 1)Ǥ2 ]ǌ = 0 (A.1)

We follow the procedure of Zimmerman et al. [183] by making the substitutions

Ǫ = ln(Ǥ) , (A.2)

and

Ǔ(Ǫ) = ǌ√(Ǥ) (A.3)

into (A.1). We obtain

d2ǓdǪ2 = Ǜ(Ǫ)Ǔ(Ǫ) , (A.4)

where

Ǜ(Ǫ) = 2Ǚ2�(−Ǚ−� − ƿ�∗) + (Ǟ + 12)2 . (A.5)

Equation (A.4) can be numerically solved by the Numerov algorithm [184]. We need
to provide ƿ�∗ , Ǟ and two initial guesses of ǌ explicitly. Knowing the radial wavefunc-
tions, one can obtain the radial matrix element with no diiculty.
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A.2

Angular matrix element

The angular matrix element is developed into an analytical form using a Clebsch Gor-
dan coeicient and the Wigner-Eckart theorem [185]:

⟨Ǟ′ ǟ′� ∣ Ǔ�1 ∣ Ǟ ǟ�⟩ = ⟨Ǟ′‖Ǔ1‖Ǟ⟩ ⟨Ǟ′ ǟ′� ∣ Ǟ 1 ǟ� ǣ⟩
= ⟨Ǟ′‖Ǔ1‖Ǟ⟩ (−1)�′−�′�√2Ǟ′ + 1 ( Ǟ′ 1 Ǟ−ǟ′� ǣ ǟ�) , (A.6)

where ⟨Ǟ′‖Ǔ1‖Ǟ⟩ is the reduced matrix element and the Clebsch Gordan coeicient is
written in terms of Wigner 3-� symbol. For low Ǟ states, one has to include the ine
structure. The angular matrix element is written as

⟨Ǟ′ �′ ǟ′� ∣ Ǔ�1 ∣ Ǟ � ǟ�⟩ = ⟨�′‖Ǔ1‖�⟩ (−1)�′−�′�√2�′ + 1 ⎛⎜⎝ �′ 1 �−ǟ′� ǣ ǟ�⎞⎟⎠ . (A.7)

Factoring out the � and �′ dependence of the reduced matrix element into a Wigner 6-�
symbol, and a reduced matrix element that depends only on Ǟ and Ǟ′, we get

⟨�′ ∥ Ǔ�1 ∥ �⟩ = ⟨Ǟ′ ǥ′ �′ ∥ Ǔ�1 ∥ Ǟ ǥ �⟩
= ���′√2� + 1√2Ǟ′ + 1(−1)1+�′+�+�′{�′ 1 �Ǟ ǥ′ Ǟ′} ⟨Ǟ′ ∥ Ǔ�1 ∥ Ǟ⟩ , (A.8)

where ǥ = ǥ′ = 1/2. Knowing that

⟨Ǟ′ ∥ Ǔ�1 ∥ Ǟ⟩ = (−1)1−�√ 34�√2Ǟ + 1(Ǟ 1 Ǟ′0 0 0) , (A.9)

The angular matrix elements (A.6) and (A.7) can be expressed using (A.8) and (A.9) as

⟨Ǟ′ ǟ′� ∣ Ǔ�1 ∣ Ǟ ǟ�⟩ = (−1)1−�+�′−�′�√ 34�√(2Ǟ + 1)(2Ǟ′ + 1)×
× ( Ǟ′ 1 Ǟ−ǟ′� ǣ ǟ�) (Ǟ 1 Ǟ′0 0 0) (A.10)

and

⟨Ǟ′ �′ ǟ′� |Ǔ�1|Ǟ � ǟ�⟩ = (−1)1+�′+�′+�−�′�√ 34�√(2� + 1)(2�′ + 1)(2Ǟ + 1)(2Ǟ′ + 1)×
× { � 1 �′Ǟ′ 1/2 Ǟ } ⎛⎜⎝ �′ 1 �−ǟ′� ǣ ǟ�⎞⎟⎠ (Ǟ 1 Ǟ′0 0 0) . (A.11)
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The Wigner 3-� symbol is estimated using Racah formula [186, 187]

(Ǖ ǖ Ǘ� � �) =(−1)�−�−�√Δ(ǕǖǗ)×
× √(Ǖ + �)! (Ǖ − �)! (ǖ + �)! (ǖ − �)! (Ǘ + �)! (Ǘ − �)!×
× ∑�

(−1)�ǚ (Ǧ) ,
(A.12)

where

ǚ (Ǧ) = Ǧ! (Ǘ − ǖ + Ǧ + �)! (Ǘ − Ǖ + Ǧ − �)! (Ǖ + ǖ − Ǘ − Ǧ)! (Ǖ − Ǧ − �)! (ǖ − Ǧ + �)! . (A.13)

The sum runs over all integers Ǧ for which the factorial in ǚ (Ǧ) all have non-negative
arguments. Similarly for the Wigner 6-� symbols

{Ǖ ǖ Ǘ� � �} = √Δ(ǕǖǗ)Δ(Ǖ��)Δ(�ǖǗ)Δ(��Ǘ) × ∑�
(−1)�(Ǧ + 1)!Ǜ(Ǧ) , (A.14)

where

Ǜ(Ǧ) = (Ǧ−Ǖ − ǖ − Ǘ)! (Ǧ − Ǖ − � − �)! (Ǧ − � − ǖ − �)! (Ǧ − � − � − Ǘ)! ×× (Ǖ + ǖ + � + � − Ǧ)! (ǖ + Ǘ + � + � − Ǧ)! (Ǘ + Ǖ + � + � − Ǧ)! . (A.15)

The sum also runs over all integers Ǧ for which the factorial in Ǜ(Ǧ) all have non negative
arguments.

In both formulae, Δ(ǕǖǗ) is a triangle coeicient given by

Δ(ǕǖǗ) = (Ǖ + ǖ − Ǘ)! (Ǖ − ǖ + Ǘ)! (−Ǖ + ǖ + Ǘ)!(Ǖ + ǖ + Ǘ + 1)! . (A.16)

To speed up the numerical estimation of the factorials, one can use Stirling’s approxi-
mation of the factorial for large arguments ǈ

ln ǈ! ≈ ǈ ln ǈ − ǈ + ln(√2�ǈ) . (A.17)
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Figure B.1 Scheme of laser frequency stabilization for the 780 nm and 480 nm wavelength
excitation lasers.

Figure B.1 depicts the scheme used to stabilize the lasers. The 780 nm-wavelength
excitation laser is a Toptica DL Pro laser. The 480 nm-wavelength laser is provided by
a Toptica TA-SHG 110, which consists in a Master oscillator power ampliier (MOPA)
at 960 nm wavelength, followed by a frequency doubling cavity. Both the 780 nm and
the 960 nm laser are frequency stabilized to a relection peak of a Fabry-Perrot cavity,
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whose length is stabilized to the crossover of the ǀ = 2 − ǀ′ = 2 and ǀ = 2 − ǀ′ = 3
transitions. In order to lock the laser frequencies, modulations at 20 MHz are applied
on the phase of the 780 nm laser using an EOM, and on the current though the 960 nm
laser diode (frequency modulation). Note that the resulting sidebands of the 960 nm
laser is iltered out by the phase matching condition of the frequency doubling cavity.

As depicted in Figure B.2, the lasers necessary for the trapping and cooling of 87Rb
atoms are extracted from a Toptica TA-110 780 nm-wavelength MOPA. The 780 nm
MOPA is ∼ 160 MHz frequency-ofset from the 780 nm excitation laser. Another laser
whose frequency is stabilized to the ǀ = 1 − ǀ′ = 2 transition, is used to repump the
atoms that are scattered out of the cooling cycle into the ǀ = 1 state.
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Measurement of the
trap dimension C
Our imaging systems have a limited spatial resolution of about ∼ 10 µm. The dimen-
sions of a dense atomic cloud is, in general, below this limit. A direct in situ imaging
cannot give a good enough estimation. Another approach is making use of the relation

Ǉ�2� �2� = ǝ�ǎ, (C.1)

where �� and �� are the trap frequency and the trap width (Ǚ−1/2 position) along the �
direction. We need thus to measure the cloud temperature ǎ and the trap frequencies.

C.1
Temperature measurement

The temperature is measured using the time-of-light technique, which maps the mo-
mentum distribution into a spatial distribution according to

�2� (Ǧ) = �2� (0) + ΔǨ2� Ǧ=�2� (0) + ǝ�ǎǇ Ǧ2 , (C.2)

where Ǧ is the free fall duration from rest. Measuring the trap size at diferent times Ǧ
allows us to extract the temperature ǎ. For the trap described in chapter 4, the mea-
surement gives ǎ = 500 ± 150 nK.

C.2
Trap frequencies

Giving a small kick to the atomic cloud (for example instantaneously moving the trap
center and then going back), makes the cloud oscillate around the trap bottom. The
oscillation frequencies are the trap frequencies along the three main axes, given that
the oscillation amplitudes are small. Experimentally, the position of the cloud after
the kick is sampled as a function of time. Its Fourier transform reveals the main trap
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Figure C.1 Trap frequency measurement. Top: the position of the atomic cloud as a function
of time after the kick along the horizontal and the vertical direction (relative to the camera).
Lower: The corresponding Fourier transform of the cloud position. The probe beam is sent
along the Ǫ direction.

frequencies as shown in Figure C.1. They are

�� = 2� × 46.7 Hz�� = 2� × 244.4 Hz�� = 2� × 262.2 Hz . (C.3)

Plugging into equation (C.1) we obtain the trap dimension of

�� = 2� × 23.6 µm�� = 2� × 4.5 µm�� = 2� × 4.2 µm . (C.4)
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Figure D.1 Probability of being excited into state ∣ǚ ⟩ of an atom initially in state |�⟩ as a function
of reduced detuning Δ̃�.

Let’s consider an atom initially in a state |�⟩ undergoes a transition by microwave
to a state ∣ǚ ⟩. The microwave frequency is detuned by Δ� away the resonance. The
population in the inal level oscillates as a function of time Ǧ

Ǌ� (Ǧ) = Ω2�Ω2� + Δ2� sin2(12√Ω2� + Δ2�Ǧ) (D.1)

and is known as Rabi lopping. The coupling strength is represented by the Rabi fre-
quency Ω�.

The excitation duration ΔǦ� is chosen so that it makes a � pulse for the resonant
excitation

ΔǦ� = �Ω� . (D.2)
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Substituting Ω� from (D.2) into (D.1), we obtain

Ǌ� = 11 + Δ̃2� sin2(�2 √1 + Δ̃2�) , (D.3)

where Δ̃� = Δ�ΔǦ�/�. Equation (D.3) is similar to (but not identical to) a cardinal sine
function squared and is plotted in Figure D.1. Accordingly, the excited state ∣ǚ ⟩ can be
populated with a nonzero probability for near-resonant excitations. Therefore, a inite
excitation duration leads to a inite spectral line width. It is of about 2�/ΔǦ�.

For an ensemble of Rydberg atoms initially in the |�⟩ state, the van der Waals inter-
action shifts the transition frequency of each atom correspondingly. Let Ǡ(��) be the
energy distribution, i.e., the number of atoms whose transition frequency is ��. The
average number of atoms being excited to the ∣ǚ ⟩ state coupled by a microwave pulse
of frequency � is then given by

Ǡ� (�) = ∑��
Ǡ(��)Ǌ� (� − ��) . (D.4)

If the energy distribution is a continuous function, the number of Rydberg atoms
whose transition frequency is between �� and �� + d��is written as Ǡ(��)d��. The aver-
age number of atoms being excited is expressed by an integral

Ǡ� (�) = ∫�� Ǡ(��)Ǌ� (� − ��)d�� . (D.5)

Equations (D.4) and (D.5) are the convolution of the energy distribution Ǡ(��) and the
spectral broadening function Ǌ� of the microwave pulse.



Two atoms: motion
and spin exchange E
Let us discuss the simplest case of two atoms in two lattice sites ǌ0 = 5 µm apart. They
are in two diferent states ∣Ǜ⟩ and |Ǚ⟩. We consider only a one-dimensional motion in
the trap, along the two atom axis ǉǪ. The trap frequency in this direction is ��. As
discussed in section 2.3, the efective interaction Hamiltonian of the system is

ǐef = ⎛⎜⎝
|ǛǙ⟩ |ǙǛ⟩|ǛǙ⟩ ƽ�� ƻ��|ǙǛ⟩ ƻ�� ƽ�� ⎞⎟⎠ = ƽ��Σ� + ƻ��Σ� , (E.1)

where Σ� = ∣ǛǙ⟩⟨ǛǙ∣ + ∣ǙǛ⟩⟨ǙǛ∣ = � and Σ� = ∣ǛǙ⟩⟨ǙǛ∣ + ∣ǙǛ⟩⟨ǛǙ∣ are respectively theǔ- and the ǒ-Pauli matrices in the space of pair states. The direct and the exchange
interactions are ƽ�� and ƻ�� respectively. The exchange interaction symmetrically and
anti-symmetrically combines the two bare states into |±⟩ = (∣ǛǙ⟩ ± ∣ǙǛ⟩)/√2. Their
energies are

ƿ± = ƽ�� ∓ ƻ�� . (E.2)

The direct interaction globally shifts these two levels and thus plays no role in the
dynamics of the system. Since ƽ�� and ƻ�� depend on the distance ǌ between the two
atoms, when the two atoms are in the |±⟩ state, they are symmetrically displaced from
the trap center by an amount 0 < Ǫ1 = −Ǫ2 = Ǫ� ∓ Ǫ�, where Ǫ� and Ǫ� are respectively
the displacement due to the direct and the exchange forces. One can see that Ǫ� only
slightly modiies the trap center of each atom. By redeining the energy origin and ǌ0,
we can neglect the direct interaction.

The motion of the atoms is described by two harmonic oscillators

ǂ��� = ℏ��(Ǖ†1Ǖ1 + Ǖ†2Ǖ2) , (E.3)

where Ǖ� and Ǖ†� are the annihilation and creation operators acting on the atom � re-
spectively. The total Hamiltonian is thus

ǂ = ℏ��(Ǖ†1Ǖ1 + Ǖ†2Ǖ2) + ƻ��Σ� . (E.4)

We assume that the exchange interaction varies ƽ�/ǌ�, where ƽ� is a proportionality
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coeicient. For small displacements Ǫ� ≪ ǌ0, one can write

ƻ�� ≈ƽ�ǌ�0 [1 − �ǌ0 (Ǫ2 − Ǫ1)]
=ℏΩ02 [1 − �ǌ0 (Ǫ2 − Ǫ1)] , (E.5)

where we introduce the exchange frequency Ω0 = 2ƽ�/(ℏǌ�0). Let Ǉ be the mass of
one atom. Using Ǫ� = Ǫ0(Ǖ� + Ǖ†� ), where Ǫ0 = √ℏ/(2Ǉ��) is the oscillation ground
state extension, we inally get

ǂ = ℏ��(Ǖ†1Ǖ1 + Ǖ†2Ǖ2) + ℏΩ02 [1 − �(Ǖ2 − Ǖ1 + ℎ.Ǘ)]Σ� , (E.6)

where we deine the analog of a Lamb-Dicke parameter for ion traps

� = �Ǫ0ǆ . (E.7)

If the two atoms are in the |±⟩ state, the displacement of the atoms can be approx-
imated as ∣±�⟩ ∣∓�⟩ describing products of coherent states with opposite real ampli-
tudes. In this notation, the irst ket refers to the motion of the irst atom. One can
estimate � using the variational method, minimizing the average value of ǂ in the
state |+⟩ ∣�⟩ ∣−�⟩. One gets

� = Ω0�2�� . (E.8)

We now perform a unitary transformation deined by

Ǐ = ƾ1(�1Σ�)ƾ2(Σ�) , (E.9)

where the modiied displacement operators ƾ� are

ƾ�(��Σ�) = Ǚ(���†� −�∗� ��)Σ� . (E.10)

Since the ǒ-Pauli matrix commutes with all motional operators, ƾ†� (��Σ�) = ƾ�(−��Σ�).
The new Hamiltonian reads

ǂ̃ = ƾ1(−�1Σ�)ƾ2(−�2Σ�)ǂƾ1(�1Σ�)ƾ2(�2Σ�) . (E.11)

According to the Baker-Hausdorf lemma, we have

ƾ�(−��Σ�)Ǖ�ƾ�(��Σ�) =Ǖ� + ��Σ�, (E.12)ƾ�(−��Σ�)Ǖ†� ƾ�(��Σ�) =Ǖ†� + �∗� Σ�, (E.13)
(E.14)

and

ƾ�(−��Σ�)Ǖ†� Ǖ�ƾ�(��Σ�) =Ǖ†� Ǖ� + ��Σ�Ǖ†� + �∗� Σ�Ǖ� + |��|2, (E.15)
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where we have used Σ2� = �. We get

ǂ̃ =ℏ��(Ǖ†1Ǖ1 + Ǖ†2Ǖ2) + ℏΩ02 Σ� + ℏ��(|�1|2 + |�2|2)+
ℏ��[(�1 + Ω0�2�� )Σ�Ǖ†1 + (�2 + Ω0�2�� )Σ�Ǖ†2 + Ω0�2�� (�1 + �2) + ℎ.Ǘ] . (E.16)

When choosing

�1 = �2 = −� = −Ω0�2�� , (E.17)

within irrelevant constants, the Hamiltonian simpliies to

ǂ̃ = ℏ��(Ǖ†1Ǖ1 + Ǖ†2Ǖ2) + ℏΩ02 Σ� . (E.18)

This Hamiltonian describes two atoms undergoing an exchange, together with two
uncoupled harmonic oscillators.

We now consider the time evolution of the system from a simple initial condition|Ψ⟩ (0) = ∣ǛǙ⟩ |0⟩ |0⟩, i.e., the two atoms in |Ǚ⟩ and ∣Ǜ⟩ at the trap centers. We can de-
compose |Ψ⟩ (0) as

|Ψ⟩ (0) = 1√2(|+⟩ |0⟩ |0⟩ + |−⟩ |0⟩ |0⟩) . (E.19)

The corresponding initial unitary transformed state is

̃|Ψ⟩(0) = 1√2(|+⟩ ∣�⟩ ∣−�⟩ + |−⟩ ∣−�⟩ ∣�⟩) , (E.20)

which is a two oscillators Schrödinger cat. The time evolution of the system under ǂ̃
is trivial and is̃|Ψ⟩(Ǧ) = 1√2(Ǚ� Ω0�2 |+⟩ ∣�Ǚ−� ���2 ⟩ ∣−�Ǚ−� ���2 ⟩ + Ǚ−� Ω0�2 |−⟩ ∣−�Ǚ−� ���2 ⟩ ∣�Ǚ−� ���2 ⟩) . (E.21)

We now perform the inverse unitary transformation and inally obtain

|Ψ⟩ (Ǧ) = 1√2(Ǚ� Ω0�2 |+⟩ ∣−�⟩ ∣�⟩ + Ǚ−� Ω0�2 |−⟩ ∣�⟩ ∣−�⟩) , (E.22)

with

� = �(1 − Ǚ−� ���2 ) . (E.23)

The motional and the atomic states are thus generally entangled. The entanglement
disappears periodically at the trap frequency, when the cat amplitude � cancels. One
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Figure E.1 Contrast of the exchange oscillation as a function of time for diferent value of �
can rewrite |Ψ⟩ (Ǧ) as

|Ψ⟩ (Ǧ) = 12 ∣ǙǛ⟩(Ǚ� Ω0�2 ∣−�⟩ ∣�⟩ − Ǚ−� Ω0�2 ∣�⟩ ∣−�⟩)+12 ∣ǛǙ⟩ (Ǚ� Ω0�2 ∣−�⟩ ∣�⟩ + Ǚ−� Ω0�2 ∣�⟩ ∣−�⟩) . (E.24)

The probability of inding the irst atom being excited is

Ǌ��(Ǧ) = 12(1 − ∣⟨� ∣ −�⟩∣2 cos Ω0Ǧ) = 12(1 − Ǚ−4|� |2 cos Ω0Ǧ) . (E.25)

The contrast of the exchange oscillation is thus

ƽ = Ǚ−8�2(1−cos ���) . (E.26)

Figure E.1 plots the contrast of the exchange oscillation as a function of time. In the
limit of a small � amplitude (Ω0 ≪ ��/� weak exchange and tight trap), the contrast
is slightly modulated

ƽ ≈ 1 − 8�2(1 − cos ��Ǧ) . (E.27)

For large �, the contrast exponentially decays in a short time scale. Equation (E.26)
can be approximated by

ƽ ≈ Ǚ−4�2�2��2 . (E.28)
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Simulation quantique et état de l’art

Les transitions de phase des systèmes magnétiques quantiques ont toujours suscité un
grand intérêt à la fois du point de vue expérimental et théorique. Plusieurs modèles
de réseaux de spins en interaction ont été développés pour décrire ces systèmes à une
échelle microscopique. Cependant, les méthodes de calcul classiques, malgré leurs
récents développements, ont des diicultés à traiter ce type de problèmes à ǈ-corps
fortement corrélés. La simulation de la dynamique d’un réseau de ǈ spins en interac-
tion demande de calculer l’exponentielle de matrices à 2� éléments. Quand ǈ ≥ 40,
le problème est hors de portée de nos super-ordinateurs actuels [14–17] .

Richard Feynman, pendant ses cours des années 1980, a proposé de transcrire
le système de spins d’intérêt sur un autre qui conserve les propriétés du système
d’intérêt mais est plus facile à contrôler et étudier expérimentalement [11]. De façon
générale, l’on prépare le système dans un état initial et le laisse évoluer vers l’état
quantique inal. On mesure ensuite quelque quantité d’intérêt.

La simulation quantique devient un domaine très actif. Elle est étudiée théorique-
ment et expérimentalement dans le monde entier. Plusieurs plateformes ont été dévelop-
pées : des ions piégés [27, 28], des qubits supraconducteurs [29], des atomes neutres
en cavité ou dans des réseaux optiques [23–26], des boîtes quantiques [34–36], des
molécules polaires [33] et beaucoup d’autres.

Les qubits supraconducteurs peuvent être manipulés avec une très haute idél-
ité [41, 42]. Ce sont des systèmes très prometteurs pour la simulation quantique
numérique [43, 44] ou analogique [45, 46]. Néanmoins, ces systèmes soufrent d’une
forte décohérence [49].

Les ions piégés ont permis la mise en œuvre la plus avancée de simulations quan-
tiques numériques [55, 56], notamment la simulation de la création d’une paire de par-
ticules en l’électrodynamique quantique [57]. Des simulations quantiques analogiques
avec des ions piégés ont aussi été menées, avec la réalisation de systèmes de spins
frustrés, la propagation de l’intrication [58, 59] ou la localisation à ǈ-corps [60], par
exemple. Toutefois, la plupart de ces réalisations ont été efectuées avec une chaîne 1D
et une interaction de longue ou moyenne portée [61, 62]. Pour passer à la géométrie
2D, il a été proposé d’utiliser une matrice de micro-pièges [67, 68] ou un piège Paul à
2D [65, 66], mais la cohérence de ces systèmes n’a pas encore caractérisée.

Les atomes froids en réseaux optiques sont des outils remarquables pour la simula-
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tion quantique analogique [24–26]. Les atomes sont placés dans des puits de potentiel
optiques à 1D, 2D ou 3D. La dynamique du système vient de la compétition entre
l’efet tunnel d’un site à son voisin et l’interaction de deux atomes dans le même site.
Ce sont des systèmes très lexibles qui permettent de réaliser diférentes géométries
et de contrôler de nombreux paramètres expérimentaux. Cependant, le taux tunnel
est faible (quelques centaines de Hz) par rapport au temps de vie des atomes piégés
(quelques secondes). L’évolution du système est donc limitée à quelques centaines
de périodes tunnel. C’est un gros désavantage lorsque l’on cherche à simuler la dy-
namique lente de verres de spins ou la localisation à ǈ corps. Passer à des molécules
polaires [79, 80] ou des atomes avec un grand moment dipolaire magnétique [81, 82]
n’est pas aisé.

Atomes de Rydberg et simulation quantique

Les atomes dans des états de Rydberg sont des atomes très excités (nombre quantique
principal élevé), très proches du seuil d’ionisation [3, 83]. Ils ont des propriétés re-
marquables, et même très exagérées par rapport à celles des atomes dans des états
“ordinaires”. Parmi ces propriétés, on peut citer notamment leurs très grands élé-
ments de matrice dipolaire, leurs très long temps de vie et malgré tout une structure
interne relativement simple. Les éléments de matrice dipolaire des atomes de Ryd-
berg sont typiquement mille fois ceux des atomes fondamentaux. L’état de Rydberg
peut vivre plus qu’une centaine de microsecondes. En particulier, l’état de Rydberg
circulaire, c’est à dire l’état de Rydberg de nombres quantique orbital et magnétique
maximaux, a un temps de vie de l’ordre de la dizaine de millisecondes. Ses propriétés
ont été exploitées par une série d’expériences d’électrodynamique quantique en cavité
réalisées dans notre équipe du Laboratoire Kastler Brossel [84–95].

Avec leurs grands éléments de matrice dipolaire, les atomes de Rydberg inter-
agissent fortement entre eux. L’interaction prend la forme d’un potentiel de van der
Waals ƽ6/ǌ6, où ǌ est la distance entre deux atomes. Si ǌ est de quelques microns,
l’énergie d’interaction peut entrer dans la gamme des MHz, et même plus encore pour
l’interaction d’échange résonant de Föster (qui varie comme 1/ǌ3). On peut changer
cette énergie d’interaction par des ordres de grandeur en modiiant le nombre quan-
tique principal.

Un protocole pour la simulation quantique numérique avec atomes de Rydberg
a été proposé [97, 98]. Il est basé sur le mécanisme de blocage dipolaire qui est la
conséquence directe de l’interaction forte entre les atomes de Rydberg [99]. Dans un
petit échantillon froids d’atomes fondamentaux, l’interaction de van der Waals est plus
importante que la largeur de l’excitation (∼ 100 kHz). Dès qu’un atome est excité, tous
les autres sont mis hors résonance. Par conséquent, nous avons un et seulement un
atome de Rydberg à la fois. C’est au cœur du principe de la réalisation d’une porte
quantique CNOT. Selon l’état du qubit de contrôle, l’état de tous les autres qubits est
inchangé ou est inversé [96, 99, 102–104].

Grâce à cette forte interaction, les atomes de Rydberg sont aussi des outils très
prometteurs pour la simulation quantique analogique de réseaux de spins. L’intérêt
pour ces atomes a récemment explosé, menant à de nombreuses propositions pour la
simulation quantique avec des atomes de Rydberg [105–108]. Parmi plusieurs réalisa-
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tions récentes, l’observation du transport cohérent d’une excitation sur une chaîne de
trois atomes de Rydberg est très remarquable [109]. La dynamique d’une excitation
sur une matrice avec plus de 20 atomes a été observée [110]. Pour résoudre le prob-
lème du faible taux tunnel dans les systèmes d’atomes froids dans réseaux optiques, il
est possible de mélanger les atomes fondamentaux avec des atomes de Rydberg, c.-à-
d. de les habiller avec des états de Rydberg [111–115]. Toutefois, ces expériences sont
opérées à 300 K et soufrent du rayonnement du corps noir qui modiie l’interaction
entre les atomes de Rydberg de façon imprévue [116–118]. Passer dans un environ-
nement cryogénique est une tâche ardue.

Jusqu’à maintenant, les atomes de Rydberg utilisés dans les expériences ci-dessus
ont toujours des moments angulaires faibles. La simulation quantique avec des atomes
de Rydberg de faible Ǟ sont limitées. D’abord, les atomes de Rydberg ressentent des
forces mécaniques fortes, répulsives ou attractives, à cause de leurs interactions fortes.
Sans piégeage, n’importe quel cristal de Rydberg fond en quelques dizaines de mi-
crosecondes. Des techniques de piégeage des atomes de Rydberg dans des réseaux
optiques ont été étudiées [119]. Néanmoins, le temps de vie des états de Rydberg est
fortement raccourci à cause de la photoionisation par le laser de piégeage [120]. Par
ailleurs, si le temps de vie des atomes de Rydberg est long par rapport à celui des états
excités ordinaires, il n’est que de quelques centaines de microsecondes, ce qui corre-
spond à une centaine de périodes d’échange. Donc la simulation de la dynamique
lente d’un réseau de spins est hors de portée.

Dans ce contexte, cette thèse étudie l’interaction entre des atomes de Rydberg et
explore de nouveaux plans pour réaliser des simulations quantiques avec des atomes
de Rydberg. Expérimentalement, nous excitons les atomes vers des états de Rydberg
par laser, de façon résonante ou désaccordée. Les atomes fondamentaux de rubid-
ium sont piégés et refroidis dans un nuage dense, préparé en utilisant une puce à
atome supraconductrice. Parce que les atomes de Rydberg sont très sensibles au ray-
onnement thermique, l’expérience est efectuée dans un environnement cryogénique
auquel la puce supraconductrice est parfaitement adaptée. Les travaux de cette thèse
ont contribué aux quatre réussites principales résumées ci-dessous.

Contrôle du champ électrique parasite et manipulation cohérent de niveaux de
Rydberg au voisinage de la puce. L’inconvénient des grands éléments de matrice
dipolaire est que les atomes de Rydberg sont extrêmement sensibles aux champs élec-
triques parasites. Le dépôt lent d’atomes de rubidium sur la surface d’or de la puce
est inévitable pendant une séquence expérimentale. Cela crée des taches de dipôles,
créant un champ électrique inhomogène et instable au voisinage de la puce. Par ef-
fet Stark, le proil de l’excitation s’en trouve élargi (∼ 40 MHz). L’efet de blocage
dipolaire est donc détruit complètement. Résoudre ce problème était un déi majeur
pour nous ainsi que pour d’autre groupes. Une solution, plutôt simple, consiste à
couvrir la puce d’une couche épaisse de rubidium sur une large zone, saturant ainsi
l’efet du dépôt lent de rubidium. L’inhomogénéité du champ électrique est alors bien
supprimée. Nous disposons donc d’un bon environnement pour étudier l’interaction
entre atomes de Rydberg. Ces travaux sont détaillés dans la thèse de Carla Hermann
et ont fait l’objet d’un hightlight dans Physical Review A [123].

Sondage micro-onde de l’énergie d’interaction van der Waals dans un nuage
froid de Rydberg. Étant excités par laser à partir d’un nuage dense, les atomes de
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Rydberg interagissent fortement entre eux. Le spectre micro-onde de la transition
vers un niveau de Rydberg voisin nous permet de sonder précisément la distribution
d’énergie d’interaction. Le changement de la fréquence micro-onde de la transition
de chaque atome est proportionnel à son énergie d’interaction initiale. Nous avons
utilisé cette technique ain d’observer l’expansion mécanique d’un ensemble d’atomes
de Rydberg sous l’efet de la forte interaction répulsive. Cette observation révèle la
limite de l’approximation du gaz gelé de Rydberg. Un modèle simple Monte Carlo a
été développé et nous a permis d’expliquer les spectres micro-ondes mesurés. Cette
méthode fait l’objet de la thèse de Raul Teixeira et est résumée dans un article paru
dans Physical Review Letters [124].

Développement d’une simulation plus rigoureuse du processus de l’excitation
des atomes de Rydberg. Bien que le modèle simple Monte Carlo réussisse à reconstru-
ire les spectres micro-ondes mesurés, il échoue lorsqu’il s’agit des transitions optiques.
Le problème est que cette simulation manque n’inclut aucun échelle de temps. Il nous
faut lui fournir le nombre inal d’atomes de Rydberg obtenu lors des expériences.
Cette approche phénoménologique nous empêche d’explorer de nouvelles techniques
d’excitation. En revisitant les équations de Bloch optiques, nous obtenons le taux
d’excitation (et de désexcitation) pour chaque atome. Ces taux ne dépendent que du
taux de déphasage, de la fréquence de Rabi d’excitation et de la présence éventuelle
d’autres atomes de Rydberg à proximité. Le problème de l’excitation atomique est
donc réduit à un processus stochastique classique, qui peut être calculé par une sim-
ulation Monte Carlo. Une échelle de temps apparaît naturellement dans la simula-
tion. Nous n’avons plus besoin de savoir le nombre d’atomes de Rydberg à l’avance.
Cette nouvelle méthode plus rigoureuse nous éclaire sur le processus d’excitation. Elle
prend en compte les paramètres de l’excitation, de la distribution spatiale du nuage,
du temps de vie ini et du mouvement des atomes de Rydberg pendant l’excitation
à cause de l’interaction forte entre eux. Elle nous permet de reconstruire les spectres
optiques ainsi que les spectres micro-ondes. Elle nous permet aussi de tester de nou-
velles techniques d’excitation, en particulier l’excitation de Rydberg dans un nuage
1D pour produire une chaîne d’atomes pour la simulation quantique.

Simulation quantique avec atomes de Rydberg circulaires piégés par laser. Les
atomes de Rydberg circulaires, malgré leurs propriétés uniques et leur exploitation
fructueuse dans les expériences d’électrodynamique quantique en cavité, n’ont pas en-
core été exploités pour réaliser des simulations quantiques. Nous étudions l’interaction
entre atomes circulaires et proposons une méthode pour réaliser des simulations quan-
tiques d’une chaîne 1D de spins avec ce type d’atomes.

Le schéma du simulateur quantique proposé est représenté sur la igure ci-dessous.
L’ingrédient principal de la proposition est un ensemble d’atomes de Rydberg circu-
laire piégés entre les deux plaques d’un condensateur. Quand la distance entre les
deux plaques est plus petite que la demi-longueur d’onde émise, l’émission spontanée
est inhibée. A une température au dessous de 1 K, les temps de vie des états circulaires
entrent dans la gamme des minutes. Le temps de piégeage d’une chaîne d’une dizaine
d’atomes est alors de quelques secondes.

Les atomes circulaires sont piégés par la force pondéromotrice agissant sur l’électron
de valence , presque libre. Pour les états de Rydberg de moment angulaire faible, l’efet
de photoionisation réduit fortement le temps de vie. Néanmoins, cet efet diminue
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Schéma du simulateur quantique avec atomes de Rydberg circulaire. Les atomes circulairs
(rouge) sont piégés par laser entre deux plaques d’un condensateur inhibant l’émission spon-
tanée. Un réseau optique créé par un laser CO2 (vert) est supeposé avec un faiseau creux de
Laguerre-Gauss (bleu).

exponentiellement avec Ǟ et devient négligeable pour les états circulaires. Un laser
Laguerre-Gauss de longueur d’onde 1 µm, en combinaison avec un onde stationnaire
créée par un laser CO2 de longueur d’onde 10 µm, forme un réseau 1D. Les atomes
sont piégés aux minima d’intensité et régulièrement espacés de 5 µm.

L’interaction de van der Waals entre les atomes permet de réaliser le Hamiltonien
de spin ǒǒǔ où les couplages spin-spin correspondent à l’interaction directe (termesǔ) et à l’interaction d’échange (termes ǒ) entre les atomes. Nous encodons l’état du
spin sur deux niveaux circulaires 50ƽ et 48ƽ, pour lesquels l’interaction directe et
l’interaction d’échange sont du même ordre de grandeur. La transition entre ces deux
niveaux est habillée par un champ micro-onde qui joue le rôle d’un champ magnétique
dans ce modèle. Cet Hamiltonien ǒǒǔ est largement accordable via un champ élec-
trique appliqué et l’habillage micro-onde, d’un Hamiltonien anti-ferromagnétique à
un Hamiltonien ferromagnétique en passant par un Hamiltonien purement ǒǒ. C’est
une caractéristique unique de cette proposition.

De plus, nous proposons une méthode novatrice pour préparer de façon déter-
ministe une chaîne de plus de 40 atomes. C’est une variante du refroidissement par
évaporation. Nous enlevons les atomes un par un de la chaîne d’une manière bien
contrôlée. Cette technique est basée sur l’interaction répulsive entre les atomes, qui
appuie fortement sur les atomes aux bouts de la chaîne comprimée. Elle peut être
aussi appliquée aux géométries 2D ou même 3D. Des méthodes d’initialisation de la
chaîne et de la détection de l’état de chaque atome sont aussi développées.

La proposition vise à surmonter les diicultés des autres systèmes de simulation
quantique, incluant ceux avec des atomes de Rydberg de moment angulaire faible.
Elle combine la lexibilité des atomes neutres dans les réseaux optiques, l’interaction
forte typique des atomes de Rydberg et le contrôle exquis des ions piégés. La réalisa-
tion d’un tel système permettrait de simuler de façon quantique des systèmes hors de
portée des méthodes classiques de calcul.
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Study of dipole-dipole interaction between Rydberg atoms

Toward quantum simulation with Rydberg atoms

Abstract: Quantum simulation ofers a highly promising way to understand large corre-
lated quantum systems, and many experimental platforms are now being developed. Ry-
dberg atoms are especially appealing thanks to their strong and short-range dipole-dipole
interaction.
In our setup, we prepare and manipulate ensembles of Rydberg atoms excited from an
ultracold atomic cloud magnetically trapped above a superconducting chip. The dynamics
of the Rydberg excitation can be controlled through the laser excitation process. The many-
body atomic interaction energy spectrum is then directly measured through microwave
spectroscopy. This thesis develops a rigorous Monte Carlo model that provides an insight
into the excitation process. Using this model, we discuss a possibility to explore quantum
simulations of energy transport in a 1D chain of low angular momentum Rydberg atoms.
Furthermore, we propose an innovative platform for quantum simulations. It relies on
a groundbreaking approach, based on laser-trapped ensemble of extremely long-lived,
strongly interacting circular Rydberg atoms. We present intensive numerical results as
well as discuss a wide range of problems that can be addressed with the proposed model.

Keywords: quantum simulation, Rydberg atoms, circular atoms, dipole-dipole interaction,
atom chip, microwave spectroscopy

Étude de l’interaction dipolaire entre atomes de Rydberg

Vers la simulation quantique de chaînes de spin

Résumé : La simulation quantique ofre un moyen très prometteur pour comprendre les
systèmes quantiques corrélés macroscopiques. De nombreuses plateformes expérimen-
tales sont en cours d’élaboration. Les atomes de Rydberg sont particulièrement intéres-
sants grâce à leur forte interaction dipolaire de cours portée.
Dans notre manip, nous préparons et manipulons des ensembles d’atomes de Rydberg ex-
cités à partir d’un nuage atomique ultra-froid piégé magnétiquement sur une puce à atome
supraconductrice. La dynamique de l’excitation est contrôlée par le processus d’excitation
du laser. Le spectre d’énergie d’interaction atomique des ǈ corps est mesuré directment
par spectroscopie micro-onde. Dans cette thèse, nous développons un modèle Monte
Carlo rigoureux qui nous éclaire sur le processus d’excitation. En utilisant ce modèle, nous
discutons de la possibilité de réaliser des simulations quantiques du transport d’énergie
sur une chaîne 1D d’atomes de Rydberg de faible moment angulaire.
De plus, nous proposons une plateforme innovante pour la réalisation de simulations
quantiques. Elle repose sur une approche révolutionnaire basée sur un ensemble d’atomes
de Rydberg dont le temps de vie est extrêmement long, qui interagissent fortement et qui
sont piégés par laser. Nous présentons les résultats de simulations numériques et nous
discutons du large éventail de problèmes qui peuvent être traités avec le modèle proposé.

Mots-clés : simulation quantique, atomes de Rydberg, atomes circulaires, interaction
dipolaire, puce à atome, spectroscopie micro-ondre


