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Chapter 1

Introduction

This thesis relies on four papers (accepted, submitted or preprint) and a study of matrix Dirichlet
processes (in preparation). In this introduction, we briefly describe the various and relevant
topics which are the content of this thesis. In the second Part, we present the basic materials
including framework, examples and previous results in order to better describe our results. Then,
in the third Part, we provide a more detailed description of the results that we have obtained in
accepted and submitted papers, and we refer the readers for the details to the papers (which are
at the end of this thesis). In the fourth Part, we develop the full extent of our work on matrix
Dirichlet process and related work. In the fifth part, we give the proofs of the main results in
our published paper and the proofs of our new results which have not appeared in any preprints
or publications.

1.1 Preliminaries

Since [t6’s fundamental contribution to stochastic analysis, the interaction between probability
theory, PDEs, geometry, quantum field theory and statistical mechanics has been one of the
main research areas in mathematics. In particular, diffusion processes, diffusion operators, and
their Markov semigroups have been important tools to describe time evolution phenomena and
stochastic dynamic systems. They have been the central subjects studied in stochastic analysis
and probability theory, PDEs, geometric analysis, and more recently, in random matrices theory
and orthogonal polynomials, etc.

There is a huge literature on symmetric diffusion operators, since half a century ago. The
interplay between analytic, probabilistic and geometric aspects of diffusion operators has been
extensively studied. The relevant topics range from heat kernel bounds, longtime behavior such
as the convergence to equilibrium and its rate, to functional inequalities and differential geometry
for operators on Riemannian manifolds, and more recently optimal transportation theory with
its application to metric measure spaces. See [14, 114, 115] and reference therein.

This thesis aims to study the diffusion operator from both geometric and algebraic views, in-
volving Harnack inequalities, W-entropy formulas, diffusions on matrices, non-associative algebra
etc. In this introduction, we describe the background and motivation of our work.

In this thesis, we consider symmetric diffusion operators, which naturally appear as infinites-
imal generators to stochastic differential equations. More precisely, consider a Markov diffusion
process (X¢)i>0 with continuous trajectories on an open set of R? or a Riemannian manifold. The
Markov semigroup (P;);>o generated by the diffusion process (X;);>0 is given by the following
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probabilistic representation formula

Pi(f) (@) = E(f(X0)| Xo = x),

where f is a bounded measurable function or more general measurable functions with suitable
integrability or regularity condition. The corresponding infinitesimal generator L is given by

Lf = limM

t—o00 t ’

for f such that the limit exists in suitable sense (for example, in L? with respect to a reference
measure on R™ or a given Riemannian manifold). Moreover, P;f is the unique solution to the
following heat equation associated with the operator L

P f =LPf=PLf, Pf=/Ff

A typical example is the heat semigroup generated by the Laplace operator on R™

Pif(z) = - F@W)pe(z,y)dy = «mlt)’é” /Rn f(y)e‘lwzfy‘gdy, t>0, zeR",

le—y|® . . .
e~ is the fundamental solution to the heat equation dyu = Au

in which pi(z,y) = ¥
on R™ and P f is the unique solution to the heat equation d;u = Au with initial data f, where
f is a bounded measurable function on R™.

The operator L is a second order differential operator with no zero component, semi-elliptic
and of the form - ‘
L(f) =Y g7 (@)0}f + Y _b'(2)dif, (1.1.1)

where the symmetric matrix (g% (x)) is everywhere non negative. The fact that L is symmetric
means that L is a self-adjoint operator with respect to some measure p. When p has a density
p with suitable regularity, we may write

L(f) = %Zai(gijpajf)- (1.1.2)

Given E a smooth manifold, A the space of smooth compactly supported functions on E, and
the diffusion operator L, we define its carré du champ operator and the I's operator as follows

(/.9) = 5(Lf9) ~ fL(g) ~ (), (113)

and

Pa(f) = 3(LL(F, )~ 20(f, L), (114)

where f,g € A.

In this thesis, we will always identify the coordinate function with the process written in
coordinates. For example, for a standard Brownian motion X; = (X!,..., X9) on R%, we write
its diffusion operators as

DX X7) =46, L(X")=0.

Following Bakry and Emery [12], we say that the curvature-dimension condition C'D(p,m)

with p € R and m € [1, 0] is satisfied, if for all the function f € A,

Da(f) 2 o0(f) + - (L)
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Parts of results in this thesis are proved for the weighted Laplacian. In fact, any elliptic
diffusion operator which is symmetric with respect to an invariant measure can be uniquely
transformed into a weighted Laplacian. By It6’s SDE theory, given a weighted Laplacian L =
A—V¢-V on a Riemannian manifold (M, g), we can construct a diffusion process (X¢,t € [0,7T])
on M by solving the following It6’s stochastic differential equation

dX; = V2dW; — Vo(X,)dt,

such that L is the infinitesimal generator of (Xy,¢t € [0,7]). Here W; denotes the Brownian
motion on (M, g).

The invariant measure of the weighted Laplacian L = A—V¢-V on (M, g) is given by du(z) =
e~?dvol(x), where dvol is the Riemannian volume element determined by the Riemannian metroic
g, i.e., dvol(z) = /detg(x)dz. By the Bochner Formula we have for a smooth function f on M

To(f) = [Hessf|? + Ric(L), (1.1.5)

where Ric(L) = Ric + Hess¢ is the so-called Bakry-Emery Ricci curvature associated with the
weighted Laplacian L = A — V¢ -V on (M, g). The curvature-dimension condition C'D(p, m) is
equivalent to
VooV
Ric + Hess¢ > pg + M,
where m > n, n is the dimension of the manifold M, and m € [n,o0] is a constant. See
[12]. Moreover, we denote the m-dimensional Bakry-Emery Ricci curvature by Ricy, (L) =

Ric + Hess¢ — %' Here we use the convention that m = n if and only if ¢ is a constant, and
when m = oo, Ricy, (L) = Ric(L).

1.2 Harnack inequalities for K-super Ricci flows and (K, m)-
super Ricci flows

The transition probability density function p:(x,y) of a diffusion process X; with infinitesimal
generator L is the fundamental solution (i.e., the heat kernel) to the heat equation du = Lu.
Thus, it is a fundamental problem in stochastic analysis to study the heat kernel and its properties
for a given diffusion process (or a given diffusion operator L). One important and effective way
to do so is to use the gradient estimate and the Hanarck inequality for the positive solution
of the heat equation 0;u = Lu and to use the geometric or analytic conditions on Riemannian
manifolds to derive the heat kernel estimates. There are extensive references in the literature in
the study of the Harnack inequality and the heat kernel, see e.g. [42, 14] and reference therein.

Let M be an n dimensional complete Riemannian manifold, u be a positive solution to the
heat equation

Oru = Au.

In their famous paper [119], P. Li and S.T. Yau proved that, if Ric > —K, K > 0, then the
following Li-Yau differential Harnack inequality holds: for any a > 1,

|Vul? O na? na’K

o —_—t =
u? u T2t \2(a-1)

(1.2.6)

For some improvements of the above inequality, see Davies [42] and Bakry-Qian [18]. If Ric > 0,
taking o — 1, the following Li-Yau differential Harnack inequality holds for positive solutions

13



to the heat equation dyu = Awu on complete Riemannian manifolds with non-negative Ricci
curvature | |2 5
Vu an n
- — < —. 1.2.7
u? u ~ 2t ( )
On the other hand, R. Hamilton [59] proved a dimension free Harnack inequality for positive
and bounded solutions to the heat equation d;u = Au on compact Riemannian manifolds, which
is different from the Li-Yau differential Harnack inequality (1.2.6) under the same condition.
More precisely, suppose that there exists a constant K > 0 such that Ric > —K, then for any
positive and bounded solution u to the heat equation d;u = Aw the following Harnack inequality
holds:

|V logu|? < <1 + QK) log(A/u), Vxe M,t>0, (1.2.8)

where A :=sup{u(t,z):x € M,t > 0}.
Under the same condition Ric > —K, Hamilton [59] also proved the following Li-Yau type
Harnack inequality for any positive solution to the heat equation dyu = Au

|VU|2 2kt Ot N 4Kt
— — —_— < — . 1.2.9
u? € u - 2te ( )

There is a huge literature on Li-Yau inequality and Li-Yau-Hamilton inequality, see [12, 18,
15, 52, 54, 75, 78, 80, 6, 7] and references therein. In [116], F.Y. Wang proved a dimension
free Harnack inequality for the weighted Laplacian from a logarithmic Sobolev inequality on
complete Riemannian manifolds satisfying the curvature-dimension condition CD(K,c0). In
[15], Bakry and Ledoux derived the Li-Yau Harnack inequality (1.2.7) for positive solution of the
heat equation O;u = Awu on Riemannian manicolds with non-negative Ricci curvature from an
improved logarithmic Sobolev inequality for the heat semigroup P; = e*®. In [75, 79, 74], the
Li-Yau Harnack inequality (1.2.7) has been extended to positive and bounded solutions to the
heat equation associated to the weighted Laplacian L = A — V¢ - V on complete Riemannian
manifolds with both CD(0,m), m > n and CD(—K, c0), K > 0 condition. In [74], an improved
version of the Hamilton Harnack inequality (1.2.8) has been proved for positive solution of the
heat equation 0;u = Awu on complete Riemannian manifolds with Ric > —K and for d;u = Lu
for more general weighted Laplacian L = A — V¢ - V on complete Riemannian manifolds with
Ric(L) = Ric+ Hess¢ > —K. In a more recent paper by Bakry, Gentil and Bolley [13], they
extended the idea in Bakry and Ledoux [15] and proved a Li-Yau Harnack inequality for general
Markov semigroup on complete Riemmanian manifolds under C' D(p, n) condition, where p # 0 is
a constant, n > 1. Their results is sharper than the well-known Li-Yau type Harnack inequalities.

In this thesis, we aim to extend the Li-Yau Harnack inequality (1.2.7) and the Li-Yau-
Hamilton Harnack inequality (1.2.8) to the heat equation of the Laplacian or the weighted
Laplacian on Riemannian manifolds with time-dependent metrics and potentials, in particu-
lar, to the K-super Perelman Ricci flow. The Ricci flow was introduced by R. Hamilton [58] in
1982, as an approach to prove the Poincaré conjecture and Thurston’s geometrization conjec-
ture. It allows to deform the Riemannian metrics on a given manifold along the flow of the Ricci
curvature tensor

drg = —2Ric. (1.2.10)

In [58], Hamilton proved that the Cauchy problem of the above equations admit a unique local
solution defined on M x [0, 7] on any compact manifold, and on 3-dimensional compact manifold
with initial Riemannian metric whose Ricci curvature is strictly positive, the Ricci flow equation
has a unique global solution defined on M x [0, c0) with given initial condition. Deforming the
metric along the Ricci flow, one can produce canonical geometric structures starting from rather
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general initial metric and prove certain analytical, geometrical, and topological results about the
canonical metric on Riemannian manifolds. The most famous success of the Ricci flow is the
proof of the Poincaré conjecture and Thurston’s geometrization conjecture by G. Perelman [99]
in 2002. See also [90, 63, 34, 36] and related references.

Thus it is very natural to develop geometric analysis and stochastic analysis on Riemannian
manifolds with time dependent metrics. For example, to study the gradient estimates, Har-
nack inequalities and functional inequalities for diffusion processes on manifolds equipped with
the Ricci flow or modified Ricci flows. Since Hamilton and Perelman’s seminal works, there
have been extensively work on this topic, for example the classical results by Hamilton [59],
Perelman [99], see also [40] and reference therein. In [5], Arnaudon, Coulibaly and Thalmaier
constructed the Brownian motion on manifolds with time dependent metrics and give a prob-
abilistic characterization of the Ricci flow using the damped parallel transport along the path
of Brownian motions on these manifolds. In [55], Guo, Phillipowski and Thalmaier proved the
Hamilton type Harnack inequality and the Boltzmann entropy dissipation formula for positive
solution of the backward heat equation O;u + Ag(t)u = 0 on compact manifolds equipped with
the backward super Ricci flow % < 2Ric using a stochastic analysis approach. In her PhD thesis
[37] and related work [39, 38], L.-J. Cheng extended the stochastic analysis approach and proved
the HWI inequality and related inequalities on Riemannian manifolds equipped with the super
Ricci flows. Let us mention the very recent work by Sturm [108, 109, 110] for the introduction of
the notion of super Ricci flows on metric measure spaces and relevant study in geometric analysis
on metric measure spaces.

In this thesis (see Chapter 5), we first prove that the logarithmic Sobolev inequalities for the
heat equation associated with the weighted Laplacian on Riemannian manifolds is equivalent to
the fact that the metric satisfies the K-super Perlman Ricci flow (Theorem 5.2.1). As a conse-
quence, we are able to prove the Hamilton type Harnack inequality(Theorem 5.2.4) by extending
the method used in [74]. Moreover, we prove the Li-Yau-Hamilton type Harnack inequality to the
heat equation associated with the weighted Laplacian on compact Riemannian manifolds with
the (K, m)-super Ricci flow (Theorem 5.2.6), and on complete Riemannian manifolds with fixed
metric satisfying the CD(K, m) condition (Theorem 5.2.7). These results play an important
role in the study of the W-entropy formulas for the heat equation of the weighted Laplacian on
Riemannian manifolds equipped with the K-super Perlman Ricci flow or the (K, m)-super Ricci
flow. See the next subsection.

1.3 W-entropy formulas on K-super Ricci flows and (K, m)-
super Ricci flows

The physical notion of entropy was first introduced by R. Clausius in 1865 in his study of
the Carnot cycle in thermodynamics. In 1872, L. Boltzmann [25] introduced the evolution
equation(now called the Boltzmann equation) for the probability distribution density of the
ideal gas in the phase space. He also introduced the H-quantity (now called the Boltzmann
entropy) and proved the H-theorem for the Boltzmann equation in kinetic theory of gas. In
1877, Boltzmann [26] gave the statistical interpretation of the H-quantity using the probability
theory.

The H-entropy introduced by Boltzmann is an important tool in many mathematical fields,
such as partial differential equation, probability, statistical mechanics, etc. It has been founded
as an important tool in the study of information and communication theory by Shannon [101].
It plays also important role in J. Nash’s seminal work [91] on the regularity of the solution to
the parabolic equation and elliptic equation of second order elliptic operators with measurable
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coefficient related to the 19th Hilbert problem. The notion of the Kolmogorov-Sinai entropy
[64, 104] , which is a variant of the Boltzmann entropy, has been also an important tool in the
study of the ergodicity theory for dynamical systems. Moreover, the notion of the entropy has
been the source for P. Lax and other people to introduce the notion of the entropy solution for
hyperbolic systems and the fluid equations which have singularity structure, such as the Euler
equation and the Navier-Stokes equations. See Evans [50, 51] and references therein.

In his seminal paper [99] in 2002, Perelman introduced W-entropy for the Ricci flow and
proved its mononicity along the conjugate heat equation, which enabled him to prove the no
local collapsing theorem for the Ricci flow and "remove the major stumbling block in Hamilton’s
approach" to the Poincaré conjecture and Thurston’s geometrization conjecture. More precisely,
let M be an n-dimensional compact Riemannian manifold equipped with the Ricci flow

drg = —2Ric, (1.3.11)

Perelman first introduced the so-called conjugate heat equation

n

8tf:—Af+|Vf|2—R+2—7

related to the Ricci flow, and then introduced the W-entropy as follows

W(g,u,7) = / [T(R+ |Vf]?) + f — n]udvol, (1.3.12)
M
where R denotes the scalar curvature of the metric g, dvol is the volume element, 0;7 = —1,
u = (467;% . Moreover, he proved the following W-entropy formula
iW( fT)—2/ T‘Ric+Hessf—£2Ldvol (1.3.13)
a DT = M 271 (4mT)n/2 . o

As a consequence, the W-entropy is monotone along the solutions to the Ricci flow and the
conjugate heat equation.

The importance of the W-entropy lies in the fact that it reveals the evolution of the system
and gives the description of the equilibrium state. More precisely, from the mononicity formula
(1.3.13) we know that £W (g, f,7) = 0 at some time ¢t = ¢, if and only if (M, g(to), f(to)) is a
shrinking gradient Ricci soliton

Ric + Hessf = 2£ (1.3.14)
T

Moreover, the W-entropy is closely related to the logarithmic Sobolev inequality. Indeed, the
mononicity of W-entropy implies that the optimal constant p(7) in the logarithmic Sobolev
inequality, defined by

() inf{W(u, 1), /M udv =1}

inf {/ [T(4|Vw|? + Rw?) — w? long]d,u}
M

is decreasing in time along the conjugate heat equation. For details, see Perelman [99].

In [93, 92], Ni studied the W-entropy for the linear heat equation d;u = Au on complete
Riemannian manifolds and proved that the W-entropy is decreasing on complete Riemannian
manifolds with non-negative Ricci curvature.
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In [76, 78], X.-D. Li introduced the W-entropy for the heat equation d;u = Lu of the weighted
Laplacian L = A—V¢-V on complete Riemannian manifolds and proved the W-entropy formula.
The monotonicity of the W-entropy is proved on complete Riemannian manifolds with non-
negative m-dimensional Bakry-Emery Ricci curvature, which extends the above mentioned result
due to Ni [93]. Moreover, a rigidity theorem is proved for the W-entropy in the corresponding
context.

It is natural to ask the questions (raised by experts during the past years) what happens for
the heat equation d;u = Lu of the weighted Laplacian L = A — V¢ -V on complete Riemannian
manifolds with Ricy, (L) > K, equivalently, the CD(K,m) condition holds, for K € R and
m € [n,00), and what happens when K € R and m = oo, equivalently, the CD(K, co) condition
holds. Moreover, it is also interesting to know what happens for the heat equation d;u = Lu
on Riemannian manifolds with its metric satisfying the (K, m)-super Ricci flow or the K-super
Ricci flow.

In this thesis, we give the complete answers to the above mentioned questions. The main
tool in our work is the Bakry-Emery Ricci curvature. In fact, during the past decades many
results have been in proved in the study of geometric and stochastic analysis on Riemannian
manifolds with weighted measure using the Bakry-Emery Ricci curvature. See e.g. Ané et al.
[4], Bakry-Gentil-Ledoux [14], F.-Y. Wang [116, 117] , X.-D. Li [75, 52, 54, 74] and references
therein.

The Bakry-Emery Ricci curvature has been essentially used in Perelman’s work [99]. More
precisely, let M = {Riemannian metric g on M}. Perelman introduced the F-entropy functional
by

Flg.f)= [ (4|95 do
on M x C*®(M), where R is the scalar curvature and dv is the volume element. Under the
restriction that du = e fdv is a fixed measure on M, he proved that the gradient flow of the

F-entropy functional with respect to the standard L?-metric on M x C>®(M) is given by the
following modified Ricci flow (called Perelman’s Ricci flow throughout this thesis)

0rg = —2(Ric + Hessf) (1.3.15)
and the conjugated heat equation
of=—-Af—R. (1.3.16)

By [99], under a family of time-dependent diffeomorphisms on M, the modified Ricci flow is
equivalent to Ricci flow (1.3.11). Moreover, it is proved by Perelman that

i}'(g(t)j(t)) = 2/ |Ric + Hessf|26_fdvol.
M

dt
Thus, the F-entropy functional is increasing along the Perelman Ricci flow and the conjugate
heat equation, and %W(g(t),f(t)) = 0 at some time ¢ = tq if and only if (M, g(to), f(to)) is a
steady gradient Ricci soliton
Ric + Hessf = 0. (1.3.17)

We now introduce the definition of (K, m)-super Ricci flow: Let M be an n-dimensional
manifold equipped with a family of time dependent metric g(t) and potentials ¢(t), By definition,
(M,g(t),d(t),t € [0,T]) is called a (K, m)-super Ricci flow if the the following inequality holds

1
iatgt + Rlcm,n(L) 2 K» t € [OaT}v
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where K € R and m € [n, o0] are two constants. When K = 0 and m = n, it is the super Ricci
flow; when m = n, K € R, it is called the K-super Ricci flow. When K € R and m = oo, we call
(M, g(t),#(t)) a K-super Perelman Ricci flow, i.e.,

1
iaegt +Ric(L) > K, te][0,T].

In this thesis, based on the Harnack inequalities we proved in Chapter 5 (see also Section 1.2
above), we introduce the W-entropy functional and prove its mononicity formula for the (K, m)-
super Ricci flow and for the (K, co)-super Ricci flow. More precisely, in Section 6.3.1, we prove the
W-entropy formulas on manifolds with time dependent metrics and potentials(Theorem 6.3.2),
as a corollary, on compact manifolds equipped with the (0, m)-Perelman Ricci flow we prove the
mononicity theorem for the optimal logarithmic Sobolev constant (Theorem 6.3.3); in Section
6.3.2, for K € R, we prove the W-entropy formula on complete manifolds with the CD(K, m)
condition (Theorem 6.3.4) and the W-entropy formula on compact manifolds with the (K, m)-
super Ricci flow (Theorem 6.3.6); in Section 6.3.3, for K € R, we prove the W-entropy formula on
complete manifolds with the CD(K, 0co) condition (Theorem 6.3.7) and the W-entropy formula
on compact manifolds with the (K, oco)-super Ricci flow (Theorem 6.3.9). Moreover, using the
warped product interpretation of the m-dimensional Bakry-Emery Ricci curvature, we give a
new proof of the W-entropy formula for the weighted Laplacian on manifolds with fixed metric,
and give a natural geometric interpretation of all the quantities in the W-entropy formulas. For
details, see Chapter 6.

1.4 W-entropy formulas on Wassertein space over Rieman-
nian manifolds

During the past decades, inspired by the seminal works of G. Monge [89] and L.V. Kantorovich
[61], the theory of the optimal transportation have been intensively developed in probability
theory, PDEs, geometric analysis, and other related areas in mathematics. By the works of
Brenier [29], McCann [85], Caffarelli [32, 31], and Caffarelli-Feldman-McCann [33], the existence,
uniqueness and regularity of the Monge-Kantorovich problem with the quadratic cost function
have been completely solved. Inspired by the work of V.I. Arnold [8] on the incompressible Euler
equation, F. Otto [96] introduced an infinite dimensional Riemannian metric on the Wasserstein
space of probability measures over Euclidean space, and proved that the Fokker-Planck equation
and the porous media equation can be realized as the gradient flow of the Boltzmann entropy
and the Renyi entropy on the Wasserstein space. In view of this, he proved the contraction
property of the Wy-Wasserstein metric between the Fokker-Planck diffusions and the solutions
to the porous media equation. In [97], Otto and Villani proved the HWT inequality for the heat
equation of the weighted Laplacian on manifolds with the C'D(K, oco)-condition. Sturm [105],
Sturm and von Rennese [111] extended Otto’s results to the Wasserstein space over Riemannian
manifolds, and proved the contraction property of the Wy-Wasserstein metric between the Fokker-
Planck diffusions is indeed equivalent to the C'D(0,c0)- condition for the Bakry-Emery Ricci
curvature. In [35], Carrilllo, McCann and Villani proved the K-displacement convexity for the
free energy functional associated to the nonlinear Fokker-Planck equation in a porous media
with self-interaction between particles. More recently, Lott, Villani [82] and Sturm [106, 107]
have independently developed a study of geometric analysis on the metric measure spaces using
the theory of the optimal transportation. See Villani [114, 115], Ambrosio-Gigli-Savare [2] and
Ambrosio-Gigli [1] and extensive reference therein.
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To better describe our work, let us give more details about the above mentioned results. Let
(M, g) be a complete Riemannian manifold equipped with a smooth measure dy = e~®dvol, where
¢ € C?*(M), and Po(M, 1) be the Wasserstein space of all probability measures p(z)du(x) with
density function p on M such that [, d*(o,z)p(x)du(z) < co, where d(o,-) denotes the distance
function from a fixed point 0 € M. For any two probability measures pg, 1 € Po(M, u), the
Wasserstein distance Wa(puo, p1) is defined by

Wio) = _int [ (wyn(o), (1.4.18)
we€ll(po,m1) J pg

where II(uo, pt1) is a probability measure on M x M, whose marginal measures are pg and p;.
Let L= A — V¢ -V, and let u be a positive solution to the heat equation d;u = Lu, then it is
well known that the C'D(0, co)-condtion, i.e., Ric+V2¢ > 0, implies that the relative Boltzmann
entropy

Ent(uum):/ ulogudu
M

is convex in time ¢ along the heat equation d;u = Lu. See Bakry and Emery [12].

Let dpo = updp and dpy = uidp be two probability measures on M, and let {u;,t € [0,1]} be
the Wasserstein geodesic between g and p in the Wasserstein space Po(M, 1) equipped with
Otto’s infinite dimensional Riemannian metric, and define Ent(u:|u) to be the relative Boltzmann
entropy of the probability measure p; with respect to p, i.e.,

dpe %du_

Ent(pe|p) = g

Under the CD(K, 00) condition, i.e., Ric + V?¢ > K, Sturm [105, 106] and Lott-Villani [82]
independently proved that the relative Boltzmann entropy Ent(u:|p) is K-convex along the
Wasserstein geodesic on the Wasserstein space Py (M, 11). More precisely, if Ric+V2¢ > K, then

K
Ent(uln) < (1= )Bnt(uolps) + tBnt us ) — (1 = W3 (o, 1), ¢ € [0,1]

In [82, 106, 107, 115], the K-convexity along the Wasserstein geodesic has been used as the
definition property for the curvature-dimension C'D(K, c0) condition on metric measure spaces
which usually have singularity and loss the smooth regularity for the development of a nice
geometric analysis in a standard way.

The above results has further been extended by McCann-Topping [86] and Lott [81] to com-
pact manifolds equipped with the super Ricci flow or the Ricci flow. In [86], McCann and
Topping proved that the Brownian diffusions on compact Riemannian manifolds equipped with
the super Ricci flow has the Wh-contraction property. On the other hand, Lott [81] proved
two convexity results for the Boltzmann type entropy functionals along the £-geodesics on the
Wasserstein space over (M, g(t)) equipped with the Ricci flow, which are closely related to Perel-
man’s results on the monotonicity of the F and W-entropy for the Ricci flow. Moreover, using
the Li-Yau-Hamilton differential Harnack inequality for Ricci flow due to Perelman [99], Lott
proved that the monotonicity of Perelman’s reduced volume is a consequence of the convexity
property of a Boltzmann entropy type functional related with the Wasserstein space associated
with Perelman’s reduced distance. In [66], Kuwada and Phillipowski derived McCann-Topping’s
Ws-contraction property using the coupling of Brownian motions on manifolds equipped with
the super Ricci flow.

In this thesis, inspired by the all the works mentioned above, and following Perelman [99]
and [93, 76, 78, 72|, we first prove an analogue of McCann-Topping’s Wa-contraction for the
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Fokker-Planck diffusions and Lott’s convexity theorem for suitably defined Boltzmann type en-
tropy functionals on compact manifolds equipped with the Perelman modified Ricci flow (1.3.15)
and the conjugate heat equation (1.3.16), see Section 7.1 and Section 7.3. We then introduce the
notion of the W-entropy for the geodesic flow on the Wasserstein space Po(M, 1) and prove its
monotonicity formula (Theorem 7.3.1). We find that there is an essential similarity between the
W-entropy formula for the geodesic flow on the Wasserstein space and the W-entropy formula
for the heat equation on the underlying manifolds. Inspired by J.-M. Bismut’s works [22, 23, 24]
on the deformation of the Witten Laplacian on the cotangent bundle over finite dimensional
Riemannian manifold, and extending his idea to the infinite dimensional Wasserstein space over
Riemannian manifolds, we introduce the Langevin deformation of geometric flows on the Wasser-
stein space, which interpolates the geodesic flow and gradient flow on the Wasserstein space, and
prove the Boltzmann entropy dissipation formula along the Langevin deformation of flows (The-
orem 7.5.2). Moreover, we prove the W-entropy inequality for the Langevin deformation flows
on Wasserstein space over the manifolds with the entropic curvature-dimension CDgy (K, m)
condition, which was introduced very recently by Erbar-Kawada-Sturm [46].

1.5 Spectrum processes on the octonion algebra

We now describe the motivation of our study on the matrix-valued diffusion processes, which can
be viewed as diffusion processes taking values in Riemannian manifolds of matrices satisfying
some algebraic or geometric constraint conditions. The study of the law of the spectrum has been
one of the most important topics in random matrix theory. One may consider stochastic diffusion
processes on specific matrices, for example symmetric or Hermitian matrices. Usually when
one considers the empirical measure of the spectrum, it satisfies again a stochastic differential
equation, hence defines a diffusion process, called the Dyson type diffusion process, see e.g.
the seminal works of Wigner [118], Mehta [87], Dyson [45], more recently Anderson-Guionnet-
Zeitouni [3], Erdos et al. [47, 49, 48] , Forrester [53] and references therein. In [73], the Dyson
type diffusion processes has been studied for real symmetric or Hermitian matrices with general
external potential functions.

In the paper [19] by Bakry and Zani, the authors considered real symmetric matrices whose
elements are independent Brownian motions depending on some associative algebra structure of
the Clifford type. To study the law of the spectrum of the matrices, they consider the processes
on the characteristic polynomials P(X), leading to the spectrum of the matrices which reflects
the structure of the algebra, known as Bott periodicity. Their results have shown that the related
diffusion operator provides an efficient method to study the spectrum of random matrices, and
even the structure of the algebra, since the Bott periodicity even appears as a consequence of
the study of the spectrum of the matrices.

The previous study on Dyson Brownian motion, including the work of Bakry and Zani [19] on
the Clifford algebras, mainly concentrated on the case where the underlying algebra is associative.
It is therefore worth understanding how important this property is in the study of the related
Dyson processes. The octonion algebra, which is nonassociative but only alternative, provides
a good example for us to start with. In his book [53] (Section 1.3.5), Forrester mentioned that
the distribution C nexp(—5 37 A [1;<j<pen Ak — Aj|? with 8 = 8 can be realized by the
law of the spectrum of the 2 x 2 matrices on octonions, with Gaussian entries. It is therefore
worth to look at the associated Dyson process, which could also provide the result in Forrester
[63] through the study of its reversible measure.

There are only four normed division algebras: R, C, H and @. We are familiar with R, C,
and while quaternions H are noncommutative but associative, octonions are nonassociative but
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only alternative. Even though their properties are not so nice, octonions have some important
connections to different fields of mathematics, such as geometry, topology and algebra. One
interesting example is its role in the classification of simple Lie algebras. There are 3 infinite
families of simple Lie algebras, coming from the isometry groups of the projective spaces RP",
CP™ and HP". The remaining 5 simple Lie algebras were later discovered to be in a connection
with octonions: they come from the isometry groups of the projective planes over O, O ® C,
O®H, O® O and the automorphism group of octonions. It is also worth to mention that,
according to the independent work by Kervaire [62] and Bott-Milnor [27] in 1958, saying that
there are only 4 parallelizable spheres: S°, S', S? and S”, which correspond precisely to elements
of unit norm in the normed division algebras of the real numbers, complex numbers, quaternions,
and octonions. See more examples in the paper by J. Baez [9].

In our work we consider Brownian motions on symmetric matrices of octonions. Due to the
fact that octonions are nonassociative, and in contrast with the Clifford case, the dimension of the
matrices plays a specific role. To study the specturm of the matrices, we consider the processes
on the characteristic polynomials P(X), as introduced in the paper [19]. Because of the specific
structure of octonions, the traditional way to compute the law of the spectrum turns out to be
quite hard, while computation of diffusion operators on the process of P(X) provides a simpler
and more efficient method to see things clearly. We provide two specific models on octonions,
one is in dimension 2 (Section 8.2.1) and the other one in any dimension (Section 8.2.2), and
study the diffusion of their spectrum (Proposition 8.2.1, Proposition 8.2.2). We prove that in
both cases the spectrum of the matrix is a process itself and we describe the multiplicity of the
eigenvalues and the invariant measures. In particular, our model in dimension 2 implies the
distribution of spectrum of 2 x 2 matrices on octonions with Gaussian entries, as mentioned in
Forrester [53].

1.6 Matrix Dirichlet process

Let a = (ag,a1,az,...,aq) € Rf‘l, where a; € Ry,i = 0,1,...,d are all positive. The Dirichlet

distribution D(ag, a1, az, ..., aq) on the simplex Ag = {(z;)%_, € R4 : Z?:o x; = 1} is given by

d
1 a1—1 ag—1
- - ~1
B—zll gt (L= — =) lAd(l—Zzi,zl,...,xd)dxl...dxd
e i=1

I‘(ao)...F(ad)
I'(ao+...4+aq)
an important role in statistics, such as prior distributions in Bayesian statistics, machine learning,

natural language processing. It also has an application in population biology, for example the
Wright-Fisher model.

The matrix Dirichlet measure, as an analogy of Dirichlet distribution, was first introduced
by Gupta and Richards [57], as a special case of matrix Liouville measure. It has been deeply
studied, by Olkin and Rubin [95], Gupta, Letac [68, 67] and the reference therein. In this thesis
we introduce the matrix Dirichlet process whose invariant measure is matrix Dirichlet measure.
On one hand the matrix Dirichlet measure is important in statistics, on the other hand it provides
a model of multiple random matrices, which is related with orthogonal polynomials, integration
formulas, etc. The problems such as the Dyson process of matrix Dirichlet process are worth to
study. Moreover, it also reflects the geometry of spaces of matrices, see [60].

Our interest of this topic not only lies in its importances in statistics and random matrices, but
also in the fact that it provides a polynomial model of multiple matrices. A detailed description
of the polynomial models will be given in Section 2.5, but let us mention that in a polynomial

where B, = . It is the multivariate generalization of the beta distribution, and plays
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model, the diffusion operator can be diagonalized by the orthogonal polynomials, leading to
the algebraic description of the boundary; Such polynomial models are quite rare: up to affine
transformation, there are 3 models in R [16] and 11 models on compact domains in R? [17].
More recently, Bakry and Bressaud [11] provided new models in dimension 2 and dimension 3,
by investigating the finite groups of O(3) and their invariant polynomials. The difference between
the paper [17] and the paper [11] is that in the first one, the polynomials are ranked with respect
with their natural degree, whereas in the second, this hypothesis is relaxed, allowing for more
examples. In fact, our construction of the diffusion operators of matrix Dirichlet process relies
on the boundary equation of polynomial models introduced in [17].

It is worth to mention that in the PhD thesis of Y. Doumerc [43], in which he studied the
matrix Jacobi process, which can be seen as a one matrix case of matrix Dirichlet process. The
matrix Jacobi process is given by a stochastic differential equation. By It6’s SDE theory, one
can prove the existence and uniqueness of the matrix Jacobi process.

In our work, we first provide a new point of view for understanding the classical results on the
simplex, which comes from the images of the diffusion on the sphere; then we give the description
of all the polynomial models on the simplex with Dirichlet distribution (Theorem 11.0.4), by using
the arguments of the boundary equations in [17]; then we introduce the matrix Dirichlet process
(Theorem 12.1.1), whose invariant measure is the matrix Dirichlet measure. Moreover, we give
two interpretations for the matrix Dirichlet process: one is from the unitary matrices in the polar
decomposition of complex matrices (Section 12.2), and the other one comes from the projection
on SU(d) (or SO(d)) (Section 12.3), which can be considered as a higher dimension analogy of
the construction of the matrix Dirichlet process on the simplex.
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Part 11

Basics and Examples
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Chapter 2

Basics on diffusion operators

In this section we give an introduction to the symmetric diffusion operators and provide some
classical examples related to this thesis. For more details, we refer to the book by D.Bakry,
I.Gentil and M.Ledoux [14].

2.1 Diffusion operators, integration by parts formula

Let Q be a smooth manifold, endowed with a o-finite measure p. Let A be the space of smooth
compactly supported functions on 2. For any linear operator L : A — A, we define its carré du
champ operator as

1
L(f,9) = 5 (L(f9) = fL(9) — gL(P))
Definition 2.1.1. A symmetric diffusion operator is a linear operator L: A®1— A, such that

1. Given a system of coordinates x = (z1,- -+ ,Zn), a smooth function f:R"™ — R,

erz,xj +ZLm18f ().

2.Vf,ge A®l, [fL(g)du= [gL(f)dp,
3. Vfe AT(f,f) >0

A direct consequence of the above definition leads to the change of variable formulas. For
some smooth function ® : R® — R, f = (f1,..., fn), fi € A for each i , we have

=D _0()L(f) +Z L(fi, £3)-

Another observation from the definition is the integration by parts formula, for any f,g € A

we have
/F(ﬁg)du: —/ fLgdp.
Q Q

If u(dz) = p(x)dx where p is a smooth positive function on €, dz is Lebesgue measure, then
we can write

28 (@i, 2)p0; f).
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which gives for each i,
L(.Z‘l) = Z F(l‘i, a:j)8j log p + (‘3]-1“(151-, .Z‘j).
J

Given L is an elliptic diffusion operator, it provides an easy way to compute the density p of the
associated invariant measure.

Suppose (2 is relatively compact and admits an piecewise smooth boundary 9. For an
arbitrary point xo € 91, consider a smooth function f which is compactly supported in B(zg, r),
and a 1-form wy given by

W = Zgljfpdxl Ao A d/a-v\J A ... Ndzy,,
J

where EE denotes the omission of dz; at the j-th place. Then

dwp = p(I'(f, 1) + fL(z1))dz,
implying that [, dws = 0. By Stokes formula, we have

_ 15 _
W = E g7 fpn;dz =0,
/89 ! /89 7 !

where n; is the normal vector on the boundary. Since f is an arbitrary smooth function ,we have
on 02N B(zg, )
> _g7n; =0.

J

If there exists smooth functions {ay, ..., ax} such that for some smooth function G¥, B?
L(a;) = B'(a1,...,ax), T'(a;,a;) =G (ay,...,ax)

Then we get
L(f(a)) =) GY05f+) B'opf
ij k
and we say {a1,...,ax} form a closed system, which enables us to find diffusions, as we will show
later.

The spectral decomposition of the diffusion operator L is an efficient tool to analysis the
associated semigroup P;, especially when the spectrum is discrete. When the measure p is
carried by an open subset of R?, then we may even expect to find those eigenvectors to be
polynomials. Then, one is able to find an orthonormal basis of £2(u) formed with orthogonal
polynomials which are eigenvectors of the operator L. In fact, let us assume that £2(u) admits
an orthonormal basis {e,,n € N} on a domain  in R, and L can be diagonalized by the basis
such that

Le, = —Anen.

Then we have an explicit formula of P;

Pf(x) = / F)pe(a, ) du(y),

where

pi(z,y) = Z e_)‘”ten(x)en(y).

Although it is still needed to decide wether the series converges, only the existence of eigenvectors
would provide more information on the diffusion models.
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2.2 SDE related to diffusion operators

Consider a stochastic differential equation on R"™:
dXt = O'(Xt)dBt +b(Xt)dt
XQ = X

where (By)¢>0 is the standard Brownian motion on R", ¢ and b are functions on R"™. Let X; be
a solution to this stochastic differential equation. Then by It6’s formula, for a smooth function
f:R™ > R, we have

t . .
10X = 1) = [ 0508 X0aB! + [ (S ool 106 + b 0K
k
Denote

Z ot 0 [(X,) + Z bo;f

l]k

7(X, /8f dB+/£f

Since fo 9;f(X,)ok(Xs)dB] is a martingale, we have

Then

Ef(X)) = f(z) + / E(Lf(X.))ds

The semigroup operator P; is defined as P;f(z) = E(f(X:)|Xo = ), the above formula gives
rise to

0P f =LPf, Po(f)(z)=f(z)
On the other hand, from the above discussion, it is easy to see that given the stochastic differential
equation 2.2.1, we can decide that

1 .
F(xi,xj) = 520,&7%
k

L(z;) = b

2.3 Curvature-dimension inequality

We start with the definition of I'y, cf. [12]:
Definition 2.3.1. The operator I's is a bilinear map Ag X Ag — Aq defined as:

Pa(f,9) = 5(LI(,9) ~ T(f,Lg) ~ D(Lg, /)
for all (f,g) € Ag x Ay.

Here we use the same notation as in the previous section, Aq is the space of all the smooth
functions with compact support on R?. For simplicity we write I's(f, f) = Ia(f).
The formula of change of variable I'y is given by

Lo ((f) = ¢ (F)*T2(f) + o' (HY"(HTS L)) + " ()T (f)?
where f € Ay and ¢ € C?(Ap, Ao).
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Definition 2.3.2. We say that the operator L satisfies the curvature-dimension inequality CD(p,n),
with p € R and n € [1,00], if for all the function f € Ay,

Da(f) 2 0(f) + ~(L)?

A general elliptic differential operator L on manifold with dimension d can be uniquely de-
composed as L = A 4+ VliogV -V, where A is the Laplacian associated to the Riemannian
metric g, V = p — y/det(g;;) where p is the density of the invariant measure of L. T's(f) can be
decomposed to

Lo(f) = [V2f” + (Ricy — V2 1og V)(V £, V)

Then the curvature-dimension inequality C'D(p, n) holds if and only if

Ricy — VZlogV > pg +

1
dlogV@logV.

n —

When L = A, it is quite easy to get T'a(f) > 5(Af)2; On the other hand, when an operator
satisfies CD(0, d), we must have log V' = 0, such that this operator is exactly A.

2.4 Examples

In this section we provide some classical examples of diffusion operators. For more details, see
[10].

2.4.1 Brownian motion on the sphere

To give the explicit form of the diffusion operators of Brownian motion on the sphere {S?~! :
Z? x? = 1}, we consider the sphere as a Riemannian manifold, and the upper(lower) half sphere
has B4~1 = {& = (21,...,wq_1), >, #7 < 1} as its local chart, each point z € B! correspond to
(z,4/1 — |z|2) € S¥"L. Then the image of Euclidean metric of R? restricted on S41 is

d—1

;X5
gsd—1 = ; ((51']‘ + 11— |;|2)da:idacj
whose inverse is I'(z;, z;) = d;; —x;2;. And we also have L(z;) = —(d—1)z;. Then the Laplacian

on the sphere is given by
Agd—l f(.’E) = Z (5” — xlxj)alajf — (d — 1) Z .’Ezalf

i,j<d—1 i<d—1

Consider the sphere as an embedded submanifold in R¢, define the Euler operator V = 3" z;0;,
then

Pea(f,f) =Traf — (VF)?, Asa(f)=Agaf —Vf—(d-2)Vf
In fact, if the diffusion process starts from the sphere {S41 : Zf x? = 1}, we have
D(jzf 2/*) =0, L(j2[*) =0

which implies that for any smooth function L(f(|z|?)) = 0, indicating that the diffusion process
always stays on the sphere.
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Now consider the projection 7 : S¥=! — BP, for p < d — 1, i.e. 7(z1,..., 24-1) = (T1, ..., 7).
In this case the diffusion operators do not change, moreover, we may consider

D(2i,x5) = 055 — xiwy,  Lwg) = —(d — 1)y,

d—

Then the invariant measure is C(1 — ||#]|2) % . When p = d — 1, it is C(1 — ||z||2)~%, where

1 —||z]|> = 0 is indeed the boundary of B¢~!.

2.4.2 Brownian motion on SO(d) and SU(d)

Most results in this part are adapted from Zribi [120].

The Lie group we consider here are all groups of matrices. Now let G be the n dimension Lie
group with its Lie algebra G, then on G we have a bilinear Lie bracket [, ], which is antisymmetric
[X,Y] = —[Y, X] and satisfies Jacobi identity:

X, [V Z]) 4 [V, 2, X + [Z.[X. Y] = 0.

On Lie algebra G, we have adjoint action: ad(X)(Y) = [X,Y]. Then we introduce the Killing
form on G: For X,Y € G,
(X,Y) = trace (ad(X)ad(Y)).

If the Killing form is non-degenerated, we call G a semi-simple Lie algebra.

For semi-simple Lie algrebra G, we can define its Casimir operator, which commutes with all
the elements in Lie algebra G and gives the concept of the Laplacian on semi-simple Lie group.
More precisely, let {A;}i=1._, be a basis of G. Then define g;; = (4;, 4;), with ¢/ = (g;;) "
The Casimir operator with respect to a representation p of G is defined as

Q,= Zg“p(Ai)p(Aj)-

For any A € G, we have a right-invariant vector field X4 on G, which is given by

0

= 51/ li=o

Xa(f)(z)
Since X145 = [Xa,Xp] for A,B € G , the operation X : A — X, is a representation of G.
Then the Casimir operator can be written as Zl 97 Xa, X4,

In this section we consider Lie group SO(d) and SU(d). For SO(d) with d > 3 and SU(d)
with d > 2, they are all compact, semi-simple Lie groups. So we are able to define their Casimir
operator, which has Haar measure as its invariant measures.

Now we consider SU(d) with its Lie algebra su(d) = {X € GL(d), X+X* = 0, trace (X) = 0}.
The Killing form on su(d) is

(X,Y) = 2dtrace (XY™) = —2dtrace (XY).

Denote E;; the matrix satisfying E;; x; = ;10;1, and we define the following matrices:

Rij = Eij— Ej
Sy = (B + Ej)
Di; = i(Ei — Ej)
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First it is easy to notice that
su(d) = span{R;;, Sij, Dij,1 < j};
then with the Killing form (X,Y) = —2dtrace (XY), we have

(Rij, Rri) = 4ddirdji,  (Sij, Sw) = 4d0idj1  (Dij, D) = 2d(dix — 651 — 6 + 0j1)
<RZJ7S >_O <Rij7Dk'l>:O7 <Szj7Dkl> :O

In this setting, only {D;;} are not orthogonal. To simplify the computation, notice that D;; can
be realized by v2d(z; — ;) where {x;} are the coordinates on Euclid space R?, since

(g —xj, ) — x1) = O3 — Ojk — Ot + 0.

To meet the restriction that - x; = 0, define y; = v2d(x; — 5 > x;), then we have I'ga (y;,y;) =

77(8i; — ). Therefore, by definition the Casimir operator given by span{D;;,i < j} is

1 1 9
Z2d(6 yzyj_ZdZZ j :ﬁZXDU
1<j 1<J
Therefore the Casimir operator can be written as
2
Lsvw = 45 Z ., + X3, gxf%ij), (2.4.1)
i<J
whose its carre du champ operator is given by
1 2

1—‘SU <f7 ) 4d(z XRij (f)XRLJ (g) +XSij (f)XSu (g) + EXDij (f)XDij (g)) (2'4'2)
1<J

To have the explicit formula of I' and L, the direct way is to compute all the operators.
However, since they are bi-invariant, it suffices to compute them at identity. First we have

Lemma 2.4.1. At z =1d,

Xp, = 0,,—0.,+05 —0

ij Zij Zji Zij Zjio
XSij = Z(azij + 8Zji - afu - afji)’
XDi]. = z(@zn — 82“. — 85” -+ 85jj)~

Proof. — The results is obtained directly by the formulae

0
XAf(Id) 5 (ze") J1=0,2=1a

0 0
= %: e (m)(24)ij [:=1a= %: Wijf(m)A”’
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Then at z = 1d,

1 1
FSU(d)(Ziﬁ Zkl) = 72*d6il6kj + ﬁéijékl-
since we are on SU(d),
(22" )ij, 2r1) = 0,
which leads to at z = Id
_ 1 1
D(Zij, zi1) = —T(2ji, 201) = ﬁéﬂgik _ Tﬂéijékl'

Remarks 2.4.2. From the above lemma, we can deduce that at identity, I sy (q)(2ij, zx1) are of
the form Ady0; + Béirdji + Cdijdri. Of course by direct computation we are able to determine
the constants A, B,C, but in which ways these constants characterize the property of U'sya)?
First we know that T'(z;j, zk1)(2) = T(zip, 2kq)(Id)2p; 2q1, which implies B = 0; Then by the fact
that det(z) = 1, we have I'(det(2), z;;) = 0, and this gives rise to A+ Cd =0, so

1
Csu(ay(#ij, 2k1) = A(0idr; — g(sijékl)a

and A is decided by the normalizing constant in Killing form.

Now we compute L. Take L(z)(Id) as a matrix, since it is bi-invariant, we have L(z)(Id) =
z*L(z)(Id)z for any z € SU(d). Then there exists a constant D such that L(z;;) = Dd;; and

L(Z;;) = Dé;;. Due to the fact that L((z2*);;) = 0, we have

0= Z L(zipZjp) = Z 20(zip, Zjp) + 2ipLi(Zjp) + L(2ip) Zjp-
P

Then consider the equation at z = Id, we obtain Re(D) = —dzdgl. Notice that det(z) = 1, then
at z =1Id, and

0 = L(logdet(é)) = Z —zilzij‘(Eij, Zrl) + ZijL(Zij)
d?> -1 _
= dD.
2d
Therefore, D = D = f%, ie. L(zi;) = f%zij.

The above discussion leads to the following;:

Proposition 2.4.3. At z € SU(d), we have the following formulae for Casimir operator:

L 1
FSU(d) (Zij, Zkl) = _ﬁzilzkj + ﬁzijzk;l
_ 1 1 -
Tsua (zigs2m) = 5200050 = 525707k
d*—1 _ d? — 1
Lsv(en) =~ m M) = =S5 5

Now we consider SO(d). It has Lie algebra so(d) = {X € GL(d), X + X" = 0, trace (X) = 0},
and Killing form (X,Y) = —(d — 2)trace (XY'), for d > 2. It is simpler than the SU(d) case,
since so(d) = span{R;j,i < j}.
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Then by the same computation, we know that the Casimir operator can be written as

Lso(a) = ﬁ Zj XB.,» (2.4.3)
and its carré du champ operator
Tsow(f.0) = 3 — 5 Z Xny ()X, (9) (2.4.4)
which gives rise to
Csoa)(mij, mp) = ﬁ(—@l&q + 6irdj1)

By the same method, we yield at identity Lgo(q) (1) = —%&j.

Proposition 2.4.4. At m € SO(d), we have the following formulae for Casimir operator:

1
Csoa)(mij, mp) = m(&k%*mumw)
d—1
Lso(a)(mij) = —mmij

Remarks 2.4.5. We can write Brownian motion on SU(d) and SO(d) as a stochastic differential
equation. On SU(d), we have

d>—1
dZt = thWt - Ttht

where W + Wt =0, and fori > j,
\/%(Xijﬂyij)a i#J;
3G -3Ta, =g

{Xi;}, {Yi;} and {C;} are all independent standard Brownian motion, X + X' =0 and Y =Y.
On S0O(d), we have

Wij =

d—
dmt = mtht — mmtdt

where V + V4 =0, and fori > j,
Vij — d—2"1%> ’

0, 1=3.
where {B;;} are all independent standard Brownian motion, satisfying B + B' = 0.
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Remarks 2.4.6. The classical result [88] by J. Milnor states that the Ricci curvature on compact
Lie group is i. In fact, this result can also be proved by diffusion operators. Given a compact Lie
group G of dimension d and its Lie algebra G, let {X;} be the basis of G with respect to Killing
form. Then the Casimir operator can be written as

Lf=Y Xif

and

I'(f, /)

ZXi(f)Q
Z(Xinf)2

1j

F2(f7f)

The last line comes from the fact that for the Casimir operator L we have [L, X;] = 0, for any i.
Then

1
La(f) = (L2

which indicates that the Casimir operator is a Laplacian. By Bochner formula, we know that
Ta(f, f) = [Hessf[? + Ric(f).

Due to the fact that Killing form is bi-invariant, we have Vz(-,-) =0 for any vector field Z.
Then for any X;, X;, by the fact that adx is skew-symmetric, we have

2<VX1XJ72> = VX7<X]aZ> + vXj<Xi’Z> - <X],VX7Z> - <XivajZ> + <[X2,XJ]vZ>
= —(X;, [X;, 2]) +(X;, V2 Xy) — (Xi, [X;, Z]) + (X5, V2X;) + (X4, X, Z2)
= —(X;,[X:, Z]) = (Xi, [X;, Z]) + ([ X, X5, Z)
<[Xian]7Z>v
implying that
1
Vx,X; = §[XZ-,XJ-]. (2.4.5)
Notice that
Hessf(Xi,Xj) = Xinf—VX,inf

with formula 2.4.5,
1
Vx, X;f=-Vx,Xif = §[XivXj}f

we can write Hessf(X;, X;) = 5(X; X, f + X;Xif). Therefore,

%
Ric(f, f) = Ta(f) — |Hessf|?
= Z(Xinf)2 + (X Xif)? - %(Xixjf + X; X, f)?
(i-1)
1
= 52 (X X107
(

i,5)
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To prove Milnor’s theorem, we only need to prove that
Y Z X7,7 X 4 Z(X f)
(l ) @
For any (i,7,k), define cfj as the structure constant
(X5, X;] = i X

then

Z([X“X Z Zcz]ka chjcszklef

(4,7) Uk:l

By the fact that {X;} are the basis of the Lie algebra with respect to Killing form, we have

I ok _
E CikCit = —0ij
kl

Also
(adx, Xj, Xi) = —(X;, adx, X)
then cé“j = —C‘Zk, which implies that
Z C?clczl = i
Kl
Hence

> (X3, X511) ZCUC”kale =c Z(XJ)2

(ir4) 2 i

which leads to the conclusion that Ric(f) = %I‘(f), for any f € Ag. This ends the proof.

Remarks 2.4.7. Since compact Lie groups admit a positive constant curvature, Theorem 5.2.5
and Theorem 6.3.4 apply here.
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2.5 Polynomial models

Given a diffusion operator L there are very few examples where we can give the explicit formula
of the semigroup operator P, generated by L. Recall that if one knows that L has countable
basis of eigenvectors, then p; can be expressed in terms of them. We will focus on the situation
that those eigenvectors are polynomials.

First, we need to answer the fundamental question whether there exists an orthogonal poly-
nomial basis in £%(u) to diagonalize L, we recall the main results on boundary equation in the
paper by Bakry, Zani and Orekov [17]. We start with the following definition:

Definition 2.5.1. Let Q be an open set in R? with piecewise smooth boundary, u be a probability
measure on it with a positive density p with respect to Lebesgue measure. L is a symmetric
diffusion operator in Q. The triple (Q,T, u) is called a polynomial model if L has polynomial
eigenvectors which forms a basis in L2(p).

If we focus on the cases where 2 is a bounded domain, Bakry-Orekov-Zani [17] have the
following theorem

Theorem 2.5.2. Let Q be a bounded domain in R?, u(z) = p(z)dx is a probability measure on
Q. Suppose that (2, T, u) is a polynomial model. Then,

1. 09 is an algebraic surface , satisfying the equation {P(x) = 0}, where P is a polynomial;
2. I(z;, ;) is a polynomial with deg(T'(z;,z;)) < 2;
3. Denote I' = (TI'(x;, x;)), the boundary equation P divides det(T');

4. If P = Py--- Py, where P; are distinct irreducible polynomials, then for any i = 1,...,d,
any r =1,..., k, there exists a polynomial LT with deg(L}) <1 such that

[(z;,log(Pr)) = Li (v) (2.5.6)

5. Moreover, the invariant measure can be written as p(dx) = Cq, ... o, Pi" - -+ Pi*dx, where

ai, ..., ar are all real numbers and Cq, ... 4, 15 the normalizing constant.

Conversely, if Q0 is bounded and has an an algebraic surface {090 = P(x) = 0}, where P(x)
can be written into distinct irreducible polynomials P = Pj --- Py; suppose that there exists an
elliptic T = (I'(x;,x;)), ['(xi, ;) is a polynomial with deg(T'(x;,x;)) < 2, such that the boundary
equation holds: for anyi=1,...,d, anyr =1, ..., k, there exists a polynomial L} with deg(L}) <1

(2, log(P)) = Li(x)

then given a probability measure p(dx) = Cq, ... o, Pyt -+ - Pi*dx for any real numbers aq, ..., ay,
and normalizing constant Cq, ... o, (2, T, 1) is a polynomial model.

The existence of a symmetric diffusion operator in a domain Q@ C R having polynomial
eigenvectors is indeed a very strong constraint condition on the domain €2 itself. In Bakry, Orekov
and Zani [17], they study the polynomial models on R? and find that up to affine transformation,
there are 11 models on compact domains in R2. For a compact domain with regular boundary,
the analysis of L with polynomial eigenvectors leads to the algebraic description of the boundary.
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2.5.1 Polynomial models in dimension 1

In the paper [16] by Bakry and Mazet, the authors give a complete description of such polynomial
model on R. More precisely, let i be a probability measure which is absolutely continuous with
respect to Lebesgue measure on an open interval I of R, and p(zx) = p(x)dx. Let {en,n € N} be
a family of orthogonal polynomials in R. Assume there exists some elliptic diffusion operator L
on I which has p has its invariant measure and moreover,
Le, = —\en.

Then up to affine transformation, there are only 3 cases:

1. The Ornstein-Uhlenbeck operator on I = R
d? d
el
dax? dx’

22
the associated measure is Gaussian measure p(dz) = < \/% dx. {e,} are the Hermite poly-

nomials and \,, = n.

2. The Laguerre operator on I = R*

d? d
La:x@+(a—x)%, a >0,
the associated measure is gamma distribution p,(dr) = C,2% te~%dz. {e,} are the La-
guerre polynomials and \,, = n.

3. The Jacobi operator on I = (—1,1)

d? d
_ 2
Jap=(1—2x )@ - (afb+(a+b)m)£, a,b>0
the associated measure is jiqp(dz) = Cop(l — )71 (1 + 2)®"1dz. {e,} are the Jacobi
polynomials and A\, =n(n+a+b—1).

In fact, the Ornstein-Uhlenbeck case and the Laguerre operator case can be realized as the limits
of Jacobi case, by choosing the values of a and b and scale the space variable x.

It is also worth to mention that when d and p, g are integers, the Laguerre operator Ly can
be seen as the Ornstein-Uhlenbeck operator in dimension d, and the Jacobi operator J%% can be
considered as an image of the Laplace operator on the sphere. More precisely, consider Ornstein-
Uhlenbeck operator in dimension d Hy; = Ay —2 -V, and its associated process X; = (X7, ..., Xq),
and define R(X) = Zf X2. Then for any smooth function F': RT — R, we have

Hy(F(R)) = 2R0%F(R) + 2(% - §)8RF(R) =2LaF(R),

which indicates that if X; is a d-dimensional Ornstein-Uhlenbeck process, then | X;|? is a Laguerre
process with paremeter d.
Similarly, consider the Laplace operator Agp+q—1 on SPT9—1 ¢ RPF4 for integers p,q. Let

R,=X?+..+ X]f, Y, =2R, — 1, and let f be a smooth function on [—1, 1]. Then

Agorar f(V,) = 41 =Y2)0% f— (20— 2p +2(p + q)Y;) v, f
= 4Ja s f(Y,).
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This interpretation comes from Zernike and Brinkman [30] and Braaksma and Meulen-
beld [28], see also Koornwinder [65].This notion of image processes and generators will play
a major role in our study of matrix Dirichlet processes, and this why we show here on a simple
example how it works.
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Chapter 3

Projections on sub matrices: real
and complex case

Starting from SO(d) and SU(d), we may extract the first p lines and the first ¢ columns from
the orthogonal or unitary matrix, which yields a sub-matrix that is not orthogonal or unitary
any more. It is known that for a Haar distributed matrix on U(d)(resp. O(d)) and fixed p = ¢,
the sub-matrix converges in law, up to a renormalization constant, to a complex(resp. real)
Gaussian matrix, as the dimension d tends to infinity. In his thesis [41], B. Collins considered
the Haar measure on the unitary group and gave an explicit formula for the projected Haar
measure on the sub-matrix. Later Y. Doumerc [43] recovered Collins’ result by studying matrix
Jacobi processes(which we will discuss in the next section) and its invariant measure.

In this section, by using diffusion operators inherited from the Casimir operator on SO(d)
and SU(d), we study the invariant measure of diffusion process on sub-matrices, which are
expected as the same as the result of Collins [41] and Doumerc [43] . The sub-matrix inherits
the same I" and L from SO(d)(or SU(d)), but does not satisfy the orthogonal(unitary)restriction
mm! = 1d(zz* = Id), which is the reason for all the difference.

For simplicity, in the rest of this thesis, we will use the normalized diffusion operators for
Brownian motion on SO(d) and SU(d). More precisely, for m € SO(d),

Cso(mij,mer) = dirdji — mamyg,
Lso@(mij) = —(d—1)m;.
For z € SU(d),
Csu(ay(zij, 2ze1) =  —dzazis + zij2m,
Csu(ay(zij, 2u) = ddirdji — 2ij 2k,
Lsu(zi5) = —(d® =1z,  L(z;) = —(d> = 1)Z.

For extracted matrix v from SO(d), the diffusion process lives on the domain {vo! < Id}. If
po is the density of its invariant measure, then

I'(log py,vij) = (p+ q — d + 1)vy;,
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and

[(log det(Id — vv'), v;;) = —2v;;.

d—p—g—1
2

Therefore if it exists, the invariant measure should be of the form Cdet(Id —vv?) . Notice
the measure only makes sense on {vv! <Id} when p+ g < d + 1, that is p + ¢ < d.
The SU(d) case. Similarly, denote the extracted matrix by w and the density of its invariant

Pw, then
I'(log pw, wij) = d(p + q — d)wyj,
and

F(lOg det(Id — ww*), ’LUij) = 7dwij.

Then the invariant measure should be of the form Cdet(Id —ww*)4~P~4. On the domain {ww® <
Id}, this density exists when p + ¢ < d, which is the same condition as that in the SO(d) case.

Remarks 3.0.1. In Hua’s book [60], he studied the harmonic analysis of the classical domain
{zz* < I}, where z is a m x n complex matriz and gave the kernel function on this domain,
which is Cdet(Id — ww™)~™~ ",

Remarks 3.0.2. Notice that in both SU(d) and SO(d) case, when p =1 or ¢ = 1, the extracted
line or column is just a process on the sphere. However, here the complex spherical process can
not be viewed as a projection of 2d real spherical process. In fact, consider the extracted column

in SO(2d), let v; =My

1
Psoea(viv) = 57— —vivy),
2d —1
LSO(?d)(U’i) = 72d_ 2Ui'

It is exactly the same as diffusion operator of Brownian motion on the sphere up to a constant.
On the other hand, consider w; = z;1,

1-d
Psv(wi,wy) = —g—wiwj,
_ 1 1 _
FSU(d)(wi,wj) = gdij - ﬁwiwj-
write w; = x; + 1y;, then
1 1 2—d
Dlzi a;) = 5500 — 5%t — — 5 Yl
1 1 2—d
D(yi,y;) = %5@‘ —ogViYi T gz Tt
1 2—d
L(ziy;) = Togti¥i T o il
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It is quite obvious that the extracted column of SU(d) does not come from that of SO(2d), nor
from the projection of real sphere. In fact, it comes from a polynomial model on the sphere. Let
gi = 0ij — xix; be the projected Bulidean metric from R?4 on the sphere S?3=1. For any smooth

function f on S*=1, define T' on S?4=1 = {(z1, ..., a, y1, ...,yd),Zf 2?2 +y2 =1} as

> T(wi, 25)0x,0x, f + T(Yiry;)0y, 0y, f + T(wi, y;)0x, 0y, f

1 2—d
= 53 2 l950i0;f + == ((0i0y.f = 2,0y, ) + Wida. [ = 4300, £)* = 2(@iDy. [ = y;00, )],
tj

since we have
> @iy, —y;0:,)°f = dY_ajop f+dd yiof—2) 4ir;0u,0,, 1,
Z(xlayz - xjayj)gf = 2d2$128if -2 Z mixjayiayj 1

> W0, — ;0 f = 2dnya§iffzzyiyjaxiamjf.

which indicates that the defined T is exactly the one on SU(d).
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Chapter 4

Matrix Jacobi process

Consider a Brownian motion on the sphere S"~! C R™, then for integer p < m, one can prove
that the coordinates {z'};=1, , is a diffusion process and so is J = > 7 ||z?||?, which is Jacobi
process. In his paper [43], Y. Doumerc discussed matrix Jacobi process as follows: consider
Brownian motion on SO(d), let X be the extracted sub-matrix of size p X ¢, then J = X X* is
the matrix Jacobi process. He also discussed Hermitian Jacobi process which comes from unitary
group SU(d) instead of SO(d).

In this section, we try to deal with matrix Jacobi process using diffusion operators on both
SO(d) and SU(d) cases.

4.1 The SO(d) case

For m € SO(d), split d = p+ g and for m < d, let m; be the extracted m x p matrix, ms be the
matrix of size m x ¢ which is in the same lines as m;. Then we have

t t
mim; + mamy = Idymxm

Now write M = mym} , then M is a symmetric matrix satisfying 0 < M < Id. We can derive
the metric on M from that on SO(d) as follows:

I'(Mij, M) = M+ 6uMjp + 06 M + 05 My, — 2M;3, M, — 2M; My,
L(MZ) —QdMij + 2p5ij.

Assume p; to be the density of the invariant measure of M. Then it should satisfy

I(logp1, Mij) = 22(m+ 1) —d)M;; +2(p — m — 1)d;;.
Notice that
F(log det(M), Ml]) = 45” — 4M1 i
F(lOg det(Id — ]\4)7 Mij) = _4Mij
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Thus if the invariant measure exists, it should be of the following form

p—m—1 d—p—m—1

p1 = Cdet(M)" 2 det(Id — M)~

Since 0 < M < Id, to make the invariant measure exist we should have m — 1 <p <d—m+ 1,
from which we deduce that m < g + 1.

Remarks 4.1.1. In his thesis, Doumerc gives the stochastic differential equation for matriz
Jacobi process. Consider X as the extracted matriz of dimension m X p from SO(d), then the
matriz Jacobi process J = X Xt satisfying the following:

dJ = VJdBVId — J + VId — JdB'J + (pld — d.J)dt

where B is a Brownian motion on real matrix of dimension m X m.

4.2 The SU(d) case

Similar to the SO(d) case, let v be the extracted m x p matrix from the unitary matrix z and
V =wvv*, then V is a m x m Hermitian matrix.

F(Vvij, Vkl) = déquj + d(skj‘/il - 2dvkj‘/il7
L(Vij) = -—2d*V;; + 2dpd;;.
Also notice that
T(logp,Vij) = —2d°Vij + 2dpdi; — 2dm(0;; — 2Vi;) = 2d(p — m)d;; + 2d(2m — d)V;,
and
C(logdetV,Vi;) = 2d(5i; — Vij),
F(logdet(Id = V), V;;) = —2dVij.

So let po be the density of the invariant measure of V| if it exists, it should be of the form
Cdet(V)P~™det(Id — V)2=P=™,

Since 0 < V < Id, the condition of existence is m — 1 < p < d —m + 1, which is again the same
as that in the SO(d) case.

Remarks 4.2.1. We now give a very brief discussion on the integral of the invariant measure
of the matrix Jacobi process. For further information, we refer the readers to the book by Gupta
and Nagar [56].

Define Bq(a,b) as the following integral on symmetric matrices of dimension d x d

Bala,b) = / det(A)a*%(dH)det(Id _ V)b—%(dJrl)dA’
0<A<Id

where a, b are two constants a > S(p—1), b > 2(p — 1). Ba(a,b) is called multivariate beta

function. In fact, it can be explicitly computed out by the multivariate gamma function, which is
defined by

Pala) = [ emmeetde(a)e 4
>
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and we have Dg(a) = w34d=1) H?Zl I'(a—3(i—1)) (For detail of the proof, see the book by Gupta,
Nagar [56]).
Just as in the classical case, we have
Ta(a)Ta(b)
b) = ——=
ﬂd(a’ ) Fd(a + b)

In fact, let W = A+ B and 'V = W’%Bwfé, then making the transformation A - W, B -V
(where the Jacobian is det(W)2(@+1)) we get

Pd (a)Fd (b)

/ e~ trace Adet(A)afé(erl)dA e~ trace Bdet(B)bfé(p+l)dB
A>0 B>0

/ / e~ traceW qet (W)@ +b=2 0+ det(Id — V)@~ 20D det (V)P 2 0t g av
A>0JB>0
= Ta(a+b)Ba(a,b)

Stmilarly, we may also define the above integrals on Hermitian matrices:

Ty(a) = /Aoe_tmceAdet(A)o‘_ddA
>

Ba(a, B) = / det(A)*~det(Id — V)P~ 4dA
0<A<Id

where a« >d—1, > d— 1. Here we also have

Fa(e)Ta(p)
/gd( ) 6)

and Tg(a) = w2dd=1) Hle I(a — (i —1)). For a more detailed and general discussion on the
complex case, see A.Mathai, S.Provost [84].

gd(Oé, 5) -

4.3 Spectrum of matrix Jacobi process

Now we give the description of the spectrum of matrix Jacobi process, again in both SU(d) and
SO(d) cases. We use the same notations as those in the previous section.

Proposition 4.3.1. Let v be the extracted sub-unitary matriz of dimension m x p on SU(d),
and V. = vv*. {1, Aa, ..., A} are the eigenvalues of V.. Then {\;}™, is a diffusion process,
satisfying

F<>\z7 )\J) = 2d>\z(1 — )\1)6”,
A2\

L(\) = —4d) T —2d(d — 2m +2)A; — 2d(m —p — 1),
PR

with its invariant measure

p=C TI =PI qIa-ansr

(k,3),37#k J J
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Proof. — Let P(X) = det(X1Id — V') be the characteristic function of V. We have

I'(log P(X),log P(Y))
= 2d(trace (XId — V)" 'V(YId — V)™ 1) — trace (XId — V)" 'V(YId — V)~ 'V))
) Y(A-Y)P(Y)

_ X(1-X) P(X

= WS —x px) " v-x povy) ™
Therefore

LT ML T
Hence
T(M\i, Ay) = 20 (1 — A))di,
/2 P/
LlogP(X)) = 2d[X(X —-1)— P +(m—-—p+(d— 2m)X)? + m(m — d)]

= 2d[zh+2ZA3_MZ ! +d-2m+2)> As
B —~ (X — \i)? X =N = A —~ X —\;
+Zm p—l7

L(P(X)) = P(X)(I'(log P(X),log P(X)) + L(log P(X)))
= 2dX(X —-1)P"+2d(m —p—1+ (d—2m+2)X)P' +2dm(m —d —1)P.

Therefore

=—4 -2 2 20N —2 -1
dz/\i)\ d(d —2m + 2)\; — 2d(m — p — 1).
J#i
Let p be the density of the invariant measure. Then

— A2
Ai — A

L(logp, Ai) = 4dz
J#i

L +2d(2m — d)\; — 2d(m — p).

Notice that

Tog( I (=27, x) > #
(k. )ik A
T(og(JT A A) = 2d(1—N),

Tlog [T(1 =) \) = —2dx.
Therefore the measure is of the form C'[[; ;) iy Ak — )\j|2(Hj AP =y 1) R |
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Proposition 4.3.2. Let my be the extracted sub-unitary matriz of dimension m X p on SO(d),
and M = mymi. {n1,m2,....,0m} are the eigenvalues of M. Then {n;}™, is a diffusion process,
satisfying

C(ni,m;) = 4nmi(1 —77¢)5ij7
L(m) = Z”Z L= 2d = 2m = 2 = 2(m = p o+ 1),
J?ﬁz

with its invariant measure
7n+3 m+3—p d+p—3(m+3)
p=C ] Im—njl Hm J[a-mn——= .
(k.3),3#k J
Proof. — Let P(X) = det(XId — M) be the characteristic function of M. We have
XQ1-X)P(X) Y(1-Y)P(Y)

T'(log P(X),log P(Y = 4 - —
P P/2 j24
L(logP(X)) = 2[X(1- X)? +2X(X — )P2 (m—p+1+4+(d—2m— Q)X)F
+m(m —d+ 1)].
Hence
L(P(X)) = 2(m—p—1+(d—2m+2)X)P +2m(m—d—1)P+2X(X — 1)P",
and
P(nimg) = Ani(1 —ni)dij,
L(n) = —42 Ul 2(d — 2m — 2)m; — 2(m — p+ 1).
J#Z
Moreover, Let p be the density of the invariant measure. Then
_ 771 TI'L
T(logp,m) = 42 2(2m —d+6)n; —2(m —p+3).
J#Z
Notice that
I'(log H Ik — 5% m) = Z (77)’
(k). 57k TR
F(log(H n)ymi) = A1 —m),
I'(log H(l —n;),mi) = —dn.
J
Therefore the measure is C [ ;. ;) iy, Ime — n5l(11; nj)*w(nj(l - m))w n
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Remarks 4.3.3. Notice that for the matriz Jacobi process M on SO(d), let P(X) = det(XId —
M), we have

L(P(X)) = 2X(X-1)P"(X)+2(m—p—1+(d—2m+2)X)P'(X)+2m(m —d—1)P(X),
while the matriz Jacobi process V on SU(d), Q(X) = det(X1Id — V),

LIQX)) = 2dX(X-1)Q"(X)+2d(m—p—1+(d—2m+2)X)Q(X) + 2dm(m —d — 1)Q(X).

In both cases, notice that L(P) and L(Q) are almost the same up to a constant. Recall that in
order to let their invariant measures make sense, we should have

m—-1<p<d—m+1,

which implies m < % + 1. In fact the restriction m < p ensures that det(V') # 0.
Take L(P(X)) as an ezample. When d = p+m — 1, we have the following:

L(P(X)) = 2X(X —1)P"+2(p—m+1)(X —1)P' — 2mpP.

Therefore on {P(1) = 0}, we have L(P(1)) = 0, which means that when d = p+m — 1, starting
from a point on {P(1) = 0} the diffusion process will stay on this submanifold.
Ifd=p+m—1—a, where a > 0, we have

LIP(X) = 2X(X-1D)P"+2m—-p—-1+(p—m+1—a)X)P' +2m(-p+ a)P
L(P'(X)) = 2X(X -1)P" +2(m—p—2+(p—m+3—a)X)P"
+2(m(=p+a)+p—m+3—a)P’

which means that on {P(1) = 0}, L(P(1)) = —2aP’(1), thus if the diffusion process is on {P(1) =
0}, then it is on {P'(1) = 0} N {P(1) = 0}; then on this domain L(P'(1)) = 2(1 — a)P"(1), so
we must have P"(1) = 0 to ensure that the diffusion process is on {P'(1) =0} N{P(1) =0}. In
fact

L(P'(1)) = 2(i — ) P (1),

fori+1<m. Then if 0 < o < m is an integer, we have L(P(1)) = ... = L(P%(1)) = 0, and
the diffusion process is on the domain {P(1) = P'(1) = ... = P*(1) = 0}. Otherwise, continue
this procedure we arrive at P4(1) = 0 and the diffusion process is on {P(1) = P'(1) = ... =
Pa=1(1) = 0}, which characterizes SO(d).
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Chapter 5

Harnack inequalites on manifolds
with time-independent metric

This chapter is adapted from the papers [72, 70]. We start with a brief introduction of the Ricci
flow, and then present the main results in this paper. We refer the readers to [72] for details of
the proof.

5.1 Ricci flow

The notion of Ricci flow was introduced by Hamilton [58] in 1982, as an approach to prove the
Poincare conjecture and the geometrization conjectures. Its aim is to produce canonical geomet-
ric structures by deforming the Riemannian metric and proving certain geometrical, analytical
results about the solution to Ricci flow. The most famous success of Ricci flow is the proof of
Poincare’s conjecture by Perelman [99] in 2002. There are a huge amount of research and litera-
ture on this topic, we refer the readers to Chow, Lu and Ni [40] for a comprehensive knowledge
of this theory, see also [90, 34, 63]. Here we only state some basic results that will be used in
this thesis.

Let M be a n-dimensional complete Riemannian manifold. The Ricci flow on M is the
following evolution equation of Riemannian metric g(¢) on M x [0,T]:

Orgij(w,t) = —2Ryj(z,t), € M, t>0;
9ij(x,0) = g7). zeM.

On compact manifold, we have the existence and uniqueness of the solution of the equation
(5.1.1), proved by Hamilton [58].

Theorem 5.1.1. Let (M, g°) be a compact Riemannian manifold. Then there exists T > 0 such
that the initial value problem of (5.1.1) admits a unique smooth solution g(z,t) on M x [0,T].

On complete manifold with bounded curvature, there are also existence and uniqueness results
for the initial value problem of Ricci flow, which we will not mention here.
The gradient estimate of curvature is proved by W.X. Shi [102, 103]:

Theorem 5.1.2. There exist positive constants Cy,, m = 1,2, ... only depending on the dimen-
sion n, such that if the solution to Ricci flow satisfies

1

|Rijui| < K, Ve M,te (0, E}»
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Then we have )

K
IV Rz, t)] < C’mg, Ve e M,t € (0, ?],
Some formula of geometric quantities we will need later:
Lemma 5.1.3. If g; is the solution to Ricci flow (5.1.1), then
3tdvolt == *th’l)Olt
6th = ARt + Z‘RIC‘Q

where dvoly is the volume element with respect to g; on M , Ry is the scalar curvature of g.

For the proof, see the book by Chow, Lu and Ni [40].

5.2 Main results

We now state the main results of this part. We will focus on the weighted Laplacian L = A—V¢-V
for a potential function ¢ with suitable regularity, and consider the solution of the heat equation
associated with L. If the manifold is equipped with time-dependent metric, then the weight
Laplacian is also time dependent. Recall that the Bakry-Emery Ricci curvatures associated to L
are defined as follows

Ric(L) Ric + V24,

VRV

m—-n

Ricy, (L) Ric + V2¢

Inspired by Bakry-Ledoux [15], we first prove the following logarithmic Sobolev inequality
and the reversal logarithmic Sobolev inequality.

Theorem 5.2.1. Let M be a complete Riemannian manifold equipped with a family of time
dependent metrics and C*-potentials (g(t), ¢(t),t € [0,T]). Let L = Ayy — Vayo(t) - Vyu is
the time dependent weighted Laplacian on (M, g(t), ¢(t)), u(-,t) = P.f be a positive solution to
the heat equation Oyu = Lu with the initial condition u(-,0) = f, where f is a measurable positive
function on M. Then (g(t), (t),t € [0,T]) satisfies a K -super Perelman Ricci flow equation

19

2 0t
where K > 0 is a constant, if and only if for 0 < s <t < T, the following logarithmic Sobolev
inequality holds

+ Ric(L) > —K, (5.2.1)

62K(t75) -1 \vadE:
Puslflog f) = Puaflog Posf < 5= p (0 (522)
and the reversal logarithmic Sobolev inequality holds
VP f|? 2K
Bt € T e (Parlf108) — Puaf g Puyf). (5.2.3)

Indeed, we can further prove the Poincaré inequality, the reversal Poincaé inequality as well
as Bakry-Ledoux’s Gromov-Lévy isoperimetric inequality on the super Ricci flow (5.2.1). In
[108, 109, 110], Sturm introduced the super Ricci flow on metric measure space, and proved the
equivalence between the super Ricci flow and the Poincaré inequality.
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Remark 5.2.2. In Bakry and Ledouz [15], the authors introduced a finite dimensional version
of Logarithm-Sobolev inequality, which implies and improve Li-Yau inequality. The main results
in [15] state that the time homogeneous diffusion operator L satisfies the curvature-dimension
condition CD(0,n) if and only if for any f € A and t > 0, the following log-Sobolev type
inequality holds true

P [L(0g Puf) > Pi(fL0g N)(1 + - L(log P, ) (5.2.4)

which implies the Li-Yau inequality (1.2.8) under the same condition, i.e. Ric > 0.
On the super Ricci flows, we prove the following Li-Yau Harnack inequality by using the
mazximum principle.

Theorem 5.2.3. Let M be a compact manifold with a family of metrics and potentials (g(t), ¢(t)),
t € [0,T]. Let dyg = 2h. Let a > 1. Assume that there exist some constants A > 0, B > 0,
C >0 and K € RT such that

_Vo8Ve
2(m—mn) —

and |h| < A, |2divh — VTrgh + VO¢| < B, |V¢| < C. Then for allt € (0,T] we have

! 1 — )09 + Ric(L)

5( Kv

|Vul? du _ ma? 4T? [ a?(2mK + D)?
—a— < — |1 1 2A2+ D).
u? u T2t + + m2a? 4(a — 1) HmatAT
where
ma(2AC + B)

However, even in the case K = 0, due to the fact that L, is time dependent, we cannot use
the similar arguments as in [15] to derive the Li-Yau Harnack inequality from the Bakry-Ledoux
type logarithmic Sobolev inequality on (0, m)-super Ricci flow.

By using the method in [74], we prove the following Hamilton’s Harnack inequality for the
time dependent weighted Laplacian on manifolds with K-super Ricci flow.

Theorem 5.2.4. Let (M, g(t),$(t)) and u be the same as in Theorem 5.2.1, we have for all
€M andt >0,

|Vul? 2K
2 < T log(A/u), (5.2.5)
where
A :=sup{u(t,z) : x € M,t > 0}.
In particular, the Hamilton differential Harnack inequality holds
[Vul®
w2

< (1 + ZK) log(A/u). (5.2.6)

In the case K = 0, i.e., (M,g(t),¢(t),t € [0,T]) is a complete Riemannian manifold equipped
with the super Perelman Ricci flow
10g

> ; >
59t + Ric(L) > 0,

we have
[Vaul?
2

<

ES

log (5.2.7)

| =

u
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As the corollary of Theorem 5.2.4, we have the following Harnack inequality,

Corollary 5.2.5. Under the same condition as in Theorem 5.2.4, for any § > 0, and for all
r,ye M, 0<t<T, we have

1 5 {1+51 2K

4(146) 1 — e—2Kt dQ(zv?/)} . (5.2.8)

Under some bounded condition, we extend the Li-Yau-Hamilton type Hanack inequality to
the compact Riemannian manifold with (K, m)-super Ricci flow.

Theorem 5.2.6. Let (M, g(t), ¢(t),t € [0,T]) be a compact Riemannian manifold with a K -super
Perelman Ricci flow with respect to the m-dimensional Bakry-Emery Ricci curvature Ricy, » (L),
i.e.,

10g

9 a1 Ri m,n L) > _K7

2 T Riema(l) 2
where m > n and K > 0 are two constants. Let u be a positive solution of the heat equation
Ou = Lu. Assume that there exist constants A, B,C > 0, such that on [0,T] x M, we have

|10,9] < A, |divOyg — 2(VTry, Org) + V6| < B and |[V¢| < C. Then for all t € (0,T],

)e4Kt

|Vul? _62Kt% < (m+n
=

2
2 4t 4242402 4+ B4 oy AT D8t

o a1
* m-+n 4 tefo,r] 1—e 2Kt

u

We also extends the Li-Yau-Hamilton type Harnack inequality (1.2.9) to positive solutions of
the heat equation 0;u = Lu on complete Riemannian manifolds with fixed metrics and potentials
satisfying the CD(—K,m) condition. Here we would like to mention that Bakry, Bolley and
Gentil [13] obtained an improved version of the Li-Yau type Harnack inequality for the heat
equation J;u = Lu on complete Riemannian manifolds with fixed metrics and potentials satisfying
the CD(—K,m) condition. Our work is independent of [13], and our method is different from
[13] and can be extended to the case of time dependent metrics and potentials.

Theorem 5.2.7. Let (M, g) be a complete Riemannian manifold with a C?-potential ¢. Suppose
that there exist some constants m > n and K > 0 such that Ricy, n(L) > —K. Let u be a
positive solution of the heat equation Oyu = Lu. Then the Li-Yau-Hamilton differential Harnack
inequality holds

Oy _oxe |Vul? 2Kt ™

- — - — >0. 2.

e 2 +e o7 = 0 (5.2.9)

In particular, if K = 0, i.e., Ricy (L) > 0, then the Li-Yau differential Harnack inequality
holds

u

Ou  |Vu> m
—_— = — > 0. 5.2.10
u u? + 2t — ( )
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Chapter 6

W-entropy formulas on super
Ricci flows

This chapter is adapted from the papers [72, 70]. We start with a discussion of canonical
ensemble in statistical mechanics, then give an introduction to the probabilistic interpretation
of W-entropy. In the end, we present the main results in this paper without the details of proof.

6.1 Canonical ensemble

To better understand W-entropy, we give a very brief introduction of canonical ensemble in
statistical mechanics. This section is based on X.-D.Li [77] and Evans [50].

To start with, we are given a triple (Q, F, ), where  is a set consisting of a precise description
of microstate of some physical system. A point w € 2 is a microstate. F is a g-algebra of subsets
of ). 7 is a nonnegative measure defined on F. The family of all m-measurable functions
p: 8 — [0,00], such that pdm is a probability measure is called microstate measure. A 7-
measurable function H : 2 — R"” is the Hamiltonian function.

For a given pdr, we have EH = [, H(w)p(w)dm(w), which indicates the macroscopic state
of the physical system. Then the fundamental question is that given a macroscopic description
EH = Hy, how to determine the microstate distribution pdn?

Now we introduce entropy as a measurement of uncertainty in our framework, which is a
function of microstate density pdm, defined by

S(p) = *k/ plog pdm,
Q

where k is the Boltzmann constant.

As a consequence of entropy maximization principle, under the restriction that EH = Hy,
we choose odm which maximizes the entropy S as the microstate distribution of the equilibrium
state. In fact, the maximizer distribution is given by

e PH

7= Joe BHdn’

where 8 € R is a constant. This is the canonical ensemble, odn is the so-called Gibbs measure,
and Zg = [, e ?Hdr is the partition function.
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Given the canonical distribution, all the relevant quantities such as temperature, energy,
entropy can be expressed with respect to partition function Zz. In particular, the entropy
functional is

S = k(fﬂ%(log Z) +log Z).

6.2 Probabilistic interpretation

In the paper [99], Perelman gave an explanation of his W-entropy in the view of statistical
mechanics: W-entropy is indeed the corresponding entropy for certain partition function on some
canonical ensemble. We use the same notation as in the Section 6.1: let M be an n-dimensional
compact Riemannian manifold with Ricci flow 5.1.1, f be the solution to the conjugate heat

equation O, f = —Af +|Vf|>? - R+ 5=, and u = (4?;;% . Now assume there exists a canonical

ensemble with a density of states measure for which the partition function is given by
n
log Z3 :/ (= — fHudv
M2
Then the Boltzmann entropy formula gives that the entropy .S is
S=logZs—p ﬁ log Z

and Perelman formally proved that S = —W.
A probabilistic interpretation of W-entropy is given in the paper [79]. In fact, we have

/(g — fludv = /ulogudv+ g(1+10g(47T7))-

_le?
e 4T

- (47r‘r)%

is

Notice that the entropy of Gaussian heat kernel dv}*(x)

n

H(y) = 5 (14 log(4rnT)).

Now define
H(g, ¢,u,7) = —/ulogudu - g(l + log(477)).

which is the difference between the Boltzmann entropy of u and that of Gaussian heat kernel
measure. By direct computation we have

0
W= ai(TH(gaqé?’lhT))
r

This gives a probabilistic interpretation of Perelman’s W-entropy. Similar interpretation also
works in both heat equation [93] and heat equation associated with weighted Laplacian on com-
plete manifolds with fixed metric, see Section 7 in [79]. This is the way in which we formulate
the W-entropy formula in various contexts throughout this thesis.
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6.3 Main results

First we recall the W-entropy formula for the weighted Laplacian L = A — V¢ - V on the
manifolds [76, 79]

Theorem 6.3.1. Let M be a compact Riemannian manifold. Let u be a positive solution of the
heat equation Oyu = Lu. Define the H,,-entropy and the W,,-entropy as follows

Hp(u,t) = Ent(u(t))—i—%(l—i—log(élwt)),
d
Wm 7t == - th ,t .
(1) = (H (1)
Then p
m
aHm(u,t) = —/M (L logu + 27‘) udyt, (6.3.1)
and
d g |2 )
—Wn(u,t) = =2t ‘Hesslogu+—‘ + Ricy n(L)(Viogu, Viogu) | udu
dt v 2t :

2t m-—n

/ 'VlongqS
m-n Jy t

In particular, if Ricy, n(L) > 0, then W, (u,t) is decreasing in time t along the heat equation
Oyu = Lu.

2
uds.

Notice that the probabilistic interpretation also applies here: the definition of H,, is indeed the
difference between the entropy of p and that of the Gaussian measure ™. Another observation
is that in the formula (6.3.1), the integrand is exactly the form of Li-Yau inequality for the heat
equation associated with weighted Laplacian under C'D(0, m) condition [75],

m
L1 — > 0.
ogu + % =

This is also the case in the W-entropy for linear heat equation on manifolds with non-negative
Ricci curvature.
It is also worth to mention that the m-dimensional Bakry-Emery Ricci curvature
. . VooV
Ric,, (L) = Ric + V¢ — u,
m—n
where m > n, m = n if and only if ¢ is a constant, has a natural geometric interpretation by
using warped product metric, as mentioned in [14, 80]. More precisely, let ¢ = m — n, consider

the warped product metric on M = 59 x M,

_20
9y =9M T € 9 gsa

Denote Ricy; the Ricci curvature on M. Let X be the horizontal lift of a vector field X on M
to M. The m-dimensional Bakry-Emery Ricci curvature Ricj\m{n (L) is exactly Ric; restricted on
M,ie

Ric,, ,,(L)(X, X) = Ric (X, X).
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Applying Ni’s W-entropy for the heat equation on M =S9x M , we are able to give a new proof
of Theorem 6.3.1 and find that

£|2.

2 Y2, 2 : ST 92000
|V logu+2t| —l—q(ti) Vlogu on =1V logu+2t

This gives a natural geometric interpretation for the quantities appearing in the mononicity
formula (6.3.2).

Now we introduce our main results in this part: the W-entropy in various contexts and their
mononicity formulas. The results in this section are included in [72, 70].

6.3.1 Case I: (0, m)-super Ricci flow

Theorem 6.3.2. Let (M,g(t),t € [0,T]) be a family of compact Riemannian manifolds with
potential functions ¢(t) € C>°(M), t € [0,T]. Suppose that g(t) and ¢(t) satisfy the conjugate

equation

d¢ 1 dg

—=-Tr({—=).

a2 <8t)
Let L = Ay — Vyu)o(t) - Vg be the time dependent weighted Laplacian on (M, g(t), ¢(t)).
Let u be a positive solution of the heat equation Oyu = Lu with initial data w(0) satisfying

Sy u(0)dp(0) = 1. Define

Hy(u,t) = — /Mulogud,u - %(1 + log(4nt)).

and J
m(u,t) = —(tHom ().
Win(u,£) = 2 (¢Hn ()
Then
d B 9 g |2 2t m—n\>
%Wm(u,t) = 72t/M’V logu+2—t‘ udufm_n/M <V¢.V10gu2t> udp

1
—2/ t <3g + Ricy, n(L)) (Vlogu, Vlog u)udpu.

In particular, if {g(t), d(t),t € (0,T)} satisfies the m-dimensional Perelman super Ricci flow and
the conjugate equation

10
~ % | Ricpa(L) > 0,

20t
00 _ L (9%
ot 2Tr(c’)t>’

then Wy, (u,t) is decreasing in t € (0,T], i.e.,

AW, (u, t)

< T].
o <0, Vte (0,7

As an application of Theorem 6.3.2, we prove that the optimal logarithmic Sobolev constant
associated with the weighted Laplacian on compact manifolds equipped with the m-dimensional

Perelman’s super Ricci flow is decreasing in time.
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Theorem 6.3.3. Let (M,g(t),¢(t),t € [0,T]) be as in Theorem 6.5.2. Then, for any fized
t € [0,T), there exists a positive and smooth function uw = e~ 2 such that v achieves the optimal
logarithmic Sobolev constant p(t) defined by

wu(t) = inf {Wm(u,t) : /M ﬁdu = 1} .

Indeed, w = e~ % is a solution to the nonlinear PDE

—4tLu — 2ulogu — mu = p(t)u.
Moreover, if {g(t),p(t),t € [0,T]} satisfies the m-dimensional super Ricci flow (6.3.2) and the
conjugate equation (6.3.2), then u(t) is decreasing in t on [0,T].

6.3.2 Case II: CD(K,m) and (K, m)-super Ricci flow

Let m > n and K be two constants, define

1
Hp i (u,t) = —/ ulogudu — @(1 + log(4nt)) — EKt(l + fKt>, (6.3.2)
M 2 2 6
and J
Wm,K(ua t) = %(th,K(U))' (633)

We now prove the mononicity of W,,, k in two different contexts. First, on complete manifolds
with fixed metric, we have the following

Theorem 6.3.4. Let m > n and K be two constants. Let M be a complete Riemannian manifold

with bounded geometry condition, and u be a positive solution of the heat equation Oyu = Lu.
¥

Denote u = W. Then
1 2
Wik (u,t) = / (t|Vf|2 +f- m(l + fKt) ) udjs, (6.3.4)
M 2

and

d 2 1 K\ |2 .

Wil t) = =2t | (|92 = (545 ) o] + Ricma(L) + Kg)(VF,V)) ) udn

dt " 2% 2

—mz_tn/M <V¢~Vf+(m—n)(21t+[2()>2udu.

Remark 6.3.5. In fact, we can derive a rigidity theorem: if Ricy, (L) > —K, then by Theo-
rem 6.3.4

d
ZWm 1) =
dtW’K(u) 0
if and only if
1 K 1 K
.an:_K7 ’f=(= - /Y . = — - - - ).
Ricmn(L) = —Kg, V2f = (5 +5)g, Vo Vf =—(m—n)(5; + )

In particular, if m = n and ¢ = C is a constant, then (M,g) is an Einstein manifold with
Ric = —K, and the potential f satisfies the shrinking gradient Ricci soliton equation

1. 2, 9
iRlc—i—V f—2t.
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Then on compact manifolds with time dependent metrics and potentials, we have

Theorem 6.3.6. Let m > n and K be two constants. Let M be a compact Riemannian manifold.

Let u be a positive solution of the heat equation Oyu = Lu, set u = m. Then
1 2
Wi i (1, ) = / [t|Vf|2 Yo m(l n fKt> } udp, (6.3.5)
M 2

and

A ) = —2t/ ’va—f ‘QLd

dt m,K - g— g (47Tt)m/2 2

1 (?g et

2t 1 K \\2 et
m_n/M(W'W*(m")(zﬁg)) Aty

In particular, if {g(t),o(t),t € (0,T]} is the K-super m-dimensional Bakry-Emery Ricci flow
and satisfies the conjugate equation

10g

S > — 0.
2 Dt +R1cmn( ) > —Kg, (6.3.6)
oler 1 dg
e = 72T ( t) (6.3.7)

then W, i (u,t) is decreasing in t € (0,71, i.e

d
anyK(u,t) <0, Vte(0,T).

We can also prove a rigidity theorem similar to Remark 6.3.5 in this case, see [72].

6.3.3 Case III: CD(K,) and K-super Ricci flow

Based on the reversal logarithmic Sobolev inequality on complete Riemannnian manifolds with
both fixed metric [15] and time-dependent metric (Theorem 5.2.1), we introduce the revised
Boltzmann entropy,

Hyc(f.1) = Dic() / (Pflog ) = P.flog Py (6.3.8)

where Dy(t) = + and Dg(t) =
Boltzmann entropy formula

= e_le for K # 0. Define the W-entropy by the revised

sinh(2Kt) d
W t)=H t)y+ —————H 3.
In this section, we prove the W-entropy formula for weighted Laplacian L = A — V¢ -V on
complete manifolds with CD(K,00) condition, and also for weighted Laplacian on compact
Riemannian manifolds with K-super Ricci flow.

We now state our first result.
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Theorem 6.3.7. Let M be a complete Riemannian manifold with bounded geometry condition,
¢ € CHM) with Vo € C3(M). Suppose that Ric + V3¢ > K, where K € R is a constant. Let
u(-,t) = P,f be a positive solution to the heat equation dyu = Lu with u(-,0) = f, f is a positive
and measurable function on M. Then, for all K € R andt > 0,

d
%HK(fa t) <0, (6.3.10)
and ) p
S Hic(t) + 2K coth(2K1) & Hyc(t) < ~2Die() / V2 log P,f P, fdp, (6.3.11)
M

implying that

sinh(2Kt)
K

sinh(2Kt)
K

ey =

a Dict) [ [V 1og PPyl
M

Dic(t) /M(Ric<L) ~ Kg)(Viog P.f.Vlog Pf)Pufdn,

In particular, for all K € R, we have

%WK(f, t) <0, Vt>O0.

Remark 6.3.8. In particular, under the assumptions of Theorem 6.3.7, we see that %WK(]‘, t)+
%DK@) fM |V2log P, f|>P, fdp = 0 if and only if (M, g, f) is a gradient shrinking Ricci
soliton, i.e.,

Ric(L) = Kg.

The following theorem extends the W-entropy formula to the time dependent weighted Lapla-
cian on compact Riemannian manifolds with K-super Perelman Ricci flow.

Theorem 6.3.9. Let (M, g(t), ¢(t),t € [0,T]) be a compact Riemannian manifold with a family
of time dependent metrics g(t) and potentials ¢(t), and ¢ € C*1(M x [0,T]). Let L = Dgty —
Va)@(t) - Vg be the time dependent Witten Laplacian on (M, g(t), ¢(t)). Suppose that

19 + Ric(L) > Ky,

d¢p 1_ 0g
2 Ot T

— =_-Tr
ot 2 0t
where K € R is a constant. Let u(-,t) = P.f be a positive solution to the heat equation Oyu = Lu

with u(-,0) = f, f is a positive and measurable function on M. Then, for oll K € R and
t € (0,T], we have

d
ZH(f,1) 0, Ve (0,T], (6.3.12)
and
2 d
S Hic(t) + 2K coth(2K1) & Hic(t) < ~2Die() / V2 log P,f PP, fdp, (6.3.13)
M

implying that

awetr = -2 D) [ 19 0P s
M
inh(2Kt 1
_Smié{ )DK(t) / (§8tg+Ric(L)—Kg)(VlogPtf,VlogPtf>Ptfdu,
M

61



In particular, for all K € R, we have

d
%WK(f,t) <0, Vte(0,T].
Remark 6.3.10. In particular, under the assumptions of Theorem 6.3.9, we see that %WK(f, b+
%Dk(ﬂ Jas V2 1og PufI? Py fdp = 0 if and only if (M, g(t),d(t)) satisfies Perelman’s K-
Ricci flow equation and the conjugate heat equation, i.e.,

1dg d¢ 1_ 0g
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Chapter 7

W-entropy formulas on
Wasserstein space over
Riemannian manifolds

This chapter is adapted from the paper [71] and some new results that have not been published.
We will present the main results without the details of proof, and the paper and the proof will
be given in Chapter 13.

7.1 Wasserstein distance between Fokker-Planck diffusions:
time-dependent case

Under the convexity condition of the potential V', Otto [96] proved that the Wasserstein distance
between two family of probabilities measures dug(t) = ug(t)dz and dpq (t) = ui(t)dz, where u;(t)
is the positive solution to the Fokker-Planck equation d;u; = Au; — V - (u;V f) with initial date
u;(0), 4 = 0,1, is non-increasing in time ¢. See also Otto and Westdickenberg [98].

Otto’s result has been further extended by Sturm and Renesse [111] to complete Riemannian
manifolds with smooth weighted measures. Let (M, g) be a complete Riemannian manifold with
a weighted volume measure du(x) = e~/ dvol, where f € C?(M), let u;(t) be the positive solution
the heat equation dru; = Au; — V - (w; Vf) with initial date u;(0), 2 = 0,1. Then they proved
that the Bakry-Emery Ricci curvature associated with (M, g,e~fdvol) is bounded below by a
constant K € R, i.e., the CD(K,c0) condition holds if and only if the Wasserstein distance
between the measures po(t) = uo(t, z)dp and uq(t) = ui(t)du satisfies the differential inequality

EWa(polt), mr (1) < S Walpao(t),pa (1)), ¥t > 0.

In particular, Ric + V2f > 0 if and only if Wa(po(t), u1(t)) is non-increasing in ¢.

The above results has been further extended to Riemannian manifolds equipped with time-
dependent metric. Let M be a compact Riemannian manifold on which {g(t),t > 0} satisfies
Ricci flow (5.1.1). Let w;(t), t € [0,7], ¢ = 0,1, be the positive solution of the conjugate
(backward) heat equation

Oyu; = —Au; + Ru,
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with initial date u;(0). McCann and Topping[86], Topping [113], Lott[81] proved that the Wasser-
stein distance Wa(o(¢), p1(t)) is non-decreasing in ¢.

One of our main results is to extend the above results to the heat equation associated with
weighted Laplacian L = Ay — V,, f(t) - Vg, on closed Riemannian manifolds (M, g(t), f(¢))
equipped with Perelman’s modified Ricci flow (1.3.15) with potential f(¢) which satisfies (1.3.16).
Let u(t) be a positive solution to the backward Fokker-Planck equation on (M, g(t))

Oyu = —Lu. (7.1.1)

Since 0ydp = 0, by the integration by parts formula, we have % fM u(t)du(t) = — fM Ludp = 0.
Hence {u(t)du,t > 0} is a family of probability measures on M provide that [, u(0)du = 1.
Then we have the following theorem:

Theorem 7.1.1. Let (M, g(t), f(t)) be a compact manifold equipped with modified Ricci flow
(1.3.15) and the conjugate heat equation (1.3.16). Let du;(t) = u;(t)dp, i = 0,1, and t € [0,T],
where u;(t) is the positive solution of the backward heat equation on (M, g(t)):

Otui (t) = —Lui (t)

with initial date u;(0) satisfying [, u;(0)dp(0) =
Wa(po(t), pi(t)) is non-decreasing in t.

© = 0,1. Then the Wasserstein distance

7.2 Geodesics on Wasserstein space

We now introduce our main results by starting with the geodesic of Wasserstein space.

Let Ps°(M,v) be the Wasserstein space of all probability measures p(x)dvol(z) on M such
that [, d*(o, z)p(x)dvol(z) < oo, where d(o,-) denotes the distance function from a fixed point
o € M. By Otto [96], the tangent space T},q, P5° (M, 1) is identified as follows

TpipP3" (M, p) = {s = =V (pV) : ¢ € C= (M)},

where V, denotes the L?-adjoint of the Riemannian gradient V with respect to the weighted
volume measure du on (M, g). For s; = =V (pV ;) € TpaPs° (M, ), Otto [96] introduced the
following infinite dimensional Riemannian metric on PS° (M, p)

(51,82) = | Vo1 -Voapdpu.
M

provided that ||s;||* = [, [Véi[?pdu < oo, i =1,2. Then the Wasserstein space P5°(M, n) can
be considered as an infinite dimensional Riemannian manifold with Otto’s metric.
By Benamou and Brenier [21], for any given u; = p;dp € PS°(M, 1), ¢ = 0,1, then we have

1 1
Wi )= _int {5 [ [ Vet Potatiau i+ ViTe) =0f . (122)
pt€7’§[°(1\]/17u)7 2Jo Jm g
te[0,1].

where p(0) = po, p(1) = p1. In particular, if the geodesic connecting 1o and p; lies entirely in
Pse(M, i), (7.2.2) implies that the Wasserstein distance can be achieved by the geodesic curve
(p, @) € T*P°(M, 1), which satisfies the transport equation and the Hamilton-Jacobi equation

Op+ Vi(pVe) = 0, (7.2.3)
1
8t¢+§\v¢|2 = 0, (7.2.4)
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with the boundary condition p(0) = py and p(1) = p;. In view of this, the transport equation
(7.2.3) and the Hamilton-Jacobi equation (7.2.4) describe the geodesic flow on the cotangent
bundle T* P§° (M, p) over the Wasserstein space P (M, ).

7.3 Main results 1

Our first main result in this part is introducing the W-entropy for the geodesic flows in Pa(M, 1)
and proving its mononicity formula under CD(0,m) condition.

Theorem 7.3.1. Let (M,g) be a compact Riemannian manifold, f € C*(M), du = e fdvol.
Let p: M x [0,T] — R* and ¢ : M x [0,T] — R be smooth solutions to the geodesic equa-

tion (7.2.3) (7.2.4). For any m > n, define the H,,-entropy and Wy, -entropy for the geodesic
flow (p, p) on T*Ps°(M, i) as follows

Hon(p,t) = Ent(p(t)) + % (1 + log(4nt?)) | (7.3.5)

and J
Then for allt > 0, we have

d g2 )

EWalpt) =t [ |[Hesso— I+ Ricw n(L)(V6, V) | pd

dt " t

t m—n|?
+ / Vo -Vf— pdj.
m—-n Ju

In particular, if Ricy, n(L) > 0, then Wy, (p,t) is increasing in time t along the geodesic flow on
TP5 (M, ).

As a corollary of Theorem 7.3.1 , we recapture the following result due to Lott-Villani [81, 83].

Corollary 7.3.2. Let M be a compact Riemannian manifold. Suppose that Ricy, ,(L) > 0.
Then tEnt(p(t)) + mtlogt is convex in time t along the geodesic on Ps° (M, ).

Moreover, when m € N, we can easily check that the following (o, ¢m)

||
m 7t = 5
bm(a,t) o
1 _ =)
P t) = gt

where t > 0,2 € R™, is a solution to the geodesic equation (7.2.4) on R™ equipped with the
standard Lebesgue measure. Moreover, the Boltzmann entropy of p,, is given by

m

Ent(pm(t)) = — =

2

Then the H,,-entropy and W,,-entropy for the geodesic flow on Wasserstein space Po(M, p) can
be reformulated as

(1 + log(4mt?)).

Hm(p(t)) = Ent(p(t)) — Ent(pm(t))

Wnlpt) = (H(Ent(p(t)) ~ Bnt(on (1))
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which exactly follows the probabilistic interpretation of W-entropy of heat equation on manifolds,
as stated in [79] and Section 6.2.

Moreover, we prove an analogue of Lott’s convexity theorem of the Boltzmann type functional
for compact manifolds equipped with the Perelman’s modified Ricci flow and the conjugate heat
equation. The following results provide the reasonable forms of the Boltzmann entropy type
functionals which are convex along the geometric interpolation equations on the Wasserstein
space over such manifolds.

Theorem 7.3.3. Let M be a compact manifold with a family of Riemannian metrics and po-
tential functions (g(t), f(t),t € [0,T]) which satisfy Perelman’s Ricci flow equation (1.3.15) and
the conjugate heat equation (1.3.16). Let p and ¢ be solutions of the following equations

op = =V, (pVe). (7.3.7)
1 1
06 = —5IVoP — LRy (7.38)
where
Ry =R+2Af — \Vf|2.
Then

2

p7e] (plog p — dp)du = / |Ric + Hessf — Hess¢|?pdj.
(Y, M

In particular, the free energy functional fM plog pdp — fM pddp is convex int on [0,T], and the
convezity is strict unless that g is a steady Ricci soliton

Ric = Hess(¢ — f).

From the kinetic point of view, the equation (7.3.8) is the Hamilton-Jacobi equation for the
velocity ¢ of the particle moving in an external field with a potential Ry, and the equation (7.3.7)
is the transport equation for the density p of particles with respect to the weighted measure pu.
According to Perelman [99], the quantity Ry = R — 2Af + |V f|? is the scalar curvature term
appeared in the modified Bochner-Licherowicz formula for the weighted Dirac operator with
respect to the weighted volume measure p = e /dvol on M. In view of this, the equations
in Theorem 7.3.3 are naturally related to the Perlaman’s modified Ricci flow (1.3.15) and the
conjugate heat equation (1.3.16), and the convexity of the functional f w Plog pdp — f A POAp is
a corresponding result of the Perelman’s monotonicity of the F-functional along the Ricci flow
and the conjugate heat equation.

Moreover, we also have the following convexity result, which is the natural corresponding of
a result proved by Lott [81] for the Ricci flow.

Theorem 7.3.4. Let M be a compact manifold with a family of Riemannian metrics and po-
tential functions (g(t), f(t),t € [0,T]) as in Theorem 7.3.8, and p and ¢ be positive solutions
to

dp = =V, (pVe),

1, 1 1 1
o —§|V¢| —gBr— 5o f

Let 7 =T —t, then
2
3 d n 3 ) g 2
T2 — / (plog p+ @)pdu + = log(4r) | =7 / )ch + Hess¢ + Hessf — =—| pdpu.
dr M 2 M 2T
In particular, [,, plog pdp+ [, ¢pdp + % log(47) is convex in T3,
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7.4 Langevin flows on Wasserstein space

Compare the W-entropy formula for the weighted Laplacian (6.3.2) and W-entropy for the
geodesics in the Wasserstein space (7.3.7) , we find that they have a great similarity. As we
have explained in the previous section, the W-entropy for the geodesic in the Wasserstein space
Ps° (M, 1) has the same probabilitic interpretation. Then a natural question arises: how to un-
derstand the similarity between the W-entropy formulas in Theorem 7.3.1 and Theorem 6.3.1
? One of the possible approaches is to use the vanishing viscosity limit method from the heat
equation to the Hamilton-Jacobi equation. However, it seems that this approach does not work.

Inspired by J.-M.Bismut’s work (see [22, 23]) on the deformation of hypoelliptic Laplacians
on the cotangent bundle over Riemannian manifolds, we introduce a deformation of geometric
flows on the cotangent bundle of the Wasserstein space over compact Riemannian manifolds to
link the geodesic flows and the gradient flows.

We now describe how to introduce the deformation of geometeric flows on T*Pg°(M, p). For
any ¢ > 0, define the geometric flow (p,¢) : [0,T] — T*P$*(M, ) by solving the following
equations on T*PSs° (M, i)

0up+ Vi, (pV0)

&(a¢+jvmﬂ

0, (7.4.9)

—¢+logp+1. (7.4.10)

Notice that in the particular case M = R™ and p = dx, the above system is the the compressible
Euler equation with damping in the isentropic fluid

11V
dru+u-Vu=——u+ L. (7.4.11)
c cz p

Indeed, p is the density of the fluid, u = V¢ is the velocity, and v = C% is the friction constant,
p(p) =logp+ 1 is the pressure. In general, we consider (7.4.9), (7.4.10) as the potential flow of
the compressible Euler equation with damping in the isentropic fluid on the compact Rieman-
nian manifold (M, g) equipped with the reference measure du. On Euclidean space or compact
Riemannian manifolds, with a suitable condition of its initial value, we can prove that there
exists T' > 0 such that the compressible Euler equation with damping (7.4.9), (7.4.10) admits a
unique smooth solution on [0,7] x M. Moreover, on Euclidean space or compact Riemannian
manifolds with the first de Rham cohomology group Hi(M) = Ker d/Im d = 0, we can prove
that the Cauchy problem for (7.4.9), (7.4.10) admits a unique smooth solution on [0,7] x M.
We call the geometric flow (p, ¢) the Langevin flow.

The limiting cases ¢ — 0 and ¢ — oo can be specific as follows. When ¢ = 0, from (7.4.10)
we have ¢ = logp +1 = ‘mg‘it(p) and d;p = —Lp, showing that (p,®) can be regarded as the
backward gradient flow of the Boltzmann entropy on P$°(M, 1) equipped with Otto’s infinite
dimensional Riemannian metric. When ¢ — oo, to make the sense of the equation (7.4.10), p
and ¢ must satisfies the transport equation (7.2.3) and the Hamilton-Jacobi equation (7.2.4),
ie., (p,¢) is the geodesic flow on the cotangent bundle over the Wasserstein space P§° (M, p).
Thus, the family of flows {(p,¢) : ¢ € [0, 0]} is a deformation of geometric flows on P (M, u)
which interpolate the backward gradient flow of the Boltzmann entropy and the geodesic flow.

Moreover, on (R™,dz), m € N there is a special solution to the deformation flow (7.4.9),
(7.4.10). More precisely, let T > 0, let u : (0,7) — (0,00) be a smooth solution to the ODE

C2u// + u = —
2u
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with a given date u(T) > 0. Let «(t) = %, and let 5(¢) be a smooth function such that

B(t) = —B(t) — mlogu(t) — % log(4r) + 1.

For z € R™ and ¢ > 0, let us introduce

omtt) = el 4 50),
pm(z,t) = ;6_4%“(3).
@)

Then (pm, ¢m) is a smooth solution to (7.4.9), (7.4.10) on R™.

7.5 Main results 11

Our main results of this part is W-entropy formulas for the deformation flows. To follow the
probabilistic interpretation of W-entropy, we first introduce a Hamiltonian energy functional

02
H(p,¢) = 5/M|V¢I2pdu+/Mplogpdu, (7.5.12)

and prove its convexity along the deformation flows under C'D(0, c0) condition as follows.

Theorem 7.5.1. Let (M, g) be Euclidean space or a compact Riemannian manifold, f € C*(M),
dp = e Tdv. For any c > 0, let (¢, p) be a smooth solution to the deformation flows (7.4.9),
(7.4.10). Then we have

d2

@H(p, @) = 2/ [c72|V¢ — Viog p|> + |Hessg|* + Ric(L)(V, V)] pdp. (7.5.13)

M

In particular, if the CD(0, 00)-condition holds, i.e., Ric(L) = Ric+ Hessf > 0, then H(p, ®) is
convex along the deformed flows (7.4.9), (7.4.10).

The following result can be viewed as a variant of the W-entropy formula for the deformed flow
on T*Pg° (M, 1), and interpolate the W-entropy formula for the geodesic flow on T*PS§°(M, 1)
and the backward gradient flow of the Boltzmann entropy on P (M, u).

Theorem 7.5.2. Let (M, g) be Euclidean space or a compact Riemannian manifold, f € C*(M),
dp = e fdv. For any ¢ > 0, let (¢,p) be a smooth solution to the deformation flows (7.4.9),
(7.4.10). Then

2

%Ent(p(t)) + (2a(t) + 612) %Ent(p(t)) + ma(t)

— /M [|Hess¢> — a(t)g]? + Ricym (L) (V, VM pdp

+(mfn)/M a(t)+M

m-—n
In particular, if the CD(0, m)-condition holds, i.e., Ricy, (L) > 0, we have

[Vp|?

1
pdy + o) dp.

2

%Ent(p(t)) + (2a(t) + ;) %Ent(p(t)) +ma(t) > C% /M IVppl .

Moreover, under the CD(0,m)-condition, the equality holds if and only if M = R™, p = p,, and
O = Om-
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7.6 TW-entropy inequalities under Erbar-Kawada-Sturm’s
entropic curvature-dimension condition

In [46], Erbar-Kuwada-Sturm introduced a new definition of the curvature-dimension condition
on metric-measure spaces, called the entropic curvature-dimension condition. By [46], the en-
tropic curvature-dimension condition, denoted by C Dgy (K, m), holds if the Boltzmann entropy
Ent satisfies

1
HessEnt — NVEm®2 > K,

where K € R, N > n are two constants.

The purpose of this section is to prove the W-entropy inequalities for the geodesic flow, the
gradient flows as well as the Langevin deformation of flows on the Wasserstein space over complete
Riemannian manifolds with Erbar-Kawada-Sturm’s C Dyt (K, N) condition. This might bring
some new insights to the study of geometric analysis on metric measure spaces.

Theorem 7.6.1. Let M be a complete Riemannian manifold of dimension n. Suppose that
Erbar-Kawada-Sturm’s C Dyt (K, N) condition holds, i.e.,

1
HessEnt — NVEn‘c®2 > K,
where K € R, N > n are two constants. Then
(1) for geodesic flow (p(t), d(t)) on T*Ps* (M, ), we have

2
+K|p(t).

2

& Bnt(p(t) + 2 LEmt(p(1) + 3 > + ‘WEnt(p(t)),ﬁ(t)» +2

(ii) for the backward gradient flow p(t) = VEnt(p(t)) on P$°(M, 1), we have!

2

2 2
GEEo(0) + 2 5 Eo) + 5 (K +7) = 2 [(Euo(0). pon) + 5 (K44 ) a

Theorem 7.6.2. Let ¢ € [0,00), and let (p(t),p(t)) be the Langevin deformation of flows on
T*Ps° (M, ). Suppose that Erbar-Kawada-Sturm’s C Dgy (K, N)-condition holds for some con-
stants K € R and N € N with N > n, i.e.,

1
HessEnt — NVEnt®2 > K.

Let a(t) = (logw)’ be as in Section 7.4 with m = N. Then
e 1\ d s ,
ﬁEnt(p(t)) + | 2a(t) + 2 %Ent(p(t)) + Na~(t) + 07|VEnt(p(t))\

> - [(VEmt(p(0)), o)) + Na(d)* + K1p(t)

!Note that (VEnt(p(t)), p(t))) = [,, |V log p|?pdp.
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Chapter 8

Spectrum processes on the
octonion algebra

This chapter is adapted from the paper [69]. We will present the main results in this paper
without the details of proof.

8.1 The octonion algebra

In this section, we recall some facts about the octonion algebra, and we refer to [9] for more
details. We start with a few definitions.

Definition 8.1.1. An algebra A is a division algebra if for any a,b € A, with ab = 0, then either
a =0 orb=0. A normed division algebra is a division algebra that is also a normed vector
space with [lab|| = [[a[|b]].

Definition 8.1.2. An algebra A is alternative if the subalgebra generated by any two elements
is associative. By a theorem of Artin [100], this is equivalent to the fact that for any a,b € A,
(aa)b = a(adb), (ba)a = b(aa).

As mentioned earlier, there are only four normed division algebras, R, C, H, Q. There
is a nice way called "Cayley-Dickson construction" to produce this sequence of algebras: the
complex number a + ib can be seen as a pair of real numbers (a,b); the quaternions can be
defined as a pair of complex number; and similarly the octonions is a pair of quaternions. As the
construction proceeds, the property of the algebra becomes worse and worse: the quaternions
are noncommutative but associate while the octonions are only alternative but not associative.

Since octonions and Clifford algebra are both the algebra with the dimension 2" (in this
case n = 3), which share some special property, we can use the presentation provided in Bakry
and Zani [19] to describe the algebra structure on a basis of octonions, in order to simplify the
computations. This presentation is not classical, and we shall therefore use the table below.

Define E = {1,2,3}, and let P(E) denote the set of the subsets of E. For every set A €
P(E),we associate a basis element w4 in the octonion algebra, with wg = Id, the identity element.
Then an element z € O can be written in the form

T =Tawa,
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and the product of two elements = and y is given by

Y = E TAYBWAWR.
A,B

and it remains to define wawp for given A, B € P(FE), which is given through the following rule:
denote by A.B the symmetric difference AU B\ (AN B), then wawp = (A|B)wa.p, where (4| B)
takes value in {—1,1}. Then, the multiplication rule in the octonion algebra is defined by a sign
table, which is as follows :

O ) {1y | {2} | {3} [ {12} | {1.3} | {2,3} | {1,2,3}
0 11 11 1 1 1 1
ay (1] 111 1 1 1 -1
2y 1] 1| 11 1 1 1 1
3y [1] -1 | -1 | 1 1 1 1 1
T2y [1[ 1 [ 11 1 1 1 1
{13y [1] 1 | 1 | -1 1 1 -1 1
23y [1] 1] 1 | 1] -1 1 1 1
(123 [1] 1 | 1] 1 1 1 1 1

In this table, the element (7, j) is the sign (A4;|A4;), where A; is the ith element in the first column,
A; is the jth element in the first row.

From the facts that for A, B # 0, wi = —1 and wawp = —wpw4, it is easy to get the
following rules:

R i

(A|B) —(B|A), for B# A A B##;

We can check from the table that the octonion is a division algebra, moreover non-associative
but alternative.

Moreover , O can be equipped with the Euclidean structure obtained by identifying O as a 8
dimensional (real) vector space via

= ZwaA = (T, T1y, T2y, T{3}, T{1,2}, T{1,3}» T{2,3}> T{1,2,3}) »
A

so that the inner product and the norm are respectively :
(@)=Y zaya , llz| = Q2"
A A
Let us recall that to prove O is a division algebra, it is usual to introduce the conjugate
T = ZwaA == " = ZwaA(A|A)
A A

*

and observe that (zy)* = y*z* , zo* = 2*x and ||z]|> = za*, so that ||zy||?> = (zy)(2y)* =
(zy)(y*a*) = x(yy*)a™ = [l|*|ly]>.
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Altough the previous table does not provide an associative algebra, the octonion algebra
satisfies however some useful identities. In what follows, we shall make a strong use of Moufang
identities, which are stated as follows : for elements x, y, z belongs to O, we have

z(z(zy) = (zz2)y,
((z2)y)z = a(zy2),
(zz)(yz) = (2(zy))z,
(z2)(yz) = z((zy)2).

For a m x n matrix on octonions, write it as M = 3 , M“wy4, where {M4} are real n x n
matrices. For an n dimensional vector Y 5 XBwg,

O - MAwa) (O XPwp)=> MAXP(AB)wap =Y (ABB)M*PXPuw,.
A A,B A,B

Therefore, M can be expressed by the real 8n x 8n block matrix {MZ‘;1 ’B}, where MZ?’B =
(A.B|B)M;5.
This leads to the following definition:

Definition 8.1.3. A (23 x n) x (23 x n) block matriz M4B (where A, B C {1,2,3}) is a real
octonionic if M4 = (A.B|BYMAB, where M* = M4 is a family of 8 n x n square matrices.
It is the real form of a matriz with octonionic entries. We shall denote it as M =" , MAwy.

Then, we shall say that an octonionic matrix is symmetric if its real form is symmetric. This
corresponds to the fact that, for any A € P(E), (M4)t = (AJA)MA.

That is to say, (M4B)t = (A.B|B)(MA-B)t = MBA = (B.A|A)M4-B. Due to property 2
of Lemma 2.3, this leads to that for any A € P(E), (M)t = (A|A)M4, i.e. M? is symmetric
while M4 is antisymmetric for any A # ().

It is worth to point out that since the octonion algebra is not associative, there is no matrix
presentation of the algebra structure for the octonions, and therefore the matrix multiplication
of the real octonionic matrices does not corresponds to the octonionic multiplication of the asso-
ciated matrices with octonion entries. Even the product of octonionic matrices is not octonionic
in general.

The inverse of an octonionic matrix is in general not octonionic, and its exact structure is
not easy to decipher; the octonionic property may not be preserved. The following lemma gives
a condition for this last property to hold, and will play an important role in our results.

Lemma 8.1.4. Let M =5 M“w, be an octonionic matriz such that M° is invertible. Assume
moreover that, for any A, B € P(E)

MAM") T ME = MP (M%)~ MmA, (8.1.1)

and that Yo MC(M®)=* M is invertible. Then, M is invertible and its inverse N is octonionic,
satisfying N = > , waN4, with

NA = —NMAM®), forA#0 (8.1.2)

N = (- MO M) (8.1.3)
C

73



In this paper we perform computations on the characteristic polynomial P(X) = det(M —
X1d) of a matrix M. Assume that we have some diffusion operator acting on the entries of a
matrix M, described by the values of L(M;;) and I'(M;;, My;) for any (4,7, k,1). Then, we have,

P(log P(X),log P(Y)) = Z@Mi]. log(P(X))Onr,, log(P(Y)T'(M;;, My),
L(log P(X)) = ZE)‘MU log(P(X))L(M;;) + ZBMijaMkl log(P(X))T'(M;j, Myy).

To compute dy,; log(P (X)) and Oy, Onr,, log(P(X)) in the above formulae, we use the Lemma 6.1
in Bakry and Zani [19], which we quote here without proof.

Lemma 8.1.5. Let M = (M;;) be a matriz and M~ be its inverse, on the set {detM # 0} we
have

Oum,; logdetM = Mjgl,

Oy, Onry, logdetM = —M Mt
Hence with M~1(X) = (M — XId)™1,
I'(log P(X),log P(Y)) = ZM*l(X)jiMfl(Y)lkr(Mij, My), (8.1.4)

L(log P(X)) = My (X)L(Mij) = Y M (X)My (X)D(Myj, Mya). (8.1.5)

According to Bakry and Zani [19], one can get the information from I'(P(X),P(Y)) and
L(P(X)) about the multiplicity of the eigenvalues and the invariant measure of the operator

L(P(X)):
If for some constants oy, as, as,
p? Qs P(X) P/(Y)
L(P) = a1 P" + as—-, D(log P(X),log P(Y)) = ( - ) 1.6
( ) aq + a2 P (Og ( )v og ( )) Y - X P(X) P(Y) (8 )
and if there exists for some a € R, a # 0 which satisfies
a*(a1 + az) —alay +az) +az =0, (8.1.7)

Then
1. If a is a positive integer, it is the multiplicity of the eigenvalues of M;

2. Write P(X) = [[i-,(X — x;)® the invariant measure for the operator L in the Weyl
chamber {z; < ... < x,} is

_a?(a1+as)
dp = ([J(@i —2)?) ™ % dpo,

i<j
where dpg is the Lebesgue measure.

For the eigenvalue problem of matrices on octonions, Y.G.Tian proved in his paper [112] that
2 x 2 Hermitian matrix on octonions has 2 eigenvalues, each of them has multiplicity 8. For
3 x 3 Hermitian octonionic matrix, Dray-Manogue [44] and Okubo [94] showed that it has 6
eigenvalues with multiplicity 4. For 4 x 4 and 5 x 5 Hermitian octonionic matrices, there are only
numerical results, indicating that the eigenvalues have multiplicity 2 [112]. It is still unknown
for matrices in higher dimension. Following the analysis of Bakry and Zani [19], one may expect
that the study of probabilistic models on matrices of octonions could give new insights in these
directions.
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8.2 Main results: symmetric matrices on octonions

Our aim is to describe the law of the spectrum of the real symmetric matrix on octonions. The
block matrix is M = (M4F) = ((A.B|B)M*-B), satisfying (M*)" = (A|A)M* due to symme-
try.

Now set P(X) = det(M — XId) and U(X) = (M — XId)~!. Then by the formulae 8.1.4,
8.1.5, we have

['(log P(X),log P(Y Z UP (XU D(Y)F(M.A’B M,S’D), (8.2.8)
L(log P(X)) =) UA By ) = > U U XD (MG, MGP)(8.2.9)

We will focus on the two cases where the inverse matrix U(X) is octonionic, i.e. the symmetry
condition 8.1.1 of matrix M — XId is satisfied, almost surely for the stochastic process under
consideration.

8.2.1 The dimension 2 case

Consider M = > MAwa, where {M#} are matrices whose elements are independent Brownian
motions. For A # (), due to symmetry of M, (M#4)! = (A|JA)M# = —M*. Such matrices
naturally satisfy the symmetry restriction (8.1.1) in dimension 2, since the 2 x 2 antisymmetric
matrices are all of the form ( 2 702 , and they are therefore all proportional to each other.

However this is not true in higher dimensions. Set

(M4

17

M) = 6,4 B(Gidj + (Al A)dads),  L(Mf) =0,

which reflects the symmetry of the matrices. Notice that the inverse matrix U(X) is also sym-
metric with (U#4)! = (A|A)U#. We have the following result

Proposition 8.2.1. For the 2 x 2 symmetric matriz M =Y MAw4,

Plog P(X).log P(Y)) = o (f)g)) - 1;((;”))) ,
o - (5558 158
such that
L(P) = (11— ;)Z(é)) —11P"(X).

Then the multiplicity of the eigenvalues is 8. Assume p is the density of the invariant measure

of L of the coordinates {x;} in Weyl chamber, we have p = C[];_;(xi —z;)8.

8.2.2 Another model in any dimension

We now provide another set of random octonionic matrices for which the symmetry condition
(8.1.1) is automatically satisfied.
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Let M? be a symmetric matrix with independent Brownian motions as its entries. For all
A B # 0, let M4 = MP = A be a random antisymmetric matrix with independent Brownian
motion off diagonal entries. Then consider M = M%vy + A> c.gwe. This model is similar
to the Hermitian case considered in Bakry and Zani [19] (see Remark 8.2.3). Similarly to the
Hermitian case, we set

1
D(M, M) = 5(0d + Gudje),
1
I'(Aij, An) = ﬁ(5ik5jl*5iz5jk)7
F(Mi@j,Akl) =

and L(Mi‘?) = 0 for any A. Also due to Lemma 8.1.4, for the inverse matrix U(X) = (M —X1I)~1,
we have for every C # ()

U =-0'M°M° - X1)~' = -0 AM" — XD)7,
which means for all C' # (), U is the same, and we denote it by U,.

Proposition 8.2.2. For the matriz M = Mww@ + Zc;&w Awc on the octonions,

[(log P(X),log P(Y)) = ny <]]DD/((§)) B }]DDI(()}:))> ’
/ 2
L(logP) = —;1;,(())5))2»
such that
/ 2
L(P) = (8- %)P (If) — 8P"(X).

The multiplicity is a = 8, while the density of the invariant measure of L is C'I[;_; |zi — z;]?.
Remark 8.2.3. Recall that in Bakry and Zani [19], section 7.1, for a Hermitian matriz H =
M + i A with independent Brownian motions as its entries (where M is symmetric, A is anti-

symmetric), we have

I(M;j, M) = =005 + dudjn)

— N

I'(Aij, Ap) = 5(5ik5jl_5il5jk)

In our model M = M"w, +AZc¢® we, denote e the specific element in the octonion algebra
e=> czwc. Notice that

e?=—1.

which indicates that e works like i in the Hermitian matrices, just with a different variance.
Therefore, this example is indeed similar to the case of Hermitian matrices.
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Our two models provide examples where the multiplicity of eigenvalues and the exponent
in the law are not related, which is in accordance with the conclusion in Bakry and Zani [19],
that the exponent reflects the structure of the algebra while the multiplicity of the eigenvalues
is decided by the dimension of the eigenspaces.

As we have seen, the octonionic structure of the matrix plays an important role. For higher
dimension, the problem may be studied by our method if we know the structure of the inverse
matrix, which is not necessarily octonionic. The main obstacle is still the non-associativity,
which prevents any matrix presentation for octonionic multiplication. Let us recall that the
3 x 3 matrices on octonions have been studied by Dray and Manogue [44] and Okubo [94] using
algebraic method, showing that there are 6 eigenvalues with multiplicity 4. It is still an open
problem to provide a probabilistic model in this case which would lead to this conclusion.

T



78



Part 1V

Matrix Dirichlet Process
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In this part we present our work on matrix Dirichlet process. We will start with the spectrum
process of Brownian motion on SO(d) and SU(d), and study the polar decomposition of Brownian
motion on complex(real) matrices. Then we recall the classical results of Dirichlet measure on
the simplex and give our new interpretation. In the end, we study matrix Dirichlet process, and
present two inteprations.
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Chapter 9

Spectrum of Brownian motion on

SO(d) and SU(d)

In this section we study the spectrum process of Brownian motion on SU(d) and SO(d).

9.1 SU(d) case

We start with the SU(d) case. Recall in Section [?], for z € SU(d), the diffusion operators on
SU(d) are

Usu(ay(zij, 2ze1) =  —dzazes + zij2m,
Csu(ay(zij, 2u1) =  ddirdji — 2ij 2k,
Lsu(zi5) = —(d®=1)zy, L(zy) = —(d* —1)z;;.

It is known that any U € SU(d) can be diagonalized to the matrix of the form
{e! 02, ...,e"‘gﬂ“l,e_iZ;'F1 i,

where {0 < 6y <65... <041 < 2w}. Then we arrive at the following proposition:

Proposition 9.1.1. For two integers 1 < p,g < d—1, let 03 = — Z;i O,
L(0p,0g) = dbpg—1,
d 1
L, = _2421771(71 — w0y
a#p

And the density of its invariant measure is
H (6191’ _ 610‘1)2.
(p,9),1<p,q<d,p#q
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Proof. — Write P(X) = det(XId — U), we have

P, P n P P’

I'(log P(X),log P(Y)) = XY(F(X)—(Y) +

Now define 65 = —Z?il 0;. Since P(X) = [[%_,(X — €'), we have %(X) =3

p=1
such that

ﬁ<F(X) - F(Y)))-

noo__ 1
p=1 X _—¢'0p

I (log P(X),log P(Y))
prq k
i(0p+04) 120k

1 1
XY (Y (X — eif)(Y — eifa) —ny (X — eifr) (Y — ewk))

Z (X _ 6101’)( 619 Z ezOk eiek) :

pq k

On the other hand, by direct computation

—e'0 94719, 6,) e2nT(0,,,6,)

[(log P(X),log P(Y)) = Z (X — e)(Y — eifa) (X — etfn)(Y — eifn)

p,q<n—1

N Z et (0p+0n) (9 9) N ei(9p+0n)r(0p,9q)

prg<n—1
Comparing the two formulas we yield the result:
L(0p,0,) = =1, for p#q, T(0p,0,) =d—1,
[(04,60a) =d—1, T(04,6,) = —1.

which leads to the conclusion in the proposition.

For L,
P// P /2 P/
L(log P(X)) = XQ? (d— 1)X2ﬁ +(1—-d)HX -
120 129 1
- (d_l)Z(X +2dz —¢ith) Zeiapfewq"' d
P qaép
) i0p
+(1—d )Zi(x —)
p
and
e?0T(0,,0,) L(e"r)
L{log P(X)) = Z (X — eipep)g - Z X — iy’
1<p<n 1<p<n
L(eiep) — 129 Z 619 620 d 1)261-9;7.
q#p
Thus
L, = 242 : _6“9 —y — (d=1)d).
q#p
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Notice that for each g # p,

1 1 o
1— ei(0q70p) T 1— e*i(aqfep) ’
which means Re(lelwﬁ) . Therefore, L(6,) is real and
L(6 = d» I 1
(0p) = -2 Z m m)
q7$p
_ i
q#P
T(logp,0,) = Zaa (64,0,))

. e

a#p
Notice that
d . .
0, (d _ 1)6’97’ + ezeq
;F log(e'” —e'1),6,) = gl 010, _ piby
d 10
= i(dz S, ity (d—1)),
q#p
> T(og(es —e),0,) = —i(d—1)(d—-2).

q#r,q,7#p

Hence the invariant measure should be

p= H (eiﬁp _ €i07)2.

(p,9),1<p,q<d,p#q

Remark 9.1.2. This metric is indeed flat metric restricted on Zd x; = 0 up to the dimension
constant d. In fact, for each x; in R?, define y; = x; — ézp zp. Then it is easy to check that

C(yi,y;) = 0ij — %

9.2 S50(d) case

Recall the diffusion operators of Brownian motion on m € SO(d) in Section 2.4.2,

Cso(mij,mer) = dirdji — mamyg,
Lso((miy;) = —(d—1)my;.
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For O € SO(d), if d = 2n, its eigenvalues can be written in the form as {e?1, =1 .. ¢ifn e=n};
otherwise d = 2n + 1, its eigenvalues are {1,e%1 e~ . ¢ e~} We have the following
result:

Proposition 9.2.1.
I‘(Gl,@]) = 5ij7

|
—~
>
©
~
Il
[\
)
—~
[~
<
N
—_
~—
[N}
)
—~
9]
&
N
)
~
Nl
<)
~—

Proof. — First let {\;}i=1,...n be the eigenvalues of O. Notice that P(X) = det(XId — O) =
[L(X = X) =TI[;(X — A1), by direct computation,

I'(log P(X),log P(Y))
X P(X) Y P(Y) XYy Xz p y? p
= (X)) ——— (Y
XY—lP(X)+XY—1P(Y)+n1—XY+X—YP( —x—vpY

1 A
= 2 (X -\ - A 2 (X -\ —\)

i %

When d = 2n, the eigenvalues are {ewl,e‘wl,ew?,e_w?...ew”,e_w"}; When n = 2d + 1,
eigenvalues are {1, e e=i01 ¢if2 =02  cifa =4} however in both cases we always have

1 €i29i
I'(log P(X),log P(Y)) = ; (X — €i0:) (Y — e—i0:) - (X —€i0)(Y — eifi)’
Therefore,
F(é)l,ﬂj) = 51]
Moreover,
P/2 9 P’ X2
_ 2- — -
LlogP(X)) = X P2 (d+1+X2_1)XP+dX2_1,
and
L(log P(X))
bY: 1 A\ A 1 1
= C 2 i d—1 L2 _
Thus
i 1
LX) =-2 I (d-DN 22—,
) in—xj ( Wit N — At
JFi i
and
. eiej 1
iL(6:) = _22 cif — ity T zeziai 1 (d~2).

J#i
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Similarly,

i0;
e 1
Re(-2 Z b — i 2621'(% — 1) =d-2,
J#i
such that
L(0:) = 2Im( =) =2 _Im( )
J#i
) eiGj 1
F(lOg Ps 01) = L(G’L) = Z(2Z eili — eigj - 2€2i9i 1 + (d - 2))
J#i
Notice that
0 0 it
0; _ i0; . — -
> Tlog(e” —¢).0) = Y ig—ry
J#i J#i
i0;
. e 7
= D i+ ),
J#i
—if; i0;
—1 i 7 i — ¢ e
T(log(e ™ —€™),0;,) = Ym0, — it
. 2
= 7,(1 + m%

Therefore,

,D — H (6191 _ eiej)2 H ‘ef’i@i _ e’iei .
%

(4,5),i7#7

Remark 9.2.2. Notice that the Brownian motion (2.4.4 on SO(d) up to a constant depending
on dimension constant has nothing to do with dimension d; while the Brownian motion (2.4.3) on
SU(d) depends on the dimension. The results in this section gives an explanation: the spectrum
of Brownian motion on SO(d) is indeed decided by some independent Brownian motion on R?,
while the spectrum of Brownian motion on SU(d) is indeed Brownian motion on R? restricted

to the surface Zj x; = 0, which depends on the dimension.
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Chapter 10

Polar decomposition

10.1 Polar decomposition of complex matrices

It is well known that for every complex matrix m, there is a polar decomposition: m = VN,
where V is a unitary matrix and N is a Hermitian matrix. In this section we aim at describing
the polar decomposition of a Brownian motion on the complex matrix.

We start from a Brownian motion on complex matrix m € M?(C), which satisfies
F(mij,mkl) =0, F(mij,ﬁ’lkl) = 25ik6jl, L(mij) =0.

Now define M = m*m, then it is Hermitian satisfying M = N2, and it has a decomposition
M = UD?U*, where U is a unitary matrix. Therefore, we have N = UDU*.

In our case here, for any complex matrix m, its law is invariant under both left and right
unitary multiplications. Since we have M = m*m = UD?U* and m = VN, the law of (V, N)
remains same under the transformation I(v; i) : (V,U) = (VoUoV Uy, UpU) for two fixed unitary
matrix Vg, Uy. This property ensures that if we know the law at V' = U = Id, then we can know
it at any point. Specifically, for two functions f, g on (V,U) we have at the fixed point (Vo, Up)

L(f(V,U),g(V,U))(Vo,Uo) = T(flivo,u)(V,U)), 9(livy,u0)(V, U))) (1),
L(f(V,U))(Vo,Uo) = L(f(lvy,ue)(V:U)))(1d).

Proposition 10.1.1. Let m be the Brownian motion on a d X d complex matrixz. Let m =V N
be its polar decomposition, where V' is a unitary matriz and N is a Hermitian matriz. Moreover,
define M = m*m and N has a spectral decomposition N = UDU*, where D = diagz,...,Tq 1S
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a diagnal matriz and U is a unitary matriz. Then, at arbitrary point V,U we have

F(mij,mkl) =0, I‘(mij,mkl) = 26ik6jla L(m”) =0,
I'(Mij, Myr) = 2(8;6 M + 6uMjr), L(Mij) = 4dog;,

1 1
¢ g#i 0 J
xf +x? — — T, —
Pij = 2m7 (NZJa Nw) = prqUipququUl]h L(Nij) = 4; mUikUﬂw
m? + 22 — —
Tij = —QM, L'(Uij, Up) = ri;UaUgj, T'(Usj, Upt) = =8y erjUipUkpv
7 7 14
Zj zg erk:a U :Uijzrjk)a
k#j k#j
4 _
Ci' = T T oo r V;,V = Crs VU ir VU SU'SU T
J (-’L’i+$]‘)2 ( J kl) Z ( ) ( )k Jjs¥l

TSs

(‘/’Lj) Vkl Z Ors VU)“"(VU) U]GUI‘S’?

rSs

L(Vij) =Y Cos(VU)irUjr L(Vig) =Y Crs(VD),, Ujy

2 _
aij = 5, LT(Vij,Un) = Zalq(VU)ilququa
(.137, + x]) I#£q

(V;J’ ) 07 (Ulja ) 07
Proof. — We divide the proof into several steps:

1. To compute the diagonal part D = {x1,x2,...,x4}. Since M = m*m, the eigenvalues of M
are {X;}¢ ; and X; = 2. We have

F(]WU7 Mkl) = 2(5“Mkj + 5jkMil)7 L(Mij) = 4d5ij.
Let P(X) = det(XId — M) be the characteristic polynomial. Then

4 XP'(X) YP(Y)

L(logP) = —-4X—

Comparing it with the formulas in terms of the eigenvalues leads to

1
D(X;, X;) = 4X;0;;, L(X;) =4(1+2X;) %)

that is

1 1
(xi,x;) = i, L(x) = - + 4x; Z o
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2. To compute the diffusion on U. In fact, since the law of U is left-invariant, we only need
to compute I and L of U at identity. First we compute I'(U,;, X). Notice that

DMy log P(X)) = Y 5 Ty, X0) = 3 (0 = X) T (Mg, M),

k pq

Setting Vijpx = I'(UipUsp, Xi), we get

- X M-X
k
that is X M
4 * p ‘/2 4
Up—=xY +%;X A VG
from which X
Z X, — XVUP k=0
kp k
Therefore,
D(M;j, Xi) = 4UiXUjg,
ZXpVijp,k = 0.
p

Since U is unitary, we have [(UipUjp, Xi) = 0. Valuing this formula at identity leads
to T(U;j, Xk) = —F(Uji,X). Also taking Ep XpVijps =0 at U =1d, we have

(X — X;)T(Uij, Xi) = 0,

which indicates that I'(U;;, X)) = 0, for any i # j and k.

Now we are in the position to compute I'(U;;, Ug;). Once again, all the computation only
needs to be done at U = Id, where we have I'(M;;, My;) = 28;;0x;(X; + X;); On the other
hand,

2000k (Xi + Xj) = 46i—jmp= X + X XeT(Uji, Uny)
+ X XiU'(Ujs, Up) + X; XiT (Ui, Ur) + X; X0 T(Usj, U

At U =1d, T'(-,Ui;) = —T(-,U};), therefore

2§il§kj(Xi + Xj) = 45i:j:k:lXi + (XZ — Xj)(Xk: — Xl)F(Uij7 Ukl)~

From which we deduce for ¢ # j

(Xi + X;)
so we have X4 X
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Observe that T'(U;;, Uy;) = r4; does not play any role in the computations. This comes from
the fact that (U, D) — UDU™ is not a local homeomorphism, the choice of U is not unique.
In fact for a Hermitian matrix H with distinct eigenvectors, H — (D, [U]) is one-to-one
where [U] = {VW,VV € U(d)}, VW = {VWy, Wy € W} and W = diag(e'®1, ..., e"%?). We
may choose the phase of U such that det(U) = 1. Therefore, at U = Id for any 1, j,

0 =T (logdet(U),U;;) = ZF(UMW Uij) = 74i0ij,
k

such that for any 7, r; = 0.
As for L(Uj;), notice that UinUjy = 85, s0 at U = Id,

L(T;:) + L(U;) +2) T(Uir,Ujp) = 0.

Since M = UD?U*, M;; =", U;, X, U ., we have

(Xj — X,)L(UU) = (4d -2 ZT'M"XT + 2 ZXiriT — L(Xz))éw
Notice that 4d — 23" ry X, +2> Xy — L(X;) = 0, such that
(X; — X5)L(Ui;) = 0.

Therefore, we must have

T ity
L(Uij) = L(UJZ) = - Zriréij = _22 mﬁm
r#i ri i T

. We now compute the diffusion on N and V. Since M = UD?U* and N = UDU*, where
D? = diag{ X1, ..., Xq} = {23, ..., 2%}, it is not difficult to compute that

(Vo Nit) = Suraa 4 T 260650 o5, S0
( 179 kl) — U4j5kl + i1#75 4041045k (Ii‘i’zj)Q - ilVkj (1'7,+$J)2
Let M = mm™*, then
F(Nijj\zkz) = 20yMy; + 26, My,
L(M;;) = 4dé;j,

which is exactly the same as M. Since M = W D?W*, follow the procedure above, we can
compute I' and L of W, which is the same as U. However, we should pay attention here
the spectral decomposition of M only gives I'(U;;, Ux;) when i # j, k # [. We have at
W =1d, when i # j, k # 1

(27 + 23)
(77 = )2

z J

P(Wij,Wkl) =-2 §il6kj~
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and we also have I'(W;;, z1,) = 0.
> Wl-pmpUjp and I'(mi;, mig) = 0, T'(myj, M) = 26,651, we get

Since m;; =
0 = T(Wi, Wi)ajz + (24, 2x)0i0k + T(Usj, Ukt iz,

—I'(Wij, Un)xjay — (Wi, Usj)xizy,
200050 = T (Wi, W)z + (i, o1) 05508 — I'(Usj, Uik )iy,

+T(Wij, Uz, + T (Wi, Usj) 2y,

which leads to 4
Tl
2 51l5k]

L(Uij, Wia) = e
j

%

And wheni=jor k=1,
1
F(Wij, Wr) = —?%kb

i

Since W = VU, we can compute I" and L of V from W and U. At V =U = Id,

I'(Vij, Vi) + T(Uij, Urt) + T (Vij, Upt) + T'(Via, Usy),

I'(Wij, Wia)
Vi) + T (Uij, Unt),

(U1]7Wkl) = F(Uij7

which leads to

F(Uzg,Vkl) = méilékj;
4

]-—‘(Vvij,Vkl) = _m(silékj.
% J

Also since N = UDU*,

(i — xj)
I'(Vij, Ni) = QW@NM == 53040k

Since V is unitary, we have I'(V;,-) = —I'(Vj;,+) at V = Id, such that

¥ (@i — ;)
I'(Viy, N = 20——50i0
(Vij» Nkt) (o Tz, 2Okt
Now compute L(Nj;), =>, Uirz, U jrat U=1d, fori#j
L(Nlj) = (L(l‘l) + 2 Z TirZy — 2 Z xirir)aij
r#i r#i

- + Z 171 r 42 +Ir
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Now for the fact that L(m;;) = L(mg) = 0, we can compute L(V;;) and L(V;;). At

V=U=1Id,
L(mlj) = Z L VvirNrj Z ‘/ZTL ’I“j) + L(VLT)N’FJ + 2]-—‘(‘/17"7 N’I"j)
= 42 5w+L(VU x]—|—ZZS”5U,
so that 1
)
Vi) er(xi+xr)25j
and

L(Vy) = L(Vy) = 4 Y s

Now we have I and L for all the elements in the polar decomposition of the complex matrix
matV =U =1d,

i =—2—" I 5.0; U;;, U :2¥515 ,
([]]7 Ukl) (I% — z?)26 léjkh ( 7 kl) (xg ?) k9351
_ x; + o
L(Um) L(Uij) = 22 (x;— Qk)Qéijv
ki % k
1 1
AP EE RTINS S,
! g#
J,‘ +l‘ Ty
F(Nl], Nkl) = meszléjkv L(Nz]) = 42 méiﬁ
4 4
I'(Vij, Vi) = —W5il5jka L(Vij, Vi) = (s _|_xj)25ik5ﬂ’
_ 1
L(‘/ZJ) = L(VU) = 742 méij,
2
I'(Vij,zx) =0, T(Usj,a) =0, T'(Vij,Un) = W‘Siléjk'

By the property of invariance under the transformation (V, N) — (VoUoVU;, (UgU)D(UsU)*),
we have at arbitrary point V, U

(U”, Ukl)<U) = Z Ulpqu UPJ7 U )(Id),
T(Vij, Vi) (V) = D (VD)ip(VU)kgUsp UseT (Vpr, Vo) (1),
L(Uij) > UipL(Upj),  L(Uij) = UipL(Upy),

other terms such as I'(V;;,Uy), L(V;;) follow the same procedure. In the end, we get the
conclusion in the proposition.
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10.2 Polar decomposition of real matrices
Consider polar decomposition for Brownian motion on real matrix m. First we have
F(mij,mkl) = 6ik5jl, L(m”) =0.

M = m!m is a symmetric matrix, assume it can be diagonalized as M = P*D?P, where D =
diag{ A, ... )\d} P is an orthogonal matrix. Then m can be decomposed as m = VN = QDP,
where N = M3 3, V is also an orthogonal matrix and Q = V P?.

Proposition 10.2.1. Let m be the Brownian motion on a d X d real matriz. Let m = VN
be its polar decomposition, where V is an orthogonal and N is a symmetric matrixz. Moreover,
define M = m'm and N has a spectral decomposition N = PDP*, where D = diagz1, ..., x4 is a
diagnal matriz and P is an orthogonal matriz. At arbitrary V, P, we have

I'(Msj, M) = 0iMji + 01 My + 05 My + 65 Mg,
4N
LAy Aj) = 4Nidij,  L(N) = +4d -2
— N\ — Aj
J#i
2&5,‘
D(wa;) = by, L(w) =) ——,
VR J
[(Pyj,zx) = 0, T'(Vij,zx) =0
Let a;; = (302 —ij)z; Cij = (miij)z;
D(Pyj, Pu) = ik Zairprjprl — aixPgj Py, L(Pij;) = —Pi Zaw
r#i qFi
L(Vij, Vi) = Z2Cpq(VPt)ip(VPt)kaquql - Z2Cpq(th)ip(vpt)kqqupplv
Pq Pq
L(Vi;) = _Z2Cpq(vpt)ipppjv
P#q
( 1]7Vkl) = Zczp l VP Zczp p] VP )kp ils
p
L(Nij, Nw) = Zapq Pyi Py Por Pyt + Ppi P Pak Ppt),
p#q
x
L(N;,) = 25 —2 _p.P..
(Nij) Z(xq+xp)2 pilpj
p#q
T(Nij, Vit) =Y apg(Ppi Pyj (VP iy Pyt — Pyi Py (VP o Pt).-
PF#q
Proof. — First, to compute the spectrum of M.
[(M;j, M) = My + 0nj My + 05 M + 65 My,

L(M;;) = 2d6;.
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Let P(X) = det(XId — M),

I'(log P(X),log P(Y)) = 4trace(M Y X)MM*(Y)) = YfX(X ];((jf)) - Y];g))),
L(log P(X)) = —2trace(M Y(X)MM (X)) — 2trace (M ~(X))trace (M~ (X)M)
—2dtrace (M (X ))
_ P ) - P07 PX)

Y P PR

On the other hand,

F()‘i’)‘j)
(X =) =X’
(A, Ai) L(\:)

L(log P(X)) = Z_(Xf)\iz)Q (XN

I'(log P(X),log P(Y))

>

Compare the two formulas, we get

T\, A) = 4\

. _ 2 .
Since \; = x; for any 1,

Now we compute the diffusion on P. For the same reason as in the complex matrix case, we
only need to compute it at P = Id.

F(Mij,logdet(XIdfM)) = Mﬁl(X)lkF(Mlj,Mkl)
= AMM (X))

Moreover,

Ak A
D(Mij,logdet(XTd — M)) = 3 45" PaiPe + =T (PP, Me),
k

which ends in

X%

k,l

Plzf)lja/\k) - O

such that

> AT(PiPy, k) = 0.
l
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Valuing the formula at P = Id, we have I'(P;;, A\) = 0.
Also notice that at P = Id,

D(Mij, M) = (Gindj1 + 0u05) (A + Aj),

D(PpiPpj,) = T(Pji,-) +T(Py,-) =0,
such that we have
D(Mij, My) = Y 000l (Nis M) + ApAgT (Pyi Pj, Py Pyt)
Pq

= ANibijr + (N — Aj) (A — AT (P, Prr).

Therefore,
i + A
Dy, Pu) = (i = Gadii) 35 5
i J
= (6101 — 6510p;) .
(0ix 051 ! kj)(x?—x?)Q

As for L(P;;), at P =1d

2déi; = L(Mij):ZL(Ppi)‘pij)

P
Z ZAPF(PW’? ij) + PpiijL(/\p) + Ppi/\pL(ij) + L(Ppi))‘pppj*
P

Also we have
0= L(PyP;p) =2) T(Py, Pjp) + L(Py) + L(Py).

P P
Then
(Ai = Xj)L(Fy5)
= —26;; Pt TP 496 SN EG T Y P 4d — 2 2d6;; =
RN W Do R WAL 5 vies M A

which indicates that for any i, j, at P = Id, there exists a constant A; such that we always have

L(P;j) = A;d;j. Therefore,

Ai F A
L(P;j) = —6i ESE /\:)2-
Now we compute Q. Let M = mm! = QD?Q!, then
F(Nij, Mkl) = j\\jjl(sik + j\\jjkfsil + Mzcsjk + Mk(sjla
which is all the same as I'(M;;, My;), implying @Q;; has the same I" as P;;:
['(Qij, Qrr) = (indji — 51‘151@)M~
(xi - xj)2

97



Moreover, at P = @ = Id,

k015 L(mij, mu) ZF QipTpPpj, QrqtqFyl)
p,q
= Oiju + xixpD(Pij, Pr) + 226 0(Qij, Pra) + 230D (Pyj, Qrr) + 220 (Qijy Qrr)-
Thus,

xjxkF(Qij7 Pr) + i L(Pij, Qi)

4zt 2aix;(xF + x3)
- G S
J

i i J

Exchange ¢ and j and apply the fact that I'(Q;;, ) = —I'(Qjs, ) and I'(P;;, ) = —T'(Pjs, ),
—2;2,1(Qsj, Pri) — z2T (Pij, Qri)
4x2 22

221, (1? + 22)

_ 1% KaalV) ) J

= —7(x27x) 5Jk6zl — 55—
J

(@2 =gz Ctdik:

% i J

Hence 9
Tl
D(Pyj, Qui) = — 555 (0ix0j1 — 0idr;)-

(xi - xf)
And for L(Q;),

0 = L(my) =Y L(QipxyFy)
P
= Z 20pl(Qip, Ppj) + L(Qip)wp Ppj + QipLi(@p) Bpj + QipxpL(Ppj).
At P = Q = Id, this reduces to
0=2% 2,1 Qip, Poj) + L(Qij)z; + 0y L(x:) + x:L(P;

i)
p

Therefore,

x? + 22
L(Qij) = —(51-3' (x2 _ x2p)2'
i P

Now write Q = V P!, where V is also an orthogonal matrix. At P = Q = Id,

I'(Qij, Qu) = T'(Vij, Vi) +T'(Vig, Pu) + T'(Pji, Vi) + T'(Pji, Pix,),
( ankl) = F(PZJ7V )+F(P137Pk:)
Therefore,
1
( z]aVkl) = m(fsz‘k(sjl _5'Ll5kj)a
i J
2
L'(Vij, Via) m(éikéﬂ — 0;10k;)-
i J
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As for L,
L(Qij) = 20(Vip, Pjp) + L(Vip) Pjp + L(Pjp) Vi

2
p#i

Therefore,

As for N = M3 = PtDP, we have

I'(Nij, Nii) = M(@k@z + 8410k,
i b
X
L(N,) = 26, .
RPN
and
Ty — T4
I'(Nij, Vi) = m(@k@z — 0;10k;)-
i T L
To sum up, we have
(M, M) = 0ixMji + 0 M + 05 M, + 05, Mg,
L(My) = 2ddy,
4N
F(/\“A]) = 4)\1'6“, L(/\z) = iy _J)\' +4d — 2,
g#i oY
2£L'i
[(zs,z5) = by, L(z) = Z 5 o2
J# J
And at P =Q =1d,
xf + 22
D(Py, Pu) = T(Qij: Qu) = (0idjt — 0udij) 535>
(2 xj)
20,2,
D(Pj, Qu) = —W(@Msﬂ — 810k;),
xf + 22
L(P;) = = ﬁ
gl Uik
xf + x2
L(Qij) - 52J ( 2 2p)2
pFi i T T
1
L(Pij, Vi) = m(éik(sjl — i10kj),
i T T
2
L(Vij, Vi) = m(5ik5ﬂ — 0i10k;)-
T J
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As for L,
L(Qij) = 2F(Vipvpjp)+L(V2p)szJ+L(Pjp)V;p
2
257.41,“ L(P;,).
pFi (xi+$p)25” * (V”) T ﬂ)

Therefore,

p#i

Since P is invariant by right multiplication, V' is invariant under V' — Vo PtV Py, then we get
the conclusion in the proposition. |

10.3 Ricci curvature on the manifold of m*m
In this section, we compute the curvature on the space of Hermitian matrices
H={M =m*m,m is a complex matriz with Euclidean metric}.
We use the same notations as those in the previous section. Recall that
D(M;j, Mit) = 2(0,s My + 0y My;), L(M,;) = 4dd;;.

We now compute the corresponding Riemannian metric G on H. Notice that the metric on
‘H is invariant under unitary transformation, i.e. for any M € H with spectral decomposition
M = UD?U*, where U is a unitary matrix, we have

L(Mij, Mi)(U) = Z UipUjqUir Ui D (Mg, M) (U = 1d).

pqrs

Then it suffices to compute the Riemmanian metric at U = Id, where

F(Mij,Mkl)(U = Id) = Z(Xi + Xj)dildjk.

Therefore,
1
G(MZ],Mkl)(U = Id) = mdildﬂw
i J
such that at any point U we have
1 _ _
G(M;j, My;) = —————U;,U; Up Uiy
(M, ) ZQ(XerXq) pYiqYkqVip

pgars

We are now in the position to compute the Ricci curvature. The method to compute Ric curvature
follows from that for any f who is a smooth function M, we have

To(f) = [Hessf||> + Ric(V . V).

Therefore,
RiC(Mij, Mk:l) = FQ(MZ‘j, Mkl) — <HeSSMiJ‘, HeSSMkl>.
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Proposition 10.3.1.
To(M;j, M) = 8ddudjk,

Ri 8> (1 X by — SNk 55
1Ci5 = - il0jk — ij Okl
- T R+ X (X + ) 1 TR )2

and the Ricci curvature is positive.

Proof. — First we compute I's(M;;, My;). Recall that
P(M”, Mkl) = 2(5jkMil + (51'1Mkj), L(Mij) = 4d(5ij.

Then by definition,
Do (M;j, Miy) = 8d6;10,.

Then by the formula that (see the book by Bakry, Gentil, Ledoux [14])

Hessf(h,g) = %(F(Q,F(f,h))+F(h7f(f79))—F(f,F(hvg))),

we are able to compute that

Hoss My (Mg, M) = 3 (DM D(Mig, M) + (Moo, T(Mig, Myg)) = T(Myg, T(Myg, M)

R g
4(6i56ijrq + §rj5iqus)-

Notice that I's(M;;, M) is invariant under the unitary transformation of M, while HessM;; is
not in the same case. However, (HessM;,;, HessMy,) is unitary-invariant:

(HessM,;, HessMkl>
= Y G(Mpg, My)G(Map, Mea)HessM;; (Mg, May)Hess My (Mys, Meg)

= Z 16 M;q, M, )G(Mai7 Mld)Maqud + G(Mpu M, )G(Mjbv Mld)MPbMTd
+G( 7q» Mls)G(Mai7 Mck)MaqMcs + G(Mpi7 Mls)G(Mjb7 Mck:)Mprcs]-

In fact,
X2 _ _
Z G jq7 (Maza Mld)Maqud = Z 4(X + X )?X n X} ) UihUqukuUlh
woh u v v L

XX, o
> G(Myi, Myi)G(Mjp, Mig) Mpp My =Y 1%, 1 3 VUi Ul

X, X, o
ZG janls (MaiaMck:)MaqMcs = Z mUiuUqukalv

Z G iy Mls ( jbs M. )Mprcs = UivUjhUkh[jlw

Z4X +X)Xh—|—X)

uvh
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Hence

(HessM;;, Hess M)

X,QL — _ XXy — _
= 82 Z (Xn + X0)(Xn +Xu)U1uU]kaleu + mUijuUkuUlv]a

which indicates that (HessM;;, HessMy;) is invariant under unitary transformation.
In the end, we have

X? _ _ X, X _ _
Ricij(U) = 8d6;d, —8 h UinUjoUro Uty + 7o Ui U Uiy Ut .
icij e (U) 105k ;[? X0 £ X0 (X0 7 X0 Ukl + =5 uUko U]
At U =14,
X? X Xk
sm(U Z Xh+X)(Xh+Xj)) FIR O X+ X2 M
It is not quite obvious that the Ricci curvature is non-negative:
_ X2 < X, Xk
Nij i Ricij = 8 A Nijhij — 8 ) N
ijzk:l i ARG 1k Z Xh-i-X)(Xh-f—Xj)) i N\ij %:(Xz'i‘X) i \kk

SZZXhX+X +XX|>\”|2 Z(XiiX’“AiiAkk.
ik

(X + Xi)(Xn + X)) X; + Xp)?

Notice that

V

XXk XXk 2 2

XXk )
82 T Al

such that
_— Xn(Xi + X5) + XiX; 9 X Xy 9
Aij Ak Ric;; > 8 Aii|l©—8 Aii
wzld ij \kl ch,lk? - Z; Xh+X Xh+X ‘ ]‘ Z X+X 2‘ |
Xn(Xi + X5) + X5 X5 | o
> 8 Aij|© > 0.
- Z Z Xh + X Xh + X; ) ‘ j‘
Therefore, we prove that the Ricci curvature is positive. |

Remark 10.3.2. In fact, on the space of complex matrices of dimension d, we know that Ric = 0,
therefore for any smooth function f on m,

Laf(m) =0
Restricting f on M = m*m such that there exist a smooth function f(M) = f(m*m), we have
Ty f(M) =T f(m*m) > 0,

indicating that the Ricci curvature of the space of M is non-negative. The above formula gives
its explicit formula.
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Chapter 11

Dirichlet measure on the simplex

Definition 11.0.1. Let a = (ag, a1, as, ...,aq) € R and a;,i = 0,1, ...,d are all positive. The
Dirichlet distribution D(ag,aq,az,...,aq) on the simplex

d
Ag={z;>0) z;=1,i=0,1,...d}
i=0
is given by
B—x‘flfl...xgd_l(l — X = ... — xd)aﬂ_llAd(xl, ey £g)dx ... dx g,
where B, = 711:((;‘;’122‘;))

The Dirichlet measure can be considered as a generalization of beta distribution,

B(ag,a1) = 271 — 2)" g1y (@)da,

B((L(), al)
which is indeed D(ag, a1).

We quote the following proposition from [67], which gives a construction of Dirichlet random
variable through gamma distributions given by

1
Ye,B (z) = BoT(a)

Iaile_% 1(0,00) (I)v

where o, 8 > 0, I'(«) = fooo x% te~%dx. It also gives a method to generate independent random
variables.

Proposition 11.0.2. Consider independent random variables Xg, X1, ..., Xq such that each Xy
has gamma distribution ~y,, . Define S = ZZ:O Xy. Then S is independent of é(Xl, ey X4),
and %(Xo,Xl, coiy Xg) has the density D(ag, aq, ..., aq).

A simple application of this proposition gives a realization of Dirichlet random variables.
Consider z = (1, T2, ..., 24) to be standard Gaussian variable in R?, then y = (y1, 2, ..., ¥4) =
ﬁ is on the unit sphere in R%. Each z? is distributed as Y1,2: SO the above proposition leads to
the conclusion that (y7,y3,...,y3) is distributed as D(3, 1, ..., 1). Moreover, if we define

Xl = y% + ...+ y§17 X2 = y§1+1 + ...+ y;1231+p27 Xn = yQZ:n,l 1 + ...+ y02l7
-y Pit

J
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where > 7 p; = d. Then {Xi, ..., X,,} is distributed as D(%, &, ..., B).

Our main concern in this section is the diffusion process with Dirichlet measure as its invariant
measure. Let us start with a generalization of the above example. Consider Brownian motion
on S9! embedded in R?. Recall Section 2.4.1 that the Euclidean metric restricted on the sphere
S is

ng—l(l'i,l'j) = (5”' — Xy, Lgd—l(l’i) = —(d — ].)ZL'Z

For each i = 1,...,d, define X; = 2?. Then we have a simplex {0 < X; < 1,Y, X; = 1},

where

D(X;, X;) = 4X,(6; — X;),  L(X;) = 2 — 2dX,.
The invariant measure of {X;,i =1,...,d} is
d—1 d—1

H Xz_%(]' - ZXZ)7 )

i=1 g

Nl=

which is the Dirichlet measure D(3, ..., 3).
Moreover, let Y = X; + X5 then
D(Y,Y)=4(Y - Y?), D(Y,X;)=-4YX;,
L(Y) = 4 — 24,

where j # 1,2. {Y, X3, X4, ..., X4—1} has their invariant measure, whose density is

d—1 ., d—1 .\
[[xa-vy-> xi) =
1=3 =3

It is in fact the Dirichlet measure D(1, %, e %) Such amalgamating process can be generalized
to the following proposition:

Proposition 11.0.3. Let pi,ps2,...,pn be a partition of {1,2,...,d} such that >, pr, = d, and

k
denote q, = >, pr for k =1,..,n. Let X; = 2+ i+ .+ xgl, X5 = $31+1 + .+ xi, e

Xn=a2 1 +..+a2 . Notice that {X; > 0,57 | X; =1}, and

[(X;, X;) = 4X:(0;5 — X;), L(X;) =2p; — 2dX;,
which give the density of their invariant measure as D(5, 22, ... B),
n—1 Pe n—1 .
IERIE W
k=1 k=1

A more general model comes from the Laguerre operator on Rt [16], which is given by
d? d
Ly =2— —x)— 11.0.1
=t +a— 1)1 (11.0.1)
for a > 0. Its invariant measure is p,(dz) = Co2* te~%dx, and has Laguerre polynomials as its
eigenvectors.
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Now consider X = (X3, ...., X4) to be independent process on RT, and each X; is associated
with a Laguerre operator L,,, for some positive constant a;. Then for 1 <4, j < d, we have

F(XZ,XJ) = Xi&;j, L(XZ) = a; — Xz'.

Define S = >, X; and Y; = %, {Y1, ..., Ya} constitutes a simplex {0 < Y¥; < I,ZleYi = 1}.
Direct computation yields that for any i,

I'(S,Y;) =0,

which implies that S is independent of (Y71, ..., Yy). Then restricting on the submanifold {S = 1},
we have

D(Y;,Y;) = Yidi; = ViV, L) =a;— > apVi,
k

with the invariant measure

d—1 d—1
1 EERE BORRS
i=1 =1

which is indeed the Dirichlet measure D(ay, ..., a4) on the simplex.
Moreover, since the invariant measure of the Laguerre operator 11.0.1

po(dz) = Cpz® te *dx

is indeed 7,1, the above model in fact gives a dynamical proof of Prop 11.0.2. In fact, let
x = (x1, ..., £q) be the initial value of X = (X, ...., X4), which are independent and distributed
as Yaq,1s -+ Yag,1- By the definition of invariant measure, for any bounded function f on R¢,

/ F(@)dptar (1) - Aty () = / E(f(X0)) () dttar (21)---dptay (za).

Similarly let ¥y = (y1,...,y4—1) be the initial value of ¥; = (Y1,...,Y4_1), distributed as the
Dirichlet distribution D(ay, ..., aq), then

/f(y7 1)dD(a’17 "'7a’d)(y) = /]E(f(}/la "'aYd—17 1))(ya l)dD(ala "'aad)(y)'
Define @ : (Xy,...,Xq4) = (Y1,...,Yq-1,S). (Since Y7 + ... + Yy = 1, we use (Y1,...,Yy-1,S) as

coordinates to ensure that ® is non-degenerated.) According to the above discussion and the
fact that Y; is independent of S such that

E(f o ®(Xy))(z) = E(f (Y, 5))(y) = E(E(f (Y, 1)]S = 1))(y) = E(f (Y2, 1))(v),

we know that

[ B 0 B @i, (1)-wian(0) = [ BV D)0)AD (@, 0 0)

Therefore,
[ o 0@, @) (a) = [ B 0O @, (1) ()

[ B0 WD as)w)

— [ 0D i),
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which proves Proposition 11.0.2.
In fact, we are able to describe all the polynomial models on the simplex with Dirichlet
measure by applying the results of Boundary equation 2.5.2.

Theorem 11.0.4. For every the polynomial model in the simplex {V; > 0,i=1,...,n —1,1 —
E”_l V; > 0} with Dirichlet distribution as its invariant measure, i.e.

j=1
n—1
p=1IVvi =3 v,
i k=1

where {a;,i = 1,...,n} are positive constants. Then their diffusion operator is given by

n—1
T(Vi,V;) = AyViVi = 655 > AirViVi — i AV Vi, (11.0.2)
k=1

where V,, =1 — Z;’;ll Vi, Aij = Aji for all 1 < 4,5 < n are negative constants.

Proof. — According to Theorem 2.5.2, to be a polynomial model I'(V;, V;) must be a polynomial
no more than degree 2, and for 1 <4,j < n — 1 satisfies

I(V;logV[¥) = LY,
I'(V;,log Vo) L,

where {L¥ 1 < j <n— 1}, L™ are polynomials of no more that degree 1.
From the first equality, we get
0T (Vi, V) = VLY,
which indicates that there exist constants A;;, A;, and Bj such that
n—1
L(V;, Vj) = Aij Vi Vi + 045 Z B ViVi + 61 Ain Vi,
ki
where Aij = Ajia Aij =0 when ¢ = ]
From the second equality,

n—1
an Y T(V;,V;) = =V, L™,
J

that is
n—1 )
an(Z(Aij + Bij)ViVi + anAinVi = =V, L',
Ji
which implies that A;; + B;; = —A;,. Then we have
n—1
D(Vi, Vi) = AiViVi — 655 Y AwViVi + 65 Ain Vi Vi
ki
The ellipticity of ' is a consequence of Theorem 12.1.1. |
Moreover, by direct computation we get
n—1
L(Vi) = ) (a; + DA;Vi— O AiVi + CiVa)(a; + 1) + anC Vi
j k=1
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Chapter 12

Matrix Dirichlet process

12.1 General matrix Dirichlet Process

As we have explained before, the polynomial models are quite rare. However, when we study the
polar decomposition of complex matrix, a matrix generalization of simplex appears:

{Vk, 2" = (Z%)",0< 2% 7% =1d} (12.1.1)
k=1
It indicates that there may exist a polynomial model of multiple matrices which has matrix

simplex as its boundary, as in the classical case of Dirichlet measure. Similar to the Dirichlet
measure on the simplex, we generalize the Dirichlet measure into the following form:

n—1 n—1
p=C ][] det(z")*det(1d - Y Z*)o, (12.1.2)
% k=1

where {a;}?_, are all positive constants.
Now we consider I' in the following form:
F(ij, Ziy) = qu(ZiquIIc)j + ZZZZJ') - 5pq[z BSP(Zlegj + ZiijZZ) + Anp( ﬁzlfj + Z,?]»ZZ)L
S
(12.1.3)
for 1 < p,g<n-—1, Apy = Agp, Bpg = Byp are all constants. In fact, such form of I" appears
naturally when we study the polar decomposition of Brownian motion on complex matrices (see
Chapter 10).
To find the corresponding diffusion operators on the matrix simplex, we have the following
result:

Theorem 12.1.1. For integers p,q satisfying 1 < p,q < n —1, and Apy = Agp all negative
constants, the diffusion operator given by

D(Z5, Z1) = Apg(Z230; + ZR28) = Spg Y Asp(Z3Z8; + 233 20) + Aup(ZHZE; + Z3 Z0),
(12.1.4)

together with the Dirichlet distribution (12.1.2), constitutes a polynomial model on the matriz
simplez (12.1.1).
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Proof. — The proof is separated into two steps, first we prove that to have a polynomial model,
in formula (12.1.3) we must have A,, = B,,; then we prove that I is elliptic if and only if for all
1<p,g<n, Ay, <O0.

Although T is expressed in terms of {Z%,i = 1,...,n}, we always use {Z*,i = 1,...,n — 1} as
coordinates, since Z" =1Id — Y7~ ZF.

Recall that to have a polynomial model, according to Theorem 2.5.2, we require I‘(ij, log p)
to be a polynomial at most 1 degree, for each i, j,p . Notice that for 1 < ¢ <n—1,

T(logdet(Z7), 20) = 24425 — 6pq Y 2BupZ5; — 0pg2Anp0i5,
n—1
D(logdet(2"), 21;) = —(Z")i [ (Apg — Bpa) (23285 + Z5.28,)) + 2A0, 21

q

Therefore, to make I'(logdet(Z"), Z;) a polynomial we should have Ay, = By, which leads to
formula (12.1.4).

Now we prove that on the matrix simplex {0 < Z*¥, 37| Z* =1d}, T in the formula (12.1.4)
is elliptic if and only if for p,q¢ =1,....,n, Ay, < 0.

For the fixed (p,q), consider T'(Z};, Z};) as a d? x d? matrix with index (ij,kl). Then
(T(Z], Z}}y)) is a (n — 1)d* x (n — 1)d* block matrix with index (p, q). Notice that

Cpg) = >, ApgMP+CD,
(p,9),p#4q

Where MP? is a (n — 1)d? x (n — 1)d? matrix with

(MU = ZiZ0+ 22
(M(p’q))qp,(ij,kl) = Zle,fj'f‘ZZZZj’
(M(p’q))pp,(ijwkl) = _(Zng’fj+ZZZZj),
(M@)o iy = —(Z520,+ ZHZ1),

and other entries 0; D is a diagonal block matrix with D, ) k) = — (2527, + Z,,Z}};) and
other entries 0; and C' is a diagonal matrix of size satisfying C(,, ) = Apnldgz xq2-

Notice that each p # ¢, M9 is equivalent to M by unitary transformation, which is defined
as

(M(p’Q))pp,(ij,kl) = —(qulZIICJJ + ZZZ]Z])u

with other entries 0. In fact we have for any non-zero matrix A = {\;; },

Do NS ) =D Ngha( 25,25 + Z5.2)
ij,kl ij,kl
= —trace (Z9AZPA?) — trace (ZPAZIAY).

Since ZP is Hermitian and positive for any p, we have

trace (ZIAZPAY) > 0, trace (ZPAZIA') > 0,
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therefore MP? are all negative-definite matrices. Similarly, we have D > 0. We may first fix
p, and let other matrix Z” = 0, r £ p. Then the fact that both Z? are Hermitian makes sure
that D < 0, to make I' elliptic, we must have C,, < 0; Then for fixed p, g, let Z? and Z? be two
non-zero Hermitian matrices and Z? + Z9 = Id, which means Z™ = 0; Z" = 0, for r # p,q. Then
MP? < 0, we must have Apy < 0 to make I' > 0.

Therefore, I' is positive-definite if and only if for any 1 <p,¢g <n -1, 4,, <0, A4,, <0.

We also note that given I', together with matrix Dirichlet measure, we have

= Y 2ag+d)Ap Z8 =Y 2ap + d)Apg ZY,.
q q

We may write stochastic differential equation for matrix Dirichlet process in complex matrix
simplex. Let {B?%,1 < p,q < n — 1} be standard Brownian motions on complex matrices of
dimension d x d, satisfying BP? = —(B%)*; and for different pair (p,q) and (r, s), BP? and B"*

are independent. Define
WPd = 4/ —Apg BPra
2 )

since A,y < 0. For fixed (p, ¢), we have
(qu qu) — 0 (qu qu) qu(slktéjl

ij ij
Then {ZP,1 < p < n — 1} satisfies the following stochastic differential equation:
dzP = N (ZM)EAWrP(ZP) 4 (ZP)Ed(WR)(ZR)3
k#p
n

+0O " 2ag + d)Apg 2P =Y " 2(ay + d) Apg Z7)dt.

q

It can be verified that for p # ¢ < n,

F(Zf;an) = APQ(ZZZ£j+ZZjZZ)7
(przkl) = Apn( ﬁZ£j+ZngZ)a
n
D(Z5,7Z8) = =Y Ap(Z320, + Ziy;Zh),
S#D
L(ZE) = ) 2aq+d)Ap 20— 2(ay + d)Apg Z];.
q q

Remarks 12.1.2. According to the paper by Bakry and Zribi [20], for a polynomial model, let
p be the density of its invariant measure, there exists a constant p such that for h = %

L(h) = ph.

In our case, since {a;} are all positive and the measure vanishes at the boundary, their theorem
indicates that p is positive. Let Yy = h(Z;), where Z; is the matriz Dirichlet process, then by
1té’s formula, e™*Y; is a local martingale, so we have

E(e™Y;) = Y.
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Assume the starting point to be Yy = ﬁ = a. Now consider the hitting time T. of p(Zr1.) =€,
we have

E(e %) = ca.

When € — 0, we see that T, converges increasingly to infinity, which means that it will never hit
the boundary.

Notice that for the general matrix Dirichlet process, the amalgamation property does not hold
any more: {Y = Z' + 272 73, ..., Z" 1} is not a process itself, for the reason that I'(Y, ij) does
not satisfy a closed formula. However, we will see later that when if A,, is the same constant
for any p, ¢, the amalgamation property still holds.

12.2 (eneral matrix Dirichlet process from polar decom-

position

Let Zj i = UikUjk, such that for fixed k, (Z;;) is a Hermitian matrix: Z-j)k = UikUjk = Zjik,
and {X;} be the eigenvalues of M. Also we have

d
Z Zijkx = 0O,
%

trace (Z;; ) = 1. forVk
Then
T(Zijp Zhtg) = Tap(ZitaZujp + ZitpZhjg) = g O Tsp(Zit.sZhjip + ZijsZit ),
L(Zijp) = 2 1p(Zijp — Zijua)-

PF£q

Now consider (Z;;x) as a process. However, notice that for a fixed k, the matrix (Z;;) is

of rank one, dwe first discuss the 1 dimension case. Let 1 < i < d be fixed, then we have

{0< Ziip, > pe1 Ziip = 1}

U(Ziips Ziig) = 2rapZiipZiig — Opg Y, 2rspZii s Zii ps
L(Ziip) = 2 Z Tpq(Ziip = Ziiyg)-
p#q
Take Z};, Z%, ..., Z&~ " as coordinates. The metric turns to be
d—1
UD(Z5,Z)) = 2rgpZiZf + 0pg Z 2rap — rsp) Z 2 — 0pg2rap 2y
L(Z;) = 2 Z TpaZy; + 2 Z(Tpd — Tpg) Z{; — 2rap.

P#q pF£q
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This process is indeed a one-dimension Dirichlet process with the Lebesgue measure dZ};...dZ, gfl
as its invariant measure. It inspires us to link the process of (Z;; ;) with Dirichlet process. How-
ever, since the matrices (Z;; ) are too degenerated, we need to get rid of the restrictions on the
matrices. This is the reason that we introduce the matrix simplex and the general I' described
in the previous chapter:

I‘(ij, Zlgl) = AIJCI(Z;IZZII;j + ZZZZ]‘)
_5pq(Z(Asp - Cp)(ZleIIc)j + Z3Z55) + Cp(éilzlzc)j + 0k Z37))-

12.3 A construction from SU(d) and SO(d)

We know give a natural construction of matrix Dirichlet process, which is a special case of the
general matrix Dirichlet process. Following the splitting procedure in matrix Jacobi case, instead
of taking one sub-matrix, we extract several matrices: for example starting from a Brownian
motion on SU(d), take the first m lines, and split d into n parts: d = a; + as... + a,, then we
get n matrices {v'}, respectively of size m x a1, m x ag,...,m X a,. Moreover, let V; = v;v}, such
that each V; is a Hermitian matrix of dimension m x m, satisfying 0 < V; < Id for each 7 and
>V =1d. Write V,, =1d — S~ Vi. By direct computation, for 1 < p,q <n—1,

1=

PVE V) = dopg(6aVils + 0k Vi) — d(ViGViT + ViTViG),
2
Notice that this is a general matrix Dirichlet process when A,, = —d. Now we study the invariant

measure of this matrix process {Vi}?:_ll. Suppose the invariant measure exists and let p be its
density. Then

L(logp, Vi) = 2d(a, —m)dij + 2d(mn — d)V,
I'(logdetV?, ViT) = 2d[dpq(0;; — Vi}) — 0p2q Vi3,
n—1
I(logdet(Id — > " V¥), VE) = —2dVE.
k

Therefore, the invariant measure, if it exists, should be

n—1 n—1 —
C I det(vP)r=mdet(1d — 3 vh)d- s o, (12.3.5)

p=1 k

Notice that this invariant measure is a Dirichlet measure, which means the extracted matrices
process is a matrix Dirichlet process.

Proposition 12.3.1. Let p,q be two integers 1 < p,q < n —1, and define Y =V, +V,. Then
we get a new process {V;,Y,1 <i <n—1,i # p,q}, which is still a matriz Dirichlet process, with
its invariant measure

n—1 n—1 .
¢ I det(vF) mdet(y)*teamdet(Id — »_ VF - Y)dm2i, e
k=1,k#p,q k#p,q
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Proof. — The I" and L are all the same for V., r # p,q,

I( Z-Z»szz) = dérs(éilvlgj"‘ékj J)—d(Vij i+ JV;;S]-%
L(V5) = —2d*V}; + 2da,d;;.

Except for Y we have

I'(Yij, Yi) = d(0aYrj + 0r;Ya — 2YuYsj),
L(Yi;, Vi) = —dYi Vi —dYaVy;,
L(}/Z]) = —2d2)/1‘j + 2d(ap + aq)éij.

If the invariant measure exists, let p, be its density, then

INQ

YR

F(Yéja 1Og Pa)

logpa) = 2d(ar —m)d;j +2d(m(n—1) —d)V};

R

2d(ap + ag —m)dy; + 2d(m(n — 1) — d)V;].

Notice that

L(Vi,logdet(V®)) = 2d(0,56i; — Vi}),
LV logdet(Y)) = —2dVj,
[(Yij,logdet(V")) = -—2dY;;,
I'(Yij,logdet(Y)) = 2d(6;; — Vi),
T(Vjj,logdet(I — > Vi —Y)) = —2dVy,
k#p,q
[(Yijlogdet(I — > Vi —Y)) = —2dYj;,
k#p,q
which leads to the conclusion that
n—1 n—1 ne1
pa=C [ det(VF)"mdet(Y)* T det(Id — Y VF = Y)TT 2okmr BT
k=1,k#p,q k#p,q

Equivalently, the matrix Dirichlet process can be also constructed on SO(d). We use the
same notation of partition in the previous section: for a matrix v on SO(d), take the first m
lines, and split d into n parts: d = a3 + as... + a,, then we get n matrices {u'}, respectively
of size m X a1, m X ag,....,m X a,. Let U; = w;ul, such that each U; is a symmetric matrix of
dimension m x m, satisfying 0 < V; <1d for each i and ), U; = Id. By direct computation, for
1 S b, q S n— ]-7

DUE UL = 0pg(0ikUy + 00Uy, + 05Uy + 05U) — URUG — UZ U — URUL = ULUY,
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The density of their invariant measure is

H det(U")~ det Id— nz (740 D E—

The amalgamating property follows:

akml

Proposition 12.3.2. Let p,q be two integers 1 < p,q <n —1, and define Y = U, + U,. Then
we get a new process {V;,Y,1 <i <n—1,i # p,q}, which is still a matriz Dirichlet process, with
its invariant measure

n aptag n—1 _E:nflak_m_l
¢ I det(vH)* =T det(y) " det(ld— 3 VE—y) Tt
k=1,k#p,q k#p,q

Remarks 12.3.3. The above result show that for any function f which is invariant under the
amalgamation property, i.e. for any integers 1 <p<q<n-—1,

AU/ AL TN U VA 7t P VR VAU VN 74 b U LI VALt

we have
n—1 n—1
FO V) T det(VE) e det(1 = Y VP)er Ay idvE..dv !

p

/\/1‘>0,Z;1 vr<Id

Ol/f(Y, VI LV (det(Y)) e T det(VEye
k=3,...,n—1
n—1
xdet(I —Y = Y VEye—mdyavs. . dvr!
k=3

Cos / V) (det(Y))r @M det(1 — Yy -mqy,
<Y<M

where a, = d — Z?fl a;, {C1,C4,...,Cr_1} are all constants that can not be determined right
now.
On the other hand, as discussed in remark 4.2.1, we have

/ det(A)" " det(Id — A)™~"dA = B(ar, as),
<A<Id

from which we can deduce the constants and prove the integral formulas. In fact,

n—1 n—1

fvi, .yt det(VF)®=mdet(I — Y  VP)an—mavidy2..dvn—t
/vi>o,2:1vv<1d( )1;[ V5 ( Z )

/(/ det(V)“1 =" det(Y — V1)a2=mqyt)
<Vi<y

n—1
) fVE vy ] det(VEY T et(T - Y = Y VR Ay aAvE LAyt
k=3,...,n—1 k=3
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Notice that
/ det(V1) " (det(Y — V1)) mdv!
0<V1i<Yy

= det(y)aﬁarm/ ) o det(YTEVIY TE) T (det(ld - YT EVIYTE)) gy TRV TR
0<Y 2V1y 2<Id

= det(Y)" 7" B(ay, az),

such that

n—1 n—1

fvi, .yt det(VFY®=m)det(I — Y VP)an—mqyiqy2. . dvn—?
/wzo,zglmg [T dervymmdentr =3 v)

= 5m(a17a2)/f(Y7 V3,V det(Y)@tem

n—1

(I det(vF)=mmdet(r — Y = > VF)ermdyavi. v
k=3,...,n—1 k=3
= gm(al + ag,ag)gm(al,ag)/f(Y, V4 LV det(Y )@ taztas—m
n—1
(I det(vF)=m)det(Id -y = > VF)ermmdyavi. . dvr
k=4,....n—1 k=3

n—2

= Bn(>" tivan1)Bmlar + az, a3) B (a1, as) / F(¥)det(Y)20 M det(Id — V)™~ dY.

In fact, the multivariate Dirichlet function is defined by (in complex case)

n—1 n—1
B (@1, .oy an_1;an) :/ det(VF)=mdet(I — Y  VP)an—mgviqv2. .dvn—1,
' ! V%ZO,Z:’I Vvr<Id ]‘;[ ;

and the above discussion shows that

gma yeees Gn—150n =y
(a1 150n) r

114



Part V

Proofs of Theorems
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Chapter 13

Proofs

In this chapter, we give the proofs of Theorem 5.2.1, Theorem 6.3.7 and Theorem 6.3.9 which are
included in the paper [70], and also the proofs of Theorem 6.3.2, Theorem 6.3.3, Theorem 6.3.4
and Theorem 6.3.6 in the published paper [72], Theorem 7.6.1 and Theorem 7.6.2 in [71], together
with the proofs of Theorem 7.1.1, Theorem 7.3.3 and Theorem 7.3.4, which are not included in
our preprints or publications.

13.1 Proofs of Theorem 5.2.1, Theorem 6.3.7 and Theo-
rem 6.3.9

We first prove Theorem 5.2.1.

Proof. — Let PS + be the heat semigroup of the time dependent weighted Laplacian on L?(M, p),
e, u(t,-) = Ps tf( ) is the unique solution of the heat equation yu = Lu in [s, T] with u(s,-) = f.
Slmllarly to Bakry and Ledoux [15] (where g and ¢ are time independent), we introduce

VP, oyr—if|?
he(t) = 2Kt Py 1 tT("”tf'), tels,T)
R@,s—i—T—tf

Note that, at time T — ¢ + s, the generalized Bochner formula implies

2 2 1
(0 + L)ﬂ = Z|V2u —u'Vu ® Vul* + 2u™? (8 + Ric(L )) (Vu, Vu).
U U 2 0t
Hence
2
hls(t) _ QKhS(t) 2K Ps+T T |:< ><|VP58+T tf| >:|
Ps s+T tf
= 2Khy(t)+ X Poir i1 { V2 —u"'Vu ® Vul? + 2u~! (;g‘(ZJrRic(L)) (Vu, Vu)]

Y

22K Py i {ul <26t + Ric(L) + )(Vu Vu)} .

If (g(t),#(t)) is a (K, oco)-super Ricci flow, i.e., if £ af + Ric(L) + K > 0, then
hi(t) >0
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Thus, ¢t — h(¢) is increasing on [s,T|. This yields, for all ¢t € (s,T),

2 2 2
€2KS |VPS,Tf| S €2KtPs+T7t,T (lvPS,S+T—tf ) S 62KTPS’T ('V-f| ) .
R@,Tf R@,s+T—tf f

Notice that

d
%PerTft,T(Ps?erTftflOg Pooir—tf) = Popr—i1 (Lsyr—t +0¢)(Ps s1r—1f1l0g Ps s1r—1f))
|vps,s+th|2>

= Porr (
Ps,s-{—T—tf

Therefore,

T
d
Ps,T(f log f) - Ps,Tf IOg Ps,Tf = / %Ps—i-T—t,T(Ps,s—i-T—tflOg Ps,s+T—tf)dt

T 2
|VPS s+T7tf|
- Poipoyp | DEostTotI ) gy
/S T ( Pssyr—if
1 - i
< 2K (T—s) _ )
s gl P ( 7

Thus the logarithmic Sobolev inequality holds on complete Riemannian manifolds equipped with
a K-super Perelman Ricci flow

62K(T—s) -1 |vf|2
Psr(flog f) — Psrflog Psrf < sic Dt < 7 ) . (13.1.1)

Similarly to the above proof of the logarithmic Sobolev inequality (13.1.1), we have

T
d
Ps,T(f log f) - Ps,Tf IOg Ps,Tf = / %Ps—i-T—t,T(Ps,s—i-T—tflOg Ps,s+T—tf)dt
T 2
|VPS s+T7tf| )
- Povpyp | DsstT=tI T gy
/s et ( Ps,s—&-T—tf
2 /T 62K(5—t) |VPS,Tf|2dt
s Ps,Tf
_ 1— eQK(s—T) |VPS,Tf‘2
2K Prf

Thus, for all T > 0, f € Cp(M) with f > 0, the reversal logarithmic Sobolev inequality holds

VP, rf|? 2K
NIl < e (Par(flogf) ~ Purflog Pox)). (13.1.2)
S,

It is then easy to prove that both (13.1.1) and (13.1.2) holds for P, ; for all 0 < s <t <T.
On the other hand, if for any 0 < s <t < T, the log-Sobolev inequality for P;; holds, then
applying (13.1.1) to 1 + e f and letting £ — 0, we can obtain the Poincaré inequality

1
Ps,tf2 - (Ps,tf)2 S ?(62K(t78) - ]-)Ps,t (|Vf|2) .
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Notice that when s = t, we have
Poof? = (Poif)* = < P )P (V) = 0,
as (Ps,tf2 ( s tf) ( 2K (ts) ) st (|Vf|2) ) = 0’

and at s =1¢

8§(Ps,tf2 - ( s tf) ( 2K(t S) )Ps,t (‘Vf‘Q) )
= —4[|Hessf|* + (2859+R10(L) + K)(Vf, V).

Taking f to be normal coordinate functions, we get at any time ¢ € [0, 7],

This completes the proof of Theorem 5.2.1. ]

Based on the reversal logarithmic Sobolev inequality on complete Riemannian manifolds with
fixed metrics and potentials, which is due to Bakry and Ledoux [15], we introduce the W-entropy
and prove the W-entropy formula for the weighted Laplacian on complete Riemannian manifolds
with fixed metric and potential satisfying the CD(K, co0) condition (Theorem 6.3.7). We now
give its proof.

Proof. — Let Co(t) = 1, and for K # 0, Ck(t) = 2. Let Do(t) = 1, Dg(t) = ﬁ;m
Then D% (t) = —Ck (t) Dk (t) for all K € R and ¢t > 0. We first introduce the revised Boltzmann
entropy

Hy(f,t) = Dk(t) /M(Pt(flogf) — P flog P f)du,

where f is a positive and measurable function on M. By direct calculation, we can prove

2
SHe(.0) = CeODl) [ (BflogEif - Priog N+ Dicr) [ HIEg
2
= o) [ |FPE s conmrionn - Pirios )] a. (1319
ul B

Under the condition Ric(L) > K, by the reversal logarithmic Sobolev inequality due to Bakry
and Ledoux [15], for all ¢ > 0, we have

VP f?
WAL < cut(Rr1os 1)~ Puflog i) (13.1.4)
t
Hence, for all K € R, we have
d
—H .
dt K(f7)_0a Vi>0
Taking the time derivative on the both sides of (13.1.3), we have
d? VP f|?
—sHk(f,t) = —Ck(t)Dk(t) B + Ck(t)Piflog P f — K(t)Py(flog f)| du
M
|V1th|2 / \VPtf|2
+Dg(t —/ Ck(t
K()[dt b f = Cre (0 v B n

DG Cx(0) [ (Puflog Pif = Pu(Flog )
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By the fact that

d VP, f|?
& BRI = 2 [ (V1o PgPRsdu—2 [ RiclL)(Vlog PLf. Y log PP
dt Jar  Pif M M
we have
d? d 9 9
—sHk(f,t) = —Ck(t) Hk(t)—2Dk(t) | [V log P f["Pfdu
at at y

D) / (2Ric(L) + Ce(1))(V log Py f. ¥ log Pof) Py fdu
M
Di(1) 5 Crelr) / (Piflog Pif — P(flog f))dp.  (13.15)
M

Note that, for all K € R, under the condition Ric(L) > K, we have

2K 2K
2Kt _ 1 1 _ g2Kt’

2Ric(L) + Ck (1) > 2K +

and

d d 2K 2K
5 COr(t) = dt 2Kt 1~ ] _ g2Kt

Ci ().

Substituting these into (13.1.5), a simple calculation yields, for all K € R, and for all ¢ > 0,

2
%HK( f.t) < 72Kcoth(2Kt)%HK(t) — 2Dk (1) / |V2log P, f|*P; fdp.
M

Indeed, from (13.1.5), we can prove
a? d 2 2
ﬁHK(f, t) = —2K coth(ZKt)aHK(t) —2Dk(t) |V=log P f|* P fdu
M
—2DK(t)/ (Ric(L) — K)(V1og P.f,Vlog P, f)P, fdu. (13.1.6)
M

Define the W-entropy by the revised Boltzmann entropy formula

1 d o -
W, t) = — t)H t)=H — Hp.
K(18) 1= o (.) = Hy+ ST
Then
d . ar\ . Qe -
—Wk(f,t) = Hg+ <K> Hy + = Hy
dt (077% 077¢
- {2— a{(zaK} i+ 2501,
057 (677¢
- %[HK+°”<<2—O”?§‘K)HK}
[(67:¢ [(675:¢ (057

Choosing ok (t) = K tanh(Kt), we have

s 2

ag 9 ap g
[077¢ Qe

) = 2K coth(2Kt).
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Therefore
sinh(2Kt) d

Wk (f,t) = Hk(f,t) + T%HK(f’w’
and
Swery = RO /M V2 log P f2P, fdu
_SIhCEY) ) / (Rie(L) — Kg)(V log P.f. V log P, f) P, fd.
K M

In particular, for all K € R, if Ric(L) > K, we have

d
ZWi(f,1) <0, Vi>o.

In the case K =0, (13.1.6) becomes

d? d 2 2 ,
——Ho(f,t) = —2—Ho(t) — f/ |V2log Py f|> P fdu — f/ Ric(L)(Vlog Pif,V1og P f) P fdpu.
dt dt t Ju t )y

Taking ag(t) = t, and defining the W-entropy by the standard Boltzmann entropy formula

Wl 1) = S (Ho( £, 1),

we have

d

. _d _ [ VAP
Wor.) = 5 [ (P(flox ) = Piflog Pufydn = gibue(ri) = [ F2U

dp,

where Ent(f) = — [}, flog fdu, and we have

d

SWo(r,1) = —2/ V2 logPtf|2PtfdM—2/ Ric(L)(V log P, f, V log P.f) P, fdp.
M M

This finishes the proof of Theorem 6.3.7. |

Using our log-Sobolev inequality for super Ricci flow (Theorem 5.2.1), we can prove Theo-
rem 6.3.9 by the similar method as used in the proof in Theorem 6.3.7.

13.2 Proofs of Theorem 6.3.2 and Theorem 6.3.3

First we prove the following dissipation formula for the Boltzmann-Shannnon entropy associated
with the weighted Laplacian on manifolds with time dependent metrics and potentials.

Theorem 13.2.1. Let u be a positive solution to the heat equation Oyu = Lu. Let

H(u,t) = f/ ulog udp
M

be the Boltzmann-Shannon entropy associated with the Witten Laplacian L. Then
2

0 B 9 9 10g )
ﬁH(u,t) = 2/M {|V log u|” + (2 9t + Ric(L) | (Vlogu, Viogu)| udpu.
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Proof. — By direct calculation, we have

gH(u, t) = 7/ Oru(logu + 1)dp = f/ Lu(logu + 1)dpu.

Integrating by parts yields

0

aH(Uﬂf) = /M Vlogul?,udp,

which further implies that, as 9;(du) = 0, we have

o H = O (1Vlogul?,, u)d
% (u,t) = Ma(w 0g ulyyu)dp
2
— / [agijviloguvj logu} udu+/ 9 {|VU| } du
M ot M ot u g(t) fixed
0 0 2
= / [—gijViIOgUVljlog’U} udu+/ v {|VU| ] o
ML Ot MOt L U ]o) fixed
dg 0 [|Vu|2}
= ——=(Vlogu,Vu)+ — du, 13.2.7
/M( at( ) ot U g(t) fixed ( )

where []g(t) fixea Mmeans that the quantity [Vul? in [-] is defined under a fixed metric g(t). and
we have used the facts |Vlogu|? = ¢V, loguV;logu as well as 0" = —0;gi;.
By the well known entropy dissipation formula on manifolds with fixed metric, we have

2
/ 9 [VU } dp = _2/ [|V2 1ogu|2+Ric(L)(Vlogu,Vlogu)] udp.
M ot u g(t) fixed M

Combining (13.2.7) and (13.2.8), we finish the proof of Theorem 13.2.1. ]

According to [79], we introduce

W(u,t) = %(tH(u, t)).

Direct computations yield

W (u,t) = / [tV 1og u|® — log u] udp,
M

and
d 5 5 19g .
—W(u,t) = =2 [ t||V-logu|*+ | == + Ric(L) ) (Vlogu,Vlogu)| udu
dt M 20t
+2/ |V log u|*udp. (13.2.8)
M
Let

H,(u,t) = —/ ulogudu — %(1 + log(4t)).
M
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Similar to the case in [79], we define W, (u,t) as follows

Wi (u, t) = %(th(u)). (13.2.9)

It can be easily checked that W, (u,t) is the same as the one in Theorem 6.3.2; i.e.,
9 m
Win(u,t) = [t|V]logul* — log u] udp — 5(2 + log(4rt)).
M
We now prove Theorem 6.3.2.

Proof. — By Theorem 13.2.1, we have

AWon(v) = —2/ t||V2logul® + 1@-i-Ric(L) (Vlogu, Vlogu) | udp
dt " 20t

+2/ IV log ul?udp — —. (13.2.10)
" 2

Notice that

m-—n
2t

2
2t|V2logu|2+2@t:2t‘V2logu+2%‘ + —2Alogu.

Hence

d _ 2
—W(u,t) = _mon —2t/ ‘Vﬁogu—l—i‘ udu+2/ |Vlogu|2ud,u+2/ Aloguudp

—2/ t (189 + Rz’c(L)) (Vlogu, Vlogu)udpu.
M \20t

Integrating by part yields

/ Aloguudpy = / (Llogu + V¢ - Vlogu)udu
M M

—/ \Vlogu|2udu+/ V¢ - Vloguudpy,
M M

whence
d m-—n BE
Wt = — —2t}21 —‘d 2/ -V log uud
p (u,t) o7 /M v 0gu+2t udp + MV(;S V log uudp
10g .
—2 | t| ==+ Ric(L) ) (Vlogu, Vlogu)udpu.
M \20t
Note that
m—n ,
“or + 2tRic(L)(Vlogu,Vdlogu) —2V¢ - Viogu
. 2t m-—n\>
= 2tRicym n(L)(Viogu,Viegu)+ —— | Vo - Viogu — .
’ m-—n 2t
Hence
d _ 9 9‘2 2t / m—n\>
dth(uJ) = 2t/M’V logu—i—% udp m_n/, V¢ -Viogu 5 udp
19g .
-2 [ t|-= + Ricmn(L) ) (Viogu, Vlogu)udpu.
v \20t :
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This proves the W-entropy formula in Theorem 6.3.2. The monotonicity result follows. The
proof of Theorem 6.3.2 is completed. |

We now prove Theorem 6.3.3.
Proof. — By definition, we have

wu(t) = inf {/ [4t|Vul® — v log u® — mu?] (47rt)75du} , (13.2.11)
M

u

where inf is taken among all the u such that

/ (4mt) =% uldp = 1.
M

Indeed, pu(t) is the optimal constant in the following logarithmic Sobolev inequality: for all u
satisfying the above condition,

/ u210gu2(47rt)7%du§u(t)—|—m+4/ t|Vul?(4mt) 2 dp.
M M

By a similar argument as used in Perelman [99] and [79], we can prove that the minimization
problem (13.2.11) has a non-negative minimizer v € H'(M, i), which satisfies the Euler-Lagrange
equation

—4tLu — 2ulogu — mu = p(t)u.

By the regularity theory of elliptic PDEs, we have u € C1*(M). By an argument due to Rothaus

(see [99, 79]), we can further prove that w is strictly positive and smooth. Hence v = —2logu
is also smooth. Moreover, as a consequence of Theorem 6.3.2, we can derive that u(t) is a
decreasing function in ¢t € [0,T]. The proof of Theorem 6.3.3 is completed. |

13.3 Proofs of Theorem 6.3.4 and Theorem 6.3.6

First we prove Theorem 6.3.4.
Proof. — By direct calculation and Theorem 6.3.2, we have

d d m K
e Wonsc (1, 8) =2 W (u,0) = 22 = mK(1 + Et)

=— 2/ t[[V*logul?> + Ric(L)(V logu, Vlogu)] udp
M
K
2 log ul?udp — — — mK (1+ —t).
+ /M\Vogu|udu 5 — M (+2)

Notice that

K
2t|V? log ul? + % +mK(1 + Et)
1 K 2 1 K
=2t|V*logu + %ng 5‘(]’ —2(1+ Kt)Alogu + (mfn)<§ +K<1 + Et))
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Integrating by part yields
4
dt

[ 1
:—2/75 ’V2logu+—g+
Mo L 2t

WmK(u, t)
K 2
59‘ + (Ric(L) + Kg) (V1ogu, Vlog u)] udp

+2(1 + Kt) /Mv1ogu  Vudu + (m—n)(% +K(1 n gt))

[ 1 K |2
:72/ t ’V210gu+—g+59’ + (Ricm (L) + Kg) (Vlogu,Vlogu)} udp
ML

2t
2t 1Ky
- logu - Ve — (m — (7 7) dp.
mn/M<Vogu V¢ —(m—n) 2t+2 ) wdp
In particular, if Ricy, (L) > —Kg, Wi, k (u, t) is monotone decreasing. |

Replacing Ric(L) by %% + Ric(L) in the Formula (13.2.8), we can prove Theorem 6.3.6 by
the similar method as used in the proof in Theorem 6.3.4.

13.4 Proof of Theorem 7.1.1

To prove Theorem 7.1.1, we first need the energy variational formula for the Fokker-Planck
equation on Riemannian manifolds equipped with Perelman’s Ricci flow and conjugate heat
equation. The following result can be viewed as a generalization of a result due to Otto[96],
McCann-Topping[86], Topping[113] and Lott[81]. The proof follows Lott [81].

Theorem 13.4.1. Let (M, g(t), f(t)) be a closed manifold equipped with Perelman’s Ricci flow
(1.3.15) and conjugate heat equation (1.3.16). Let p : [0,1] x [0,T] — P> (M) be positive solution
to the transport equation

9sp ==V -(pVo) + (V. V)p, (13.4.12)
where for any fixzed t € [0,T], (-, ) : [0,1] = C°(M) can be viewed as the velocity vector of the
smooth curve s — p(s,t) in Ty yauw)yP>(M). Let

Ent(p(s)) = / plogpe™ dv := / plogpdy,
M M

1 /T
E(c(t)) = 5/0 /M|V¢|2peffd1/ds.

Then
d? 1
TPt = [ Lo@o+ 5IV0P)du+ [ (Hessof + Ries (V6. Vo))
and
d d g
@E(C(t)) = /M (b(a—': +Lp)efdv ) + /M |Hess¢|*pe™! dv

T
—/ / (65¢+%\V(b\Z)(@tp—&—Lp)e_deds.
o Jm
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Proof. — By elementary calculation and Perelman’s Ricci flow equation, we have
4
dt

For a fixed function h € C*° (M), it holds

T 1
B = [ [ [Rie,(V6.V )0+ (Vor0. Voo + 5IVo 0l duds.

/ h?effdy = / W=V - (pV¢) + (Vf,Vd)p)e ! dv
" M

s
= / (Vh, V(j))pe*fdu.
M

Therefore,

2
/ h O e fdv :/ [2Ric;(Vh,V$)p + (Vh,V;ip)p + (Vh,V$);ple ! dv.

In particular, taking h = ¢, we obtain

82
/M 6o gte’fdu = /M [2Ric; (V, Vo)p + (N, Vi) p + |V |20 ple ™ du.

d B T 32/) . 1 2 —f
—E(t) = /0 /M[qﬁasat — Ricy(Vo,Vo)p — §|V¢| Ople™ dvds

dp _
= p—e fdy
/M ot

Direct computation yields

%Ent(p(s, t) = /M (Vp, Vo)du

T T T
—/ / (88¢+1\V¢>\2)8tpe_fduds—/ Ricy(Vp, Vo) pe ' dvds.
0 0 M 2 0 M

2

d 1 1
o Bnt(p(s1) = — /MLp(as¢+§|V¢|2>du+ /N LIV - /Mp<V¢7VL¢>du

1 .
_/ Lp(0s¢ + §|V¢|2)du + / (|Hessd|* + Ricy(Vp, Vo)) pdp.
M M
Integrating %Ent(p(s7 t)) from s = 0 to s = T, we obtain

T T 1 T
Vp,Voydu| = — Lp(0s¢ + =|Vé|?)dud H 2 4 Rics(Vo, Vo)) pduds.
[ p.vorn] == |7 [ oo+ 5vorspds + [ (Hessof + Rics (6. o)

dE(t)
dt

Combining the last equation with the previous one for we have

T T T
—E(t) = /¢@e—fdu —/ / as¢+1|v¢>|2 8tpe_fd1/ds—/ Ricy(Vo, Vo) pe dvds
dt M Ot 0 0o Jm 2 0o Jm

_ Op ~f
= /M¢<8t+Lp)e dv
T 1
7/ / <85¢+ 2|V¢>2) (Oup + Lp) e~ dvds.
o Jm
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The proof of Theorem 13.4.1 is completed. |

Now we are in a position to give the proof of Theorem 7.1.1.
Proof. — Fix tg € (0,T]. According to the description of geodesic (7.2.2) in Wasserstein space
by Brenier and Benamou [21], given € > 0, we can choose a smooth curve ¢ : [0,1] — P>(M) so
that ¢(0) = co(to), c(1) = c1(to) and

Ec) < %Wz(co(to),cl(to)f te

For t € [0,to], define ¢; : [0,1] — P°°(M) such that ¢;,(s) = c(s) and d¢; = —Le;. Writing
¢t = p(t)e=fdv, we have

Op(t) = —Lp(t).
By Theorem 13.4.1, E(c;) is nondecreasing in ¢t. Hence
1 1
3Waleo(t),e1(t)* < Eer) < Elery) < 5Walcolto), e1(to)” + €.

Since € is arbitrary, Theorem 7.1.1 follows. |

13.5 Proofs of Theorem 7.3.3, Theorem 7.3.4

There is no doubt that Theorem 7.3.3 and Theorem 7.3.4 can be proved by direct, and careful
computation. We now provide a proof making use of the diffeomorphism that Perelman [99]
introduced to show the equivalence of modified Ricci flow (1.3.15) and (5.1.1), which is exactly
how we find the proper form of the entropy.

Before giving the proof of Theorem 7.3.3, we would like to point out that the Hamilton-Jacobi
equation (7.3.8) is the geodesic equation for the Wa-distance with respect to the cost function L
defined as follows: for v:[0,7] — M

T
L) = [ (0 = ROW.0 = 2850 f + V3 i
i.e., (7.3.8) is the Euler-Lagrange equation of the Lagrangian
i 2 2
E(p) =5 M(W(él — R =2Af + |V ") pdpdt.
0

We now give the proof of Theorem 7.3.3. Proof. — Following Perelman [99], we define a
one-parameter family of diffeomorphisms ¢ (¢t) : M — M by

d
%1/)(75) = vg(t)f(t)a

P(0) = idwm.
Then g(t) := ¥(t)*g(t), f(t) := f o ¥(t) satisfy:
09,5 _ —
8{ = —2R;j,
Y - mewFe-R

ot
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Let u be the solution to the equation dyu = —Au—Vu-V f+ Ru, then T(t) := u(t) o1p(t) satisfies
ou(t) = —ATu+ Ru.
Now, let = po 1, and ¢ = ¢ o1). Direct computation yields
dp = —V-(pVe)+ Rp,
05 = —5IVoP + 3R
By Lott [81], we know that

d2

e / (plogp — ép)dvol = / |Ric — Hess ¢|*pdvol.
M M

Let p = pel and % = ¢ + f. By direct calculation, we can prove that

0F = —ViFVe).
;= _Lvor_lr- Ligsp
06 = —5IVOF = R—Af+ 3|V

On the other hand, as 5 = po1 and ¢ = ¢ o), using the invariance of the volume measure under
diffeomorphism 1, and making change of variable, we have

| (1o~ Gpyivy = [ (plogp— op)dvl,
M M
Moreover, it is obvious to see that
/ (plog p — ¢p)dvol, = / (plog p — ¢p)dyu.
M M

Therefore

2

dt?

2

L~ d
/ (plogp—¢p)du = -5 / (plog p — dp)dvol,
M M

/ |Ricy — HessqNS\Qﬁd,u.
M

This finishes the proof of Theorem 7.3.3. |

Let 7 =T —t and set Ry = R(y(7),7) — 284 f + |Vf|£2](T) — { Similarly, introducing the
Wo-distance with respect to the cost function L defined as follows: for v : [0,T7] — M

g f
L) = [ V3l = RO)T) = 28500 + 193 = Dy

we can prove that (7.3.9) is the Euler-Lagrange equation of the Lagrangian
e 2 2 [
E(p) =3 y VT(IVeI* = R—2Af +|Vf? = =) pdudr.
0
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Proof. — The proof follows that of Theorem 7.3.3. Indeed, define ® to be the diffeomorphism
generated by —V - f(7), i.e.,

—® = -V f(r,®),
d, = Id,
and let g(7) := ®(7)*g(7), f(7) := f o ®(7). Then

0.9 = 2Ric,
0.7 = A[-[VIP+T

and for p = po1, ¢ = ¢ o1 we have

~V - (pV¢) — Rp,
1oy 1 1
—§|V¢| +§R—§¢-

0.7
o-¢

Also by Lott [81] we have
3 d 2 _ I n
T2 — (plogp + ¢p)dvol + — log(4r)
dT M 2

.
M

Hence, [,,(plogp+ ¢p)dvol + % log(47) is convex in 772, Let p = pe/ and ¢ = ¢ — f. Then

_ 2
Ric + Hess ¢ — g‘ pdvol.
2T

0p = ~V;(pV).
;= _Lwop_lr- Lompots L
0b = —3IVOf = SR—Af+ |V = —d— .

On the other hand, as 7 = po ¢ and ¢ = ¢ o1, using the invariance of the volume measure
under diffeomorphism 1, and making change of variable, we have

/ (plogp + ¢p)dvoly = / (plog p + ¢p)dvol,
M M

Moreover, it is obvious to see that

/ (plog p + ¢p)dvol, = / (plogp + 5,5)@.
M M

Therefore

3 d 2 ~ ~ | TN\~
<7—2 d7‘> (/M(plogp + @) pdp + g 10g(47)>

~ 2
= 7'3/ )Rz’c + Hess¢ + Hessf — i‘ pdj.
M 2T

This finishes the proof. n
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13.6 Proof of Theorem 7.6.1 and Theorem 7.6.2

Proof of Theorem 7.6.1. For geodesic flow (p(t), ¢(t)) on T*Ps°(M, 11), we have

LEnt(o(r)) = (VEni(p(t)), 5(1)
2
SBnt(p(t) = HessEnt((3(1), (1))

Thus

2
L Ent(p(t)) + 2 S Ent(p(1)) +

t dt
= HessEnt(p(t)) + %(VEnt(p(t)), A1) + g
> %WEnt(P(t)),ﬁ(t»Q +K|pt)]* + %WEHt(P(t))ap(t)» + g
2
= % (VEnt(p(t)), p(t))) + g + Klp(t) .

On the other hand, for the backward gradient flow () = VEnt(p(t)) on Pa2(M, 1), we have

LEnt(p(r)) = (VEni(o(t)), o (1)
= el = [ g,
pof = vEapo)f = [ Fha
_Ent(p(t) = 2HessEnt((4(0), 5(0)

dt?

Thus

%Ent(p(t)) + %%Ent(p(t)) + % (K + 1)

= 2HessEnt(p(t)) + %(VEnt(p(t)),p'(t)» + % (K + >
2

(VEn (1)), p(1))? + 21502 + = (VEnt(p(t)), (1)) +

(Vo) p0)? +2 (K + 7 ) (VEm(p(0). o)) + 5 (K +7)

S

2

= 2 @maip(). p0) + 5 <K+ 1) g

This finishes the proof of Theorem 7.6.1.
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Proof of Theorem 7.6.2. For the Langevin deformation of flows on T*P5° (M, i), we have

LEnt(p()) = (VEnt(p(1)), (1)),
L Bui(p(t) = HessEnt(o(t) (1), /(1)) + (VEnt(p). )
= HesBnt(p(6)((4(2). (1)) — 5 (VEnt(p(1)).5(1) + ¥V (p).

Under Emar-Kawada-Sturm’s C' Dgy (K, N)-condition, we have

& Bni(p(1)) + <2a(t)+ 1) LBt (p(0)) + No?(1)

— HessEnt(p(8))(5(0). (1)) — 5 (VEnt. 5(t) + VV () + (2a<t> n 1) (VEnt(p(t)). (1)
+NA(t)
VB ((0), (0))? + K10 — 5 (VEmt(p(1)), (1) + TV (p))

+ (2a(t) + 012> (VEnt(p(t)), p(t)) + Na(t).

Y

Now V(p) = Ent(p) = [,, plog pdu. We have

2
(VEnt(p(t). TV (p(t))) = (VEnt(p(0). VEnt(p(t) = [VEnt(p(e)l* = [ F2Ea
Hence
2 1
ﬁEm( +< 2) )+ Na2(t)
> (VERt(p(1)), o)) + KIp(0)]? — 5 (VEnt(p(t)), p1)) — 5 VEnt(p(1))

(t
+ <2a ) VEnt(p )+ Na2(t)

= BN ((0), 5(1)? +K|p<>|2+2a<><VEnt<p<t>>,p<t>>+Na2<t>—C%WEnt(p(t))F
= {VERt(p(1)), o)) + Na()? — 5 [VEnt(p())? + K|p(t)

This finishes the proof of Theorem 7.6.2.
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