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Résumé : Motivés par [’adaptation aux
exigences commerciales et par la réduction des
colits de maintenance, les organisations
externalisent leurs processus dans le Cloud.
Selon I'Institut NIST, Cloud Computing est un
modele qui permet aux fournisseurs de partager
leurs ressources et aux utilisateurs d’y accéder de
maniére a la demande. Dans un tel
environnement, l'utilisation de modéles de
processus configurables permet aux fournisseurs
de processus de fournir un processus
personnalisable entre par différents tenants en
fonction de leurs besoins.

La conception et la configuration des ressources
dans les processus, sont des taches fastidieuses.
D'une part, la perspective ressource est peu
définie, ce qui empéche une interopérabilité
efficace. D'autre part, la fagon dont les ressources
Cloud peuvent étre configurées et intégrées n’a
pas été traitée.

Dans cette thése, nous proposons une approche
pour supporter la modélisation et Ia
configuration de I’allocation des ressources
Cloud dans les modéles de processus
configurables. Nous visons a (i) définir une
description unifiée et formelle pour la
perspective ressource, (ii) assurer une allocation
de ressource correcte, sans conflits et optimisée,
(iii) aider les fournisseurs de processus a
modéliser leur allocation de ressources
configurable de maniére fine afin d'éviter des
résultats complexes, et (iv) optimiser la sélection
des ressources Cloud par rapport aux exigences
liées aux propriétés Cloud et QoS.

Pour ce faire, nous proposons (i) des définitions
formelles pour la gestion des ressources Cloud a
l'aide de la sémantique, et (ii) d'étendre les
processus configurables afin de permettre aux
fournisseurs de processus de personnaliser
l'allocation des ressources selon leurs besoins.
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Abstract : Motivated by adapting to the rapid
changing business requirements and reducing
maintenance  costs,  organizations  are
outsourcing their processes using Cloud
resources. Cloud Computing enables users
sharing and accessing computing resources in an
on-demand way. In such environment, using
configurable process models enables Cloud
providers to deliver a customizable process
according to tenants needs.

The design and configuration of resources in
process models are labor-intensive task. On the
one hand, the resource perspective is poorly
operated  which  prevent an efficient
interoperability. On the other hand, the way in
how Cloud resources can be configured and
integrated are hardly handled.

In this thesis, we propose an approach for
supporting the design and configuration of cloud
resource allocation in configurable process
models. We target to (i) define unified formal
descriptions for the resource perspective, (ii)
ensure a correct, free-of-conflict and optimized
use of cloud resource consumption, (iii) assist
process providers to design their configurable
resource allocation in a fine-grained way to
avoid complex and large results, and (iv)
optimize the selection of Cloud resources
against the requirements of the Cloud and QoS
properties. To do so, we propose (i) formal
definitions for cloud resource management
using semantics and social techniques, and (ii)
to extend configurable process models to allow
cloud process providers to customize resource
allocation according to their requirements.
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Abstract

Organizations are recently more and more adopting Process-Aware Information Sys-
tems for managing and executing their service-based processes using process models
referred to as business process models. Motivated by adapting to the rapid changing
business requirements and reducing maintenance costs, organizations are outsourcing
their processes using Cloud Computing resources. Cloud Computing enables users
sharing and accessing computing resources in an ubiquitous, and on-demand way. In
such multi-tenant environment, the resource perspective need to be explicitly defined
in process models.

The integration of the resource perspective especially the cloud resource alloca-
tion is a current interesting topic that increasingly involves many researches in both
academics and industry. The design and configuration of resources whether in simple
or configurable process models are undoubtedly sensitive and labor-intensive task,
in such environment. On the one hand, the resource perspective in Business process
models is poorly operated in comparison to other perspectives such as the control-flow,
or the organizational perspective. Although several approaches have been proposed
in the literature, they all targeted human resources rather than cloud resources. This
is due to the lack of formal semantic definitions, which prevent an efficient interoper-
ability. On the other hand, despite of the fact that the concept of configurable process
models is highly complementary to Cloud Computing, the way in how resources can
be configured and integrated are hardly handled. Few proposals have been suggested
in the literature to support resource variability, and cover required Cloud properties
such as elasticity or multi-tenancy.

In this thesis, we address the above shortcomings by proposing an approach for
supporting the design and configuration of cloud resource allocation in configurable
process models. We target to (i) define unified formal descriptions for the resource
perspective, (ii) ensure a correct, free-of-conflict and optimized use of cloud resource
consumption, and (iii) assist process providers to design their configurable resource
allocation in a fine-grained way to avoid complex and large results. To do so, we
propose (i) formal definitions for cloud resource management using semantics and
social techniques, and (ii) to extend configurable process models in order to allow
cloud process providers to customize resource allocation according to their require-
ments. To validate our approach, we (i) develop three proof of concepts as extensions
of existing business process modeling tools, (ii) perform experiments on real process
models from large datasets. Experimental results show that our approach is feasible,
accurate and has good performance in real use-cases.
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Introduction
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1.1 Researchcontext .. ... ... ... ... 17
1.2 Research problem: How to integrate Cloud Resource Alloca-
tion in business process models? . . . . . . ... ... . 000 21
1.2.1  On Formalizing the resource perspective definition . . . . . . . .. 22
1.2.2  On Supporting and Optimizing the resource variability in config-
urable process models . . . . .. ..o 23
1.3 Motivating example . . . . . . . . ... 0 0000 e e e e . 24
1.4 Thesis principles, objectives and contributions . . . . . . . ... 27
1.4.1 Thesis principles . . . . . . . ... L 27
1.4.2 Thesis objectives . . . . . . . .. Lo 27
1.4.3 Thesis contributions . . . . . . . ... ... ... ... 28
1.5 Thesisoutline. . . . ... .. .. it vn 29

1.1 Research context

Due to competitive business environments, enterprises should support efficient Infor-
mation Technology (IT) in order to achieve excellent performance processes manage-
ment [8,9]. Therefore, Process-Aware Information Systems (PAIS) have widely been
adopted, which depict software systems that permit to manage and execute opera-
tional processes using process models [10]. Business Process Management (BPM) are
examples of such systems [11-15].

Then, enterprises are motivated by the need of adopting agile, flexible and cost
effective business processes (BPs). To this end, they are looking for available services
outside of their organizations to quickly adapt to new business requirements and also
reduce process development and maintenance costs. Cloud Computing is recently
gaining momentum due to its capability of outsourcing service-based BPs based on
a scalable pay-per-use model. According to the National Institute of Standards and
Technology (NIST), Cloud Computing is a model that enables providers sharing their
computing resources (e.g., networks, servers, storage, applications, and services) and

17



18 Introduction

users accessing them in an ubiquitous, convenient and on-demand way with a minimal
management effort [16]. In such environment, using configurable process models [17] is
more desirable especially in Cloud infrastructure [18] than the classical method that is
based on using ad-hoc customizations to fit the needs of different organizations. Such
models enable a cloud business process provider to afford a customizable process that
can be configured by different tenants depending on their specific requirements [18].

Resource orchestration stands for the key technology to correctly exploit the cloud
potential [19]. According to R&D community, resource orchestration is a set of oper-
ations for selecting, deploying, monitoring, and dynamically controlling the hardware
and software resources to be delivered to end users. We are interested in this thesis
in Cloud Resource Allocation for service-based business processes that consists in se-
lecting the most suitable resources required by the different business activities. This
task, which is a sensitive and serious task, is highly important and should be well
managed for ensuring a correct and optimal business process completion.

Even though BPM researches have widely improved the performance of their busi-
ness processes, several challenges still remain for effective and optimal cloud resource
allocation with respect to the fast changing business needs [20]. In such environ-
ment, while the control-flow perspective have extensively been studied the resource
perspective is not well defined [21]. Besides, resource descriptions are of a high het-
erogeneity, which prevents an easy and efficient interoperability. Therefore, seeking
for a formalized and unified understanding becomes a must to ensure the interop-
erability between cloud process providers. To this end, different approaches have
been proposed for extending the definition of the resource perspective [22-25], for
providing formal semantic specifications to this perspective [26,27], and for realizing
a correct and optimal resource allocation [28]. Furthermore, the specifics of cloud
computing, specifically in how resources can be configured and integrated, are hardly
considered in configurable process modeling. Thus, the resource allocation in busi-
ness processes should be flexible, customizable in process models. Nevertheless, few
proposals have been suggested to address the variability and the adaptability of cloud
resource allocation in BPM [5, 29, 30].

On the one hand, formal and unified definitions were introduced [31,32], under the
SUPER research project !, to BPM by using Semantic Web and Semantic Web Ser-
vices. They provide semantic annotations and constraints in order to apply reasoning
techniques for discovery, composition, mediation and execution of business processes.
They have developed the Business Process Modeling Ontology [32] (BPMO) which
alms at representing business processes at an abstract level of detail in order to en-
sure the interoperability between process modeled with different languages. However,
such approaches do not take into account the characteristics of Cloud environment to
provide formal definitions for Cloud resources in BPM.

On the other hand, configurable process models were presented in order to enable
flexibility into process models [17,33]. These models permit an explicit representation

"http://www.ip-super.org



Research context 19

of commonalities and differences of similar processes into one customizable process
model. A configurable process model is a generic model which includes several process
variants of a same business process in a given domain through variation points. These
variation points are referred to as configurable elements and allow for multiple design
options in the process. Such model enables to process analysts to have a global view
on the commonalities and differences between multiple variants of a business process.
According to specific requirements, this model could be configured by selecting one
design option for each configurable element. Afterwards, an individualized process
variant is derived from the set of selected configurations with a minimal design effort.

~

Desgin-time choice

Process configuration 1 Process individualization —
Process variant 1

Desgin-time choice

~

Configurable
process model

Process configuration 2 Process individualization —
Process variant 2

Figure 1.1: Configuration and individualization of a configurable process model

We present a simple example of a configurable process model in Figure. 1.1. On
the left side of the figure, a configurable process modeled with the Configurable Busi-
ness Process Model and Notation (C-BPMN) is depicted. BPMN basically consists
of three main elements for modeling the control-flow in a business process: event, ac-
tivity, and gateway. More details about these elements are discussed in Section 2.1.1.
C-BPMN allows the control-flow elements to be configurable. Configurable elements
are graphically modeled with thick lines. Returning to our example, the configurable
process process contains 4 activities: A, B, B’, and C. B and B’ are connected
through a configurable XOR denoted as XOR¢. Unlike the ordinary control-flow
gateway, the XOR® does not represent a run-time decision. It represents a design
choice that will need to be made by an analyst to adapt the configurable process
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model to a particular setting. For instance, one analyst may choose to exclude the
functionality implemented by the task B’. This exclusion corresponds to the fact to
block the path of XOR¢ leading to B’ (see Process configuration 1 in Figure. 1.1).
Then, the individualization phase consists of (i) deriving a process variant from the
configured process that does not contain the elements excluded during configuration
and (ii) mapping the configurable elements to normal ones. For example, in Fig-
ure. 1.1), the derived variant (see Process individualization 2 - Process variant 2 )
does not contain B and the configurable XOR gateways are mapped onto sequences.
This variant does not contain any configurable element and therefore can be exe-
cuted by the PAIS. Nevertheless, approaches working on such models lack supporting
variability at the resource perspective level and optimizing the Cloud resource use.

Process Provider

Resource Process
Monitoring diagnosis

Resource
Control

Thesis scope
Configurable
Process design
Resource
Selection

Process User

Process
execution
Resource
Deployment
Process Configuration
implementation + individualization

Design-time

Figure 1.2: Resource Orchestration phases in configurable BPM lifecycle

More recent R&D activities on enhancing the resource perspective into BPM
through semantic platforms and on supporting the variability using configurable pro-
cess models, have been proposed. Resource orchestration and more specifically re-
source allocation issue, in multi-tenant business processes, have been investigated.
We mean by multi-tenant business process the fact that, on the one hand multiple af-
filiates use this process model according to their specific needs and on the other hand
the same process model could be outsourced by multiple Cloud process providers.
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Concretely, as mentioned before many approaches have been proposed to provide
formal and unified definitions using semantics since there is a high heterogeneity
among the process providers in terms of resource description [34,35]. However, these
proposals lack integrating the specificities of Cloud resources such as the elasticity,
shareability, etc. Besides, several approaches have been proposed for configurable
process modeling with a main focus on configuring the control-flow [36,37]. Since
then, the issue of supporting the resource allocation, especially for Cloud resources,
in BPM is highlighted.

Figure 1.2 denotes the resource orchestration phases in the configurable BPM
lifecycle that is inspired from [38]. First, to show the configurable model specificity
we add the configuration+individualization step to the traditional BPM lifecycle and
replace the process design phase with configurable process design. Second, we add
the different phases of the resource orchestration in accordance of the ordinary steps
of BPM. The resource selection and the configurable process design are mainly the
scope of this thesis work. The three steps configurable process design, resource selec-
tion and configuration+individualization are realized at design-time. Yet, we partially
take into account the processing at the run-time level (Process Implementation and
Resource Deployment). The lifecycle steps are performed by two roles (i) the process
provider who is responsible of designing the configurable process, providing the re-
quired resources and analyzing the designed configurable process, and (ii) the process
user who is responsible of configuring and individualizing the configurable process
with the desired resources and then executing the diagnosis phases.

1.2 Research problem: How to integrate Cloud Resource
Allocation in business process models?

As mentioned before, the resource orchestration in BPM becomes an active research
area i.e., resource selection (including resource allocation), resource deployment, mon-
itoring, and resource control. The aim of this vision is to ensure a correct use of cloud
resources by the multiple activities in business processes. Our focus herein is the re-
source allocation in business that are deployed in Cloud environments. We illustrate
this research problem in Figure 1.3.

First, users from several organizations need for their business processes, whether
configurable or not, to consume cloud resources originating from different cloud
providers. As these cloud providers have different policies of resource consumption,
APIs, and networking models, a unified common understanding becomes a must (sec-
tion 1.2.1). Second, process users require to configure their desirable resources as
they can choose the configuration of the control-flow elements in configurable process
models, with the aim of optimizing their use (section 1.2.2).
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Figure 1.3: Research Problem

1.2.1 On Formalizing the resource perspective definition

BPM is among the fields that embraces the growth of Cloud Computing so that a bet-
ter performance level of BPs over a lower operating cost is achieved. The combination
of cloud and BPM has drawn the attention of the R&D community [39,40].

Motivated by analyzing BP models from the resource perspective, several works
have been proposed to integrate human resource description, interactions, roles, etc
[41,42]. Nevertheless, cloud resources are somehow overlooked. Moreover, each cloud
provider possesses a different policy to define their resources as well as their man-
agement, which implies high heterogeneity. Thus, there is a need to uniformly define
cloud resource descriptions in order to insure the interoperability between cloud pro-
cess providers. Moreover, this integration should take into account the cloud features
such as the elasticity, the shareability in order to ensure a correct allocation of re-
sources.

To meet these needs, our first objective is to build a unified common understanding
between providers and tenants. We aim at integrating the cloud resource definition
into BPM while ensuring a correct use and consumption of them. We also target
a free-of-conflict resource allocation during BP execution. To this end, we consider
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semantic modeling in order to provide formal definitions and helped the heterogeneity
of resource description.

Concretely, to address this research problem, we need to answer the following
questions:

1. How to define cloud resources in business processes in a formal and unified way?
2. How to enhance the resource perspective in BPM?

Can semantic technologies be useful? and how?

- w

How to take into account the specificities of cloud resources into BPM?
5. How to enrich business process models with social technologies?

6. How efficient our approach is?

1.2.2 On Supporting and Optimizing the resource variability in con-
figurable process models

Motivated by the need of adopting agile, flexible and cost-effective business solutions,
enterprises are looking for available business processes outside of their organizations
to quickly adapt to new business requirements and also reduce process development
and maintenance costs. Cloud Computing is more and more utilized to outsource
service-based BPs based on a scalable pay-per-use model.

In such a multi-tenant environment, using configurable process models [17] al-
lows a cloud business process provider to deliver a customizable process that can be
configured by different tenants according to their specific needs [18]. Different ap-
proaches for configurable process modeling have been proposed so far, mainly with a
focus on configuring the control flow [38]. Even though the concept of configurable
process models is highly complementary to cloud computing, there has been hardly
any uptake in that area. The problem is apparently that specifics of cloud computing,
specifically in how resources can be configured and integrated, are hardly considered
in configurable process modeling. Existing proposals on extending configuration to
resources [29,43,44] do not cover required cloud concepts such as elasticity or multi-
tenancy and focus on human resources and their dependencies [41,45].

To address this research problem, we need to answer the following questions:

1. How to allow process users to configure their choices in terms of cloud resources?

2. How to integrate the cloud resource variability in configurable process models
w.r.t the cloud properties i.e., elasticity or shareability?

3. How to select the optimal resource allocation?

4. How efficient our approach is?
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1.3 Motivating example

We present in the following two business process models taken from the French
Telecommunication operator Orange, which is an industrial partner, to illustrate and
motivate our approach. They are also used to explain our approach in the next
chapters.
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Figure 1.4: A Service Supervision Business Process

First, we introduce a service supervision business process which presents how a
customer’s complaint is addressed due to service quality drop. Figure 1.4 models the
supervision process in BPMN 2.0. Upon complaint lodging through a ticket, three
sub-processes? are initiated: (i) manual data retrieval: an expert executes activities or
tasks namely as,aq,a5,a6 so that customer data are pulled from a database, (i) man-
ual test: the expert executes a7,ag to detect anomalies related to the complaint, and
finally (74) remote setting: ag,a1p are executed to set remotely the necessary param-
eters for complaint analysis. These sub-processes are re-executed until the problem is
identified properly. Finally, either troubleshooting or ticket escalation is performed.

Please note that, although our processes are modeled with BPMN, our work can

be easily extended to other graph-based business process modeling notations such as
EPC.

2In compliance with BPM terminology, a sub-process is part of a process, consists of activities,
and has a control-flow (www.appian.com/bpmbasics/bpm-glossary).
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Figure 1.5: A configurable service supervision process
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To correctly execute the process model, activities require different resources whether
human or non-human. However process modeling does not support resource alloca-
tion and then there is a lack of formal description of cloud resources. Moreover,
cloud properties such as the elasticity and shareability are not taken into account in
multi-tenant BPs.

Second, we present in Figure 1.5 an extended version of the above-mentioned
process in his configurable version. In order to consolidate its expertise in service
supervision processes, Orange affiliates share the configurable process in Figure 1.5
in a common infrastructure. According to its specific needs, each affiliate configures
the process by taking into account the countries legislation and internal regulations.
For instance, suppose that an affiliate A does not have access to the resource test
management functionalities (the subprocess starting with the activity a4) and does
not have the right to neither perform manual tasks (activity ag) nor trouble ticket
escalation (activity ai4). Therefore, it configures the process in Figure 1.5 to exclude
these functionalities, resulting in a variant as illustrated in Figure 1.6.

Since configurable process modeling approaches do not support the resource allo-
cation in multi-tenant cloud environments, the affiliate defines the required resources
for its derived variant in an ad-hoc manner. For example, for the derived variant in
Figure 1.6, the activity a; needs a network resource to communicate with a virtual
machine via virtual networking. The network type is manual with a bandwidth of
100Mbit /s and which is accessible for a specific security group. These parameters are
identified in the ” Resource properties” label in Figure 1.6. Furthermore, the activity
needs an elastic network resource (vertical elasticity), that for security issues should
be not share with other activities or instances. These parameters are specified in the
”Resource behavior” label. Suppose that another affiliates B configures the process
as shown in Figure 1.7 including its required resources. Activity a1 needs an elastic
network resource (horizontally, vertically or both according to the run-time require-
ments). The network is dynamic with a bandwidth of 100 Gbit/s in order to support
the workload from different variants’ instances. We notice that the allocated resources
for the remaining activities are similar to those allocated in the variant 1 in Figure 1.6
but with some variations. This example shows that multi-tenant business processes
do not only share commonalities between their executed tasks, but also between their
allocated resources. In fact, different tenants allocate similar resources that slightly
differ according to the resource properties and behavior.

Up until now, these allocation parameters are hard-coded in an ad-hoc manner
which is certainly undesirable in such a multi-tenant environment. Therefore, there is
a need for a process configuration support at the cloud resource allocation level and
which shifts the cloud resource allocation parameters from the tenant side (at the
process variant level) to the cloud process provider side (at the configurable process
level).

At this stage, the process provider needs some assistance in order to design the
process with the possibility of customizing the selection of cloud resources that suit
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best its needs. Therefore, we propose to (i) formally define the resource perspective,
(ii) support cloud resource allocation and verify resource constraints, (iii) allow pro-
cess providers to customize their configurable BPs with their needed resources, and
(iiii) optimize the selection of allocated Cloud resources.

1.4 Thesis principles, objectives and contributions

1.4.1 Thesis principles

In our approach we take into account the following principles:

e Heterogeneous data modeling: The approach should provide a model that de-
fines heterogeneous Cloud resources in a machine-interpretable way. Our goal
is to ensure the interoperability among an organization.

e Exploitation of knowledge: As the approach is based on the blending of Cloud
and BPM, it should consider the explicit structure and features from Cloud
APIs and the dependencies that can exist between the cloud resources.

e Balanced computation complexity: In order to not make things complicated, the
approach should make a compromise between the computational complexity and
the quality of results.

e Fine-grained results: The approach should provide fine-grained and focused
results that are not confusing process users.

Besides, our approach in this thesis needs to be (i) validated through proof of con-
cepts and (ii) evaluated through experiments on real datasets. Then, the validation,
and experiments results should be discussed.

1.4.2 Thesis objectives

In this thesis, we aim at integrating the support of cloud resource allocation in
configurable business process models. Our objective is twofold: (i) Integrating
the resource allocation in business process models by providing formal definitions of
the resource perspective to ensure correct resource allocation and (ii) Allowing the
variability and the optimization of cloud resource allocation in configurable process
models.

To realize the first objective, we propose to benefit from semantic technologies
to formalize resource descriptions in order to ensure the interoperability between
process providers. This formalization aims at ensuring a correct use of resources and
preventing resource-based conflicts. To realize the second objective, we propose to
define a novel approach for modeling configurable BPs with configurable resource
allocation operators that allow to explicitly model resource allocation alternatives
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in multi-tenant process models. Then, we define algorithms in order to obtain an
optimal selection of the resource configuration.

As process models are not explicitly integrating the modeling of cloud resource
allocation, we believe that taking into account the attributes of cloud resources as
well as the cloud properties (i.e. the elasticity and shareability), using semantic defi-
nitions, becomes essential. Therefore, we define the variability of resource allocation
depending on process users requirements, using new configurable resource operators.
Afterwards, we propose genetic-based approaches to optimize the selection of these
resource configurations.

1.4.3 Thesis contributions

To support resource allocation in cloud-based BPs, we proceed in three steps.

Firstly, we introduce a semantic framework for a semantically-enriched resource
description in BPs. With the aim of formalizing the consumed cloud resources us-
ing a shared knowledge base, this framework allows for (i) resource description in a
formal and unique way, (ii) resource allocation management, and (iii) verification of
resource constraints. For this end, we extend BPMN as a modeling language with the
resource perspective. Besides, we adopt semantic resource modeling using ontologies
by integrating resource description into BPMO.

The second step consists of building upon social BPs to provide strategies in order
to ensure a controlled resource allocation without conflicts in terms of resources. We
aim at responding to SLA constraints that are defined by tenants. For instance, a
tenant may request to not share his resource with other tenants, or may want to use
a particular elasticity policy. To do so, we define a set of social dependencies that
exist between cloud resources, and different process elements involved in resource
allocation.

Finally and most importantly, we propose a novel approach that extends con-
figurable process models to permit a configurable cloud resource allocation. Our
purpose is to shift the cloud resource allocation from the tenant side to the cloud
process provider side for a centralized resource management. This approach allows
different tenants to customize the selection of the needed resources w.r.t two impor-
tant properties i.e. elasticity and shareability. Afterwards, we propose genetic-based
approaches that aim at selecting optimal resource configuration in an energy efficient
manner and to improve non-functional properties.

In summary, our contributions in this thesis are as follows:

1. A semantic approach towards resource-aware business process development in
the Cloud:

e A BPMN 2.0 extension to integrate and enrich the description of the re-
source perspective.
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e A cloud resource ontology (CloudPrO) that extends BPMO to formally
describe cloud resources and their dependencies in a business process.

2. A Social-based approach for cloud resource management in business processes:

e An extension of CloudPrO to provide social-based formal description of
cloud resources according to the architecture of Cloud API OCCI [46].

e Semantic rules that enable the resolution of resource-based conflicts.

e Building a knowledge base from heterogeneous business process models.

3. A novel approach for configurable resource allocation for multi-tenant process
development in the Cloud:

e Extending configurable processes with new configurable cloud resource al-
location operators that permits the customization of the different resource
alternatives by the tenants.

e A genetic algorithm which aims at selecting the optimal cloud resource
configuration that best fits to the tenant requirements, and reducing the
environmental impact.

4. A validation approach:

e Four proof-of-concepts implemented as extensions of Signavio process edi-
tor and ontology validation to validate each contribution.

e Experiments on real datasets to demonstrate the feasibility and the effi-
ciency of our proposals.

1.5 Thesis outline

This thesis is organized as follows: Chapter 2 presents some preliminaries and basic
concepts used throughout the thesis. We show definitions of the different modeling
languages that we use (i.e., BPMN and C-BPMN), and an abstract representation of
process models using process graphs. We also present the characteristics of the Cloud
Computing which represents the context of our thesis.

Chapter 3 presents the state of the art of our research context. It starts by pre-
senting the existing approaches working on enhancing and formalizing the resource
perspective in business process models. Then, we introduce the different proposed
configurable process modeling approaches working on supporting and optimizing the
resource variability. We present and criticize their models and their solutions. This
evaluation allows us to justify the need for proposing an automated support for con-
figurable Cloud resource Allocation in business process models.

Chapters 4, and 5 represent the core of our thesis which elaborate our approach
to support the design and configuration of configurable resource allocation in process
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models. In Chapter 4, we present our solution to semantically model heterogeneous
Cloud resource use in business process models and support this modeling a com-
mon knowledge base. To this end, we reuse an existing ontology, namely BPMO, to
integrate Cloud resource’ structure.

In Chapter 5, we present our solution to assist the design of configurable Cloud
resource allocation within configurable process models with a set of novel configurable
resource operators. Then, we present a further approach that aims at optimally
allocating Cloud resources to business process variants using genetic algorithm. We
formalize our problem using a genome encoding then we apply a genetic algorithm
that allows the user to identify the most optimal Cloud resource allocation.

Finally, Chapter 6 concludes this thesis by summarizing the work presented and
discussing possible extensions.
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This chapter presents the preliminaries used in the remainder of this thesis. In
Section 2.1, we introduce process modeling standards and specifically the standards
used to illustrate this work that are Business Process Model and Notation (BPMN)
(Section 2.1.1), and Configurable BPMN (Section 2.1.2), and a brief description of
process graphs (Section 2.1.3).

2.1 Process Modeling

A process model enables the representation of the behavior of a business process
according to its three perspectives: (i) control flow which describes the temporal
ordering of the process tasks (ii) data flow which describes the data exchanged
between the tasks [47] and (iii) resource flow which describes the physical objects
and human performers required to accomplish a task. In this thesis we mainly focus
on the resource flow perspective of the processes especially on the cloud resources,
and therefore the models are used to capture the resource allocation required by the
process tasks.

31
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To represent a business process, multiple graphical process modeling languages ex-
ist in the BPM community such as BPMN, EPC, YAWL, UML activity diagram, etc.
Despite their differences in modeling notations, they all share the common concepts
of tasks, events, gateways, artifacts and resources, as well as relations between them,
such as transition flows [48]. We select and use BPMN in our approach as it is one
of the most popular business process modeling language. Therefore, in Section 2.1.1,
we present the main elements of BPMN. Configurable BPMN which extends BPMN
with configurable elements is then discussed in Section 2.1.2. In Section 2.1.3, we
present some definitions related to an abstract representation of a (configurable) pro-
cess model, referred to as (configurable) process graph, to which most of the process
modeling languages can be mapped. Then, we present the Business Process Model-
ing Ontology (BPMO) in Section 2.2.3. We discuss next, in Section 2.3, the Cloud
Computing paradigm as its characteristics, and more specifically the popular OCCI
APL

2.1.1 Business Process Model and Notation (BPMN)

The Business Process Model and Notation (BPMN) was first released in 2004 by
the Business Process Management Initiative (BPMI) [49]. BPMN is a standard for
business process modeling which permits the creation as well the documentation of
process models. Known as de facto process modeling notation [50], it is widely used in
the industry. Actually, BPMN has been enhanced with executable semantics enabling
the execution of the modeled process.

In order to capture different perspectives of the business process at various detail
levels, BPMN supplies a rich set of elements. These elements can be categorized
into a core set which contains the basic elements and an extended set which con-
tains specialized elements to specify more complex business scenarios [51]. In fact,
BPMN defines 50 constructs decomposed into four categories: Flow objects, Con-
necting objects, Swimlanes and Artifacts. Flow Objects allow to model the control
flow perspective of a business process in terms of activities, events and gateways. An
activity, also called task, is the main element of a process model which describes the
work that should be achieved. It is graphically represented as a rectangle (see Fig-
ure 1.4 for an example of a process model in BPMN notation). An event is something
that happens during the business process’ execution. Three types of events that exist:
Start, Intermediate and End events which may be specialized to Message, Error, etc.
An event is represented as a circle. A gateway allows to model the splits and joins
in the process model. Three main types are used to represent the different behaviors
in a business process: AND (parallel synchronization), XOR (exclusive choice and
merging) and OR (inclusive choice and merging). Besides, other specialized gateways
exist in BPMN (e.g., event-based gateway, complex gateways), yet they can all be
mapped to one of the three main types OR, AND or XOR. The flow objects elements
are connected via the Sequence flow element in Connecting objects category. They
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allow to specify the order in which the activities will be executed in a process.

The Artifacts, Swimlanes and other elements in Connecting objects allow to model
the resource and data perspectives in the process. For instance, the Pools and Lanes
elements in Swimlanes allow to group a set of activities that are executed by a spe-
cific role. The Data object element in Artifacts provides information about the data
required by an activity. An Association element in Connecting objects is used to
associate Data objects with a flow or connect them to activities.

2.1.2 Configurable BPMN (C-BPMN)

A configurable process model is a process model which contains configurable elements.
A configurable element allows process analysts to make a design-time choice in addi-
tion to traditional run-time choices [52,53]. This configurable element is graphically
modeled with a thick line. For example, in the configurable process model in Fig-
ure 1.5, the gateway X O R; is configurable while X O Ry is not. The difference between
these two elements is that XORy depicts a simple run-time choice, i.e. the choice to
execute either a3 or a4 is based on the run-time execution data. While XOR; has a
design-time choice in addition to the run-time choice. The design-time choice, called
also configuration choice, allows to choose one design option from multiple ones. Re-
turning to our example, a choice can be taken to keep or remove one of the outgoing
branches of XOR; (i.e. XORy or OR4 or AN Dg) from the model. If only one of
them is selected, XOR; is transformed to a simple sequence whose outgoing branch
is executed at run-time, otherwise XOR; is transformed to a normal XOR whose
decision is made at run-time.

We present the notation of a configurable BPMN (C-BPMN) in which the con-
trol flow elements (i.e. activities and gateways) can be configurable. Configurable
activities and gateways have been discussed in [37,52].

A configurable activity can be included (i.e. configured to ON), excluded (i.e.
configured to OFF') or optionally excluded (i.e. configured to OPT') from the process
model (Figure 2.1). The latter allows to make a run-time decision to execute or to
skip the activity. However, we do not take into consideration the latter configuration
in this thesis.

A configurable gateway is characterized by a generic behavior which is restricted by
configuration. A gateway can be configured according two different ways (1) changing
its type while preserving its behavior and/or (2) restricting its incoming (respectively
outgoing) branches in case of a join (respectively split). Table 2.1 depicts the con-
figuration constraints of the various types of gateways [52]. A configurable gateway
is denoted by [type/¢. Each row in the table corresponds to a configurable gateway
which can be configured to one or more of the gateways presented in columns. The
last column (i.e. Seq) corresponds to a Sequence flow. For example, the configurable
OR (OR¢) can be configured to any gateway’s type while a configurable AND (AN D¢)
can be only configured to an (AN D). These configuration constraints are formalized
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Figure 2.1: A configurable activity and its possible configuration choices

OR | AND | XOR | Seq
ORc¢ v v v v
AN D¢ v
XOR* v v

Table 2.1: Configuration constraints of configurable gateways

through the partial order =<, that specifies which concrete gateway may be used for
a given configurable gateway [52].

Definition 2.1.1 (Partial order <,). Let ¢ be a configurable gateway and g be a
normal gateway or a sequence flow (i.e. “Seq”). g =4 ¢ iff (9 = OR®) V (¢¢ =
XOR® N g=Seq) V (¢°=g).

In our motivating example, in the configurable process model in Figure 1.5, the
configurable gateway X OR{ can be configured to an XOR with two or three outgoing
branches or a Seq with the restriction of one of its outgoing branches.

A configurable event can be included (i.e. enable), excluded (i.e. disable) or
change its type to one of the BPMN events’ types (e.g. Message, Error, etc.) (Fig-
ure 2.2). The latter configuration is allowed when the corresponding configurable
event has an abstract type, i.e. a configurable event without a type. We use the
None event (i.e event without label) from BPMN to denote a configurable abstract
event. Nevertheless, configurable events are not taken into account in this thesis for
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simplicity’s sake.

0

Configurable Message event Configurable Abstract event
T :
Configuration Configuration Configuration Configuration  Configuration
enable disable Message disable Timer

Figure 2.2: Configurable events and their possible configuration choices

2.1.3 Process Graphs

To represent business process models, graph theory is the most used technique. Hence,
we choose to represent a process model as a directed graph denoted as process graph.
This graph allows to capture the nodes and edges as attributes. This technique is
derived from the generally known constructs of graphical process modeling notations.
Thus, it can be generalized afterwards for most of them (e.g. BPMN, EPC) [54].

Definition 2.1.2 (Process graph). A process graph P = (id, N,E,T,L,I) is a di-
rected graph where:

id is its unique identifier;
N is the set of nodes. In BPMN, N is the set of activities, events and gateways;

E C N x N is the set of edges connecting two nodes. We denote by source. and
target, the source and target nodes of an edge e € E;

T : N — T where T is the set of elements’ types of the modeling languages
metamodel and T is a function that assigns for each noden € N a typet € T. In
BPMN, T = {activity, Start event, End event, Intermediate event, gateway};

L : N — L where L is the universe of elements’ labels and L is a function that
assigns for each noden € N alabell € L. In BPMN, if T'(n) € {event,activity},
then L(n) is its name, and if T(n) = gateway then L(n) € {OR, XOR, AND}.

I: N — N is a function that assigns for each node n € N a unique identifier
id € N.

Figure 2.3 represents an example of a process graph of a process model. The
nodes are connected to a text annotation including informations (i.e., types, labels
and identifiers).
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T(ne)= activity  |("7)= gateway
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Figure 2.3: An example of a process graph

Let P = (id, N, E,T,L,I) be a process graph.
The preset and postset of n € IV is the set of elements in its incoming and outgoing
branches respectively (Definition 2.1.3).

Definition 2.1.3 (preset e, n, postset ne). The preset of an element n € N denoted
as en is defined as en = {n, € N : (ng,n) € E}. The postset of n denoted as ne is
defined as ne = {ny € N : (n,ng) € E}.

A gateway g is a split if |g e | > 1; it is a join if | e g| > 1.

A configurable process graph is a process graph in which the nodes can be either
configurable or not. A configurable node has a set of configuration choices. In case
of BPMN, the configurable nodes can be activities, events and gateways and their
configuration choices are as presented in Section 2.1.2. Formally, the configuration of
a node is given in Definition 2.1.4.

Definition 2.1.4 (Configuration Conf). A configuration of a configurable node n®
denoted as Confne is defined as following:

o if T(n®) = activity then Confpe € {ON,OFF};

o if T'(n®) = event then Conf,c € {enable, disable,e} such that e <, n.

e if T(n®) = gateway then Confnc € {(c’;s) : (¢’,s) € CT x P(S)} where:
— CT ={OR,AND, XOR, Seq} and ¢’ <4 n°,

— S = en® (respectively S = n®e) in case n° is a join (respectively split)
gateway.

We denote by C,,c the set of all configurations of the configurable element n¢. For
example, in Figure 1.5, the set of configurations of the configurable gateway XOR;
is (DXORf = {(XOR, {)(OR%7 XOR3}), (Seq, {XORQ}), (Seq, {XORg})}
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Definition 2.1.5 (Configurable process graph). A configurable process graph is de-
noted as P¢ = (id,N,E,T,L,I, B,C*) where:

e id, N,E,T, L, I are as specified in Definition 2.1.2;

e B: N — {true, false} is a boolean function returning true for configurable
nodes;

e C*"={C,,:n e N A B(n) =true} is the set of configurations of all configurable
nodes.

2.2 Semantic Business Process Modeling

A main issue exists in business process modeling is the semantic interoperability,
that is evident to solve especially in collaborative organizations’ PAIS [55]. These
organizations employ heterogeneous processes according to its different branches. We
present in the following brief descriptions of the main ontologies that are developed in
this area: Web Ontology Language for Web Services (Section 2.2.1), General Process
Ontology (Section 2.2.2) and Business Process Modeling Ontology (Section 2.2.3).

2.2.1 Web Ontology Language for Web Services (OWL-S)

The Web Ontology Language for Web Services, denoted as OWL-S, represents an
ontology that builds on the Web Ontology Language (OWL) following the layered
approach to markup language development. It is produced by the Web-Ontology
Working Group at the World Wide Web Consortium!® to provide semantic definitions
for Web Services [1]. We use this language to define our proper ontologies in Chap-
ter 4 in sections 4.2.4.1 and 4.3.2.1. The purpose of OWL-S is to allow the users to
automatically discover, perform, as well as monitor web services. This language offers
the definition of a process ontology that is included in the OWL-S ontology aiming
at defining the way the interaction with a service is and represent this interaction
as a process. It is based on the basic elements of Resource Description Framework
(RDF)? language which is developed by the World-Wide Web Consortium (W3C) in
order to provide a structure for describing identified information in the Web.

Figure 2.4 depicts the process ontology modeled in OWL language (i.e., classes,
properties and axioms). Three main process types are specified: (i) atomic processes
which depict the actions that a service may invoke within a single interaction, (ii)
composite processes which represent the actions that multistep protocols and/or mul-
tiple actions require, and (iii) simple processes which supply abstract various process’
views.

"https://www.w3.org/Submission/OWL-S/
*Latest version: https://www.w3.org/TR/rdf-schema/
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Figure 2.4: The Process ontology in OWL-S [1]

2.2.2 General Process Ontology (GPO)

The General Process Ontology, denoted as GPO, represents a formal language of con-
cepts for modeling business processes [2]. It is known as the semantic mediator among
various process modeling languages. Besides, it is defined in OWL to make use of se-
mantic web technology in order to create a computer-interpretable semantic markup
language for process modeling. Briefly, this ontology provides a unified schema for
semantically annotating business process models. The aim of GPO is to assist human
and machines to understand heterogeneous business process models using semantic
definitions. Figure 2.5 depicts the main concepts of this ontology. Some of these
concepts are described as follows:

e Activity for representing the decomposition of a process works.

e Artifact for representing something involved in an activity such as information,
software, etc.

e WorkflowPattern for representing the temporal ordering of the business activi-
ties of a process. WorkflowPattern can be categorized into several patterns based
on ordinary workflow patterns [56], such as Sequence, Choice (ExclusiveChoice,
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MultipleChoice, ParallelSpit), and Merge (SimpleMerge, MultipleMerge, Syn-
chronization), that depict workflow control patterns supported by most process
modeling languages.

Actor-role Artifact
has_actor-role has_artifact related_to related_to
X has_input Input .
Exception P Precondition
hasrsulTActithy
handled_by has_precondition
has_exception ACt"“ty
has_postcondition Postcondition
ordering has_output related_to
Output
related_to
WorkflowPattern
ExclusiveChoice 4& —1 MultipleMerge
MultipleChoice — SimpleMerge
Choice Sequence Merge @
ParallelSplit “— Synchronization

Figure 2.5: General process ontology (GPO) [2] represented using RML [3]

2.2.3 Business Process Modeling Ontology (BPMO)

The Business Process Modeling Ontology, referred to as BPMO [4] represents one of
the major contributions of the European project SUPER [57]. It allows to integrate
knowledge about the organizational context, workflow activities and Semantic Web
Services. It provides support from different process modeling languages, such as
BPMN and EPC [58], that present specific notations. Concretely, BPMO enables to
represent workflow and organizational concerns in a uniform and abstract way, using
ontological descriptions. Figure 2.6 represents BPMO concepts and relationships. We
present herein the main BPMO concepts:

e bpmo:Process represents an abstraction of a business process model.
e bpmo:WorkflowElement represents a model element in a business process model.
It involves three sub-concepts: bpmo:Task, bpmo: WorkflowEvent and bpmo:GraphPattern.

It is linked to a process model via the property bpmo:hasHomeProcess.

e bpmo:Task represents an atomic unit of work in a business process model.
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e bpmo:WorkflowEvent reprensents an event that happens during the business
process’ execution. It has three sub-concepts bpmo:StartEvent, bpmo:IntermediateEvent
and bpmo:EndEvent.

e bpmo:GraphPattern represents the connection between workflow elements in a
business process model. It has three sub-concepts:

— bpmo:ControlflowConnector is the control-flow element (i.e., sequence)
whch relates two model elements through the properties bpmo:hasSource
and bpmo:hasTarget.

— bpmo:IncomingFlow depicts the different logical connectors with a merging
or join behavior. The bpmo:hasIncomingConnector property links a merg-
ing connector to the workflow elements in its incoming flow. A bpmo:Merge
connector possesses three main sub-concepts: bpmo:MultipleMerge, bpmo:SimpleMerge
and bpmo:Synchronization.

— bpmo:OutgoingFlow depicts the different logical connectors with a split be-
havior. The bpmo:hasOutgoingConnector property links a split connector
to the workflow elements in its outgoing flow. bpmo:OutgoingFlow con-
nector has three sub-concepts: bpmo:ExclusiveChoice, bpmo:ParallelSplit
and bpmo:Multiplechoice.

Two main ontologies sSBPMN [126] and sEPC [53] have been also developed in order
to formalize the process languages BPMN and EPC, respectively. Processes can be
translated, through using these ontologies, from BPMN and EPC to BPMO and vice
versa [127]. As a result, using such ontologies is appropriate for modeling heteroge-
neous business processes with their resources.



Cloud Computing 41

2.3 Cloud Computing

2.3.1 Generalities

Cloud Computing is an emerging paradigm in Information Technology which has wit-
nessed a major growth in a short period of time. It is defined by the National Institute
of Standards and Technology [16] as a model for enabling ubiquitous, convenient, on-
demand network access to a shared pool of configurable computing resources (e.g.,
networks, servers, storage, applications, and services) that can be rapidly provisioned
and released with minimal management effort. Figure 2.7 depicts an overview of
Cloud Computing Conceptual reference model defined by NIST [59]. It includes the
main actors (cloud consumer, cloud provider, cloud carrier, cloud auditor and cloud
broker), their activities and functions in the Cloud [60].

The Cloud offers different types of computing resources to be consumed as needed.
Furthermore, Cloud resources are accessible over the network through standard mech-
anisms that promote their use by different platforms. The resources are offered to
consumers using a multi-tenant model and are provisioned in an elastic manner that
allows to scale up or down in line with demand. Therefore the two major properties
of cloud resources are: elasticity and shareability.

Cloud Provider

Cloud
Cloud Service Orchestration Broker
Consumer Gl Seryice
Service Layer Management
Saas
Service
Paas Intermediation
Cloud A Business
Auditor
laa§ ] Support -E‘ ? Service
2| & regati
Security » g £ Aggregation
Audit Resource Abstraction and Provisioning/ W B
Control Layer Configuration S
Privacy Physical Resource Layer Sl
Impact Audit
Hardware ] Portability/
Performance Facili ] ot nperchdlty
Audit aoh

Cloud Carrier

Figure 2.7: Conceptual Reference Model of Cloud Computing (defined by NIST)

Basically the Cloud delivers services under three layers namely the Infrastructure
as a Service (IaaS), the Platform as a Service (PaaS) and the Software as a Service

(SaaS):

e JTaaS: Consumers are able to access Cloud resources on demand. These resources
can be spread into virtual machines (VMs). They consist of compute, network,
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and storage resources. The provider is responsible of installing, transparently
managing and maintaining these resources.

e PaaS: Consumers are allowed to develop, deploy and manage their applications
onto the Cloud using the libraries, editors and services offered by the provider.
The provider is responsible of provisioning, managing and maintaining the In-
frastructure resources.

e SaaS: Consumers are able to use running applications on an IaaS or a PaaS
through an interface. They are not responsible of managing or maintaining the
used Cloud resources.

Clouds can be provisioned following different models according to the users re-
quirements. We denote by Private Cloud the case where the Cloud is used by a single
organization. This organization owns the Cloud and is responsible of its management
and maintenance. Otherwise, if the Cloud is owned by various organizations, we are
talking about community or federation Cloud. Whenever the Cloud is exposed to
public use, we are talking about Public Cloud. In this case, an organization owns the
Cloud and manages it while it is used by other organizations. Another case where
the cloud is composed of two or more clouds. We talk herein about a combination
between Public and Private clouds.

2.3.2 Open Cloud Computing Interface (OCCI)

OCCI working group provides a high-level definition of a RESTful Protocol and API,
within the Open Grid Forum (OGF) [61]. OCCI is defined as “an abstraction of real
world resources, including the means to identify, classify, associate and extend these
resources”. At the beginning, it was initiated to create a remote management API
for TaaS model-based services. Besides, it allows the development of interoperable
tools for common tasks including deployment, autonomic scaling and monitoring [?].
Then, it progresses towards a flexible API that strongly focus on interoperability
while still offering a high degree of extensibility. The current release of the OCCI
is appropriate to serve many other models in addition to IaaS, including PaaS and
SaasS.
The current specification of OCCI consists of three documents:

e OCCI core: It describes the formal definition of the OCCI Core Model as seen
by OGF [61].

e OCCI HTTP Rendering: It defines how to interact with the OCCI Core
Model using the RESTful OCCI API [62].

e OCCI Infrastructure: It contains the definition of the OCCI Infrastructure
extension for the IaaS domain [63].
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Figure 2.8: OCCI place in provider architecture (defined by OGF)

Figure 2.8 shows the position of OCCI in a provider’s architecture. A service
consumer can be either an end-user or other system instance. OCCI can be used
as a management API for all kinds of resources while maintaining a high level of
interoperability.
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Figure 2.9: Class diagram of OCCI core model
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OCCI Core formally describes the OCCI Core Model as shown in Figure 2.9. This
Model defines a representation of instance types which can be manipulated through
an OCCI rendering implementation. It is an abstraction of real-world resources,
including the means to identify, classify, associate and extend those resources. This
core model describes Cloud resources as instances of Resource or a sub-type thereof.
Resources could be combined and linked to each other using instances of Link or
a sub-type of this latter. Resource and Link are sub-types of Entity. As shown
in Figure2.9 [61], each Entity instance is typed using an instance of the class Kind
and could be extended using one or more instances of the class Mizin. Kind and
Mixin are subtypes of Category and each Category instance can have one or more
instances of the class Action. A fundamental advantage of the OCCI Core Model is its
extensibility. It is noteworthy that any extension will be discoverable and visible to
an OCCI client at run-time. An OCCI client can connect to an OCCI implementation
using an extended OCCI Core Model, without knowing anything in advance, and still
be able to discover and understand, at run-time, all the instance types supported by
that implementation. Extending OCCI core is possible using sub-types of the existing
types or using Mixins.
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Figure 2.10: Overview Diagram of OCCI Infrastructure types

The second document is OCCI HTTP Rendering [62]. It specifies how the OCCI
Core Model [61], including extensions thereof, is rendered over the HTTP protocol.
The document describes the general behavior for all interaction with an OCCI imple-
mentation over HI'TP together with three content types to represent the data being
transferred. The OCCI model can be extended to cover different levels in the cloud
(i.e., TaaS, PaaS, SaaS, etc.). And that is the purpose of the third document that is
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OCCI Infrastructure [63]. It is an extension of the Core Model to represent the cloud
infrastructure layer. This extension brings basically the definition of new resources
that inherit the core basic types Resource and Link. As shown in Figure2.10 [63], the
Resource is specialized into: (i) Compute, representing a generic processing resource,
(ii) Network, representing a networking entity (e.g. a virtual switch), and (iii) Storage,
representing a resource that record information to a data storage device. Link is also
specialized in OCCI infrastructure to: (i) NetworkInterface, representing an interac-
tion between Compute and Network (e.g. network adapter), and (ii) StorageLink,
representing an interaction between Resource to a Storage.
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3.1 Introduction

In this chapter, we review the researches that exist in the literature that are relevant
to the topic of supporting cloud resource allocation in configurable business process
models. In section 3.2 we study existing solutions for formalizing the resource per-
spective in business process models. We classify them into four steps: (1) Resource
perspective in business processes, (2) Resource orchestration in Cloud-based business
processes, (3) Semantics in business process models, and (4) Social business processes.
Next, in section 3.3 we discuss existing works on supporting and optimizing the re-
source variability in configurable process models. These proposals can be within five
categories (1) Configurable process modeling, (2) Resource Variability, (3) Resource

47
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Allocation Optimization in business processes, and (4) QoS-aware business processes.
We present shortcomings of the related approaches, identify the difference and bring
out the advantages of our approach.

3.2 On Formalizing the resource perspective in Business
processes

Many perspectives exist for the definition of a business process such as the control-flow
perspective (i.e., the temporal ordering of the process activities), the data perspective
(Business documents and other objects), or the resource perspective (i.e., informa-
tion about resources and device roles responsible for executing activities) [64]. Several
researches in BPM R&D have been widely proposed at the level of the former per-
spectives, essentially the control-flow one [65-68]. However, the resource perspective
is not well defined in particular when business processes are implemented in Cloud
environments. These resources are often heterogeneous which prevents an easy and
dynamic interoperability between different Cloud providers and users.

In this section, we review existing approaches for formalizing the resource per-
spective in business processes and categorize them into four categories: (i) resource
perspective in business processes (Section 3.2.1), (ii) resource orchestration in Cloud-
based business processes (Section 3.2.2), (iii) semantic web in business process models
(Section 3.2.3) and (iv) Social business processes (Section 3.2.4). In Section 3.2.5, the
presented approaches are evaluated against a set of assessment criteria that are im-
portant to our thesis context.

3.2.1 Resource perspective in business processes

In the literature, there exists previous works on the representation of the resource
perspective in BPM. For example, in [24], Luis Jesis Ramoén Stroppi et al. have
addressed the modeling and visualization of resource perspective requirements by ex-
tending the BPMN 2.0 metamodel which was validated against workflow resource
patterns [69]. The same authors propose thereafter [23,70] an approach that enables
the implementation of the requirements of resource perspective defined in extended
BPMN process models and resource structure models into BPEL process definitions.
Furthermore, they aim at providing a support to the lifecycle (i.e., definition, im-
plementation, verification and validation) of resource perspective requirements in the
development of PAISs based on WfMSs. [22]. These works support the three as-
pects of resource view: resource structure, work distribution, and authorization. The
resource structure involves two aspects: the characterization and classification of re-
sources. The characterization is the definition of the resource related information.
Once resources’ information are characterized, a classification of the resources can
be established based on a set of common properties. The work distribution is con-
cerned with the work distribution and its binding to specific resources for execution.
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In other words, it defines the manner in which the work of a process is distributed
and allocated to resources. The authorization deals with the definition of privileges
owned by resources regarding the execution of operations in order to organize the
work advertised to them.

In [71], Nick Russell and Wil M. P. van der Aalst use the workflow resource
patterns [69] as an assessment framework to evaluate the capabilities of the BPEL
extensions (BPEL4People and WS-HumanTask). Their objective is also to identify
their strengths as well as the different areas where opportunities are offered for further
improvement. Anastasiia Pika et al. propose an automated framework that allows
to extract knowledge about the behavior of human resources, using event logs [72].
Moreover, this framework enables the analysis of the dynamics of human behavior
over time.

A general framework for document-driven workflow systems was proposed in [73].
It allows to discover data dependencies between tasks in a process, assist workflow de-
signers, and achieve efficient control-flow design. Several works have basically focused
on human resources behavior and allocation [41,42,74-76]. For instance, Cristina
Cabanillas et al. introduce in [42] a complete graphical notation for assigning hu-
man resources within business process models. Whereas in [74] Stefan Schonig et
al. present an integrated process mining framework that aims at efficiently discover
resource assignment patterns and teamwork patterns. Also, they adopt a declarative
process mining technique to take into consideration the resource perspective.

We notice, from the presented proposals, that the main focus is on human and
data resource allocation as well as their behavior. However, they do not neither en-
able cloud resources’ representation nor consider verification and security properties.
Besides, an explicit support of resource variability is missing. In contrast, our work
integrates cloud aspects and seeks for checking resource allocation properties.

3.2.2 Resource orchestration in Cloud-based business processes

The general benefits of the blending of Cloud and BPM have been stressed by different
authors [77-79]. Thus, organizations have lately been investigated in the deployment
of service-based business processes in Cloud environments.

Different works on Cloud resource orchestration in such context have been pro-
posed [19,28,80-88]. Rajiv Ranjan et al. [39] present an overview of the main Cloud
resource types as well as operations of resource orchestration. Also, they seek for iden-
tify research issues that involve these resource operations. In [85], Stefan Schulte et
al. establish a platform that enables Business Process Management Systems (BPMS)
to manage resource elasticity. The platform is called Vienna Platform for Elastic Pro-
cesses (ViePEP). Philipp Hoenisch et al. in [28,84] propose respectively a resource-
efficient scheduling algorithm for cloud-based computational resources in business
processes, and an elastic scheduling approach and an optimization model to schedule
service invocations among hybrid cloud resources in a cost-efficient way. In [80], the
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same authors enhance their work by defining a system model for elastic process land-
scapes with taking into account complex process patterns, penalty cost, and Billing
Time Unit (BTU) (i.e., the cost per leasing period). Amziani et al. discuss in [89] the
modeling of single elastic processes using Petri nets and simulate elasticity strategies.

Luise Pufahl et al. deal with batch processing which is a recent technique to syn-
chronize the execution of certain activities of different process instances, for enhanc-
ing process performance. They define in [86] flexible adjustments to enable improved
batch activities execution at run-time level. Thereafter, they extend BPMS in [90] by
specifying batch processing requirements in order to synchronize process instances of
different process models. They allow the users to decide about batch assignment i.e.,
whether a process instance is executed as batch or not.

However, such approaches, addressing Cloud resource allocation, lack consider-
ing semantic descriptions which is not helping in addressing the heterogeneity issue.
Furthermore, since we are in a Cloud setting, configurable process models are rec-
ommended to be taken into consideration to avoid the ad-hoc process customizations
[18]. Hence their use enables significant cost reductions. In our work, we aim at
developing a unified common understanding for Cloud resource Allocation based on
semantic definitions. Then, we target to more extend the variability in configurable
process models with the possibility of configuring the Cloud resources’ selection.

3.2.3 Semantics in business process models

Since different benefits that exist in using semantics in business process modeling,
multiple works have revealed these advantages [91-93]. Thus, Semantic Web technol-
ogy and ontology engineering researches have been extensively investigated in business
processes [27,31,66,94-101].

Oliver Thomas and Michael Fellmann propose extensions of different process mod-
eling languages: EPC, BPMN and OWL with formal semantic annotations [102,103].
They propose a framework which is based on the assignments of formalized in on-
tologies to process model elements. In [104], Markovic presents a framework for
querying and reasoning business process models. To this end, the framework takes
into account different perspectives (i.e., functional, behavioral, organizational and in-
formational perspectives) by representing the process elements as ontology instances.
Marin Dimitrov et al. use the BPMO ontology (Section 2.2.3) to define semantic
annotations of both BPMN and EPC process models, under the SUPER project [26].
The aim herein is to support automated composition, mediation and execution. The
SUPER project allows, indeed, to model business processes on an abstract level.

In [99,105,106], Chiara Di Francescomarino et al. define a semantic model that
combines static, procedural and data knowledge, which enables semantic reasoning.
This model allows business analysts to use the proposed semantic-based techniques
in order to infer knowledge and analyze system executions.

Carlos Pedrinaci et al. provide a survey describing the particularity of Semantic
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BPM, developed within the SUPER project [31]. Besides, they illustrate how this
approach contributes in improving existing BPM solutions aiming at realizing more
flexible, dynamic and manageable business processes. Meanwhile, Liliana Cabral et
al. present a survey of the state of the art concerning works on enabling technologies
for Semantic Web Services [27,107]. They highlight also the orthogonal dimensions
of the infrastructure of Semantic Web Services: activities, architecture and service
ontology.

Concerning the management of Cloud resources, many works have been devel-
oped [108-113]. Lamia Youseff et al. propose an ontology for Cloud Computing that
shows a classification of the Cloud into five main layers: applications, software en-
vironments, software infrastructure, software kernel and hardware [108]. They also
highlight the strengths and the limitations of these layers, as well as their reliance
compared to prior computing concepts. Yong Beom Ma et al. [109] proposed an
ontology-based resource management system. They aim at correctly allocating re-
quested jobs to Cloud resources that fit the requirements of cloud users. Amir Vahid
Dastjerdi et al. introduce an effective architecture that allows to provide QoS-aware
deployment of appliances on Cloud service providers, using ontology-based discovery
technique [110]. Contrarily to our focus, these works are more oriented Cloud than
business processes.

Even so, we observe a clear missing of the support of Cloud resource definitions
in semantic business process management systems. Thus, the interoperability among
Cloud process providers remains not treated. In our work, we adopt the use of
ontologies, in Chapter 4, to establish a semantic formalization for supporting the
allocation of Cloud resources within the different business activities in process models.

3.2.4 Social business processes

The blend of BPM and social computing is still at its “infancy” stage so a lot of R&D
opportunities are still untapped. Yet, several researches have basically studied the
impact of social human interactions on business process organizations [114,115]. In-
formal social interactions are specified on which network-based business processes are
developed, and a user-driven framework for monitoring business processes is presented
by respectively E. Kajan et al. in [45] and Z. Maamar et al. [116]. Moreover, [117]
highlight human resources as social compute unit to resolve incidents in IT service or-
ganization. Elnaffar et al. in [118] discuss challenges associated with social computing
with cloud computing. However, cloud resource behavior has not been considered.
Further, in [119] Vanilson Arruda Burégio et al. suggest a guiding framework to
integrate social technologies into business operations. Contrarily, we aim, at formal-
izing social interactions in a common way using semantic definitions. V. der Aalst
and M. Song focus on mining social networks to extract and analyze interpersonal
relations in an organization [120]. In [121] Maamar et al. develop social relations
between BP components (i.e., tasks, persons, and machines). Same authors propose,
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in [122], a network-based coordination framework to resolve conflicts in business pro-
cesses. However several other conflicts are not yet treated. In our work, we handle
further conflicts according to SLA requirements.

The proposed approaches basically focus on relations or dependencies that exist
between human resources. Nonetheless, they do not consider non-human resources.
In particular, there is clear lack for handling Cloud resources as well as their char-
acteristics and dependencies. We choose to use the social perspective of business
processes, in Chapter 4 in Section 4.3, to build social dependencies among consumed
Cloud resources in order to allow the tenants to be aware of such relations and resolve
resource-based conflicts.

3.2.5 Synthesis

Table 3.1 depicts a comparative table for the evaluation of the most interesting re-
searches according to our context. This comparison is realized depending on assess-
ment criteria defined in the first row of this table. The choice of these criteria is
argued by the fact that we are interested in a set of properties on which we check if
the concerned approach take into account or not or partially consider. In our con-
text, we are interested in: (i) Resource perspective, (ii) Human resources, (iii) Cloud
resource Definitions, (iv) Social techniques, and (iv) Semantic stack. The sign ‘+’
denotes that the corresponding property is fulfilled by the corresponding approach,
while the sign ‘-’ indicates that the corresponding property is not fulfilled and the
sign ‘+/-” shows that the corresponding property is partially fulfilled.

Table 3.1: Comparative table for the evaluation of previous approaches

Criteria

A Resource Human Cloud Social Semantic
pproaches
perspective resources resources techniques stack

[22,23,41,42,70,71] + + - - -
[45,115,117,119,122] +/- + - + -
28,80-82,84,85 + - + - -
27,31,66,94-99 - - - - +
[109-113] + - + - +

We notice that the approaches working on enhancing the resource perspective in
business processes can be divided into two classes: Focusing on human resources,
or focusing on Cloud resources. The former class extend business process models
with information about human behavior (Line 1), as well as dependencies that exist
between them using social computing techniques (Line 2). Whereas, other works
privilege the application of semantic web in BPM to add formal semantic annotations
and the possibility of reasoning and querying business process models (Line 4). For
researches working on Cloud resource management, two classes are defined: in BPM
context, or in a Cloud context. The former class provide models that aim at verifying
and optimizing the use of Cloud resources in business processes however they do not
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tackle the interoperability gap (Line 3). However the latter class involve the use of
semantics by defining semantic models in order to support Cloud resource annotations
and discovery (Line 5). We denote herein that none of the proposed approaches fulfill
the combination of our proposed criteria. In our work, we aim to define a semantic
model that provides formal and unified definitions for Cloud resources business process
models by the means of using of Social techniques and Semantic web.

Table 3.2 illustrates a synthesis of the presented approaches in terms of our prin-
ciples that we have identified in Section 1.4.1: (i) Exploitation of knowledge, (i)
Balanced computation complexity, and (ii) Fine-grained results. None of them can
fulfill all principles.

Avproaches Principles
PP Exploitation Balanced computation | Fine-grained
of knowledge complexity results

[45], [120], [102], +/- +/- -

[117], [72]
[123], [116], [22], +/- +/—- +

[124]

[104]7 [73]7 [42]7 - +/_ —

Table 3.2: Synthesis of the approaches for formalizing the resource perspective in
Business processes

As a first step in our approach, we focus on semantically formalizing the resource
perspective in business process models. To achieve this goal, we build on semantic
definitions to unify the structure of Cloud resources that can be consumed in pro-
cess models. Besides, we define social relations that describe the behavior of these
resources. We represent this knowledge in a knowledge base. Then, we refine our
model by allowing process users to configure its proper requirements in terms of
Cloud resources using configurable process models. Our approach does not face the
complexity problem since we separately define and evaluate the resource perspective
regarding the control-flow perspective.

3.3 On supporting and Optimizing the resource variabil-
ity in configurable process models

Configurable business process models enable the representation of the commonalities
and differences that exist among different variants of a business process. To design
these configurable models, two major steps are needed: (1) recognize the various
process variants that can exist for a business process, and (2) combine these identified
variants into one customizable process model.

Several approaches working on configurable process modeling have been proposed
aiming at facilitating the design of configurable business process models and the re-
source allocation’ configuration. Nevertheless, the experience showed that the man-
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ual construction of a configurable process, and more specifically with its allocated
resources, is a error-prone and time-consuming task. Moreover, there is a lack of an
explicit support of the cloud resource variability. Therefore, automated approaches
have been proposed in the literature to assist the design of configurable process models
in terms of control-flow and resource perspectives.

In this section, we review existing approaches for supporting the resource variabil-
ity in configurable process models and classify them into four categories: (i) config-
urable process modeling (Section 3.3.1), (ii) resource variability (Section 3.3.2), (iii)
Optimization methods in business processes (Section 3.3.3) and (iv) QoS-aware busi-
ness processes (Section 3.3.4). In Section 3.3.5, the proposed approaches are evaluated
against criterions that are relevant to our thesis context.

3.3.1 Configurable process modeling

The limitation and rigid business process models has led to the definition of config-
urable process models [125]. Business process modeling permits the representation
of business processes through appropriate graphical notations [126]. We reduce the
complexity of real worlds by designing process models and concentrate efforts in
the most important system’ parts [127]. Several process modeling languages have
been proposed to describe business processes such as Business Process Model and
Notation (BPMN), Unified Modeling Language (UML), Event-driven process chain
(EPC), Yet Another workflow Language (YAWL), XML Process Definition Language
(XPDL), Extended Business Modeling Language (xBML), etc. Nevertheless, these
languages are not capable of modeling the variability in business processes in or-
der to design configurable processes. Hence, many configurable process modeling
languages have been recently suggested to facilitate the modeling of configurable pro-
cess [30,52,128-130]. Most of these proposals are extending existing languages such as
BPMN [49], EPC [131], and UML [132] with customizable control-flow constructs [21].

In [52,128], Rosemann and al. describe the requirements for a configurable process
modeling technique and introduce the configurable EPC notation. The EPC notation
mainly consists of three control-flow elements: event, function and gateway. An event
is a condition that triggers a function. A function describes the work which should be
realized. Three types of connectors are used to model the splits and joins: OR, exclu-
sive OR (XOR) and AND. Two constructs are added to the original EPC language:
configurable nodes and configuration requirements and guidelines. These guidelines
are useful to assist the users selecting the right configuration choices. Further, several
approaches propose variability techniques are developed in order to manage differ-
ent process’ variants of organizations. For instance, Hallerbach et al. [133, 134] in-
troduce a method referred as Provop (PROcess Variant by OPtions) for managing
and modeling process variants. This method is based on deriving a process variant
from a reference model referred to as base model by applying a set of operations
(INSERT/DELETE/MOVE fragment, MODIFY attribute). Gottschalk et al. [135]
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propose an approach that includes the most known method for process configuration.
This method is based on hiding and blocking operators to enable configurable work-
flow modeling using Labeled Transition Systems (LTSs). In [130], authors have used
hiding and blocking operators to define the Configurable YAWL (C-YAWL) language
that extends YAWL.

In spite of the usefulness of various configurable process modeling approaches,
these works have been essentially focused on the control-flow perspective and neglect
the resource perspective. Indeed, a configurable process model may allocate a set
of resources to its activities, in particular Cloud resources in multi-tenant environ-
ments. Moreover, to define his own process variant each tenant may configure the
set of resources according to his requirements. In our work, we propose to inform
the process designer about the allocated resources and assist him to design his con-
figurable resources (see Chapter 5). To do so, we build upon the approaches that
use configurable nodes [52,128] since it is at the top of the theoretical study on pro-
cess model configuration [53], and allow a complete representation of all the possible
process variants.

3.3.2 Resource Variability

Recently, works in the area of configurable process modeling have been proposed to-
wards such a configuration of the resource perspective [25,29,30,43].

In [5], Marcello La Rosa et al. propose the configurable integrated EPC (C-iEPC)
with features for capturing resource, data and physical objects. Configuration of
these elements is achieved using configurable connectors borrowed from the control-
flow perspective to model the variable allocation of resources. The authors represent
the variability of resources by proposing to associate the process functions to a vari-
able number of resources and data objects through configurable connectors having a
range parameter. The range allows to specify the minimal and maximal elements to
be selected in a configuration choice. The Figure 3.1 depicts a configurable process
model for audio editing modeled in Configurable Integrated EPC (C-iEPC). The con-
figurable nodes called also variation points are modeled with thick lines. The authors
propose configurable roles for human resources, configurable objects for objects, and
configurable range connectors for restricting the branches. For instance, the object
“Picture cut” related to the function “Picture editing” can be specialized to “Tape”
if the project does not support an editing on Film. The role “Producer” associated
with the function “Progress update” can be specialized to “Line Producer”. This
can be made following role-hierarchy and object-hierarchy models already predefined.
In addition, the configurable range connector 2:k related to the function “Spotting
session” means that the minimal number of roles should be 2 and the maximal is 3.

A. Kumar and W. Yao in [29] propose a novel approach for modeling configurable
business processes that integrates resource and data needs using process templates
and business rules. They suggest different rule categories: Control-flow related rules,
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Figure 3.1: The audio editing process variant modeled in C-iEPC notation [5]

Resource related rules, Data related rules and hybrid rules. Indeed, the authors
exploit additional information such as resource needs (e.g., equipment, and facilities)
for task completion and data values of parameters associated with a task in order to
realize a holistic process model.

To the best of our knowledge, few are the approaches that handle the resource
variability in configurable process models and even less the proposals that allow the
variability of Cloud resources. The focus of the aforementioned approaches is, yet, on
human resources (the roles, hierarchies) and data (objects). Thus, there is no direct
support for Cloud resources including resource sharing and resource elasticity. If con-
figurable process models have the potential to be an efficient solution for modeling
multi-tenant business processes [18], they need to integrate the resource perspective.
In our proposal, we treat the variability of resources in Cloud environments by propos-
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ing a set of configurable resource operators (see Chapter 5 Section 5.2). Besides, we
aim at assisting the process designer to customize its process with his Cloud resources
selection w.r.t a set of restrictions.

3.3.3 Resource Allocation Optimization in business processes

Optimizing resource allocation in BPM is a hot research field, however it remains at
infancy level despite the recognized importance of the problem [136]. Yet, there exist
approaches that handle such problem [75,137-141].

Giray Havur et al. propose in [75] a formal technique that allows to acquire an
optimal scheduling of workitems that have a set of dependencies and resource conflicts
in Business Process Management Systems (BPMS). To achieve this goal, authors have
employed the well-known formalism from logic programming Answer Set Program-
ming (ASP). Also, in [76] same authors introduces an approach for automatically
allocating resources to process activities in a time optimal way. They also are based
on ASP as a formalism. Their objective is to find an optimal minimum amount of
time where all process activities achieve their work given a set of resources. Whilst
in [137], Van der Aalst propose a method for identifying a local optimal resource
allocation at each process step using a greedy approach that might discover a feasible
and optimal solution.

All of the above approaches do not tackle the resource allocation problem while
considering the variability in business process models at both levels: control-flow and
resource. In this thesis, we deal with such problem in configurable process models
and integrate the Cloud resource variability.

Optimizing resource allocation in Cloud environments is also a challenging issue
that has been considered in several approaches [142-144]. For instance, Wei Shu et
al. propose in [143] an improved clonal algorithm based on time cost and energy
consumption in Cloud Computing models. Whereas, in [144] Hwa-Min Lee et al.
suggest performance analysis based resource allocation scheme aiming to an efficient
allocation of virtual machines on the Cloud infrastructure. Fangzhe Chang et al.
aim in [142,145] at discovering the best solution of resource allocation in polyno-
mial time. To this end, they propose algorithms to reduce the resource management
cost. Cloud providers may thus use the solution to share their resources among a
larger number of users. Molka Rekik et al [146] propose an approach for optimal
configurable process deployment into a cloud federation. For this purpose, they use
binary linear program to look for the best process variant with taking into account
activities’ capacity requirements, the enterprise QoS requirements and the variability
requirements expressed in the configurable process.

On the contrary, some of these approaches do not take into account the con-
figurability related to Cloud resources. Moreover, taking into consideration the re-
quirements, that Cloud context impose essentially the elasticity and shareability, is
relevant. In our thesis, we aim at discovering the best resource allocation alternative
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that fulfill Cloud requirements while reducing cost and response time (see Chapter 5
Section 5.3).

3.3.4 QoS-aware business processes

In this section, we discuss related works that take two consideration two aspects: QoS
properties, and Ecological properties.

3.3.4.1 QoS properties

The QoS properties depict the non-functional requirements which are also denoted
as non-behavioral requirements or quality properties. They judge how well the func-
tionality of the system in question is achieved. Several properties are involved e.g.,
cost, performance, cost, safety, etc. From QoS vision, organizations are constantly
seeking to improve the non functional properties of their business processes in many
aspects [6,147-152]. There are domain-dependent aspects (e.g., resolution for image
processing business processes) and domain-independent (e.g., response time, or cost).
In fact, in [148] Wei Zhe Low et al. present a novel way to identify potential efficiency
achievements in business operations through examining the way they were carried out
in the past and thereafter exploring better ways of executing. For this purpose, they
take into account trade-offs between three QoS properties: time, cost and resource
utilization. The main objectives of this proposal are (1) to discover the different
scenarios of process execution that are less expensive than the original scenario to
gain insights for future redesign activities, (2) to propose a generic cost structure to
answer for different cost trade-offs, and (3) to introduce optimization techniques to
extract cost-optimal execution scenarios that consider multiple QoS properties.
Michael Adams et al. propose in [6] a framework for supporting process-related
decisions, guided by cost-informed considerations, in workflow management systems
(WEMS). To demonstrate the efficiency of their proposal, the authors present a real-
ization of a cost-informed workflow environment within the well-known open-source
WIMS system environment YAWL. To build such cost-informed WfMS framework,
authors take into consideration a set of cost properties at all levels of a business
process: For instance, we should associate cost information (e.g. cost rates, cost
functions) to different elements in a process (e.g. activities, case attributes and dura-
tions). Also, process resources should be aware of suitable information (e.g. names,
roles or experience levels). Moreover, the WfMS should (i) provide cost information
about control-flow definitions and resource allocation rules (at design-time), and (ii)
support system-based decisions and system-based user decisions (at runtime). Fur-
thermore, the WfMS should be able to compute processing costs of a case at runtime
and to provide a detailed cost analysis after execution. Figure 3.2 an overview of
this framework that describes (i) Data input, i.e. the requirements to trigger actions
that can be taken by a WfMS in order to support cost-informed decision making, (ii)
the different actions that can be taken within a WIMS at various levels of process
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(process, activity, and resource), and (iii) the output that is the system decisions and
system supported user decisions.

Data Input Cost-informed WfMS System Decisions and System

o Executable process model/s P Activity Resource Supported User Decisions
*  Cost model

Historical data =  Process variant selection
O EL s L N[+ Design-time = Control Flow * Resource * Branching

- instance/case attributes /1 & Run-time branching =] allocation *  Activity selection

- Pprocess context process . Activity *  Resource * Resource assignment of workitems

e i selection prioritisation * Workitem ordering

- external/environment selection

Figure 3.2: The cost-informed process support framework [6]

Ralph Mietzner et al. show in [153] that variability modeling and management
techniques can correctly support the handling of variability in service-oriented Soft-
ware as a Service (SaaS) applications. They propose to derive customization and
deployment information for individual SaaS tenants, based on their requirements in
particular availability-based needs. The objective within the proposed approach is to
efficiently deploy SaaS applications for new tenants, using configurable models.

Despite the great support of QoS properties in business process models, the man-
agement of Cloud resources as well as their specificities (i.e., requirements in terms of
elasticity and shareability) remain not taken into account. Besides, there is a lack of
handling the heterogeneity issue that exist among process providers. In this work, we
aim at filling these gaps by optimizing the cloud resource allocation in configurable
process models w.r.t a set of QoS requirements that business process providers de-
fine for their variants (see Chapter 5 Section 5.3.3.3). We consider, in addition to
the elasticity and shareability properties, three main QoS properties: cost, response
time, and availability.

3.3.4.2 Ecological properties

In recent few years, organizations are increasingly improving the environmental im-
pact of BPM in several domains e.g., security, compliance, Green IT [154-159]. In
fact, user needs and legal and financial requirements are pushing organizations to
perform their business processes in a green manner. We denote by “Green BPM”
the class of technologies that leverage and extend existing BPM technology to enable
process design, analysis, execution and monitoring in a manner informed by the eco-
logical characteristics (e.g., carbon footprint) of process models and instances [156].
Business process models need to be aware about their associated emission impact for
cost reductions, quality improvements, time savings, and increased flexibility [160].

The ecological characteristics are defined as multiple green metrics such as carbon
footprint, CO2 emissions, and CPU utilization [161]. Based on these metrics specified
for a business process, sustainable adaptation strategies can be chosen to enhance the
total environmental impact of the business process. These strategies are denoted as
“Green Business Process Patterns” [160].
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Figure 3.3: Green Business Process Classification [7]

A classification is proposed for the green patterns. As shown in Figure 3.3 two
categories are introduced: (i) Basic patterns include optimization methods that are
used on top of a business process, i.e. without the necessity of changing the structure
of a process. The concerned patterns are: Green Compensation, Green Variant,
Resource Change, and Green Feature. (ii) The process-centric patterns involve the
changing of the structure of business processes and how to execute the activities. The
concerned patterns are: Common Process Improvement for Environmental Aspects,
Process Automation, and Human Process Performance.

Hoesch-Klohe Kostantin et al. in [157], highlight the role of Green BPM and
discuss related challenges to reduce carbon emissions. Since then, several approaches
have been proposed: Alexander Nowak et al. in [7] define green business process
design patterns that cover the environmental impact, and develop a guiding method
to help stakeholders to identify suitable patterns that fit to their domain of interest.
While in [162], same authors introduce a cloud and green business process pattern
correlation approach to support developers to adapt the green patterns’ application.
Moreover in [163], the latter authors discuss about BPM perspectives that can be
extended, or refined to decrease the environmental impact of business processes. Their
focus is to assist organizations to optimize their processes, using a set of identified key
aspects with respect to the environmental impact while not omitting their business
performance.

Yet, the above works do not neither present explicit methods to optimize the
resource allocation in BPM while reducing the environmental impact, nor considering
variability in process models. In our work, we aim at optimizing the Cloud resource
allocation with taking into consideration a set of ecological properties (called also
green properties) as metrics (see Chapter 5 Section 5.3.3.2). We take into account
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three main metrics: Green Efficiency, Energy Productivity, and CO2 emissions. For
more details, please refer to [164].

3.3.5 Synthesis

Table. 3.3 summarizes the presented approaches and relates them to four properties
that are important in our context: (i) Resource variability, (ii) Control-flow variability,
(iii) Cloud Resources & features, and (iv) QoS properties.

Table 3.3: Evaluation of previous approaches

Approaches Criteria Resource Resource Control-flow Cloud QoS
Allocation | variability variability resources & features | properties
[6,147-150] - - - - +
[30,128-130] - . + - -
[29,30,43] +/- + + - +/-
[52,153] - - + - +
[142-144,152] + - - +/- +

We observe that the properties Resource Allocation Cloud resources and features
and Resource variability are poorly fulfilled for some works and not at all for others.
We denote, also, that there is no approaches that combine the totality of the proposed
properties. In our work, we aim to fulfill all of these properties especially Resource
Allocation and variability with Cloud features.

Table 3.4 depicts a synthesis on the presented approaches in terms of our principles
that we have already specified in Section 1.4.1: (i) Exploitation of knowledge, (i)
Balanced computation complexity, and (#i7) Fine-grained results.

Approaches Principles
Exploitation | Balanced computation | Fine-grained
of knowledge complexity results
(5], [52], [30], +/- +/- -
[128], [29], [130]
[147], [149], [151], +/— +/— +
[6], [152]

Table 3.4: Synthesis of the approaches for supporting and Optimizing the resource
variability in configurable process models

The table shows that none of the approaches meet the totality of our identified
principles. As a second step of our approach, we focus on providing a model that
includes Cloud resource variability within configurable process models. We aim at as-
sisting process users in the design and implementation of his process variant involving
the appropriate configuration of Cloud resources. Thereafter, we intend to optimize,
using genetic algorithms, the resource selection with respect to the Cloud features
(i.e., elasticity and shareability) and QoS properties.
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3.4 Conclusion

In this chapter we presented different approaches that support the design and con-
figuration of Cloud resource allocation in business process models. We divided these
approaches into two classes aiming at two main purposes: The formalization the re-
source perspective in business processes, and the support and optimization of the
resource variability in configurable process models. The former class is classified into
four categories: Resource perspective in business processes, Resource orchestration
in Cloud-based business processes, Semantics in business process models, and So-
cial business processes. The latter class is also categorized into four: Configurable
process modeling, Resource Variability, Resource Allocation Optimization in busi-
ness processes, and QoS-aware business processes. We briefly introduced these ap-
proaches and identified their principles. Thus, we demonstrate that most of the exist-
ing approaches do not allow the modeling of heterogeneous Cloud resources, especially
semantic-based approaches. They also lack of automatic techniques that enable the
sharing of heterogeneous process cloud resources in a common understanding. More-
over, such approaches do not present solutions to formalize the description of user
requirements in terms of Cloud resources configuration, which is still in an ad-hoc
manner. Furthermore, we showed the differences between current approaches and
our approach.

In the following chapters we present in details our approach. In chapter 4, we
present our approach for the semantic formalization of the resource perspective in
business process models. We also present our common knowledge base to resolve
the interoperability issue. In chapter 5, we show our approach that is based on how
we assist the design and configuration of the use of Cloud resources in configurable
process models. Moreover, we present an approach for optimally allocating these
resources to business process variants using genetic algorithms.
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4.1 Introduction

This chapter presents our approach for supporting Cloud resource allocation in service-
based business processes. As mentioned in Chapter 1, resource descriptions are of a
high heterogeneity with their management strategies since each Cloud provider define
its proper resource consumption policies, APIs, and networking models. For example,
a provider uses OCCI (Open Cloud Computing Interface) API [46], while another uses
a different API OpenTOSCA! (OASIS Topology and Orchestration Specification for
Cloud Applications) to define cloud resources. As a result, a unified common under-
standing between providers and tenants becomes a must.

Besides the several benefits of cloud resources in terms of economy of scale and
pay-per-use, a main issue regarding their correct use still exists which is to ensure
a controlled resource allocation w.r.t. SLA constraints. For instance a tenant may
request not to share a CPU resource with other tenants, or may want to use a partic-
ular elasticity policy. Another example is when a resource stops responding, it must
be automatically and quickly substituted by resources so that SLAs are satisfied.

To address the above challenges, we propose in this chapter two approaches: (i) a
semantic formalization of the resource perspective in business processes (Section 4.2),
and (ii) a social-based semantic framework for cloud resource management in business
processes (Section 4.3). The former approach provides (i) an extension of the process
modeling language BPMN that allows to incorporate the definition of resources in
cloud environments, and (ii) a Cloud-based process ontology based on an extension
of BPMO. The latter approach, which depicts an extension of the previous proposal,
provides (i) a Social-based Cloud business Process Ontology w.r.t OCCI architecture,
and (ii) a resolution of conflicts over resources to insure their correct allocation.

To define our first approach, we start by introducing a general description of the
resource perspective in business processes (Section 4.2.1). Next, we present an overall
overview of our proposed approach where we specify the inputs, the outputs as well
as the stages of our proposal (section 4.2.2). An extension of the process modeling
language BPMN is then proposed. This extension allows to incorporate the definition
of resources in cloud environments (section 4.2.3). Then, we detail our semantic
framework for a semantically-enriched resource description in BPs (section 4.2.4).

To define our second approach, we make use of a recent R&D trend which advo-
cates for analyzing BPs from a social perspective [165]. This vision aims at building
social relations between the components of a BP, namely task, person, and machine,

"http://www.iaas.uni-stuttgart.de/OpenTOSCA /indexE.php
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and how these relations capture previous experiences associated with interactions
(i.e., task-2-task, person-2-person, and machine-2-machine) that could help improve
BPM [166-168]. Many organizations already acknowledge the role of Web 2.0 tech-
nologies and applications in improving their images, reaching out to more customers,
and adjusting their BPs in response to social media [121,165]. Thus, we adopt the
feasibility of identifying social relations between human resources to cloud resources
which are assigned to BPs so that networks of resources are developed in conjunction
with networks of processes, tasks, and persons. Afterwards, we define a set of strate-
gies for resolving conflicts over resources using Semantic Web Rule Language (SWRL).
We start by introducing a general view of our approach (Section 4.3.1). Then, we
discuss our approach which mainly focus on two goals (i) Building a semantic formal
model to describe cloud resources according to OCCI architecture (Section 4.3.2), and
(ii) resolving resource-based conflicts using semantic rules (Section 4.3.3). Finally we
present an evaluation and validation part to our approaches (Section 4.4).
The work of this chapter was published in conference proceedings [169, 170].

4.2 Semantic Formalization of the Resource perspective
in Business Processes

4.2.1 Resource perspective in Business Processes

As mentioned before, the resource perspective in business processes lacks a formal
and unified description. It is poorly operated compared to other perspectives such as
the control-flow [65,66] or the organizational perspective [55,171]. But with regard
to recent efforts realized to bridge this gap, the resource perspective in business pro-
cess models has been classified into three important classes: resource structure, work
distribution, and authorization [70]. The resource structure involves two aspects: the
characterization and classification of resources. The characterization is the definition
of the resource related information. Once resources’ information are characterized, a
classification of the resources can be established based on a set of common proper-
ties. The work distribution is concerned with the work distribution and its binding
to specific resources for execution. In other words, it defines the manner in which
the work of a process is distributed and allocated to resources. The authorization
deals with the definition of privileges owned by resources regarding the execution of
operations in order to organize the work advertised to them. In our thesis, we follow
this classification in order to extend the resource perspective in business processes
using BPMN 2.0 (see section 4.2.3).

As we are interested in the Cloud setting, we have studied the specificities of the
available resources that can be used. As mentioned before (section 2.3), the Cloud
delivers three important types of resources on demand which are: computing, storage,
and networks. The computing resources provide mechanisms in order to deploy and
run softwares [117]. This type of resource depicts an information processing resource
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(e.g. virtual machine). The Cloud storage simply represents an information record-
ing resource in data storage devices. It offers great benefits as for example reliability,
faster deployment, reduced costs and protection insurance in case of loss. Actually
there are different ways to use this type of resources depending on users requirements:
private data or shared data. Network resources allow to have mechanisms that are
used for communication, and might also offer added-value services such as load bal-
ancers [172]. The network type plainly denotes an interconnection resource (e.g a
virtual switch). These resource types are caught from the cloud resource description
in a specific cloud computing API which is OCCI [173] We formally describe these
resources in our semantic proposal (see section 4.2.4).

4.2.2 Approach Overview
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Figure 4.1: Approach Overview

We present, in the present section, an overall overview of our proposed approach
toward the formalization of the resource perspective in cloud-based business pro-
cesses through the use of semantic techniques. As shown in Figure 4.1, our approach
uses three inputs: (i) Business processes described in the extended BPMN (see sec-
tion 4.2.3), (ii) the deployed Cloud resources, and (iii) Cloud resource constraints
that comprise rules and properties to be and/or checked (see section 4.2.4.2). This
latter entry is of a high importance because, by property verification and constraint
compliance, we aim at ensuring the proper management of resource utilization.

To this end, we first establish a CloudPrO ontology (see section 4.2.4.1) which
formally specify these three entries by describing consumed resources and their as-
sociated dependencies in BPs, in a semantic and uniform way. To do so, we use the
RDF/RDFS language in order to model the business processes and cloud resources
components, and Semantic Web Rule Language (SWRL) rules to properly define the
constraints of resources. This ontology is then stored in a knowledge base which can
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be later interrogated with SPARQL queries in order to further apply optimization
techniques. Furthermore, cloud resource constraints can be checked using rule veri-
fication engines (e.g. Protege, Bossam, Hozo). The knowledge base is continuously
updated whenever the business process is re-designed, the constraints are updated or
the cloud resources are re-deployed.

We advocate that our approach can be applied at design- and execution-time: on
one hand, at design-time, the control-flow and resource perspectives of the modeled
business process, the resource constraints and the deployed cloud resources are for-
malized in the CloudPrO ontology, and the process resource distribution is verified
against the defined constraints. On the other hand, at run-time, the resource con-
sumption can be continuously checked during the process execution according to the
pre-defined constraints.

4.2.3 Extending the resource perspective in BPMN 2.0

The BPMN notation is extensively used in the BPM community for business process
modeling. The latest version of BPMN 2.0 incorporates resource perspective concepts
which are resource assignment and human interactions.

bpmn:Resource
Parameter bpmn:Resource
1%

- name: String |- name: String

- isRequired:

Boolean

?
exténds
t Action
ResourcePrivileges 1x ReconteeEstension -
- name: strin 0.% 1% |~ name: string
: g9 (- name: String - allocated: Boolean

- allocated: Boolean allowedTo

HumanResource ComputingResource

- name: String
- relation: tRelation

- name: String 0..% 0..%
- user: String
- relation: tRelation

require

«enumeration» Storage Compute Network
storagestate - id: String - id: String - id: string

online - size: float - cores: Integer - state: Boolean
offline - storagestate: - hostname: String
backup enumeration - speed: float
snapshot - memory: float
resize - CompState: Integer
degraded

Figure 4.2: Extension of the resource element in BPMN
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Nevertheless, it does not provide a formal definition of resource types in cloud
environments. Therefore, we propose an extension, which is called “ResourceEx-
tension”, to the existing BPMN element named “bpmn:Resource” (see Figure 4.2).
A “ResourceExtension” could be a resource of type human referred to as “Human-
Resource” or a non human resource denoted as “ComputingResource”. The latter
one represents the cloud resources which are Storage, Compute and Network. The
“HumanResource” and “ComputingResource” may require each others.

Listing 4.1: xsd document to extend BPMN

<?xml version=7"1.0" encoding="UTF-8"7>

<xs:schema xmlns:xsd="http://www.w3.o0rg/2001/XMLSchema”
targetNamespace="http://www.omg.org/spec/BPMN/20100501/Semantic.xsd”
xmlns :bpmn20="http://www.omg. org/spec/BPMN/20100501/BPMN20. xsd” >
<xs:import namespace="http://www.omg.org/spec/BPMN/20100501/BPMN20”
schemaLocation="http://www.omg.org/spec/BPMN/20100501/BPMN20. xsd” />

<xsd:group name="ResourceExtension”>

<xsd:sequence>

<xsd:element name="HumanResource” type="tHumanResource” minOccurs="0"/>
<xsd:element name="ComputingResource” type="tComputingResource” minOccurs="0"/>
<xsd:element name="ResourcePrivileges” type="tResourcePrivileges” minOccurs="0"/>
<xsd:element name="Actions” type="tActions” minOccurs="1"/>

</xsd:sequence>

</xsd:group>

<xsd:complexType name="tHumanResource”>
<xs:attribute name="name” type="xsd:string”/>
<xs:attribute name="user” type="xsd:string”/>
<xs:attribute name="relation” type="tRelation”/>
</xsd:complexType>

<xsd:group name="tComputingResource”>
<xs:attribute name="name” type="xsd:string”/>
<xs:attribute name="relation” type="tRelation”/>
<xsd:sequence>
<xsd:element name="Storage” type
<xsd:element name="Compute” type
<xsd:element name="Network” type
</xsd:sequence>
</xsd:group>

?tStorage” minOccurs="0" />
?tCompute” minOccurs="0" />
?tNetwork” minOccurs="0"/>

<xsd:complexType name="tResourcePrivileges”>
<xs:attribute name="name” type="xsd:string”/>
<xs:attribute name="allocated” type="xsd:boolean”/>
</xsd:complexType>
<xsd:complexType name="tActions”>
<xs:attribute name="name” type="string”/>
<xs:attribute name="accorded” type="boolean”/>
</xsd:complexType>
<xsd:complexType name="tRelation”>
<xs:attribute name="source” type="ResourceExtension”/>
<xs:attribute name="destination” type="ResourceExtension”/>
</xsd:complexType>
<xsd:complexType name="tStorage”>
<xs:attribute name="name” type="string”/>
</xsd:complexType>
<xsd:complexType name="tCompute”>
<xs:attribute name="name” type="string”/>
</xsd:complexType>
<xsd:complexType name="tNetwork”>
<xs:attribute name="name” type="string”/>
</xsd:complexType>
</xs :schema>

A “ResourceExtension” is composed of one or more privileges denoted as “Re-
sourcePrivileges” according to whether the resource is private or shared respectively.
The “ResourcePrivileges” depicts the resource state (allocated or not). Whereas, the
“Actions” element represents a workitem allowed on a resource as for example “exe-
cute a resource”, “terminate a resource”, “duplicate a resource”, etc. We note that
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we rely on the OCCI standard to define the structure of cloud resources, however the
OCCI integration is out of scope at this stage of our thesis.

The class diagram shown in Figure 4.2 is translated to an xsd document as
shown in Listing 4.1. The “ResourceExtension” is defined using “xsd group” (Line
8) which includes the elements “HumanResource”, “ComputingResource”, “Resour-
cePrivileges”, “Actions” (Lines 9-14). Each of these elements has a type which can
be a “complexType” or “xsd group”. A “complexType” consists of a set of simple or
complex attributes. For example, “HumanResource” is a “complexType” (Line 17-
21) which has the simple type attributes “name” and “user” and the “complexType”
attribute “relation”. This xsd extension is imported in the xsd of BPMN 2.0.

4.2.4 Semantic Model for Resource management in Business pro-
cesses

In the previous section, we presented our approach for extending BPMN with a cloud-
based resource perspective. In this section, we define a semantic model for resource
management in business processes. To do so, we develop a cloud-based process ontol-
ogy referred to as CloudPrO which semantically specify our extended BPMN (see
section 4.2.3). Then we define a set of resource constraints over predefined properties
which are formalized through verification rules (see section 4.2.4.2).

4.2.4.1 Cloud-based process Ontology

The CloudPrO ontology aims at providing a semantic-based resource-aware business
process description and is written in RDF/RDFS format (see Figure 4.3).

Its conception is extending the BPMO ontology which has been developed in the
European project SUPER (section 3.2.3). As explained before, the purpose of BPMO
is to represent business processes at an abstract level of detail in order to ensure a
high interoperability between business processes modeled with different languages. It
includes concepts that define the semantics of the most used notations in BPM com-
munity such as BPMN, EPC, BPEL, etc. For example, BPMO includes the concepts
“process”, “activity”, “resource”, etc which are common for all modeling languages.
Formally, the CloudPrO ontology is a 4 tuple < C; A; P; R > where C represents
the set of concepts, A is the set of concept attributes, P is the set of verification
properties, and R is the set of constraints rules. The main concept in CloudPrO is
“Resource” which has the sub-concept “ResourceExtension”. The concept “Resource-
Extension” has two sub-concepts “HumanResource” and “ComputingResource”. The
“ComputingResource” has three sub-concepts “Storage”, “Compute” and “Network”.
Dependencies between human resources are defined through properties. We define
three types of relationships: Substitution, Delegation and Peering (see Table 4.1).

The Substitution relation allows a person p; to replace a person p; if this latter is
planned to be not available. The Delegation dependency differs from the Substitution
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BPMN:Resource

ResourcePrivileges
V
G
£
HumanResource
V
Storage
Sub- Object

Figure 4.3: The CloudPrO ontology

Possess

o
ActivityRes
ource
Y
ProcessRes
ource

N S
/
ComputingResource ©
\Y)

where p; is not available in unexpected way. Two persons are in a Peering relation if
they are assigned to the same activity. Regarding the “ComputingResource” concept,
we define three types of relationships: Cooperation, Partnership and Backup (see Table
4.1). Two resources are in a Cooperation if they have the same capacity and assigned
to the same activity. The Partnership differs from the Cooperation relation where the
resources have complementary capacities. The Backup relation enables a resource c;
to replace another resource ¢; if this latter face and have the same capacity. The need
dependency between the “ComputingResource” and the “HumanResource” concepts
exemplifies the case when a human calls for a computing resource and vice versa. An
action is allowed on a “resourceExtension”. The “Action” concept can be instantiated
to ‘create’, ‘edit’, ‘duplicate’, etc. Finally, the “ResourcePrivileges” concept enables
an instance of a “ResourceExtension” to be allocated or not to an activity. The set
of concept attributes are as defined in the BPMN extension (see section 4.2.3).

Listing 4.2 depicts an excerpt of the CloudPrO ontology in RDF format. In this
snippet, we define the dependencies between “ComputingResource” and the “Human-
Resource” concepts. Each relationship is defined as owl:Object Property. For example,
we define the relationship backup between two instances of the concept “Computin-
gResource” (Line 8,9).
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Table 4.1: Resource Dependencies Descriptions

Relation Type Dependency Name Description
Substitution(p;,p;) p; replaces p; if expected unavailability of p;
than res-ource Delegation(p;,p;) p; replaces p; if unexpected unavailability of p;
dependencies
Peering(p;,p;) pi and p; are assigned to the same activity which

needs both capacities

Computing resource .. .. "
P € activity needs both similar capacities

Cooperation(c;,c;) Execution of both resources ¢; and ¢; if concerned

dependencies
Partnership(c;,c;) Execution of both resources c; and c; if concerned
activity needs both complementary capacities
Backup(c;,c;) ¢j replaces ¢; if failure of ¢;
and capacities of ¢; and ¢; are similar
need(p;,c;) Execution of both resources p; and c; if concerned
Hybrid resource activity needs both capacities
dependencies

Listing 4.2: Relationships CloudPrO Ontology Snippet

<rdf:RDF xmlns="http://www.owl—ontologies.com/Ontology—essaiResBP .owl#”

xmlns: rdfs="http://www.w3.0rg/2000/01/rdf—schema#”

xmlns:owl="http://www.w3.0rg /2002/07/owl#”

xmlns: xsd="http://www.w3.org /2001 /XMLSchema#”

xmlns: Ontology —essaiResBP="http://www.owl—ontologies .com/Ontology—essaiResBP .owl#">

<owl:ObjectProperty rdf:about="#backup”’>
<rdfs:range rdf:resource="#ComputingResource”/>
<rdfs:domain rdf:resource="#ComputingResource”/>

</owl: ObjectProperty>

<owl:ObjectProperty rdf:about="#cooperate”>
<rdfs:domain rdf:resource="#ComputingResource”/>
<rdfs:range rdf:resource="#ComputingResource”/>

</owl: ObjectProperty>

<owl:ObjectProperty rdf:about="#delegate”>
<rdfs:range rdf:resource="#HumanResource”/>
<rdfs:domain rdf:resource="#HumanResource”/>

</owl:ObjectProperty>

<owl:ObjectProperty rdf:about="#need”>
<rdf:type rdf:resource="&owl; SymmetricProperty”/>
<rdfs:range rdf:resource="#ComputingResource”/>
<rdfs:domain rdf:resource="#HumanResource”/>
<owl:inverseOf rdf:resource="#need”/>

</owl:ObjectProperty>

<owl:ObjectProperty rdf:about="#partnership”>
<rdfs:range rdf:resource="#ComputingResource”/>
<rdfs:domain rdf:resource="#ComputingResource”/>

</owl: ObjectProperty>

<owl:ObjectProperty rdf:about="#peering”’>
<rdfs:range rdf:resource="#HumanResource”/>
<rdfs:domain rdf:resource="#HumanResource”/>

</owl: ObjectProperty>

<owl:ObjectProperty rdf:about="#substitute”>
<rdfs:domain rdf:resource="#HumanResource”/>
<rdfs:range rdf:resource="#HumanResource”/>

</owl:ObjectProperty>

<owl:ObjectProperty rdf:about="+#allowTo”>
<rdfs:range rdf:resource="#Actions”/>
<rdfs:domain rdf:resource="#ResourceExtension”/>

</owl:ObjectProperty>
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4.2.4.2 Resource Constraints verification Rules

So far, the concepts, their attributes and dependencies of the CloudPrO ontology are
defined. In the followings, we complete the ontology description with the definition
of resource constraints over a set of verification properties.

4.2.4.3 Process resource Properties and events

We classify the properties with respect to the process elements and resources using
the RDF' /RDFS format. Concretely, four classes of properties are defined:

1. Process elements related properties
2. Activity /Resource related properties
3. Action/Resource related properties
4. Process resource related properties

According to our first approach in this chapter, a concept instance can be written
following this format, we take as example a storage resource:

we denote storage(X)
if f X rdf : type cloudPrO : Storage.

Let Oy, =< Cyp, App, Py, Ry > be the BPMO ontology,
and Ocpro =< C, A, P, R > be the CloudPrO ontology,
and C, = HumanResource, ComputingResource C C.

Definition 1: ProcessElement related Properties

A werification property X is a ProcessElement related Property, denoted as PI;X ,
iff sz( rdf:type cloudPrO:ProcessElement,

and PﬁX rdfs:subClassOf cloudPrO: VerificationProperty,

and 3 CZ',C]', C; € Cbp, Cj € Cbp,

(C,-P];XCj) rdf:type rdf:Statement,

PpX rdf:subject Cj,

PpX rdf:object Cj,

where we denote (C;P;XC;) as Py(Cj, Cj)

For instance, the process element related property PIlf”kEdW“h = P,(Activity,
ExclusiveGateway) describes the relation between the process element concepts “Ac-
tivity” and “ExclusiveGateway”. According to our motivating example presented in
section 1.3, this property relates the activity a3 (customer orders follow up) with the
gateway 04.
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Definition 2: ActivityResource related Properties

A werification property X is a ActivityResource related Property, denoted as P:X.,
iff PX rdf:type cloudPrO:ActivityResource,

and P.X rdfs:subClassOf cloudPrO : Verification Property,

and J Ci,Cj, C; € Cbp,

Cj e C,

(C;PXC;) rdf:type rdf:Statement,

PX rdf:subject C;,

and P; rdf:object Cj,

where we denote (C;PC;) as Pur(Cy, C;)

For example, the ActivityResource related Property P = P,,.(Activity, Resource)
describes that an instance of “Activity” consumes an instance of “Resource”. If we
refer to our example in section 1.3, this property links two times the activity ag
(technical referential) with two resources cs and stg.

Definition 3: ActionResource related Properties

A werification property X is a ActionResource related Property, denoted as P,
iff PX. rdf:type cloudPrO:ActionResource,

and P rdfs:subClassOf cloudPrO : VerificationProperty,

and J CZ',C]', C;eC, Cj eC

(C;PX.C;) rdf:type rdf:Statement,
PX. rdf:subject C;,

and P, rdf:object C;,

where we denote (C; P,

Cj) as PaCT(Ci, CJ)

The ActionResource related Property PalowedTo — p, . (Action, Resource) de-
scribes that an instance of “Resource” is allowed execute an “Action”. For instance,
the cloud provider defines that the resource stg is allowed be duplicated, so the ac-

cording action (duplicate) is linked to this resource via the property allowedT o.

Definition 4: ProcessResource related Properties

A werification property X is a ProcessResource related Property, denoted as PTX ,
iff PX rdf:type cloudPrO:ProcessResource,

and PX rdfs:subClassOf cloudPrO : VerificationProperty,

and 3 C;, 0y, C; € Gy, C; € G,

(C;PXCy) rdf:type rdf:Statement,

PX rdf:subject C;,

and PX rdf:object Cj,

T

where we denote (C;PXC;) as P.(Ci, C}) or PX(C;) if C; = C
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The resource related Property Pfadmp = P,(Resource, Resource) describes the
dependency type backup between two instances of the Resource concept. Py or¢ =
P.(Resource) describes an instantiation of a storage resource type. For example, the
cloud provider defines that a resource cg can replace the work of the resource cg if
this latter is no more available.

4.2.4.4 Rules formalization

Using our classified properties, we define in this section a set of rules for constraints
verification through the ECA [174] (Event/Conditions/Actions) structure formalism.
An ECA rule has the general syntax:

On Event If Conditions Do Actions (4.1)

The FEvent part specifies that the rule can be triggered. The Conditions part
is then verified and if satisfied the action part is executed. In order to formally
describe our constraint rules following the FCA structure formalism, we use the SWRL
language. A constraint rule is defined as:

/\Ei /\C’J = /\A/C (4.2)
i J k

where A\; E;, A\;C; and A\, Ay are conjunctions of different verification properties
and are called the rule antecedent and rule consequent respectively. \; E; is a set of
events, /\; Cj is a set of conditions, and A, Ay is a set of actions.

We define three types of constraint rules:

e Simple rules: are the rules that involve only one resource type, i.e. F; =
(UPX)U (UPX.) and C; = (UPX) and Ay # E;, Ay # C; where X is a unique
resource type.

An example of a simple rule is Storage(Y') Aallocated(A,Y) — consume(A,Y).
This rule states that if a storage resource Y is instantiated (event) and allocated
by an activity A (condition) then Y is consumed to A (action). Returning to
our example depicted in sectionl.3, if the resource co is allocated to the activity
as via the property allocated then it is concretely consumed.

e Composite rules: are the rules that involve two or many resource type, i.e.
3P = E{f(Z)orP, = C{*(2) APy = AX(Y) : PI,P, € (U;E;) U (U;C;) U
(UkAk) N ZZ£Y.

An example of a composite rule is consume(A, Z) — Storage(Y')Aallocated(A,Y).
This rule states that if the activity A consumes the resource Z (condition) then

a storage resource Y is allocated to A (action). It is true for the resources stg
and c5 in our example: if the activity ag consumes c; then it is requiring a
storage resource stg to be allocated.
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e Dependency-based rules: are the rules that involve at least one of the process
resource related properties, i.e. 3P € (U;E;) U (U;C;) U (UpAg) , P € (UPX).
An example of a dependency-based rule is consume(A, X) A notstorage(X) A
substitute(Y, X) — allocated(A,Y). This rule states that if the resource X
disappears (action) and an activity Y consumes X and there is a substitute
(conditions) then A consumes Y. Referring to our example, the cloud provider
defines that a resource st10 can substitute stg, which is consumed by the activity
ag, if this resource does not respond anymore (i.e., no more available).

4.3 Supporting Process Socialization in Cloud-based Busi-
ness Process Models

4.3.1 Approach Overview
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Figure 4.4: Overview

We present in this section a global view of our proposed approach. As shown
in Figure 4.4, our approach considers two inputs: (i) the structured nature of the
business world in terms of BPs and (ii) the unstructured nature of the social world in
terms of relations established between business process components (e.g., tasks, users)
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especially between resources and business process. The latter input have already
access to the CloudPrO developed in the precedent chapter (Section 4.2.4.1). Both
inputs are then specified in a shared knowledge base which is built upon a semantic
model which extends BPMO and described in details in the following (Section 4.3.2.1).
This knowledge base could be later interrogated with SPARQL queries in order to
resolve conflicts in order to achieve free-of-conflict resource allocation in a business
process development.

4.3.2 Social-based Resource Management in Business Processes

Our framework is built upon a semantic model that provides a formal description
of resources used during resource management in BPs. To put into practice the
semantic of BP modeling, we capitalize on the CloudPrO ontology which provides
semantic definitions for resources in BPs by extending BPMO, that is previously
detailed (Section 4.2.4.1). We aim herein at identifying most of the resource entities
and relations among them.

4.3.2.1 So-CloudPrO: Social Cloud business Process Ontology

We develop a Social CloudPrO ontology (So-CloudPrO) that covers these two
worlds, which representation is depicted in Figure 4.5. The prefix “SCP” refers to the
So-CloudPrO namespace and the prefix “Bpmo” represents the BPMO namespace.

As mentioned before, the structure of cloud resources is caught from the cloud
resource specification in the OCCI API since it represents the most popular standard.
OCCI is a RESTful protocol and API that mainly serves laaS layer. For sake of
simplicity, we only focus on IaaS model for not increasing the complexity of the cloud
resource management.

Formally, So-CloudPrO is a 4 tuple < Cso—cioudPro; Aso—CloudPro;Rso—CloudPro;
Sso—cioudPro > wWhere Cso_cioudPro 1S a concept set (SeCtiOH 4.3.2.2), ASo_CloudProO
is attribute set (Section 4.3.2.2), Rgso—ciloudrro is a set of rules based on existing
relations (Section 4.3.2.4), and Ss,—cioudpro is a set of strategies (Section 4.3.3).

4.3.2.2 Ontology Definition

Ontology Concepts:

Since the emphasis is on resource, the main concept is SCP:Resource which is
defined as an additional concept related to BPMO:Task through SCP:Allocate. The
resource definition is reported in Cs,_ciouqpro in terms of RDF/RDFS?.

We define two sub-concepts SCP:Human and SCP:Non-human in which SCP:Cloud
resource is located. As mentioned before, human resources are out of the scope of
this thesis, and we are particularly interested in cloud resources. Cloud resources

20MG: Ontology Definition Metamodel, v1.1 (2014), www.omg.org/spec/ODM/1.1/PDF/
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Figure 4.5: So-CloudPrO representation

have three sub-types: SCP:Storage, SCP:Compute, and SCP:Network describing the
OCCI model (Figure 2.10). The So-CloudPrO ontology have focused on non-
human resources and more specifically Cloud resources. This ontology have extended
several concepts from the CloudPrO ontology that was previously detailed in Sec-
tion 4.2.4.1. The concept referred as SCP:resource extends ResourceEztension, and
SCP:Cloudresource extends ComputingResource. The relations that exist between

ComputingResources in CloudPrO ontology are extended by concepts that inherits
from SCP:Link (SCP:NetworkInterface, SCP:StorageLink, and SCP:Socialrelation).

As shown in Figure 4.5, SCP:Resource concept is linked to different other con-
cepts. SCP:Resource Type means that the resource can be of type logical (i.e., their
consumption leads into a decrease of their availability) or physical (i.e, their con-
sumption does not lead to a decrease of their availability). SCP:Constraint depicts
restrictions over resources attributes or behavior. According to OCCI core model
showed in Figure 2.9, there are several concepts bonded to resource concept. Hence,
we define SCP:Mixin concept that depicts an extension mechanism which enables to
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add new resource capabilities to resource instances.

SCP:Kind concept is also specified to represent the type identification mechanism.
Both latter concepts are a specialization of Category which refers to the basis of the
type identification mechanism used by the OCCI. Besides, each cloud resource is
able to invoke a set of operations defined through SCP:Action. SCP:Action has
two SCP:CloudResource as range and domain. SCP:Resource Privileges represent
resources state (allowed or not) regarding the execution of these actions in order to
organize the work advertised to them. For instance, st5 in our running example is
allowed to be duplicated (Figure 1.4).

An important concept is also defined, referred to SCP:Link, which depicts relations
among resources. More details about SCP:Link and cloud properties are presented
later. Further, tasks and resources may be supplied by SCP:Cloud Provider that has
a SCP:Provider type (e.g., ‘public’, or ‘private’).

To enrich BP models with resource details [175,176], we consider resource struc-
ture (i.e., characterization refers to resource attributes and classification refers to
resource types), work distribution (i.e., the way resources are assigned to workitems
or operations via SCP:Action), and authorization (i.e., privileges related to resources).

Ontology Attributes:

Following the OCCI infrastructure showed in Figure 2.10, cloud resources have
specific attributes such as necessary memory (size) for SCP:Storage resources, speed
for SCP:Compute type, and vlan identifier for SCP:Network resources. These at-
tributes are stored in As,—cioudPro-

For instance, Listing 4.3 shows a description of a resource instance cs (Figure 1.4).
This resource possesses a set of attributes. It is of type compute (Line 3), a CPU
architecture of type x86 (Line 4), 2 CPU cores assigned (Line 5), a DNS hostname
referred to “107.74.112.1” (Line 6), 2.4 GHz as speed (Line 7), and 1 Go as memory
(Line 8), and 2.4 GHz as capacity (Line 9).

OCCI allows to link the different resource types through the SCP:Link class
(Figure 2.10). This class has two sub-types SCP:NetworkInterface to link a com-
pute instance to a Network instance, and SCP:StorageLink to link it to a Stor-
age instance. These entities are depicted as concepts in our ontology (Figure 4.5).
Moreover, we extend Link by adding other link types depicting the social relations
(section 4.3.2.4). Besides, hasResState and hasTaskState are also outlined to link
SCP:Resource and BPMQO:Task with their current state defined in SCP:TaskState
and SCP:ResourceState, respectively.

The resource state may be among the specific states specified in Figure 4.6 (i.e.,
‘created’, ‘consumed’, ‘released’, etc). Likewise task state may vary among a set of
predefined state which are defined in Figure 4.7 (i.e., ‘created’, ‘canceled’, ‘running’,
etc). For instance, if c3 is consumed by t3, then c3 moves from ‘created’ state to
‘allocated’ state [177] (see Listing 4.3, Line 15), and a3 from ‘initiated’ to ‘running’
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Figure 4.6: Lifecycle of resource

state Figure 4.7: Lifecycle of task state

(see Listing 4.3, Line 27).

Listing 4.3: Resource instance description snippet

<owl:Thing rdf:about="#c3”>
<rdf:type rdf:resource="#Compute”/>
<hasType rdf:datatype”&xsd;string”>compute</hasType>
<architecture rdf:datatype="&xsd;integer”>86</architecture>
<cores rdf:datatype="&xsd;integer”>2</cores>
<hostname rdf:datatype="&xsd;string” >107.74.112.1</hostname>
<speed rdf:datatype="&xsd;float”>2.4</speed>
<memory rdf:datatype="&xsd; float”>1</memory>
<hasCapacity rdf:datatype="&xsd; float”>2.4</hasCapacity>
<hasResState rdf:ResourceState="#s3"/>
<need rdf:Allocate="#a3"/>
<hasMixin rdf:Mixin="#m3” />
</owl:Thing>
<owl:Thing rdf:about="#s3">
<resState rdf:datatype="&xsd;string”>allocated </hasResState>
<hasTime rdf:datatype="&xsd; float”>10</hasTime>
</owl:Thing>
<owl:Thing rdf:about="#a3">
<rdf:type rdf:Allocate="#a3"/>
<hasType rdf:datatype="&xsd;string”>compute</hasType>
<time rdf:datatype="&xsd; float”>10</time>
<capReq rdf:datatype="&xsd; float”>2.2</capReq>
<need rdf:Resource="#c3”>
<request rdf:BpmoTask="#a3">
</owl:Thing>
<owl:Thing rdf:about="#t3">
<hasTaskState rdf:TaskState="#ts3"/>
</owl:Thing>
<owl:Thing rdf:about="#ts37>
<taskState rdf:datatype="&xsd;string”>running</hasTaskState>
<hasTime rdf:datatype="&xsd; float”>10</hasTime>
</owl:Thing>
<owl:Thing rdf:about="#m3">
<rdf:type rdf:Mixin="#m3"/>
<rdf:type rdf:Elastic="#el3”/>
<rdf:type rdf:Shareable="#sh3"/>
<rdf:type rdf:Limited="#137/>
</owl: Thing>
<owl: Thing rdf:about="#el37>
<rdf:type rdf:Elastic="#el3”/>
<hasElastic rdf:datatype="&xsd;boolean”>true</elastic>
<hasElasticType rdf:datatype="&xsd;string”>vertical </elastic>
</owl:Thing>
<owl:Thing rdf:about="#sh37>
<rdf:type rdf:Shareable="#sh3”/>
<shareable rdf:datatype="&xsd;boolean”>false </shareable>
</owl:Thing>
<owl:Thing rdf:about="#13">
<rdf:type rdf:Limited="#13"/>
<limited rdf:datatype="&xsd;boolean”>false </limited>
</owl:Thing>
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4.3.2.3 OCCI Resource Structure

After detailing the resources, the next step is to classify them using properties. To
this end, we propose to extend the SCP:Mizrin with a set of descriptive properties
as sub-concepts (i.e., SCP:Shareable, SCP:FElastic, and SCP:Limited). Each resource
has his own set of properties.

Table 4.2: Cloud resource properties

Types Description
shareable At least two tasks use the resource at the same time
non shareable Only one task use the resource at the same time
limited The resource has a maximum capacity and if it is
reached the resource is no longer available
non limited The resource has unlimited capacity
elastic The possibility to add/remove resources to increase its

capacity (vertical), or to add/remove instances of tasks
with their consumed resources (horizontal) is enabled

non elastic The possibility to neither add/remove resources nor
instances of tasks is not enabled

As per Table 4.2 a resource can be shareable, non shareable, elastic, limited, etc.
These properties are not exclusive. For example, a resource can be shareable and elas-
tic [122]. In our running example, st5 has the combined properties of ‘non shareable,
elastic, and non limited’. However, c3 is neither shareable (see Listing 4.3, Line 37)
nor limited (Listing 4.3, Line 45). However it may be elastic (Listing 4.3, Line 32)
and its allowed elasticity type is ‘vertical’ (Listing 4.3, Line 33).

4.3.2.4 Resource social dependencies

In this section, we present different relations that exist between resources, and between
resources and tasks. First we define relations that link tasks and resources within the
same business process. Concerned entities (Figure 4.5) are defined as follows:

e SCP:Allocate: to bind a task to a resource with storing allocation information
(i.e., type of requested resource, requested capacity, and time of allocation).

e request: a task requests to allocate a resource as per the properties of this
resource (Table 4.2).

e need: an allocation” demand is linked to a resource as per its type, i.e., logical
versus physical.

e deAllocate: a task releases a resource when it stops to consume it.
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Table 4.3: Description of BPs relations

Relations Relation Names Description

¢; and c; are both allocated to the same task

cooperation(c;,c;j) | and they are of the same Category

Cloud

resource

¢; and c; are both to the same task and they
partnership(c;,c;) | are linked through StorageLink or NetworkIn-

terface

backup (ci,c;) ¢; replaces ¢; if failure of ¢;

and capacities of ¢; and c¢; are similar

surrogate(p;,p;) p; substitutes p; if p; is expectedly unavailable

Cloud

) p; substitutes p; if p; is unexpectedly unavail-
Provider

replacement(p;,p;) | able

p; and p; are providing resources to the same

collaboration(p;,p;) task

Returning to our example (Figure 1.4), c3 is allocated to ag (see Listing 4.3, Line
11-20) at time 10 s (see Listing 4.3, Line 17) with requested capacity (capReq) of 2.2
GHz (see Listing 4.3, Line 18).

Second, we propose a set of social relations between cloud resources, SCP:Social re-
lation as sub-concept of the SCP:Link (from OCCI core) along with SCP:StorageLink
and SCP:NetworkInterface. For instance, a SCP:Cooperation relation between two
resources means that both are allocated to the same task, and having the same
SCP:Category. Besides other social relations are specified among other concepts,
as object properties. For example, a provider can substitute another provider if this
latter is unavailable in a planned way (surrogate) or in unexpected manner (replace-
ment). Table 4.3 outlines some of these defined relations.

Listing 4.4: Resource relations snippet

<owl: Class rdf:ID="Backup”>
<rdfs:subClassOf rdf:ID="Link”/>
<rdfs:range rdf:resource="#CloudResource”/>
<rdfs:domain rdf:resource="#CloudResource”/>
<hasState rdf:datatype="&xsd; boolean”>true</hasState>
</owl:Class>
<owl:ObjectProperty rdf:about="#surrogate”>
<rdfs:range rdf:resource="#CloudProvider”/>
<rdfs:domain rdf:resource="#CloudProvider”/>
</owl:ObjectProperty>

Listing 4.4 depicts some relations defined in RDF/RDFS. For instance, SCP:Backup
relation denotes that a resource can substitute another one (Line 1-6), whereas Sur-
rogate relation happens between two cloud providers (Line 7-10).
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4.3.3 Resolving resource-based Conflicts using SWRL Strategies

To define the resolution strategies, we first work on instantiating entities and related
constraints (Section 4.3.3.1). Then, we categorize constraints on the basis of resources
and tasks (Section 4.3.3.2). These constraints mean restricting the behavior of BP
entities, w.r.t SLA requirements in order to guarantee BP smooth execution. Finally,
we specify conflict resolution strategies using semantic rules (Section 4.3.3.3).

4.3.3.1 Instantiation Constraints

In this section, we present the constraints linked to resource instantiations. These
constraints should be implied to respect the OCCI architecture. To do so, we specify
them using SWRL rules. Some examples are defined as follows.

e The instantiation of storage resource (7s) automatically implies the state ‘cre-
ated’ of this resource at time 7tps.

Storage(?s) A swrlb : date(?tps) — hasResState(?s, 7rs)A (4.3)

resState(?rs, “created”) A hasTime(?rs, 7tps)

e The instantiation of an allocation request which depicts a task (?t) that desires

to consume a resource (7r) with a requested type (?type), the capacity (?cap)

and at a time (7tps). This implies that if there is a resource with type and

capacity that respond to the above needs, the resource is moved to allocated
state.

Allocate(?t, 7a) A need(?a, ?r) A hasT'ype(?a, Ttype) A time

(?a, 7tps) A capReq(?a, ?cap) A hasType(?r, Ttypel) A swrlb :
equal(?typel, Ttype) A hasCapacity(?r, 7cap1) A swrlb : greater
OrEqual(?capi, Tcap) = hasResState(?r,7s) A\ resState(?s,
“allocated”) A hasTime(?s, 7tps) A hasTaskState(?t, 7ts)
AtaskState(?ts, “running”) A hasTime(?ts, Ttps)

(4.4)

4.3.3.2 Resource and Task Constraints

To insure a correct use of resources, properties related to cloud environment should be
considered. So, we define proper constraints that provide information about classes
and properties, especially those related to resources. We categorize constraints into
resource property constraints and resource relations constraints. These constraints
are expressed in terms of SWRL rules in Rgo—cloudPro-

e Resource property constraints: refer to resources’ properties such as elastic,
limited or shareable. Equation 4.5 depicts that a resource (7r) is non shareable
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if there is a Task (?t) which allocates it at time ?¢ps and then, there should be
no another Task (7ty) that could allocate this resource at the same time.

hasMizin(?r, 7sh) A Shareable(?sh, “false”) A Allocate(?t, ?a)
Aneed(?a, 7r) A time(?a, 7tps) A hasTaskState(?t, 7ts) A taskState
(?ts, “running”) A hasTime(?ts, 7tps) = (notAllocate)(?t2, 7a2)
Aneed(?a2,?r) A time(?a2, Ttps)

(4.5)

Equation 4.6 defines the vertical elasticity property. An elastic resource (71)
may apply its elasticity policy if the number of allocated resources to the con-
cerning task (7t) can be increased by adding more resources such as ry. Finally,
the cumulative capacity (cp.) should not exceed the maximum requested capac-

ity (cpr).

hasMizin(?ry1,?el) A hasElastic(?el, “true”) A hasElasticType

(?el, “vertical”) A Allocate(?t,7a) A need(?a, ?r1) A hasType

(?a, Ttype) A time(?a, 7tps) A capReq(?a, ?capy) A hasCapacity

(?r1,?cap1) A hasTaskState(?t, 7ts) A taskState(?ts, “running”) (4.6)
NhasTime(?ts, tps) = Allocate(?t, 7a2) A need(?a2, 7ra)
AhasType(?a2, Ttype2) A time(?a2, 7tps) A capReq(?a2, ?capy)
AhasCapacity(?ra, 7capa) A swrlb : add(?cape, ?capi, Tcap2)
Aswrlb : lessOr Equal(?cape, Tcapr)

e Resource relation constraints: include resource relations such as SCP:Cooperation
between two resources or SCP:Backup. The former relation is illustrated through
the following example. Equation 4.7 represents how the cooperation of two re-
sources is detected. ry can be in a cooperation if ro is consumed by the same
task and are of the same type and SCP:Category.

hasLink(?r1, ?l1) A hasLink(?ra, ?l2) A Cooperation(?l1, ?l2) A Allocate
(7t, 7a) A need(?a, 7r1) A hasType(?r1, Ttype) A kind(?r1, 7cat) = (4.7)
Allocate(?t, 7az) A need(?az, 7r2) A hasType(?ra, Ttype) A kind(?r2, Tcat)

4.3.3.3 Resolution Strategies

In case of constraint violation, conflicts hampering business process completion can
occur. To address these conflicts, our framework suggests strategies defined as seman-
tic rules to guarantee resources substitution. To do so, a conflict is related to resources
constraints and handled by a strategy (Strategy) that consists of actions. Thus, we
specify semantic rules following (E)vent-(C)ondition-(A)ction structure (On Event
If Conditions Do Actions) [178]. Events represent conflicts and conditions denote
constraints. Actions suggests the strategies which are a set of solutions to take for
resolving the conflict in question. These actions may include the elasticity feature of
cloud by increasing resources capacities, or make additional resources or tasks. Many
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solutions can exist for the same conflict. To formally describe our ECA-based conflict
resolution strategies, we use SWRL. We present in Table 4.4 the SWRL descriptions
referring to our rules in accordance to the running example. We explain below these
strategies:

1. Strategy denoted as Ss,_cioudpPro1 consists of:

e Event: aj; needs c3 which is non shareable and already consumed by as.

e Conditions: if there is a substitute for c3, in our case cg can replace it
(Backup(?cg, 7c3)).

e Actions: c¢g is automatically allocated to ajq, or cg can look for another
substitute by comparing memory and speed of the existing resources.
2. S5o—CloudPro2 consists of:
e Event: the storage resource st is not sufficient to respond to the requested
capacity needed by ay.

e Conditions: if a4 is enabled to apply a vertical elasticity, or respectively a
horizontal elasticity policy.

e Actions: add two resources sty and stg and allocate them to as or respec-
tively add two instances of a4 (7t4—1 and 7t4_9) as well as allocate st to
both.

3. Sso—cCloudpros consists of:
e Event: the network resource nets, which is consumed by aj3, becomes out

of commission.

e Conditions: if Backup relation exist that means there is a substitute
(netyg), or if aj2 can replace aj3 and resources stg and ry9 are in partnership
relation.

e Actions: allocate netig to ais or respectively ajo takes over and allocate
both rio and sto.

We note that we may have several solutions to a conflict and this happens de-
pending on the constraints that can exist in a particular case.
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4.4 Evaluation and validation

In this section, we present a set of proof of concepts to validate our proposals to assist
the design of process models and populate a knowledge base of heterogeneous process
models with cloud resources.

We implemented three proof of concepts. A validation of our proposed ontology
So-CloudPrO is realized, then two extensions of a well known web-based process
modeling tool namely Signavio are implemented. Signavio is an open source web
application for developing process models in BPMN. Thus, it can support our context
of cloud-based processes.

e A validation of the Cloud resource Ontology So-CloudPrO: We aim at validating
our resource ontology developed in section 4.3.2.1 by evaluating it using the gold
standard method (Section 4.4.1).

e A support of Cloud resource descriptions: This second extension aims at assist-
ing the design of process models by allocating cloud resources to appropriate
activities. Its implementation is based on the ontologies and semantic rules
developed in sections 4.2.4, 4.3.2 and 4.3.3.

e An application that populates a knowledge base of cloud resources. Its imple-
mentation is based on the ontologies developed in sections 4.2.4 and 4.3.2.

4.4.1 Ontology Validation

To ensure the ontologies’ quality of content, several evaluation methods have been
developed (e.g., golden standard comparison [179] and ontology application [180]).
The most used approach is to compare the ontology to a golden standard [181]. This
method involves checking the coverage of classes defined in standards by defined con-
cepts in ontologies. Since the fundamental goal of our work is to semantically represent
and share cloud resources among process providers, we compare OCCI standard to
our S-CloudPrO concepts.

Table 4.5: S-CloudPrO coverage to OCCI standard

Specifications Classes Quantity | Coverage | Ratio
Core Model Action,Resource,Category,Kind,
Mixin,Link, Entity 7 7 100%
Infrastructure Resource,Network,
Compute,Storage,Link, 7 7 100%
StorageLink,NetworkLink

To do so, we consider two specifications: core and infrastructure. The former
describes the formal definition of the OCCI Core Model [61] (Figure 2.9) while the
latter specifies the definition of the OCCI Infrastructure [63] (Figure 2.10) extension
for the IaaS domain. Therefore, we evaluate our ontology by analyzing its coverage
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to these specifications. We summarize the results in Table 4.5 to show that we cover
all OCCI classes.

4.4.2 Supporting Cloud resource Descriptions

We develop an extension to Signavio process editor® as a first proof of concept to
integrate cloud resource description into process models. Our proof of concept can
be found on line?.

We have added two main functionalities that are described as follows.

e Integration of cloud resource definitions: we have extended the latest version of
BPMN (2.0) to take into account the three main types of IaaS cloud resources
(i.e., compute, network and storage) as well as their attributes (e.g., speed,
and hostname) following the OCCI standard (Area 1 in Figure 4.8). When
designing the orange supervision process under the Signavio editor, the user can
drag and drop the cloud resources needed for different activities in the process.

He can also specify the different attributes and properties as defined in the
OCCI standard.

I opens g regoges X | B browserymistory X % Reglages x| Eeplorer| Signavio X | [& varian1 - signavio x | E2 Acces apice. < = I

C | © localhosts080/signaviocore/p/editor L JECH)

4 BPMN 2.0
4 Activites
0 ek

O contgurave Task

(@ Colapsea subprocess
© Expanded suvprocess

) Collapsed Event.Subprocess
£ Event Subprocess

» Start Events

» Cotching Intermediote Events
» Throwing Intermediate Events
» End Events

» Connecting Objects

Figure 4.8: Application screenshot: Supporting resource allocation

e Semantic description using So-CloudPrO: This functionality allows to the user
to map the process resources and their allocation to the concepts including the

3Source Code at: https://code.google.com/p/signavio-core-components/
4Description: http://www-inf.it-sudparis.eu/SIMBAD/tools/So-CloudPr0/
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resource instances in So-CloudPrO (Area 2 in Figure 4.8). The So-CloudPrO
is modeled through Protege® which is an open source ontology editor and a
knowledge acquisition system. On clicking on the resource, its main properties
are shown. If this resource has relations with other resources, it is also indicated
in the description. All these data are described through the text annotation
bounded to resource types. Once the mapping is defined, automatic inference
and defined resource constraints can be verified to ensure the correctness of the
process model according to the ontology relations and their SWRL rules.

4.4.3 Cloud resource Knowledge Base

Once the process models are semantically annotated with concepts from So-CloudPrO,
we annotate them with BPMO notations [182]. Thus, the process models become se-
mantically equivalent at the meta-model level. For instance in our example showed in
Figure 1.4, st5 which is assigned to the activity as, (expert launches data retrieval or
test or remote setting) is neither elastic, nor shareable according to the appropriate
text annotation. Once the annotation is finished, execution events logs are collected
and processed to populate our knowledge base. Concretely, we build RDF triples
to represent our base. Then, we store these triples into a triplestore database. We
choose OpenLink Virtuoso® as an open source database engine for triplestores. In
fact, the addition of the access to OpenLink Virtuoso to Signavio is made through
the API Virtuoso Jena Provider [183].

Once process models with cloud resource descriptions have been stored in the
knowledge base, cloud users (e.g., organizations) can retrieve and manipulate infor-
mation through SPARQL queries using SPARQL endpoint supplied by OpenLink
Virtuoso. Also, these tenants may define links between cloud resource descriptions
at this point in order to share existing resources and thus enable interoperability
between organizations. Moreover, in case of conflicts, SWRL queries are applied to
resolve them according to the specified strategies. Our proof of concept can be found
on line” as a step that complements the previous approach.

4.5 Conclusion

In this chapter, we answered the two questions mentioned in our thesis problem-
atic (see section 1.2.1) which are: How to take into account the specificities of cloud
resources into BPM?, and How to enrich business process models with social technolo-
gies?

To take into consideration the specificities of cloud resources into BPM, we have
studied deeper the structure of cloud resources from the API OCCI and transfer

Shttp:/ /protege.stanford.edu/
Shttp://virtuoso.openlinksw.com/
"http://www-inf .it-sudparis.eu/SIMBAD/tools/So-CloudPr0/
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it through the extension of BPMO using our proposed CloudPrO ontology. The
obtained So-CloudPrO provides formal semantic definition using RDF /RDF'S format
with covering the totality of OCCI concepts.

To enrich business process models with social technologies, we adopt the use of
social dependencies to define a set of relations among cloud resources and cloud
providers. These dependencies are useful to resolve resource-based conflicts using
SWRL rules.

In this second work of our thesis, our principles presented in Section 1.4.1 are
respected:

e Heterogeneous data modeling: We propose to use a unified description of Cloud
resources, using an extension of BPMO ontology, to annotate the process mod-
els.

e Exploitation of knowledge: We propose a framework that allows business process
providers to be aware of the characteristics of its allocated Cloud resources and
relations between them.
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5.1 Introduction

This chapter presents the main contribution of our thesis which addresses the lack of
support for cloud-specific resource configuration where different allocation alternatives
need to be explicitly defined. To this end, we introduce our approach for supporting
configurable resource allocation for multi-tenant process development in the Cloud.

As mentioned in the Chapter 1, models and mechanisms for specifying the control-
flow perspective of configurable processes are well defined unlike concepts in the re-
source perspective. Indeed, different approaches for configurable process modeling
have been proposed so far, mainly with a focus on configuring the control-flow [38].
Even though the concept of configurable process models is highly complementary to
cloud computing, there has been hardly any uptake in that area. The problem is
apparently that specifics of cloud computing, specifically in how resources can be
configured and integrated, are hardly considered in configurable process modeling.
The few proposals on extending configuration to resources [29,30,43] do not cover
Cloud features such as elasticity or multi-tenancy and focus on human resources and
their dependencies [41,42,45].

In this chapter, we propose process configuration modeling mechanisms for cloud
computing. More specifically, we define a novel approach for modeling configurable
processes with configurable cloud resource allocation operators that allow to explic-
itly model resource allocation alternatives in multi-tenant process models. Our model
takes into account two main Cloud features that are elasticity and shareability. Af-
terwards, in order to select the optimal resource allocation alternative or variant we
propose an approach that, using a genetic algorithm, permits the extraction of the
configuration that best fits to the tenant requirements. These requirements are di-
vided into two types (i) the requirements related to Cloud features i.e., elasticity and
shareability, and (ii) the requirements related to the quality of service (QoS).

We start the chapter by presenting our approach for supporting configurable Cloud
resource allocation in configurable process models. To do so, we explain in details our
proposed configurable resource operators that take into account the Cloud features
i.e., elasticity and shareability (Section 5.2). Thereafter, we present our genetic-
based approach that aims at selecting optimal cloud resource configuration allocation
w.r.t Cloud resource properties related to the Cloud features, and process non func-
tional properties associated to the QoS characteristics (Section 5.3). Next, we present
our associated validation and experiments in order to show the effectiveness of our
approaches (Section 5.4). Afterwards, we show some threads to validity that arise
(Section 5.5). Finally, we conclude the chapter (Section 5.6).

The work in this chapter was published in conference proceedings [164,184].
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5.2 Configurable Cloud Resource Allocation

In this section, we present our configurable cloud resource allocation approach for
multi-tenant business processes development. The allocation of cloud resources takes
into account two main parameters: (1) the desired resources and their properties
and (2) the desired resource behavior. Therefore, we identify three main operators
related to the configuration of the resource properties and behavior: (i) configurable
resource assignment operator denoted as A€ (detailed in Section 5.2.1), (ii) config-
urable resource elasticity operator denoted as E¢ (detailed in Section 5.2.2) and (ii)
configurable resource sharing/batching operator denoted as (S/B)¢ (detailed in Sec-
tion 5.2.3). An excerpt of a configurable process model with the configurable resource
allocation operators is depicted in Figure 5.1 and is explained in the following sections.

Configurable Resource Allocation Operators

compute3
network2 networkl

(] ﬁ

Trouble shoot
the process
(a13)

Get service <
. trouble ticket “’
(a1)

Configurable business process model

Escalate trouble
ticket (az4)

Figure 5.1: Configurable resource allocation operators

5.2.1 Configurable Resource Assignment Operator

The configurable resource assignment operator A€ allows the modeling of a variable
number of resources allocated to a specific activity. For instance, in our running
examples in Figure 1.6 and Figure 1.7, the activity a; needs either (i) a network
resource “networkl” and a compute resource “computed” or (ii) a network resource
“network2” and a compute resource “compute3”. Therefore, through A, we model
a design-time choice in the configurable process that allows the tenants to select one
of the available options. To do so, we define two main parameters for A% (i) a
configurable type and (ii) a range (see A in Figure 5.1).

The configurable type can be either a configurable OR (OR¢), a configurable AND
(AN D) or a configurable XOR (XOR®). These connectors have the same behavior
as the configurable control flow connectors (see Section 2.1.2). A configurable type
allows to model the behavior of the resource assignment. It is configured in the same
way as the configurable connectors of the control-flow perspective (see Section 2.1.2),
i,e. OR¢, AND® and XOR° can change their types while preserving their behaviors
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Parameters Configuration constraints
OR® refer to Table 2.1
Configurable type | AN D¢ refer to Table 2.1
XOR¢ refer to Table 2.1
rangec min = 0, max = |R¢/|
Range range N min = 0, max = |Ry|
ranges min = 0, max = |Rg|

Table 5.1: Configurable assignment parameters and configuration constraints

(see Table 2.1) and/or restrict the number of allocated resources. In our example in
Figure 5.1, the activity a; is connected to the cloud resources “network2”, “network1”
and “compute3” through an OR®. A tenant may configure the OR to an XOR as-
sociated to “network2” and “networkl” in order to specify that either “network2” or
“network1” can be allocated to a; while “compute3” is not needed. The allocation de-
cision between “networkl” and “network2” is therefore left to the run-time depending
on the runtime environment requirements, availability of the resources, etc.

The second operator parameter (i.e. range) imposes an additional constraint on
the configuration choice. It is specified by the cloud process provider as a configuration
guideline for the tenants. A range specifies the minimal and maximal number of the
resources that are recommended to be allocated from each type (rangec for compute,
rangepy for network and rangeg for storage). For instance, a cloud process provider
recommends that at least one compute and one network resources are allocated to
the activity a;. This corresponds to set the minimum of rangec and rangey to 1.
By default, the range minimum is set to 0 and the range maximum is set to the total
number of the resources from a specific type. The configuration of the connectors
in the configurable type should respect these constraints. For example, having the
minimum min,gnge, = 1 and min qngey = 1, the aforementioned configuration of the
OR°¢ to an XOR associated to the resources “networkl”, “network2”, and “compute3”
is not valid. The cause is when we have an XOR means that either we have the
MiNrangec = 1 OF MiNrangey = 1 but not at the same time.

Table 5.1 summarizes the configurable resource assignment parameters and their
configuration constraints. The configurable type follows the configurable connectors
from the control flow perspective. Its configuration constraints are the same as pre-
sented in Table 2.1. Each of the range parameters has a minimum min (set by default
to 0) and a maximum max. We denote by |R¢/|, |Ry| and |Rg| the number of com-
pute, network and storage resources respectively provided for a specific activity. For
instance, in order to derive the resources allocated to the activity a; in the process
variant in Figure 1.6, the configurable resource assignment operator in the process in
Figure 5.1 is configured as following:

e the configurable type OR€ is configured to an AN D associated to the resources
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network; and computes;

e This configuration does not violate the range that we suppose defined by the
cloud process provider as follows: rangec (min = 1, max = 2); rangey (min =
1, max = 1); ranges (min = 0, maz = 0).

The resource assignment operator is the main operator in the configurable resource
allocation modeling. It allows to define the pool of resources that may be allocated
to the process activities. Once it is specified, the configurable sharing/batching (see
Section 5.2.3) and the configurable elasticity (see Section 5.2.2) operators can be used
to model the resource shareability and elasticity properties.

5.2.2 Configurable Resource Elasticity Operator

The Cloud infrastructure provides two types of elasticity, vertical and horizontal,
in order to take into account the run-time workload. The wertical elasticity is the
possibility to scale up and down by adding or removing resources to an existing
activity in order to increase its capacity. The horizontal elasticity is the possibility of
adding or removing instances of activities with their consumed resources.

During resource allocation, an organization may have different requirements re-
garding the anticipation of its activities workload, and thus may request different
elasticity configurations. For instance, in a specific organization, an activity may re-
quire a network resource of at least 100 Mbit/s but may go to 600 Mbit/s during pick
hours. At allocation time, a network resource of size 100 Mbit/s which can scale up
to a 600 Mbit/s if vertical elasticity is selected. In a second organization, the same
activity requires a network resource of at least 100 Mbit/s but may go to a maximum
of 150 Mbit/s. The organization requests an horizontal elasticity that adds activities’
instances to reach a 150 Mbit/s.

In order to model the variability at the elasticity level, our proposed configurable
resource elasticity operator E° takes into account two configuration parameters: (i)
the set of resources to be elastic and (ii) the way they scale up and down (i.e. elastic-
ity type). Table 5.2 summarizes the configurable resource elasticity parameters and
configuration constraints. Similarly to the configurable resource assignment and con-
figurable resource sharing/batching operators, the first parameter (configurable type)
can be either an OR¢, XOR° or AN D¢ and is used to model the number of resources
to be elastic. For instance in our example in Figure 5.1, either “networkl” or “net-
work2” can be elastic (they are connected through an XOR®). An organization may
configure the XOR® to a “sequence” associated to “network2” in order to specify
that only “network2” can be elastic. The second parameter (configurable elasticity
type) specifies the elasticity behavior. Four elasticity types: (i) H (i.e. horizontal),
(ii) V (i.e. vertical), (iii) HV (i.e. hybrid) and (iv) HV¢ (i.e. configurable hybrid)
are defined from which only HV¢ is configurable and can be configured to H, V or
HV.
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Parameters Configuration constraints

OR° refer to Table 2.1

Configurable type AND® refer to Table 2.1

XOR° refer to Table 2.1

HV® H,V,HV

Configurable elasticity type \% -
H N
HV -

Table 5.2: Configurable elasticity parameters and configuration constraints

We note that the elasticity in Cloud computing is bounded in practice due to
many causes such as outages, network bottlenecks, etc however it is not true in the-
ory [185]. We also notice that the use of configurable resource elasticity operator
E€ automatically involves the use of configurable resource assignment operator A°€.
Besides the configuration constraints in Table 5.2, additional configuration guidelines
can be specified by the cloud provider regarding the configuration of the elasticity
type. These guidelines assist the tenants for selecting the right configuration of the
configurable HV¢. They are derived according to the maximal capacity that is en-
sured by the cloud provider during the scale up (vertical or horizontal elasticity)
which is specified in the Service Level Agreement (SLA) [186]. In case a resource has
a configurable resource elasticity type HV ¢, two parameters Cy and Cy are specified
in the SLA which correspond to the maximal capacities ensured by the cloud provider
if the configurations H or V are selected respectively. Cy corresponds to the maximal
ensured capacity by adding activities’ instances while Cy, corresponds to the maximal
ensured capacity by adding resources’ instances to increase the activity capacity. We
denote by C, the maximal capacity that may be required by an activity “a” for a
tenant process variant. The configuration guidelines of the configurable HV¢ type
are defined in Equation (5.1).

H if Co<Cg AN Cg=min(Cpy,Cy)
HV® = 14 if Co<Cy N Cy=min(Cqg,Cy) (5'1)
HV if (Co>Cy N Cy>Cy) AN (Cy <Cy +Chp)

where min(Cp, Cy) returns the minimal capacity. The configuration H is recom-
mended to the tenant in case (1) the maximal capacity required by its activity is less
than or equal to the maximal capacity ensured by the cloud provider in the hori-
zontal elasticity and (2) the capacity of the horizontal elasticity is less than that of
the vertical elasticity. Respectively, the configuration V is recommended in case the
same conditions are valid for Cy. The configuration HV is recommended in case
C, is greater than Cy and Cpg but is less than or equal to their sum. For exam-
ple, suppose that a tenant specifies that the activity a; in the process in Figure 5.1
requires a maximal capacity of 100 uc (i.e. C, = 100 unit-of-capacity where unit-of-
capacity can be a storage, compute or network related units). The cloud provider
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specifies that a maximal capacity of 200 uc can be ensured for the vertical elasticity
(i.e. Cy = 200wuc) and a maximal capacity of 150 uc can be ensured for the horizontal
elasticity (i.e. Cy = 150uc). Since, Cy < Cg, C, < Cy and C, < Cy + Cp then
H,V and HV are potential configurations. However, as Cg is the minimal ensured
capacity, the configuration H is recommended.

5.2.3 Configurable Resource Sharing/Batching Operator

The resource shareability represents one of the important features in cloud environ-
ments. According to security, availability and scalability issues in the process, an
allocated resource may or may not be shareable between multiple activities, between
multiple instances of the same activity or both. A resource shared between multiple
activities is referred to as shareable and can be consumed by more than one activity
instance at the same time within the same process instance [69]. A resource shared be-
tween multiple instances of the same activity is referred to as batch and can be utilized
by multiple instances of the same activity within multiple process instances [86,90].
A hybrid resource is shareable and batch.

As different tenants sharing the configurable process may have different require-
ments, the shareability of a resource should account for variability. For instance, in
our running examples in Figure 1.6 and Figure 1.7, the resource “compute3” is share-
able between multiple instances of two activities in the first process (a; and a;3) (i.e.
it is shared and batch) while it is shared between three activities in the second process
(a1, a13 and ay4). Therefore, we define the configurable resource sharing operator de-
noted as (S/B)¢ which allows to model the variability according to (i) the number of
instances/activities sharing the corresponding resource and (ii) the way the activities
share this resource (i.e. in a shareable, batch or hybrid manner) (see (S/B)¢ operator
in Figure 5.1).

Table 5.3 summarizes the configurable resource sharing/batching parameters and
their configuration constraints. The first parameter (configurable type) is similar to
the configurable type in the configurable resource assignment operator. It can be
either an OR®, AND® or XOR¢ and allows to model the behavior of the resource
shareability. Referring to our example in Figure 5.1, an AN D¢ is used to connect
the resource “compute3” to the activities a1, a1z and aq4. Since an AN D¢ can be
only configured to an AN D with possible restricted branches, one can configure the
type by selecting only a subset of the activities to share the corresponding resource.
For example, the AN D€ can be configured to an AN D associated to a; and aj3 in
order to specify that only a; and ai3 may share “compute3”. The second parameter
(configurable shareability type) allows to define the way the activities share the re-
source. Four shareability types: (i) SB (i.e. hybrid), (ii) S (i.e. shareable), (iii) B
(i.e. batch) and (iv) SB€ (configurable hybrid) are defined from which only SB€ is
configurable and can be configured to S, B or SB.

For instance, in order to derive the shareability configuration of the resource “com-
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Parameters Configuration constraints
OR¢ refer to Table 2.1
Configurable type AN D¢ refer to Table 2.1
XOR® refer to Table 2.1
SB¢ S, B, SB
Configurable shareability type g :
SB -

Table 5.3: Configurable sharing/batching parameters and configuration constraints

pute3” in the process variant in Figure 1.6, the configurable shareability operator in
Figure 5.1 is configured as follows:

e AND°® is configured to an AN D associated to a; and ai3;

e The configurable shreability type SB€ is configured to a SB (as “compute3” in
Figure 1.6 is hybrid, i.e. it is shared between multiple instances and activities)

We note that the use of configurable resource sharing operator (S/B)° automati-
cally implies the use of configurable resource assignment operator A°.

5.3 Optimization of Cloud resource allocation using Ge-
netic Algorithms

As observed before, there is a clear need of managing cloud resource allocation in
configurable process models. The configuration, the integration, and the optimization
of such resources are hardly taken into consideration in such process models. The
existing approaches [5,29,30,42] which have extended configuration to resources do not
take into account the cloud resource properties that depict requirements in terms of
elasticity and shareability. For instance, the process provider defines that an activity
needs an elastic storage resource and requires that this resource cannot be shared with
other activities. Furthermore, the previous proposals in such context do not take into
consideration the QoS properties of business processes. Hence, the tenant needs to
be assisted to optimize the according requirements e.g., response time or cost.

While optimizing resource allocation has been studied in the last years, the existing
proposals [162] have not tackled the problem considering both Cloud and QoS perspec-
tives. On the one hand, some works [28,83,84] consider only cloud resource scheduling
and neglect the QoS properties. On the other hand, other researches [147-149] con-
sider QoS properties to reduce costs while omitting cloud features such as elasticity
and shareability that should be properly handled to ensure a correct resource alloca-
tion.
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Therefore, we build upon the configurable process model enriched with the con-
figurable resource operators that is developed in our previous approach (Section 5.2)
to reach the next step which is to generate the process variants. Applying process
individualization phase on such model is a tedious and complicated task. Therefore,
we choose to use genetic algorithms as a suitable technique to deal with such com-
binatorial problem. Our objective is to alleviate this task by selecting the optimal
process variant that involves the best resource alternative which best fits to the pro-
cess provider’s requirements. These requirements take into account two types: (i) the
Cloud features i.e., elasticity ans shareability, and (ii) the QoS properties including
the ecological properties.

We start by presenting a motivating example used throughout the approach (Sec-
tion 5.3.1). Then, we introduce our model for optimal Cloud resource allocation
(Section 5.3.2). Next, we formalize our problem according to the steps of genetic
algorithm (Section 5.3.3).

5.3.1 Motivating Example

Our example is the same configurable service supervision process shown in Figure 1.5
but with its potential Cloud resources to be allocated. This allocation refers to
the link between process activities and resources using our proposed configurable
resource operators (defined in Section 5.2). It is depicted in Figure 5.2. For instance,
the resource sg is allocated to the activity a3 through the Assignment operator A°¢
(Figure 5.2). After, we take two process variant examples generated from this latter
process which is shared between Orange affiliates.

Once an affiliate decides to use this process, he can fine-tune the process ac-
cording to his requirements in terms of control-flow elements at first then in terms
of resources related to the active activities. Thus, for each activity in the process
variant, the affiliate expresses its needs in terms of Cloud resource allocation and
according to them he configures the configurable resource operators (i.e., A, E¢, and
S/B¢). These requirements reflect the desired properties for a resource in terms of
elasticity and shareability. For instance, the tenant may require for a;: vertical elastic
and shared compute resources, and vertical elastic and not shared network resources.
In accordance with the tenant requirements, we notice that the variant 1 depicted
in Figure 1.6 is acceptable since the resource parameters related to the concerned
activity conforms these needs. Nevertheless, the variant 2, shown in Figure 1.7, is not
acceptable because it does not fulfill the requirements since the network resource nl,
that is allocated to aj, could be shared according to its resource behavior.

It is possible to have more variants beside the variant 1 that can also fit to the
tenant requirements and are acceptable. The choice between these “acceptable” vari-
ants can be made according to the QoS requirements. More details about the QoS
properties are presented in sections 5.3.3.2 and 5.3.3.3.
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Resource properties Resource behavior
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Figure 5.3: Variant 1: A process derived from the configurable process in Figure 5.2 with its
allocated cloud resources
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Figure 5.4: Variant 2: A process derived from the configurable process in Figure 5.2 with its
allocated cloud resources

Therefore, the challenge of this approach is twofold: (1) to ensure the selection
of acceptable variants that fit to the tenant requirements in terms of elasticity and
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shareability, and then (2) to look for the one that best optimizes the QoS properties.

5.3.2 Cloud-specific Resource Properties (CRP) Problem

In this section, we formalize our optimization problem that aims at selecting the
optimal cloud resource allocation in configurable process models. To do so, we de-
fine the set of requirements related to cloud-specific resource properties (CRP). As
mentioned before, in a cloud context, resources are characterized by their dynamic
and flexible behavior. To ensure a correct resource configuration, we identify pro-
cess variants that fit to a tenant’s requirements in terms of elasticity and shareability
referred to as CRP requirements. To do so, we formally define the cloud resources,
available for a configurable business process, including states regarding the elasticity
and shareability (Definition 5.3.1). Then, we specify the configurable resource opera-
tors (Definition 5.3.2). Afterwards, we present a definition of a configurable business
process from a resource perspective (Definition 5.3.3).

Definition 5.3.1 (Cloud resource). A cloud resource is a tuple denoted as CR =
(id, T, RES, RSS) where:

e id is its unique identifier;

e T is the type of the cloud resource whose possible values are {compute, storage,
network};

e RES (Resource Elastic State) is the state of the resource regarding the elasticity
property that is provided from the resource operator E€. The possible values are
{none, vertical, horizontal};

e RSS (Resource Shareability State) is the state of the resource regarding the
shareability property that is provided from the resource operator (S/B)¢. The
possible values are {nonshareable, shareable, batch};

Each resource is characterized by a set of attributes. For instance, the resource
¢4 which is linked to a; represents a tuple CR where id = ¢4, T = {compute},
RES = {vertical}, and RSS = {shareable} (Figure 5.2).

Definition 5.3.2 (Configurable Cloud resource operator). A configurable cloud re-
source operator is denoted as RO = (id, OA, OR,range, CT, PT) where:

e id is its unique identifier;
e OA C A is a set of business process activities assigned to RO;
e OR is a set of cloud resources allocated to RO;

e range is the mazimum number of assigned resources to OA;
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o CT is the configurable type where CT = {OR¢, XOR¢, AND"}

e PT is the cloud property type. In case of A¢ operator, PT = {none}, if E°
operator then PT = {HV*°}, or if S/B¢ operator then PT = {SB¢}.

For example, the activity as in Figure 5.2 is linked to the operator E¢ in order to
consume two resources s1 and s2. This operator is defined as a tuple RO where id
=2, OA ={as}, range =5, OR = {sa,s1}, CT = {XOR}, and PT = {HV*‘}).

Definition 5.3.3 (Configurable business process (BP)). A configurable business pro-

cess is a process graph as defined in Definition 2.1.5 with adding our configurable re-

source operators. It is denoted as C BP and it depicts a tuple CBP = (id, N,E,T,L,I,CR,, ROy, 1, K)
where:

e id, N,E, T L,I are as defined in Definition 2.1.5;

CR, is the set of cloud resources;

RO, is the set of configurable resource operators;

e I C CR, x RO, is the set of edges connecting cloud resources with configurable
operators;

e K C RO, x A is the set of edges connecting activities with configurable cloud
resource operators;

Considering the configurable BP (Figure 5.2), it can be defined as a tuple denoted
as CBP where: id = 1, A = {a1,a2,a3,a4,0as,as,ar, as, ag, aio, ai1, a12, 013, 414},
CRy, = {c2,cq,n1,n2, 51, 52, ¢3, 59}, and RO, = { A, (S/B)$, A§, AS, E£}.

Next, we specify the CRP requirements that are expressed by process tenant.
These CRP requirements are defined per BP activity and refer to the accepted states
of the consumed cloud resources (Definition 5.3.4).

Definition 5.3.4 (CRP requirements). The CRP requirements can be represented as
a tuple CRP = (ida, RRT, AES, ASS,Cr) that depicts the requested needs by the
tenant per activity, where:

e id4 is the identifier of the activity;

e RRT (Requirement Resource Type) is the resource type where RRT = {compute,
network, storage};

e AES € CR.RES (Acceptable Elastic State) is the required state regarding the
elasticity;

e ASS € CR.RSS (Acceptable Sharability State) is the required state regarding
the shareability;
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Table 5.4: CRP requirements

idp al as a3
CRP°® CRP™ CRP CRP CRP™ CRP® CRP°® CRP CRP™
RRT| compute network storage storage network compute compute storage network
AES| Vertical Vertical none Horizontal none none Vertical None None
ASS| Shareable| nonShareablel nonShareable] nonShareable] Shareable| nonShareable Shareable| nonShareable] nonShareable
Cr 10GB 100Mbit /s none 20GB 110Mbit/ none 15GB 10GB none

o C'r is the requested capacity.

The tenant defines its CRP requirements per activity. Each activity may have
three CRP requirements per resource type i.e., C RP¢ for compute, C RP? for storage,
and CRP™ for network resources. Table 5.4 depicts for each activity a1, as, and aq3
the according tenant requirements. For instance, as requires horizontally elastic and
non shareable storage resources, and non elastic and shareable network resources. We
note that as could have two storage resources where the sum of their capacities do
not exceed 20GB.

Algorithm 1 Generation of resource process variants

Require: CBP
Ensure: RAV

> Extract the configurable resource operators.
> Iterate for each operator in O.

> Get the allocated resources to the operator.
> Check if the operator can be configured to A.

> Initial an empty resource set.

> Add all allocated resources to R.

> Add a set of allocated resources to RAV.

> Check if the operator can be configured to x.

for each r in OR add r to RAV > Add individual allocated resource to RAV.

> Check if the operator can configure to V.

> combine is a function that returns a set of allocated

1: O < GetresourceOperators(RO)
2: for all 0 in O do
3: OR «+ GetAllocated ResourceSet(o)
4: if CanConfiguredTo(o,\) then
5: R + NewResourceSet()
6: for each r in OR add r to R
T add R to RAV
8: end if
9: if CanConfiguredTo(o, x) then
10:
11: end if
12: if CanCon figuredTo(o,V) then
13: 1 =0
14: while i < SizeOf(OR) do
15: i=1+1
16: R < combine(OR, 1)
resources following the logic of V operator
17: add R to RAV
18: end while
19: end if
20: end for

By configuring the resource operators, we may obtain several possible variants for
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resource allocation for each activity. These variants may fit to the CRP requirements
(i.e., acceptable) or not (i.e., not acceptable). Since our aim is to look for the best
resource allocation variant, we only select at this stage the acceptable variants.

Algorithm 1 allows to generate all the possible resource variants from a config-
urable business process according to the behavior of the resource operators. To do
so, our algorithm input is the configurable BP (CBP) that includes the used con-
figurable resource operators (RO) and the pool of cloud resources (CR,). First, we
extract the configurable resource operators (i.e., OR¢, AND¢ or XOR°®) (Line 1).
Then, based on RO behavior we select the appropriate allocated resources and store
the according variant to RAV (Line 4-19). For example, OR® can be configured to
AND (N), XOR (x), and OR (V), thus it yields all conditions (line 4, 9, and 12).
Finally the algorithm output is the set of the possible resource process variants stored
in RAV.

Algorithm 2 Acceptable resource process variant
Require: RAV, CRP

Ensure: RAV
1: for all rav in RAV do > Iterate for each resource allocation variant in RAV.
2: for all r in rav do > Iterate for each resource in rawv.
3: RES, < GetRES(r) > Get resource RES.
4: RSS, + GetRSS(r) > Get resource RSS.
5: O, + GetAssignedOperators(r) > Get a set of operators assigned with resource
T.
6: for all o in O, do > Iterate for each operator in O,..
T a < GetAssignedActivity(o) > Get an activity assigned with operator o
8: AES, < GetAES(a) > Get activity AES.
9: ASS, < GetASS(a) > Get activity ASS.
10: if RES, # AES,V RSS, # ASS,V C, > C, then >
Verify whether the CRP properties (RES,, RSS,,C,) of a resource are compliant with
properties (AES,, ASS,,C,) of its assigned activity.
11: remove rav from RAV > Remove the non-compliace resource variant rav.
12: break
13: end if
14: end for
15: end for
16: end for
17: return RAV > Return accepted resource allocation variant.

Afterwards, algorithm 2 takes as input these obtained variants (RAV) and aims
at selecting, from them, the acceptable ones that fit the CRP requirements. To this
end, the algorithm inputs are the resource process variants (RAV') and the cloud
requirements (CRP). We first extract for each variant the allocated resources and
then check if the resource properties (Line 2-4) match with the CRP requirements
provided by the assigned activity (Line 6-10). After we remove the variants that are
not compliant (Line 11). Finally, we obtain the acceptable resource process variants
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(RAV).

Once the acceptable variants are selected, the next step consists in assisting the
tenant in order to get a process variant satisfying QoS constraints using a genetic
algorithm (section 5.3.3).

5.3.3 Problem Formalization using Genetic Algorithm

At this stage, we use a genetic-based algorithm to solve the cloud resource allocation
problem in configurable business process models. To do so, we specify the parameters
for our genetic algorithm.

5.3.3.1 Genome Encoding

To solve such problem which is tedious and complex task when having a large amount
of available cloud resources, we use Genetic algorithm. Genetic algorithm [187] is a
powerful tool to deal with combinatorial problems. Furthermore, it has been suc-
cessfully applied in many other research domains. Concretely, genetic algorithm is
an optimal solution search in which the solutions of the problems are encoded in the
form of arrays which represent individuals. The set of these individuals, which con-
stitute a population, is randomly created to represent different points in the search
space. Each individual is evaluated by a fitness function that represent the degree
of goodness. Operators (e.g., crossover, and mutation) are applied to generate new
individuals. This generation continues until the presented maximum number of gen-
erations is achieved or the specific conditions are satisfied, then the output is the
individual with the best fitness value as an optimal solution [188].

R Cq @ S1 i i S2

c
R al3
c
R a34
c c c
R R%s3 || R a33
c c C
R al2 R a52 R a32
C C C
R all R a51 R a3l

Ial IaS Ial3

Figure 5.5: Configurable business process example
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According to Definition 5.3.5, our configurable BP model contains a set of activ-
ities A and a set of cloud resources OR. Based on configurable resource operators,
each activity a; can be allocated to multiple configuration of resources R§. For ex-
ample, the activity a; (see Figure 5.5) can be allocated to the following resource

configurations R°a; = {{co2,c3}, {ca,n1}, {co,n2}, {co,ca}, {ca,no}, {ca,co,n1},etc}.

Definition 5.3.5 (Configuration of resource allocation). A configuration of resource
allocation for a CBP is denoted as R = {Ra1, Rs, ..., R°a} where:

o A={ay,a,..,an} is the set of activities;
e OR = {r1,ra,....Tm} is the set of cloud resources;

o Ra; =N{ry,ro,...,r;} is the set of edges connecting two activities;

3 Resource configuration Bit representation
R%11= {c1,n1} 000
y@ RCa= {cu,n} 001

ot | OB

Q R%13= {c1,C2,n2} 101
as GO R 1= {51} 000
a3 Q R%a1= {cs} 000
. Rca32= {Sg} 001
R%33= {C3,5q} 010

Figure 5.6: Cloud resource configuration represented as bits

We encode the cloud resource allocation problem of the configurable BP with
the genome depicted at the left in Figure 5.5. The genome represents an integer
array where the number of its elements is equal to the number of activities that
consume at least one resource. Each element refers to an activity a; that contains an
index I,; to the array of its cloud resource configurations Ra;. Then, we apply the
standard two-point crossover operator to generate the population of genome arrays.
Such operator randomly selects an activity a; (i.e., an index in the genome array) and
replaces the index of resource configuration I,; corresponding to its cloud resource
configuration array R‘a; by another configuration. In our example, the maximum
number of resource configurations for one activity is 6. Thus, three bits are enough
to express every cloud resource configuration (see Figure 5.6). One of the possible
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generated population is I,; = 010, I,5 = 000, and I;;3 = 001 which represents cloud
resource configurations RS3 = {c2,n1} of the activity a1, RS, = {s1} of a5, and
R¢s, = {ca} of ai3, respectively.

To ensure the correctness of shareability property in the genome construction, we
extract from the variants RAV (i.e., the acceptable set of resource allocation variants)
that are obtained in section 5.3.2, the choices of the configurable resource operators
S/B¢€. For instance, if the configurable type of the S/B¢ operator is configured to an
XOR (Figure 5.5), the bit dedicated to the according resource c3 should be either
1 for a; or ai3. Yet, at this stage we do not handle the constraints related to the
elasticity resource operators E°.

In the following, we compute the fitness function in two ways, i.e., with respect to
two types of constraints: (i) green properties (section 5.3.3.2), and (ii) QoS properties
(section 5.3.3.3).

5.3.3.2 Fitness Function considering Green properties

Once the acceptable variants are selected, the next step consists in assisting the tenant
in order to get an energy efficient process variant. To this end, we describe in this
section the ecological characteristics related to the environmental impact, referred to
as green properties (GP). Then, we define the related constraints which are specified
as a set of restrictions to respect within Service Level Agreements (SLA) constraints.

Several GP or green metrics have been proposed such as carbon footprint or CO2
emissions [155,189], CPU utilization [161], etc. In our work, we take into account three
main metrics: Green Efficiency (GE), Energy Productivity (EP), and CO2 emissions
(CE) which description is presented in Table 5.5. For instance, GE depicts the part of
energy consumed by the resource provider that is produced by green energy sources.

Table 5.5: Green properties Description

Green Metric Description

Green Efficiency (GE) The part of energy consumed by the resource provider that is
produced by green energy sources.

Energy Productivity (EP) | Ratio between the output of the resource (i.e., number of consumption
times) in a certain time interval and the energy consumed.

CO2 emissions (CE) Quantity of CO2 provided by the resource.

Accordingly, we define related constraints as follows. The two first constraints
denote that the GE and EP of a given BP should be greater than minimal thresholds
gmax and emax. While the last constraint means that the CE should be smaller
than maximal threshold referred to as cmazx.

GE(BP) > gmazx
EP(BP) > emazx (5.2)
CE(BP) < cmazx
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Based on these constraints, we define a green fitness (GF) to enable the assessment
of the consistency level of the green properties for a given BP. It is described as follows.

GF(BP) = oy * (GE(BP) — gmazx) + as x (EP(BP) — emax)

+ a3 x (cmax — CE(BP)) (5:3)

Where a1, ag and a are defined as the weighting factors that belong to the interval
[0,1]. They represent the user preferences w.r.t the property (a1 + as + a3 = 1).

Furthermore, the fitness function needs to maximize the function GF (see Equa-
tion 5.3). The values of Green metrics of cloud resources are illustrated in Table 3.
Using our genetic algorithm and our fitness function, the genome g having I,; = 010,
I,5 = 000, and I,13 = 001, we can compute fitness function GF(g) = 0.275.

Table 5.6: Green metrics of cloud resources

Resource ID | Green Efficiency (GE) | Energy Productivity (EP) | CO2 emissions (CE)
c1 5.0 0.8 0.3
c2 6.0 0.7 0.1
c3 5.5 0.7 0.2
ny 2.5 0.7 0.5
ng 3.0 0.6 0.2

Algorithm 3 Efficient resource allocation variant construction’s algorithm
Require: RAV, ¢
Ensure:bit

1: bit < Generate AnInitial Bit(RAV) > Generate an initial bit representation
2: bit + GENOME(bit, 0) > Start genetic algorithm.
3: return bit > Return an optimal cloud resource allocation variant.
4: procedure GENOME(bit, J) > Check if the stop condition is respected
5: while GF(bit) < § do
6: bit < Crossover() > Apply the crossover operation to the bit
7 bit < Mutation() > Apply the mutation operation to the bit
8: GENOME(bit, 9) > Recuresive call for the next population.
9: end while
10: return bit > Return an optimal cloud resource allocation variant.

—
—_

: end procedure

It is necessary to define a stop condition for genetic algorithm. Hence, we consider
the following condition:

GF(g) > 6 (5.4)
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where 0 is the weighting quality factor (positive real value). The value of ¢ is
determined by experimentations. A solution represented by a genome is feasible
only if it respects this stop condition. The steps of our genetic-based algorithm are
illustrated through the algorithm 3.

Firstly, this algorithm input is a set of the acceptable resource variants RAV
and a ¢ value. Firstly, we generate an initial bit representation bit based on the
maximum number of cloud resources in RAV (line 1). For example, an initial bit
representation for cloud resource allocation variants in Figure 5.6 is 9 bits (000 000
000). We start our genetic algorithm with an initial bit in line 2 and return a bit
represented optimal allocation in line 3. In our genetic algorithm (line 4-11), we
compute the fitness function GF' from bit (line 5). If the result is less then the ¢ value,
we apply the crossover operator for obtaining next bit representation by taking into
account previous populations to produce a new population (line 6-7). The mutation
operator randomly selects an activity (i.e., a position in the genome) and randomly
replaces the bit representation with another possible cloud resource allocation variant.
Thus, we recursively call the genetic algorithm function for the next population (line
8). If the result is satisfy with the § value, the algorithm will return the resource
allocation variant of the bit representation bit (line 9).

5.3.3.3 Fitness Function considering QoS properties

The same steps, previously followed, are used to define our fitness function that takes
into account non-functional properties. Therefore, we consider a set of important QoS
properties: cost (CT), response time (RT) and availability (AT). Next, we specify
appropriate constraints as shown in Equation 5.5. The two first constraints indicate
that the CT and RT of a given BP should be less than maximal thresholds cmax
and rmax. Whereas the last constraint shows that the AT should be greater than
minimal threshold referred to as amax.

CT(BP) > cmax
RT(BP) > rmax (5.5)
AT(BP) < amax

Thereafter, we define the fitness function (FF') to enable the assessment of these
QoS properties for a given BP described as follows.

FF(BP) = ay * (cmax — CT(BP)) + ag * (rmax — RT(BP))

+ a3 x (AT (BP) — amax) (5.6)

Where a1, as and ag are defined as the weighting factors that belong to the interval
[0,1]. They represent the user preferences w.r.t the QoS properties (a1 + s +as = 1).
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The fitness function needs to maximize the function F'F' (Equation 5.6). Then we
define the stop condition in this case as follows.

FF(g) >4 (5.7)

where ¢ is the weighting quality factor. The value of § is determined by exper-
imentations. A solution represented by a genome is feasible only if it respects this
stop condition.

Algorithm 4 Resource allocation variant construction’s algorithm
Require: RAV, ¢

Ensure:bit
1: bit < GenerateAnInitial Bit(RAV) > Generate an initial bit representation
2: bit + GENOME(bit, 0) > Start genetic algorithm.
3: return bit > Return an optimal cloud resource allocation variant.
4: procedure GENOME(bit, J) > Check if the stop condition is respected
5: while FF(bit) < ¢ do
6: bit «+ Crossover() > Apply the crossover operation to the bit
7: bit + Mutation() > Apply the mutation operation to the bit
8: GENOME(bit, §) > Recuresive call for the next population.
9: end while

10: return bit > Return an optimal cloud resource allocation variant.

11: end procedure

Algorithm 4 shows the steps of our genetic-based algorithm. It follows the same
instructions as the previous one but with taking into account the new parameters of
the fitness function F'F'.

5.4 FEvaluation and validation

In this section, we present the validation and experiments that we have conducted to
show the effectiveness of our proposals on supporting the Cloud resource variability
in configurable process models. Our purpose is to demonstrate that our approach is
feasible and accurate in real use-cases.

Firstly, we implemented a proof of concept that is an extension of the Signavio
editor aiming at integrating our proposed configurable Cloud resource operators in
order to allow the process tenants to easily configure their allocated resources.

Secondly, we have conducted experiments using real world datasets of configurable
business processes from France Telecom/Orange labs, which is a french telecom in-
dustrial partner .

e To support configurable resource allocation we extend Signavio editor in order
to allow the process users to easily configure their allocated resources through
the use of the proposed configurable resource operators (Section 5.4.1).
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e To support Cloud resource configuration in multi-tenant process models, we
used a real dataset of business processes from France Telecom/Orange labs i.e.,
(i) process variants, and (ii) cloud resources. We assess the quality of our model
in terms of structural complexity and make a comparison with two previous
configurable process models presented in the literature (Section 5.4.2.1).

e To optimize the cloud resource allocation process variants, we evaluate the per-
formance of our genetic algorithm and then make a comparison between our
approach and other well-known mathematical optimization program Linear In-
teger Programming (LIP) [190] (Section 5.4.2.2).

5.4.1 Supporting Configurable Resource Allocation

We develop a second extension to Signavio as a proof of concept to validate our
approach presented in Chapter 5. More details on our application can be found on
line!.

We have added two main functionalities to the first proof of concept that are
described as follows:

M oper J @ bgiorer  signavio B it | Sgrave. X
c = re/p/edito

localhost: naviocor

0 oo (]
@ compseasupucess {0 1 e

() Expandea sudprocess

) Colapsed Event.Subprocess

£} eventsuprocess 6

» Gateways
» Swimianes
» Artifacts

» Data Objects:

[Backgroundcolor

 [eorsercoir ]

Name.

Type Erarna/earchnl
Logicai Type Sharig/Batching
contguravie Yes

o Resourees
S sorage

Trouble shoot
the process

8 comue

Network

» Start Evants
» Catching Intermediate Events
» Throwing Intermediate Events

Figure 5.7: Application Screenshot: Configurable Resource Allocation

1. Configurable resource allocation operators: This functionality allows to allocate
the cloud resources to activities using the configurable operators presented in
Section 5.2. The three configurable operators (i) assignment for A, (ii) elasticity

"http://www-inf.it-sudparis.eu/SIMBAD/tools/Configurable-RA-BPM
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for E¢ and (iii) sharing/Batching for (S/B)¢ (Area 2 in Figure 5.7) can be used
to link the process activities to their allocated cloud resources.

2. The configuration choices: We have added the different configurable parameters
(e.g. configurable type, configurable elasticity type, etc.) so that the user can
specify its proper values. The configuration choices can be also specified (Area
3 in Figure 5.7).

5.4.2 Experimentation

We present, in this section, the experiments that we performed to evaluate our two
main approaches. First, we show the experiments for supporting configurable cloud
resource allocation in process models (Section 5.4.2.1). To this end, we used a real
dataset of business processes from French Telecom/Orange Labs. Second, we present
the evaluation of our genetic-based approach (Section 5.4.2.2). To do so, we assessed
the quality of our solution as well as comparing it with a popular existing technique.

5.4.2.1 Structural Complexity experiments

In order to evaluate the usefulness and effectiveness of our approach for supporting
configurable resource allocation in cloud-based process models, we performed experi-
ments using a real dataset of business processes from Orange Labs. Different variants
of business processes for VoIP assurance in France are defined and used by Orange.
These variants and their allocated resources are manually and separately described.
In total, there are 28 variants of the same process using about 30 different resources.
Some activities have the same allocated resources in multiple variants, while others
have different allocated resources and different needs for shareability and elasticity.
In order to consolidate their expertise in telecommunication domain, Orange experts
were interested in constructing one consolidate configurable model that also depicts
the different resource allocation strategies.

Model 1 Model 2 Model 3

u
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wm
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y

Retrieve
data (a;)

Get service
trouble
ticket (a;)

Get service
trouble
ticket (a)
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Retrieve
data (a;)

Figure 5.8: fragments of configurable processes of the three models

To construct the configurable model, we proceeded in three different ways. First,
using our approach, we designed a configurable process model that depicts the vari-
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ability both at the control flow and resource flow levels. Second, we modelled a
configurable process model with a basic approach that does not consider the variabil-
ity at the resource level. Thus, whenever an activity has different resource allocation
possibilities, it is duplicated in the model in a choice block to express that there
exist different resource allocation possibilities and so one should be selected. Third,
we designed the same configurable process model using the approach introduced by
La Rosa et al. in [5] which is close to ours but does not consider the variability at
the shareability and elasticity levels. Therefore, when such a variability occurs (e.g.,
an activity has the same allocated resources in different variants but with different
needs for elasticity and shareability) the same strategy as in the second approach
(i.e. duplication of activities) is used. Figure 5.8 shows three process fragments from
Model 1, Model 2 and Model 3. An activity a; is assigned to a variable number of
resources (network and compute). The compute resource can be shared between a
variable number of the activities (instances) a; and ae. According to our approach
(represented by Model 1), a; is linked to the compute and network resources with a
configurable OR via the configurable assignment operator. The compute resource is
shared and therefore is linked to a1 and as with a configurable AND via the con-
figurable Sharing/Batching operator. In the basic approach (represented by Model
2), there are two duplications. The first one is to model the configurable allocation.
It is represented in the model by an activity a; assigned to the compute resource,
and another activity a; assigned to the network resource which are connected by a
configurable OR. The second one is to model the configurable shareability. It is rep-
resented in the model by the activities a; and as assigned to the compute resource and
connected through a configurable AND that represents the configurable shareability
choice. In the approach of La Rosa et al. (represented by Model 3), there is only
one duplication to model the configurable shraeability. The configurable allocation is
supported and can be modelled as in our approach.

Complexity metric | Model 1 | Model 2 | Model 3
CFC, 28 128 39
CFC CFC, 25 - 14
ACD. 3.30 7.37 5.61
ACD ACD, 2.11 - 1.64
CNC, 0.56 1.18 0.61
CNC CNC, 0.51 - 0.78
density | density, 0.02 0.01 0.01
density, 0.04 - 0.03

Table 5.7: Structural Complexity metrics for different approaches

Thereafter, we assessed the quality of the three models in terms of their struc-
tural complexity. We computed the well known complexity metrics proposed in the
literature: CFC (Control Flow Complexity), ACD (Average Connector Degree), CNC
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(Coefficient of Network Connectivity) and density. The CFC [191] metric evaluates
the complexity of the process with respect to the presence of gateways OR, AND
and XOR. The ACD [192] metric generates the number of nodes that a connector
has as an average. The CNC [193] gives the ratio of edges to nodes. Whereas the
density [194] metric relates the number of edges to the number of maximum edges
that can exist among nodes.

The above metrics have been proposed to assess the complexity of the control flow
perspective in business processes. We also use these metrics to compute the complex-
ity of the resource flow perspective since we are using control-flow like operators (i.e.
XOR, OR and AND). The obtained values for the three configurable process models
are summarized in Table 5.7. Model 1 refers to the configurable process model con-
structed with our approach; Model 2 is the configurable process model constructed
with a basic approach that does not take the variability at the resource level; and
Model 3 is the configurable process model constructed using the approach in [5]. For
Model 1 and Model 3, we separately compute the complexity metrics at the control
flow (referred to as [metric].) and resource flow (referred to as [metric|,) perspectives.
This is a logical choice since the resource and control-flow perspectives are separately
modeled.

The results show that the metrics of Model 1 have noticeably low values compared
to values of Model 2. For instance, even by summing the CFC, (28) and CFC, (25)
of Model 1, the result remains smaller than the CFC. (128) of Model 2. Hence,
separately modelling the control-flow and resource-flow variability decreases the com-
plexity of the model. We also notice that the density density. (0.02), and density,
(0.04) of Model 1 are greater than the density density. (0.01) of Model 2. However,
as stated in [195], the density metric is negatively correlated with the complexity of
the model.

By comparing the metrics’ values of Model 1 and 3, we notice that Model 1 has
better complexity values for the control-flow while Model 3 has better complexity
values for the resource-flow. This can be explained by the fact that Model 1 fully
supports the resource variability modelling (i.e. allocation, shareability and elastic-
ity). Therefore, we do not need to do duplications in the control flow and hence
we obtained better complexity values for the control flow. Whereas, Model 3 is less
expressive and only supports the resource variability modelling (i.e. allocation). So,
it has better complexity values for the resource flow. Since we did duplications in the
control flow to model the variability in the shareability and elasticity, we obtained
worst complexity values for the control flow.

5.4.2.2 Solving optimal cloud resource allocation

To show the effectiveness of our approach, we conduct experiments using a real dataset
of process models from Orange Labs. We start by studying the impact of the value
of the quality of the solution §. Then, we evaluate the quality of our approach by
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comparing our genetic-based approach with Linear integer programming. We extend
the configurable business process model in the previous section by adding more cloud
resource operators and assigned cloud resources. The experiments were performed on
a computer with Intel, 3.0 GHz, 8 GB of RAM, Windows 7 enterprise edition. Our
genetic-based approach was implemented in Java using a library?.

Impact of the Quality Factor

To assess the quality of our genetic algorithms presented in both Sections 5.3.3.2
and 5.3.3.3 following two ways, we proceed in the same manner. We first vary the
quality of the solution § from 0 to 20. The weight of the fitness function, a1, a9, and
as are (.33 for simplicity sake. Thereafter, we identify the number of feasible cloud
resource allocation variants for each case.

100
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Figure 5.9: The impact of the of § on the quality of the solution

Figure 5.9 shows the impact of § on the number of feasible solutions. The results
show that the number of feasible resource allocation variants decreases when § in-
creases. From the ¢ value is 20, there is a risk to reject feasible resource allocation
variant. To conclude, the quality of the solution is influenced by 4.

Comparing genetic-based approach with Linear Integer Programming

To compare our genetic-based approach with Linear Integer Programming, we use
the same dataset as the parameters that we follow for the two visions of our approach
(Sections 5.3.3.2 and 5.3.3.3). The Linear Integer Programming (LIP) is a broadly
used mathematical optimization program [196].

We study, herein, the growth of the computation time comparing to the number
of consumed resources per process variant. To do so, we generate 5 variants from our
configurable process model (Figure 5.2) having number of assigned cloud resources
per activity from 4 to 20. In addition, we customize configurable resource operators

http://jenetics.io/
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Figure 5.10: Comparing Genetic-based approach using QoS properties with LIP

to inclusive choice (OR) to maximize the complexity. For example, having 8 cloud
resources assigned to an activity can have 255 possible resource allocation variants.

Figure 5.10 and 5.11 depicts the results of our comparison using QoS proper-
ties and green properties, respectively. Both Figures show that when the number
of assigned cloud resources per activity is small (4-12), Linear integer programming
outperforms our genetic-based approach. However, when the number of cloud re-
sources are higher (16 and 20), our genetic-based approach is able to keep its timing
performance almost constant while linear integer programming performs exponential
growth. For instance, if the activity allocates 20 resources, the computation time
of our genetic algorithm is 700ms (Figure 5.10) and 800ms (Figure 5.11), whereas
the computation time related to LIP algorithm reaches 14000ms (Figure 5.10) and
12000ms (Figure 5.11). Therefore, the LIP algorithm can be efficient only when the
problem is not complex. We can conclude that our genetic-based approach should be
preferred than LIP in the scenario that we have a large number of cloud resources
can be assigned to process activities, i.e., large-scale service-based business processes.
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Figure 5.11: Comparing Genetic-based approach using green properties with LIP
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5.5 Threats to Validity

Some potential threats to validity exist in our thesis. First, we have been interested
in TaaS resources since they are the raw resources on which all others (i.e. PaaS and
Saa$S resources) are built. However, our study can be easily extended to consider the
PaaS and SaaS resources.

Second, we have shown the feasibility of our study through real datasets from an
industrial partner. Yet, the study requests a larger dataset that involve more pro-
cess variants which represent the whole configuration possibilities in order to further
evaluate the effectiveness of our approach.

Third, the proposed configurable resource operators as well as dependencies among
cloud resources should formally be described, which are of a high importance in a
multi-tenant environment. Nevertheless, we aim, in future work, at extending our
study so that we define these dependencies in a flexible way so that tenants can
customize them depending on their needs.

Finally there are other important metrics related to the environmental impact,
which are of a high importance, that we do not take into account such as CPU uti-
lization, carbon footprint, etc. In addition, our approach for optimizing the cloud
resource allocation can be compared to other popular algorithms, in addition to LIP,
such as the Ant Colony Optimization. In fact, research on cloud resources’” manage-
ment in BPM still at its beginning stage.

5.6 Conclusion

In this chapter, we answered the three questions mentioned in our thesis problematic
(see section 1.2.2) which are: How to allow users to configure their choices in terms
of cloud resources?, How to integrate the cloud resource variability in configurable
process models w.r.t the cloud properties i.e., elasticity or shareability?, and How to
select the optimal cloud resource allocation?.

To allow users to configure their choices in terms of cloud resources, we proposed
an approach for configurable cloud resource allocation in multi-tenant business pro-
cesses. Our aim is to shift the cloud resource allocation from the tenant side to
the cloud process provider side for a centralized resource allocation management.
Through configuration, different tenants can easily derive their allocated resources.

To integrate the cloud resource variability in configurable process models w.r.t
the cloud properties i.e., elasticity or shareability, we have extended configurable pro-
cess models with new resource operators. These resource operators take into account
the characteristics of resources in the Cloud: configurable resource assignment op-
erator (A°), configurable resource elasticity operator (E€), and configurable resource
sharing/batching operator ((S/B)°).

To select the optimal cloud resource allocation, we have proposed an approach
that, using genetic algorithm, aims at ensuring an efficient configurable resource al-
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location in cloud-based BPs. It guarantees, on the one hand, the selection of the
process variant which best fits to the process tenant requirements, and optimizes on
the other hand the green and QoS requirements.

Our principles presented in Section 1.4.1 are respected:

e Exploitation of knowledge: We exploit the context of resources allocated to pro-
cess activities in addition to the cloud properties. We allow to process tenants
to be aware of green properties and QoS properties.

e Balanced computation complexity: Our approach extends configurable business
process models with new resource operators. Thus, it seems becoming more
complex. Hence, we conduct experimentations to assess the complexity of our
model (Sectionxx).

e Fine-grained results: To not confuse process users, we have proposed operators
that are specific to resources and different from the control-flow operators.
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CHAPTER 6

Conclusion and Future Works

A
<>

The research problem of our thesis is expressed by this interrogation: How to sup-
port Cloud resource allocation in configurable business process models? We presented
in details, in previous chapters, our solutions to answer the raised question. In this
chapter, we first summary our work in section 6.1 then we present the future work in
section 6.2.

6.1 Contributions

Configurable process models are gaining momentum since they allow various organi-
zations to derive, from a customizable process model, their suitable process variants
according to their requirements. This configuration is more flexible and important if
the deployment is realized in Cloud environments. Therefore, organizations become
more interested in adopting such Cloud-based process models. In such environment,
such organizations need to support large amount of cloud resources and configure
their resource allocation that fit to their specific requirements. Not only supporting
the resource allocation in such process models has been an interesting topic over the
last years. But also supporting the variability of resource allocation constitutes an
appealing challenge.

Many researches have been involved in both academics and industry. They differ-
ently address these challenges. On the one hand, several researches working on the
resource perspective in process models have been proposed. They propose to support
the resource perspective by extending process modeling languages. They provide
formal definitions for the allocated resources through the use of semantic web and
social computing. Nevertheless, such approaches only take into account objects and
especially human resources and do not consider the particular resource type that are
Cloud resources. On the other hand, many researches working on the variability in
configurable process models have been introduced. They develop configurable process
modeling languages to allow process variability modeling. They propose configura-
tion support systems in order to assist process users to derive their suitable individual
variants. However, such proposals lack of supporting the variability at the level of
the resource selection as well as its optimization regarding the QoS requirements.
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To address these challenges, we proposed in this thesis an approach for supporting
the design and configuration of the Cloud resource allocation in configurable process
models in a fine-grained way.

We proposed to integrate the structure of Cloud resources according to the archi-
tecture of OCCI standard by extending the BPMN definition as a process modeling
language. Thereafter, we propose to ensure the interoperability of Cloud resources by
using semantic definitions. To do so, we reused and extended ontologies from the Eu-
ropean project SUPER to uniformly describe heterogeneous resources. The obtained
process models are stored in a shared knowledge base to be reused afterwards.

We proposed a semantic framework to capture social dependencies connecting
business process components and particularly Cloud resources, and resolve resource-
based conflicts using SWRL rules.

We proposed to extend configurable process models with configurable resource
operators in order to support the variability of resources. These configurable resource
operators take into account the requirements of Cloud process providers in terms of
elasticity and shareability. Through configuration, they allow different tenants to
easily derive their allocated resources.

Once our configurable model involving the resource variability is built, we pro-
posed to optimally select the Cloud resource allocation to the process variants. For
this end, we adopt a genetic algorithm as the most suitable mechanism for such com-
plicated problem. From the proposed configurable resource operators, we derive all
the possible variants of cloud resource allocation that respect the Cloud properties
(i.e., elasticity and shareability). Thereafter, we apply a genetic algorithm by encod-
ing such variants as genomes which depict individuals. We apply genetic operators
(i.e., crossover, and mutation) to randomly generate new individuals or process vari-
ants. FEach individual is then assessed by a fitness function which represents the
degree of goodness. Finally, we identify the individual with the best fitness value as
an optimal solution.

To validate our approach, four proofs of concepts were implemented. A valida-
tion of our main proposed ontology So-CloudPrO is realized, then three extensions
of Signavio are implemented: (i) A support of Cloud resource descriptions, (ii) An
application that populates a knowledge base of cloud resources, and (iii) A support
of configurable resource allocation. The first extension aims at assisting the design
of process models by allocating Cloud resources to appropriate activities. Its im-
plementation is based on the ontologies and semantic rules developed in Chapter 4.
The second extension shows the population of the Cloud resource knowledge base
discussed in Chapter 4. The third extension allows the process tenants to configure
their allocated resources through the use of our proposed configurable resource oper-
ators introduced in Chapter 5. In addition, experiments have been conducted, using
real datasets from Orange Labs, to demonstrate that our approach is feasible and
accurate in real use-cases.

The principles presented in Section 1.4.1 have been respected:
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e Heterogeneous data modeling: We propose to adopt and extend existing ontolo-
gies to model and describe heterogeneous Cloud resources.

e Exploitation of knowledge: We extract existing knowledge about Cloud re-
sources that are shared within an organization as a data-source to design process
models. Further, we exploit relations that exist between the allocated Cloud
resources in process models. Besides, we optimize the Cloud resource allocation
to process variants using shared process models within an organization.

e Balanced computation complexity: The computation complexity of the pro-
posed algorithms is polynomial hence the NP-complete problem is not con-
fronted. The computation time is acceptable for tenants.

e Fine-grained results: We exploit the relations between resources and activities,
and assist the design of the process model by separating the configuration of
the resource elements from the control-flow elements.

6.2 Future work

In the future work, we intend to enhance the support quality of our current work and
to tackle other new research perspectives based on our work.

Regarding our first contribution presented in Chapter 4, we are currently targeting
to further evaluate the effectiveness of our approach by conducting a case study with
a large dataset of SAP reference model [197]. We also intend to compute the Precision
and Recall values on the results to estimate their quality.

Moreover, we are extending our semantic definitions to cover the variability aspect
at the level of Cloud resources. In this way, we aim at ensuring the interoperability
between Cloud providers and process models for tenants that can use different model-
ing languages and configuration mechanisms. We also attempt to formally define the
dependencies among Cloud resources in a flexible way so that tenants can customize
them depending on their requirements.

Regarding our second contribution presented in Chapter 5, we intend to verify the
correctness of the generated process variants with respect to the depending relation
between the configuration rules of the resource elements and the configuration rules
of the control-flow elements. We also plan to develop an algorithm that permits an
automatic configuration and generation of correct process models form a configurable
model with Cloud resources. Therefore, we aim at implementing such algorithm in a
proof-of-concept prototype [17].

As research on Cloud resources’ management in BPM still at its beginning stage,
we could follow other new perspectives. For instance, we aim at extending our ap-
proach to take into account the PaaS and SaaS resources. Besides, we could more
focus on the ecological vision in order to further optimize the environmental impact.
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In such context, related challenges which are of high importance constitute the
other steps of resource orchestration i.e., Resource control, Resource Deployment,
and Resource Monitoring (Section 1.2). More specifically we first plan to specify
monitoring techniques in order to manage the dynamic change of resources to match
new requirements.



Appendices

125






APPENDIX A

List of Publications

Conference Proceeding

1. Emna Hachicha and Walid Gaaloul: Towards Resource-aware Business Process
development in the Cloud, In 29*" International Conference on Advances In-
formation Networking and Applications, AINA, Gwangju, South Korea, March
14-27, 2015 (Ranking: B).

2. Emna Hachicha, Walid Gaaloul and Zakaria Maamar: Social-based Semantic
Framework for cloud resource management in Business Processes. In 13% In-
ternational Conference on Services Computing, SCC, San Francisco, USA, June
27-July 2, 2016 (Ranking: A).

3. Emna Hachicha, Nour Assy, Walid Gaaloul and Jan Mendling, A Configurable
Resource Allocation in Multi-tenant Process Development in the Cloud, In 28"
International Conference on Advanced Information Systems Engineering, Caise,
Ljubljana, Slovenia, June 13-17, 2016 (Ranking: A).

4. Emna Hachicha, Karn Yongsiriwit and Walid Gaaloul, A Configurable Resource
Allocation in Multi-tenant Process Development in the Cloud, In 28" Interna-
tional Conference on Advanced Information Systems Engineering, Caise, Ljubl-
jana, Slovenia, June 13-17, 2016 (Ranking: A).

5. Emna Hachicha, Karn Yongsiriwit, Mohamed Sellami and Walid Gaaloul, Genetic-
based Configurable Cloud Resource Allocation in QoS-aware Business Process
Development, In 24" TEEE International Conference on Web Services, June 25
- June 30, 2017, Honolulu, Hawaii, USA (Ranking: A).
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Proof of Concepts

. “Supporting Cloud resource Descriptions”, extension of Signavio process editor
at http://www-inf.it-sudparis.eu/SIMBAD/tools/So-CloudPr0/

. “Cloud resource Knowledge Base”, a ProM plugin at http://www-inf.it-sudparis.
eu/SIMBAD/tools/linked-cr/

. “Supporting Configurable Resource Allocation”, extension of Signavio at http:
//www-inf .it-sudparis.eu/SIMBAD/tools/Configurable-RA-BPM
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