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GENERAL INTRODUCTION



The limited reserves of fossil fuel and the potintgases produced pave the way to promising
alternative Renewable Energy Sources (RESs) sucBods Energy Sources (SESs) and
Wind Energy Sources (WESs). SESs and WESs arey fesalilable and environmentally
friendly. However, RESs are intermittent in natuiéderefore, the smoothing of power
fluctuations by storing the energy during perioflswersupply and restore it to the grid when
demand becomes necessary. Accordingly, Energy @dor8ystems (ESSs) can be
appropriately used for this purpose.

One of long—term ESSs is hydrogen. It is a renesvhl#| and excellent energy carrier thanks
to its reliability and relative high efficiency ceersion. It can be stored in different forms
gaseous, liquid or metal hydride. It is environnaéigtappropriate since there are no pollution
gases or materials related to its production, geréransportation and/or consumption. The
importance of hydrogen use becomes a priority smiutvhen the energy produced from
RESs is injected with a big amount.

Aiming at solving the intermittence problem of RES$$H/brid Power System (HPSs) are
considered. Obviously, several RESs are considardoe combined with both ESSs and
Back-up (BKU) power units or one of them only. Aotingly, several hybridization
possibilities of power sources can be obtainedBK) power units are integrated into RESs
so that high level of local energy security carabkieved. (ii) Hybridization of primary RESs
such as SES and WES: in this case SESs provide gbeier in the day time and WESs
produce usually more powers with stronger windhm niight. (iii) Hybridization of RESs and
ESSs: both reliability and security of power getierasystems can be ensured. Obviously,
the produced and stored energies can be optimisetriease the yield energy of HPSs. (iv)
Both fast—-dynamic ESS and long—term ESS are hyeridivith RESs: This combination of
ESSs leads to a more reliable power providing issiR®r both dynamic and static cases.

Using several energy sources for constructing HRISagside with ESS will require an
energy management strategy to achieve minimum H#3% and optimal balance between
energy generation and energy consumption. Thigggmaanagement method is a mechanism
to achieve an ideal energy production and to coewty satisfy the load demand at
relatively high efficiency.

PV panels, such as one of main HPS elements, leanszad operational problems especially
shading problems. Numerous solutions have beeremies$ until now. However, the high

cost is still the hallmark of these solutions. H®iere, a new solution, making the equilibrium
between the cost and the reliability, have beencked. In addition, the relatively PV panels
low efficiency has been enhanced by cooling thepBiels.

In this thesis, a HPS including RESs such as nainces combined with GMT and hydrogen
storage system such as BKUSs has been presente@initof this hybridization is to build a
reliable system, which is able to supply the load &aving the ability to store the excess
energy in hydrogen form and reuse it later whenatetad. Consequently, the stored energy at
the end of each cycle will be about zero and mimmgenerated power cost is achieved. In
addition, partial shading problem of PV panelsamprehensively studied and a new solution
based on simple switches and FLC integrated intBACSE electronic card is created.
Consequently, a real time PV panels reconfiguratma disconnecting shaded ones is
performed and minimum power losses is achievedn,Ttiee PV panels are connected to a
PEM ELS. The emitted temperature by the PV pasdisnsferred to the endothermic element
PEM ELS. Consequently, an efficiency enhancemenhefhybrid system PV- PEM ELS is
realized.



The context of the thesis is introduced in thd fiteapter, and then the thesis work is presented
in three chapters:

In the second chapter HPS comprises of PV, WTs, HEI8, PEMFC and Gas Micro—
Turbine (GMT) has been studied. Each source has jp@sented using specific EMR model.
Accordingly, different equations necessary to mmlithe different models have been
comprehensively illustrated. Consequently, a glomaldel presented the HPS has been
obtained.

In the third chapter, HPS comprises 72 kW PV paaets59 kW PEM ELS has been studied.
Accordingly, a new shaded PV panel’s solution basedimple switches reconfiguration and
dSPACE electronic card has been achieved. In addi®EM ELS efficiency enhancement
based on FL-PI controls has been performed. Coesdigu the obtained HPS is able to
provide the hydrogen at relatively high efficiency.

In the fourth chapter, sizing and energy managersiategies have been applied on a HPS
comprising PV, WTs, GMT and FCs sources. Obvioustgh NN and FL methods have been

applied to achieve an optimal solution with minimanergy production cost. Consequently, a
comparison between the two approaches has beeormped and economic study has been
presented.

The conclusion and the perspectives of this tregidinally presented in the fifth chapter.






NOMENCLATURE

PEM ELS parameters

A Cell surface.

A PEM ELS active surfacecin?.

Acq Nernst potential coefficient\/(K).

B.q Nernst potential coefficieni(K).

Ca Double layer capacityH).

Cy, Hydraulic capacity2.7228 x 1078 x (Ncell/7).

Cp Module heat capaciffJ kgt K~1).

Cp_H,0 Calorific water capacity4180 (J Kg~1°C™1).

Cin—stack Heat capacity of the stackl/K).

E Reversible potentialM).

Eqct—anod The anode activation overvoltage.

Eqce—catn The cathode activation overvoltage.

Enernst Nernst potential,\{).

E,nm Ohmic overvoltage.

F Faraday constant, 96 48&/(o)).

1 Rated stack curreng, X S..;; = 300 (A).

IgLs Electrolyser currentA).

j Nominal stack currenf).5 x 10* (A/m3.

Joa Exchange of anodic current densié/cm3.

Jo.c Exchange of cathode current dens{#y/cmj.

My, Hydrogen molar masgg/mol).

My, o Water molar masgg/mol).

Mo, Oxygen molar masgg/mol).

n Number of electrons participating in reaction.

n Molar flow.

Neathode Molar flow at the cathode.

Ty, Hydrogen molar flow.

My,0 Water molar flow.

Nyosses Molar flow of losses.

g, Oxygen molar flow.

N enr Number of cells in series, 90.

Potm Atmosphere pressure, 1 (Atm)1 x 10° (Pa).

Py, Pressure of hydrogen productidn)9 x 10> (Pa).

Po, Pressure of oxygen productiarQ® (Pa).

Py a The inlet water pressure at the anode,giem).

Pout The outlet water pressyr@tm).

Pstack The stack water pressui@tm).

Qm-H,, 0, Mass flow of hydrogen and oxygen

Qv-H,0-outa Volume flow of water to the anode

Qv—-H,0-outc Volume flow of water at the cathode

Qvin-m,0 Volume flow of water into the reservdior N.,; = 7,3 X 1076 x
(Scell/SO) (m3/5)--

Qv—H,0.mem Water volume flow of membrane.



Qv—-H,0_reat Water volume flow of reacting.

R Perfect gas constar@.3144 JK'mol™).

R,j Ohmic overvoltage.

Rhy,Rh, Hydraulic resistancd,.01 x 10° x (N,.;;/7) (Pa sn3).

Ry, Ohmic resistance of a cell).

R; Charges transfer resistand®) (

Rip Thermal resistance parameter adjustment for vanatiof
temperature().2 x 101° x (N,.;;/7), (KIW).

S Laplace variable.

Scell Cell surfacep00 x 10~* (m2).

So Active area16 x 10~* (m?).

T The stack temperaturek).

Tomp The ambient temperaturéS)(

Tin-m,0 The water temperature).

VeLs Electrolyser voltage ).

N(gLs) Activation overvoltage,\().

Naiff Diffusion overvoltage,\)).

ay Charge transfer coefficient of the anode.

AG Gibbs free energy variation]/(nol).

AH Enthalpy ().

AH, Standard change in enthalpy/nqol).

AS Change in EntropyJ((K.mo)).

AScathode Change in Entropy at the cathod#(K.mo)).

ASy, Hydrogen entropy changel/(K.mo)).

ASy,0 Water entropy change]/(K.mo)).

ASpsses Entropy change of losseg/(K.mo)).

AS,, Oxygen entropy changel/(K.mol)).

AS, Standard entropy variation]/(K.ma)).

AS, Entropy flow, W/K).

a Charge transfer coefficient.

ac Charge transfer coefficient of the cathode.

1) The membrane thicknesg30 x 1076 (um).

Om Membrane conductivity(s/cn).

PH20 Water densityl x 103 (Kg/m?3).

Fuel cell parameters

Aca(Tre) Nernst potential coefficient.
Bea(Tfc) Nernst potential coefficient.

Ey Nernst potential variation\/.

I¢c Fuel cell current,l.

Lygc Current nominal value of PEMFC syster).(
lcell The cell nominal currentAj.

Jeell Current density of one cell.

N Number of cells.

Neelip The number of stacks in parallel.
P, Fuel cell power,\(V).

Pscy, Hydrogen partial pressure.



AVice
AVconc
AVohm

Oxygen partial pressure.

The volume flow of hydrogen.

The volume flow of oxygen.

Fluidic resistance on the supply side.
Fluidic resistance on the exhaust side.
Ohmic resistance of a cell].
Charges transfer resistanc@) (

Cell surface.

Fuel cell voltage,\)).

Potential variation,\().

The entropy flow.

Activation voltage drop,\).
Concentration voltage dropv)

Ohmic voltage drop,\).

Wind turbine parameters

C

Cblade

Cgear
Cinv

Cin

Cp

Concordia matrix (conservation R);, = [C] X vy33.

Torque at blades.

Torque at gearbox.

Current transformation matrix fromi= [i;,i,] toi =
[isal isb: isc]-

The torque at induction machine.

The power coefficient which represents the aerodyo&fficiency
of the wind turbine, it depends on the characterddtthe turbine
Coefficient of viscous friction of the shaft.

Rotorflux.

Tangential force.

A gain has been used in the Simulink model to itatd the
calculation of P.

Current flowing through the inverter.

Current flowing through the induction machine.

Stator current.

Equivalent inertia of the shatft.

The transfer function static gain if; andis,,.

Current transformation matrix from= [igq, iy, is3] tO
[ = [ig, Is2]-

Transformation matrix fromu to v (v = [Ky,] *u) with u =
[uiz, Uzz] @NAV = [Vs1p, Vsan, Vssnl-

Self-inductance of rotor, 1.99n¢).

Self-inductance of stator, 2.5H).

Reduction ratio of the gearbox.

Duty cycle.

Mutual-inductance between stator and rogo2, (nH).

Nominal power, 900kW).

Number of pole pairs, 2.

Blade radius, 24 (m).

Rotor’s resistance, 51Q).



PV parameters
A
alpha

Stator’s resistance, ).

Rotation matrix for transforming the current refeze frame dq)
to reference framea).

The circular area scanned by the turbine.

The transfer function constant timeisf andis,.

The rotor time constant.

The stator time constant.

Output voltage of the inverter.

Nominal speed of blades, 25r(min).

DC bus-bar voltage, 1500

Nominal speed of wind, 12r(9.

The rotation speed of the blade.

Nominal speed of blades.

Rated power of blades, 2.6had/s).

Rotation speed of gearbox.

Rotor pulsation.

Stator pulsation.

Rotation speed of the equivalent shatft.

The air density.

The relative speed representing the ratio betweerlinear speed
at the extremity value of the wind blades and wspded.

Module surface.

Duty cycle.

Thermalcapacity of the module.
Irradiance, \W/m3.

Reference irradiance\(/m3.
Irradiance, 1000W/m3.

Diode saturation currentA.
Module photocurrent A).
Reference module photocurreri) (
Module current, 4).

Short circuit current of the array,, x ISCref =626.4 (A).

Reference value of module short circuit currerd, (8).

Boltzmann constant,.38 x 10723 (JK~1).
Maximum Power Point Tracking.
Ideality factor.

Number of modules (6963 X n,,.
Number of modules in parallel, 116.
Number of modules in series, 6.
Number of cells in paralleh,, x 1.
Number of cells in series, 36.

Perturb and Observe algorithm.

Array power under STCp,, X 18 * 5 = 62640 (W).
Photovoltaic.

Electron initial charge, 1.6621071° (C).



Ratm/pv Convective thermal resistance.

Ry The series module resistan2eq449 x 1071 (Q).

Rgy, The parallel module resistandd)® (Q).

T, Ambient temperature.

Tpy Module temperature.

Tpyref Module temperature at STC, 298)(

Voc Open circuit voltage of the arrays x Vocref = 133.2 (V).

Voc,ef Reference value of module open circuit voltage2 2).

Vpy Module voltage, ).

Vip Wind velocity, ms?).

Y Qin Sum of incoming heat flux.

Y Qout Sum of outgoing heat flux.

Uisc Coefficient of variation of short-circuit currentitv respect to
temperature A/K).

Npy Module coefficient.

Gas micro—turbine parameters

Com The electromagnetic torqué the synchronous machine.
Cm Turbine torque.

Duur Friction coefficient

E; The output othevalve positioner

F, The input ofthe valve positioner

f Theviscous friction coefficient.

Ji The total inertia.

K¢ Gain of the actuator.

Kyyy Coefficientdepends othe enthalpy.

Ki Integral gain, 0.50.03.

Kp Proportional gain, 7.

Kt Gain of temperature controller, 1.

K, Gainof thevalve positioner.

Lmas Maximal load, 1.24.u).

N The value of theurrent speed

Prate Nominal power, 150kW).

Pret Reference power, p(u).

T Constant of fuel system, 1, 1§).(

T, Constant of fuel system, 2, 09.(

T3 Limit time constant of the load, 3)(

Tr Time constanof the actuator.

T, Limited temperature.

T, Time constant ofhevalve positioner.
Vima Maximal position of the valve, 1.2).
Vmin Minimal position of the valve, -0.J(u).
Wy Requesteduel flow.

Control symbols
FLC Fuzzy Logic Control.



PI

Qn,

t

T

T;,H,0
T,,H,0_F

T,,H,0_ELS
T,,H,0_P

AQp,

0AQy,

Proportional-Integral.

Hydrogen flow, (n*/s).

Time of electrolyser operation at maximum tempemst@).

Water temperatureKj.

Electrolyser input water temperaturk).(

Electrolyser input water temperature using waterperature FLC
controller, K).

Water temperature provided to PEM electrolys€), (
Electrolyser input water temperature considering tbressure
changes,K).

The difference between hydrogen flow at the eldgdry output at
two different temperaturesn{/s).

The difference between two valuesid}y,, (m/s).

General abbreviations

Al
AMS
ANN
BG
BKU
BKUS
CAES
COG
DG
EEQ
ELS
EMR
ESC
ESSs
EWEA
FBES
FC
FES
FL
FLC
GA
GHS
GMT
GO
GUI
HESS
HPS
HS
IEC
IM
LABES
LIES
LUT

Artificial Intelligence.
Analog and Mixed-Signal.
Artificial Neural Networks.
Bond Graph.
Backup.
Back-up Source.
Compressed Air Energy Storage.
Causal Organic Graph.
Distribution Generation.
Electrical Equivalent.
Electrolyser.
Energetic Macroscopic Representation.
Energy Supervisory Control.
Energy Storage System.
European Wind Energy Association.
Flow Battery Energy Storage.
Fuel Cell.
Flywheel Energy Storage.
Fuzzy Logic.
Fuzzy Logic Control.
Genetic Algorithm.
Green House Gases.
Gas Micro—Turbine.
Genetic Optimizer.
Graphical User Interface.
Hydrogen Energy Storage System.
Hybrid Power System.
Harmony Search.
Internal Combustion Engine.
Induction Machine.
Lead Acid Battery Energy Storage.
Lithium lon Energy Storage.
Lookup Table.
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MCS
MPPT
NiCd
NN
PEM
PEM ELS
PEMFC
PHES
P&O
PSO
PV

RE
RESs
SA
SAO
SES
SMES
SNCES
SoC
SSE
SSSR
TPEC
TS
VHDL
WE
WTs

Maximum Control Structure.

Maximum Power Point Tracking.
Nickel Cadmium.

Neural Networks.

Proton Exchange Membrane.

Proton Exchange Membrane Electrolyser.
Proton Exchange Membrane Fuel Cell.
Pumped Hydro power Energy Storage.
Perturb and Observe.

Particle Swarm optimization.
Photovoltaic.

Renewable Energy.

Renewable Energy Sources.
Simulated Annealing.

Simulated Annealing Optimizer.
Supercapacitor Energy Storage.

Superconducting Magnetic Energy Storage.

Sodium Nickel Chloride Energy Storage.
State of Charge.

Sum of Squared Errors.

State Space Search Reference.

Total Produced Energy Cost.

Tabu Search.
Hardware Distribution Language.

Wind Energy.

Wind Turbines.
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The Green House Gases (GHGs) emitted by the taditi energy production and
consumption negatively impact the world environmehtcordingly, the Kyoto protocol,

signed by the 37 industrialized countries, has redtento force on February 2005. This
protocol imposes reducing the GHGs below the legél$990 during an initial commitment
of 2008 through 2012 [Sant 05].

Carbone dioxide (C@ is the primary GHGs emitted through human adésitAbout 72% of
the totally emitted GHG is COIt has been created by burning fossil fuels sashcoal,
natural gas, and oil which are requested for nuogetaman activities including electricity
production, transportation and industry. Heavy usésfossil fuels since the industrial
revolution have increased the €@ the atmosphere. Accordingly, an increasing c&t€0O,

of about one part of million per year has been pced. Consequently, an expected average
earth temperature increase of 2.5 °C will be addew the near future. That may lead to
glaciers melt and coastal flooding.

Zero carbon sustainable alternative energy souatesrequired to avoid fossil energies
problems of limitation, unsustainability and injedtcarbon dioxide in the air causing planet
pollution. The interest in environment-friendly Revable Energy (RE) has increased in
recent years due to environmental concerns abobaglwarming and air pollution, reduced
costs of the technologies, besides the improvad@ficy and reliability. RE can be generated
from solar, wind, ocean, hydropower, biomass, gaotlal resources, biofuels and hydrogen
derived from renewable resources. RE technologiessasential contributors to sustainable
energy due to their general contribution to worneérgy security, reducing dependence
on fossil fuel resources, and providing opportesitior mitigating GHGs. Renewable Energy
Sources (RESs) are interesting for creating nes, jdb life quality, decreasing dependence
on fossil fuels, and reducing operating costs [$4}

The sun is one of RESs. It delivers 100,000 TWradrgy to the earth. Whereas, the world
energy consumption in 2012 was 12,476.6 milliomemof oil equivalent of 145,103 TWh.
Consequently, it is dazzling that the global enexgysumption by the world can be produced
by solar energy in every 88 minutes. In other wp&@90 times’ annual energy consumption
can be produced by received solar energy at thk sarface [Ohun 14] [Shah 13].

Despite its intermittency, Wind Energy @Y is a promising source of RE widely used
and considered to be the cleanest RE with no emviemt impact [Abba 14]. The European
Wind Energy Association (EWEA) has adopted an gn@mduction policy. This strategy

aims at 20% of RE production percentage of totalpced energy. In addition, an installed
capacity of WE at 80000 MW in EU-27 by 2020 shobkl reached. Obviously, this WE

capacity represents 5% of total produced energyfEW9].

In this chapter, the energy production from diffareRESs will be presented. The
hybridization among the different sources will baidéed. Then, the energy storage
technologies will be highlighted. Therefore, théatent existing energy management control
approaches for hybrid systems will be discussed. cofmprehensive literature review
presenting the recent studies on hybrid systemadimg hydrogen storage technologies will
be presented. In addition, the proposed solution$¥ panels’ problems especially shading
will be explained. Finally, the orientation of thigesis will be illustrated at the end of the
chapter.
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1.1. RENEWABLE ENERGY PRODUCTION

RESs refer to the sustainable natural energy ssusteh as the sun and the wind. RESs
convert these natural energy sources into conswamaérgy forms (electricity and heat),
which are easy to transport and to use. Accordinghe European directive on RES for
production of electricity [Dire 01], RESs includdi) hydropower plants; (ii) solar
(photovoltaic, thermal electric); (iii) wind; (ivyeothermal; (v) wave and tidal energy; (vi)
biodegradable waste; (vii) biomass (solids, bidu&ndfill gas, sewage treatment plant gas
and biogas).

1.1.1. HYDROPOWER PLANTS

Hydropower is a process in which the force of flogviwater is used to spin a turbine
connected to a generator to produce electricitystMydroelectric power comes from the
potential energy of dammed water driving a turkane generator. The power extracted from
the water depends on the volume and the amounttefipal energy in water proportional to
the head, which is difference in height betweensin@rce and the water’s outflow. A simple
formula for approximating electric power productioina hydroelectric plant is:

P=QpgAZ =mgAZ 1.1)

whereP is the powerp is the density of wateAZ is the height(Q is the volumetric flow rate,
m is the mass and is the acceleration due to gravity. The annuatteteenergy production
depends on the available water supply. In somallatbns, the water flow rate can vary by a
factor of 10:1 over the year.

Hydropower eliminates the use of fossil fuels anende carbon dioxide emission.

Hydroelectric plants also tend to have longer eodndives (50 years or longer) than fuel-

fired power production. The sale of hydroelectyiaihay cover the construction costs after
5-8 years of full operation [Mark 07]. Operatingpdar cost is also usually low, as plants are
automated. The hydroelectric capacity is either dbual annual energy production or by
installed capacity. A hydroelectric plant rarelyeogtes at its full capacity over a full year.

The ratio of annual average power output to instialtapacity is the capacity factor for a
hydroelectric power plant. There are large, snaait] micro hydropower plant operations.

1.1.2. SOLAR POWER PLANTS

Solar power is derived from the energy of sunlighterage daily insolation changes from
150 to 300 W/rhor 3.5 to 7.0 kWh/mday. There are two main types of technologies for
converting solar energy to electricity: Photovdt@®V) and solar-thermal electric [Pica 09].

* PV conversion produces electricity directly frormight via a solar cell. There are
many types of PV cells, such as thin film, monostailine silicon, polycrystalline
silicon, and amorphous cells, as well as multiglges of concentrating solar power.
PV power can be used either in small- or in medsired applications.

» Solar-thermal electric production based on cone&nty solar power systems use
lenses or mirrors and tracking systems to focuargel area of sunlight into a small
beam. The concentrated solar energy heat is usguidducing steam to drive turbines
and produce electricity. A parabolic trough corssist a linear parabolic reflector that
concentrates light onto a receiver positioned altmy reflector’s focal line. The
receiver is a tube positioned right above the nadafi the parabolic mirror and is
filled with a working fluid. The reflector is made follow the sun during the daylight
hours by tracking along a single axis [Tyag 07].
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Recently, solar installations are expanded intadesdial areas, with governments offering
incentive programs to make renewable green enemyyces more economic options
[Demi 06].

1.1.3. WIND POWER PLANTS

The Earth is unevenly heated by the sun and thiererftial heating drives a global
atmospheric convection system leading to the wivithd power is the conversion of WE into
electricity by using Wind Turbines (WTs). A WT idavice for converting the kinetic energy
in wind into the mechanical energy of a rotatingfshThe generator is usually connected to
the turbine shaft through gears which turn the gene at a different speed than the turbine
shaft. Power electronic devices convert the elgtyrinto the ideal frequency and voltage to
be fed into the power grid at 60 or 50 Hz.

The power produced by a WT is proportional to tivetic energy of the wind captured by
WTs. The kinetic energy of the wind is equal to gneduct of the kinetic energy of air per
unit mass and the mass flow rate of air througtbtade span area, then:

Wind power = (efficiency) (kinetic energy) (massvil rate of air)

Wivina = wina > (PAV) = thyina = p v (1.2)
therefore,
Wwina = winaP % = kwing v°D* (1.3)
where kyyjpy = —WindPT

8

wherep is the density of airy is the air velocityD is the diameter of the WT blades, and
Nwina 1S the WT efficiency. Therefore, the power prodiidey WTs is proportional to the
cube of the wind velocity and the square of theldlapan diameter. The strength of wind
varies, and an average value for a given locatams chot alone indicate the amount of energy
produced by WT. To assess the frequency of windedgpeat a particular location, a
probability distribution function is often fit tché observed data. In addition, other factors
include the availability of transmission lines, walof energy, cost of land acquisition, land
use considerations, and environmental impact ofsttoction and operations should be
considered. Wind power density is a calculationtrd effective power of the wind at a
particular location. A map showing the distributiohwind power density is a first step in
identifying possible locations for WTs [Dai 15].

At the end of 2013, the worldwide capacity of winolwered generators was 318.105 GW
[Dai 15]. Large-scale wind farms are connectedhi electric power transmission network,
while the smaller facilities are used to providectiicity to isolated locations. WE, as an
alternative to fossil fuels, is plentiful, renewapividely distributed, clean and produces no
GHGs emissions during operation. Wind power is rgerimittence RES, and for economic
operation, all of the available output must be makéen it is available. Problems of wind
speed variability can be mitigated by grid enerdgrage, batteries, pumped-storage
hydroelectricity and energy demand management.offih high WT capital cost, wind
power has negligible fuel costs and life of theipment in more than twenty years [Arch 07]
[Manw 10].
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WE penetration refers to the fraction of energydpiced by wind compared with the total
available production capacity. There is no gengraltcepted maximum level of wind
penetration. An interconnected electricity grid alfu includes reserve production and
transmission capacity to allow for equipment fakirThis reserve capacity can also serve to
regulate for the varying power production by wirdris. At present, a few grid systems have
penetration of WE above 5% such as Denmark (vaues 19%), Spain and Portugal (values
over 11%), Germany and the Republic of Irelandy@alover 6%) [Kasi 13]. Despite the
available power forecasting methods, predictabiitywind plant output remains low for
short-term operation. Pumped-storage hydroeletstrari other forms of grid energy storage
can be developed for storing energy during highewpariods and releasing it when needed.

1.1.4. FUEL CELLS

A Fuel Cell (FC) oxidizes a fuel, such as hydrogemethane, electrochemically to produce
electric power. It consists of two electrodes safma by an electrolyte. The fuel and oxygen
are continuously fed into the cell and the produdtseaction are withdrawn continuously.

The fuel makes intimate contact with the anode twhi called fuel electrode. Oxygen,

usually in air, makes intimate contact with thehcale which is called oxygen electrode. Half-
cell reactions take place at each electrode. The aluthe half-cell reactions is the overall

reaction. The type of electrolyte characterizestyipe of FC. Schematic FC using hydrogen
as fuel is illustrated in Fig. 1.1. When the elelstie is acidic, the half-cell reactions

occurring at the hydrogen electrode (anode) arttieabxygen electrode (cathode) are [Luci
14].

H, - 2H* + 2e~ (Anode) (1.4)
~0, + 2™ +2H* > H,0 (Cathode) (1.5)

The electrons with negative charg® @re released at the anode. These electrons gaauc
electric current which is used by the reaction ogog at the cathode. The electric current is
carried out by an external circuit. The catiéfi migrates from anode to cathode through the
electrolyte. The sum of the half-cell reactionthis overall reaction taking place at the FC:

H +0; > H,0 (1.6)
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(a) Schematic of a hydrogen FC. (b) Half-cell reactions for a hydrogen/oxygen

FC with acidic electrolyte

Fig. 1.1: A Schematic diagram of a hydrogen FC anHbalf-cell reactions.
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A thin solid polymer known as Proton Exchange Meanler (PEM) serves as an acid
electrolyte in the hydrogen/oxygen FC. Each sidehef membrane is bonded to a porous
carbon electrode impregnated with platinum whidlvesg as a catalyst. The porous electrode
provides a very large interface area for the reactind facilitates the diffusion of hydrogen
and oxygen into the cell and the water vapour dut. cCells can be connected in series to
make a compact unit with a required level of energtput and operate at a temperature near
60 °C.

For each mole of hydrogen consumed, 2 mole of relest pass to the external circuit.
Therefore, the electrical energy (work),, is the product of the charge transferred and the
voltage V of the cell:

W, = —2FV = AG 1.7)

whereF is the Faraday’s constant (F = 96485 coulomb/mateAG is the Gibbs energy. The
electric work of reversible and isothermal FC is:

W, =AH —q = AG g1
whereAH is the Enthalpy and q is the caloric energy.

In practice, the operating voltage of hydrogen/@xydC is around 0.6-0.7 volts, because of
the internal irreversibilities which reduce theattee work produced and increase the heat
transfer to the surroundings.

FCs are very efficient, but expensive to build. $A&s can power electric cars. Large FCs
can provide electricity in remote places with nowpo lines. Portable FCs are being
manufactured to provide longer power for laptop paters, cell phones, and military

applications [Larm 03] [Viel 09]. FC is relativelyew technology, has no moving parts, has
no emissions and is light and reliable. Hydroges &digher energy density per weight but
lower per volume than a gasoline. These featur@gge more of FC in the future particularly

with renewable applications.

1.2. ENERGY STORAGE

Energy storage is a key element for the growth 6§ Rhen the energy source is intermittent
and located in an isolated area which cannot baextad to the distribution network. Indeed,
with the new energy markets, many delocalized sm4rasually intermittent renewable ones-
will be connected to the network, which may resnltdestabilization. To overcome this
problem, Energy Storage Systems (ESSs) and apatepnanagement of these resources are
the best solutions.

Electrical energy can be stored in form of différdamds: mechanical, electro-chemical,

electromagnetic and thermal. Fig. 1.2 present<idmesification of energy technologies. The
red, blue and green colours represent the longiumednd short energy storage technologies
respectively.
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Fig. 1.2: Energy storage technologies.
1.2.1. ENERGY STORAGE TECHNOLOGIES

1.2.1.1.PUMPED HYDRO ENERGY STORAGE

Pumped Hydro Energy Storage (PHES), the largesttethost mature technology available,
consists of two reservoirs and a body of water aelatively high elevation represents
potential or stored energy [Luim 09] [Scho 96].idtsimilar to hydroelectric power plant.
During the “charging” process, water from lowerae®ir is pumped up to the upper one. In
“discharging” process, water from upper reservairréleased and flows through hydro
turbines which are connected to generators, praduelectrical energy [Scho 96]. In case of
hydro power plants, pumping is irrelevant. In messes, the hydro facility could be used as
storage without any pumping because it has a sugplater from a river.

PHES is adequate solution for wind farms that acdeally be applied for load levelling
[Luim 09]. However, the lack of suitable places &hd impact in the nature environment are
still the main drawbacks [DOE 01]. This technologgn be placed in ideal locations to
function with wind farms [Luim 09]. Despite highctanical immaturity, hydro power plants
are still one of the best storage solutions for giagn fluctuations caused by WPP.

1.2.1.2.COMPRESSED AIR ENERGY STORAGE

Compressed Air Energy Storage (CAES) systems déll @empressing air via electrical
compressors in underground cavities (salt cavdran@on mines, rock structures... etc.,) and
store it in a high pressure. When energy is needechpressed air is released through a
turbine, but the operating units worldwide incomgercombustion prior to turbine expansion
in order to increase the overall efficiency [DOH [Gonz 04].

If favour of the high power and energy capaciti@8ESs are convenient storage solution for
wind farms. CAES can be used for frequent startang shutdowns. Current research in
CAES is mainly focused on the development of systenth fabricated storage tanks. Such
approach will remove the geological dependency @rdpressed air will be stored in tanks
with a higher pressure. System rating will be sergléeveral MW) because of the tank cost.
The possible lack of geological dependence mighken@AES an interesting solution for the
integration into wind farms.
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1.2.1.3.FLYWHEEL ENERGY STORAGE

Flywheels Energy Storage (FES) are energy storageces where energy is stored in the
form of kinetic energy (rotating mass). Flywheete enade up of shaft that rotates on two
magnetic bearings in order to decrease frictionuks94]. Whole structure is placed in a
vacuum to reduce windage losses. During “chargmgitess rotor is accelerated to a very
high speed by a motor and energy is maintainedaystem as kinetic energy [Gyuk 04]. In

“discharge” process, flywheels are releasing enesigy driving the machine which is

working as a generator.

Flywheels are not very well suited for wind farnppart. Their ability to suppress fast wind
power fluctuations is limited to small time scalhey can be considered as a support for
WTs in combination with battery system rather tistand alone. However, energy density is
low and self-discharge ratio is high. Unerco PoWwechnologies Company has demonstrated
the application of kinetic energy storage to theasthing of the output of WT systems. Most
FES researches deal with high speed flywheels wdnietable to rotate with a speed up to 100
000 rpm.

1.2.1.4.SUPERCAPACITOR ENERGY STORAGE

In Supercapacitor Energy Storage (SES), the energipred in electric field. Its principle of
operation is similar to that of conventional capars. However, supercapacitors use polarized
liquid layers between conducting ionic electrolgied conducting electrode to increase the
capacitance. Due to the fact that capacitance perdient also on the surface area of
electrodes, highly porous material is used in ortterincrease the area. Consequently,
supercapacitors can be rated up to 5000 F [DOE 01].

SES has response characteristics and small enengytyl similar to FES. However, there are
no moving parts and the self-discharge ratio iatr&tly small. It can be considered a proper
solution for WTs support in combination with a leagtsystem rather than stand-alone ones.

1.2.1.5.SUPERCONDUCTING MAGNETIC ENERGY storage
Superconducting Magnetic Energy Storage (SMES)kstenergy in magnetic field. SMES
consists of superconductive coil, power conditigniaystem, refrigerator and vacuum
[Luim 09]. Magnetic field is produced by DC curregitculating through a superconducting
coil [DOE 01]. In order to get rid of the resistil@sses caused by current flow, the coil is
kept in superconducting state. Cooling mediumgsitl helium or nitrogen.

SMES are unlikely to be used for integrating renaedlLuim 09]. Superconductive coil is
relatively very sensitive to temperature changesd has small energy density and power
capacity up to 2 MW. SMES is usually utilized imlustrial power quality market.

1.2.1.6.LEAD ACID BATTERY ENERGY STORAGE

Lead Acid Battery Energy Storage (LABES) is the tmimture commonly used battery
storage technology at present [Luim 09] [DOE O1ljwvoT kinds of LABESs can be
distinguished: Flooded (FLA) and Valve-Regulate®RPA). FLA batteries are constructed
from two lead plates which are immersed in a metof sulphuric acid and water. In case of
VRLA batteries, the operational principle is simita FLA. However, they are sealed with a
pressure-regulating valve which prevents ventingtred hydrogen generated during the
chemical reaction and eliminates the air from tle#. & RLA has higher initial cost and
shorter lifetime, however they smaller weight, voks and lower cost of maintenance that
FLA.
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LAES can be considered for wind power support. €tetist stationary applications of LAES
in the world rated in MW for power system applioas. However, LAES usually lose with
other batteries when it comes to wind power integna mainly because of the relative small
power density, low depth of discharge, life cyclapability and extreme sensitivity to
temperature changes. Depth cycles decrease thinmiéeof LABES. The current research in
LABES is to minimize its charging/discharging tirffielim 09]. It is rather unlikely that this
technology will be playing important role in a futuas a large scale storage device, mainly
due to very limited number of cycles. Moreover i@eresting solution seems to be an ultra-
battery composed of LABES integrated to supercapacn one unit cell developed by
CSIRO. Ultra battery can provide high power chaligeharge with both long and low-cost
life [Site 01].

1.2.1.7.NICKEL CADMIUM BATTERY ENERGY STORAGE

Nickel Cadmium (NiCd) Energy Storage (NCES) is atura solution like LA batteries
[Site 02]. NCES consists of positive electrode Kelchydroxide) and negative one (metallic
cadmium). Electrodes are separated by nylon diaderthe aqueous potassium hydroxide is
the electrolyte. During discharging process, nickgyhydroxide reacts with water and
produces nickel hydroxide and a hydroxide ion. Ag tnegative electrode, cadmium
hydroxide is produced. During charging process,lthgery is reversed. NiCd batteries can
operate in wider temperature range in comparisdh wA. NiCd batteries are operated with
small depth of discharge for more cycles. HoweWeis technology suffers from memory
effect besides its negative environmental impaedr@ium is a toxic heavy metal and there
are concerns related to disposal.

1.2.1.8.LITHIUM ION BATTERY ENERGY STORAGE

Lithium lon Energy Storage (LIES) technology wasstficommercially available in 1990
[DOE 01]. The cathode is lithiated metal oxide whdnode is graphic carbon with layer
structure [Site 03]. The electrolyte is a lithiumltsin organic solvent. During discharging,
lithium migrates from anode to cathode in this c&a&ing charging, reverse process occurs.
The weight of LIES is approximately one half comgghto NCES of similar capacity and its
volume is 40 to 50% smaller than NCES [Site 02].

This technology can be sized in MW and thereforeobree a serious invention in large scale
applications. LIES seems to be relevant for windvgro plants. The main characteristic
features of this technology are its small weigighhefficiency, high cell voltage and power
density. LIES can be shaped into a wide varietysbépes and sizes. Moreover, this
technology does not have a memory effect. Othetufes include the small self-discharge
(0.1% per month) and long life for deep cycles.

1.2.1.9.SODIUM NICKEL CHLORIDE BATTERY ENERGY STORAGE

Sodium Nickel Chloride Energy Storage (SNCES) Iogtteopularly called ZEBRA belongs
to the family of high temperature batteries. Thgatwe electrode consists of liquid sodium
and positive electrode is nickel chloride. Thereaissecond liquid electrolyte (sodium
chloroaluminate) to allow fast transport of sodiuoams form the solid nickel chloride
electrode to and from ceramic electrolyte [Suda ThE best performance of a cell results in
a temperature range 250 — 350 °C.

ZEBRA batteries can play a role in the future wiéimewables thanks to the higher energy
density than LA and the resistant to short circliid¥®E 01].
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1.2.1.10. FLOW BATTERY ENERGY STORAGE

Flow Batteries Energy Storage (FBES) principle gemtion differs from conventional
batteries. Energy is stored as a potential chen@nalgy by means of reversible reaction
between two electrolytes in the electrolyte sohsioThis makes the power and energy
capacity decoupled. The size of the cell stack rdetees the power capacity, while the
volume of electrolyte determines energy capacitpfD01]. Two charged electrolytes are
pumped to the cell stack. In the cell stack, a dbahreaction occurs [Luim 09]. For each
technology charge to discharge ration is 1:1 artebes do not suffer from depth discharge.
The three common kinds of flow batteries are: VamadRedox (VR), Polysulphide Bromide
(PSB) and Zinc Bromine (ZnBr).

The operation of Polysulphide Bromide (PSB) is &amio VR. The characteristic feature is
its relative fast reaction time. PSB batteries barused for frequency response and voltage
control. The disadvantage is the fact that smadintjties of bromine, hydrogen and sodium
sulphate are produced what imposes some mainteflamoe 09].

In case of ZnBr technology, the operation princigedifferent than in the VR and PSB
batteries. However, it contains the same componduaisg the process of charging the
electrolytes of zinc and bromine ions flow to tle#l stack. The electrolytes are separated by a
micro-porous membrane. Obviously, the electrodes ZmBr flow battery act as substrates to
the reaction. As the reaction occurs, zinc is ebptated on the negative electrode and
bromine is evolved at the positive electrode (samib conventional battery operation).

The FBES technology capacity can be in MW which esak convenient to wind power
plants. There are already existing applicationg®fwith wind power plants.

1.2.2. COMPARISONS OF ENERGY STORAGE TECHNIQUES
The different energy sources have been comparedrins of their cost and their specific
power and energy ranges.

As depicted in Fig. 1.3 [Ibra 08], the key elementhe lowest possible self-discharge for
low-power permanent applications. Based on thenieahcriteria alone, the lithium-ion unit
is the best candidate.

For small systems of few kWh in isolated areasinglyn intermittent RE, the key element is
autonomy. The LAES remains the best compromise dmtvperformance and cost. LIES has
better performance but is relatively still expelsiv

For larger systems of few 100 kWh, LAES is stillefarred compared to lithium. The
alternative solutions are either less efficientaw expensive: compressed air (self-discharge
problems), FCs (expensive and low energy efficignagd flow batteries (high maintenance
costs).

In the third category, concerning peak-hour loagelleng requiring high-energy storage of
several MWh, CAES and FBES are the best choicdb,amiefinite cost advantage for CAES.
However, these technologies have not yet beendt@stée field.

For the fourth category, concerning power quatitg key criteria are energy release capacity
and cycling capacity. Therefore, FES and SES atertedapted than LIES.

Among the choices, LAES satisfy the technical aatef all the categories, but have limited
durability and are unreliable. Nickel-based and aketir batteries are still of reliable low
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performance and high cost. FCs are still a youngrtelogy. Finally, certain technologies are
able to fulfil the needs of storage for intermitteamergy supplies: hydraulic and thermal
storage for large-scale applications, and SMESuall-scale applications.

To answer to the future needs of delocalized priolic energy storage should be
technologically improved on the short to mid-terbddlES are very performant, but are
relatively too expensive for application to rematea systems. The recycling and waste
management of these batteries still need R&D wbAES has the best cost-performance
compromise. However, it has a weak link in an igalasystem, as their life expectancy needs
to be improved to be better answer to the needsné&work applications, the mid-term needs
are ever growing. The most appropriate technolo@&ES, CAES, SES and FES) are more
or less mature technologies and could be made oumteffective, more reliable and more
efficient [Ren 15] [Kous 14].
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Fig. 1.3: Comparisons of energy storage techniqugSite 04].

1.3. HYDROGEN PRODUCTION STORAGE AND CARRIES

Hydrogen is an ideal energy carrier because: @ait be produced from and converted into
electricity at relatively high efficiencies; (ifsi raw materials for production is water; (iii)st

a renewable fuel; (iv) it can be stored in gasebgsid or metal hydride form; (v) it can be
transported over large distances through pipelonesa tankers; (vi) it can be converted into
other forms of energy in more ways and more effitjethan any other fuel; (vii) it is
environmentally compatible since its productiomrage, transportation and end use do not
produce pollutants, greenhouse gases or any o#nerfll effects on the environment (except
in some cases the production of nitrous oxides)oktumately hydrogen currently suffers
from high production costs.

Hydrogen does not occur naturally and thus it nmesgenerated from other energy sources.
Fig. 1.4 shows the global hydrogen production sesirdlost hydrogen on earth is bonded to
oxygen in water. Hydrogen is an energy carrier ectricity, and not a primary energy
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source like natural gas. Hydrogen burns cleanlgdpeing little or no harmful emissions or

CO.. It has the highest energy content per unit oghvedf any known fuel. When hydrogen
is used in a FC, its only waste is water.
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Fig. 1.4: Global hydrogen production sources in peent.

To make hydrogen a renewable fuel, it should belyeed via RES, such as wind power or
solar power. About half of the hydrogen producedsisd for ammonia (N§i synthesis by the
Haber process. The ammonia is used directly orrenty as fertilizer. The other half

hydrogen is used for converting heavy petroleunrcamuiinto lighter fractions to be used as
fuels.

Steam reforming of natural gas, the least expensigthod, is the most common method of
producing commercial bulk hydrogen. At high temperes and in presence of a metal-based
catalyst (nickel), steam reacts with methane tédysarbon monoxide and hydrogen. These
two reactions are reversible in nature.

CH, + H,0 = CO + 3H, (1.9)
the reaction is done at 750-800 °C, endothermic
Additional hydrogen can be recovered by a lowempterature gas-shift reaction
CO + H,0 - CO, + H, (1.10)
the reaction is performed at low temperature €hift90-210 °C, exothermic

Hydrogen can also be produced by electrolysis aiemwan which the water is split into
hydrogen and oxygen, thus:

2H,0 - 2H, + 0, 11

The current water-electrolysis processes have anmaw efficiency of 50-80%, so that 1 kg
of hydrogen requires 50-80 kWh of electricity. Ugialectricity produced by PV systems
may offer the cleanest way to produce hydrogen.tdPletectrochemical light harvesting
systems may generate sufficient voltage to spliewa
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Hydrogen can also be produced via pyrolysis orfigasion of biomass resources such as
agricultural residues like peanut shells, consuwestes including plastics and waste grease,
or biomass specifically grown for energy uses. Biem pyrolysis produces bio oil that
contains a wide spectrum of valuable chemicals fsds, including hydrogen. Highly
concentrated sunlight can be used to generateighetémperatures needed to split methane
into hydrogen and carbon in a solar-driven therreaubal process.

CH, + heat - C + 2H, (D12
The produced hydrogen can be recycled to the Salmtbcess.

Producing hydrogen from electrolysis is the mostneenical solution among the others.
Hydrogen production from fossil fuels is four time®re expensive than using the fuel itself
[DOE 01]. The production of hydrogen from reactioh steam with methane produces
pollution. During the process of electrolysis, lygken produced from water and oxygen is
dissipated into atmosphere. Latest advances irexlethae efficiency of hydrogen production
to 85%.

Hydrogen energy storage is one of the most immaterknologies [DOE 01]. Hydrogen
electric energy storage process is divided intedhparts: (i) hydrogen production, (ii)
hydrogen storage and (iii) energy production.

Storing of hydrogen can be done by compressingyitliquefying it or by metal hydride
[DOE 01]. The most often used option is to compragdrogen (65-75% efficiency).
Hydrogen can be also stored in liquefied form bgspuring and cooling it. However, keeping
the hydrogen liquid is energy demanding becaugstetery low temperature that has to be
maintained. To create energy from hydrogen two oughhave been used: (i) Internal
Combustion Engine (ICE) and (ii) FC.

The common storage container for electrical enesgihe battery. In single use batteries,
chemical energy has been converted into electesatgy and cannot be recharged from the
grid. In multiple use storage batteries, the eleatrenergy input has been converted into an
active chemical within the battery. The chemicaseéhbeen stored within the battery for later
regeneration of electricity. One of the biggestyems of batteries is their tendency to accept
less total charge each recharge time. The LA haststore modest amounts of energy, with a
battery lifetime of 2 to 5 years. The lead usethm batteries is toxic, and care is needed for
disposal. NiCd batteries store comparatively mowergy but are far more expensive than LA
batteries, and cadmium is toxic. Sodium-sulfurdras can handle more power and recharge
cycles without significant loss of capacity butyttehould be operated at 350 °C. Very long
heating and cooling times are a shortcoming, andaihaged the hot sulfur and molten
sodium burns. A rechargeable battery must stor¢hallchemicals involved in the reaction
within the confines of the battery case. This regmuient, to carry all the reactants at all times,
is the primary reason that batteries cannot stemw@ch energy per unit mass as can chemical
fuels that generate energy by reacting with air.

Hydrogen can be utilized directly for ICEs, as wasl utilized as a chemical feed stock for
almost all the things that are presently being rfestured using fossil fuels. The production
of hydrogen from RESs can be used for the inteemitavailability of the energy from these
sources, with the stored hydrogen later used wiesded. An approximate comparison of
hydrogen-electricity total losses: Transmissiom lioss is 8%; pipeline energy consumption
Is 12%. Hydrogen requires additional conversiopstevith electrolysis consuming 10-15%
of the original electricity. Re-converting;Ho electricity takes 30-40% of remaining energy.
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Storing hydrogen, then using it to generate elatyrprovides only 45-55% of the original
energy compared to 92% if transmitted directly kestecity [Grim 08]. Hence, RE sent as
electricity provides roughly twice the end use b#sas RE delivered as,H

1.4. HYBRID POWER SYSTEM

Because of the intermittent and fluctuant availgbibf the RESs, Hybrid Power Systems
(HPSs) provide a high level of energy security tigto the mix of various generation systems
and often incorporate energy storage systems waremsaximum reliability of power supply.
Several kinds of hybridization of power sources@esented as:

* Hybridization of RESs and Backup (BKU) power uniBecause of the intermittent
availability of renewable energy sources, BKU poweits are usually integrated for a
high level of local energy security. For examplesdl generator, micro gas turbine
and FCs are usually used as uninterrupted powglissgChen 03].

* Hybridization of renewable primary sources: Twawsre renewable primary sources
can be associated for complementary advantagesexXaonple, the PV-Wind system
are often proposed, because the PV panels prowaderp only in the day time and
wind generators produce usually more powers witonger wind in the night.
[Ahme 06].

* Hybridization of RESs and ESSs: The associatiore86s with RESs can ensure
reliability and security of the distributed powezgngration system while maximizing
the benefit from REs. For these systems, the exaedsleficit of energy production
can be optimally adjusted by the energy storages uaiincrease the energy efficiency
[Abbe 05].

» Hybridization of different kinds of energy storadevices: In this case, ESSs have to
be classified into two categories: fast-dynamicaje devices and long-term storage
devices. The association of these two kinds of aeVWirings their complementary
advantages to the RE based generator for the paypgty improvement [Zhou 07].

In this PhD thesis, a hybrid power system has bpmposed to assess the energy
management procedure of an active wind generatopd?¥ls with BKU sources such as Gas
Micro-Turbine (GMT) and FCs. When combined withearergy storage as hydrogen vector.

1.5. CONTROL AND ENERGY MANAGEMENT

The growth in supply and demand in the next decadbsates steady disinvestments for new
transmission lines [GRID 03] [Drog 09]. As a resulbe need for developing smart

distribution systems becomes a necessity. Energiagenent is one of the most important
approaches of enabling smart grids operation, ieffcy and reliability. The objective of a

typical energy management is to optimize enerdyjzation, to minimize energy costs/waste
without affecting production and quality and to mmize environmental effects [Pers 14]

[Sema 13] [Riff 09].

Proper control of HPS with multiple RE/conventicimastributed Generation (DG) and
energy storage is critical to achieve highest systeliability and operation efficiency
[Dime 05] [Cimu 06]. Controller plays a vital role monitoring and regulating the required
power necessary to mitigate the load demand asteepin Fig. 1.5. Typically, a control (or
energy management) system has been required tomgieeeand assign, active and reactive
output power dispatch from each energy source wkéeping its output voltage and
frequency at desired levels. Generally, the contydtems can be classified into three
categories; centralized, distributed and hybridticdrparadigms. In all cases, each energy
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source should have its local controller that carem@ine optimal operation of the
corresponding unit based on current informatiomuiitiple objectives are to be met, and all
energy sources cannot operate optimally, a com@@aniglobal optimal) operating decision
should be reached.

Encrgy sources Power conversion system (PCS)

Data communication

E— Energy flows

v v v v
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Fig. 1.5: Data communication and power flow in HPSs

1.5.1. CENTRALIZED CONTROL
In the centralized control paradigm, the measureéragmals of all energy units in a group,
I.e., a micro-grid, are sent to a centralized aldr, as shown in Fig. 1.6(a).

The centralized controller acts as an energy sugmryWang 08], [Miet 98] and makes
decisions on control actions based on all meassrgdals and a set of predetermined
constraints and objectives. It will prioritize anthnage energy utilization among the various
energy sources of the micro-grid [Miet 98] [Azmy] (&bid 03].
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(c) Hybrid centralized and distributed control paradigm.

Fig. 1.6: Centralized, distributed and hybrid eneryy management categories.
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1.5.2. DISTRIBUTED CONTROL

In a fully distributed control paradigm, the measuent signals of the energy sources of the
hybrid system are sent to their corresponding lazaitroller, as shown in Fig. 1.6(b)
[Lago 09] [Haji 09] [Ko 07]. The controllers commigate with one another to make
compromised (Pareto) operating decisions and aelgbal optimization. The advantage of
this scheme is the ease of “plug and play” opematid/ith this control structure, the
computation burden of each controller has beentlgre=duced, and there are no single-point
failure problems. Its main disadvantage is stid tomplexity of its communication system.
Intelligent model-free algorithms, such as FuzzgicdFL), Neural Networks (NNs), Genetic
Algorithms (GAs) and their hybrid combinations @ential tools for solving such problems
[Lago 09] [Haji 09] [Ko 07].

1.5.3. HYBRID CENTRALIZED AND DISTRIBUTED CONTROL

PARADIGM
A more practical scheme, hybrid control paradigmmbines centralized and distributed
control schemes, as shown in Fig. 1.6(c) [Torr[0&n 08].

The distributed energy sources are grouped withmiao-grid. Centralized control is used

within each group, while distributed control hagmepplied to a set of groups. With such a
hybrid energy management scheme, local optimizatias been achieved via centralized
control within each group, while global coordinatiamong the different groups has been
achieved through distributed control. By this wakie computational burden of each

controller has been reduced, and single-pointriaifroblems have been mitigated.

1.5.4. OPTIMIZATION TECHNIQUES

As the number of optimization variables increaske thumber of simulations rises
exponentially, with a consequent increase in time effort. It is therefore important to find a
feasible optimization technique to select the optimsystem configurations quickly and
accurately. Various optimization techniques for fiylsolar—-wind system have been invested
such as graphic construction methods, probabilegpigroach, iterative technique, Artificial
Intelligence (Al) methods, and multi-objective dgs{Yang 07] [Yang 08].

The main problem for the hybrid PV/wind systemeakated to the control and supervision of
the energy distribution. The dynamic interactiommsen the RESs and the load demand can
lead to critical problems of stability and powerality that are not common in conventional
power systems. Managing the flow of energy througtioe proposed hybrid system to assure
continuous power supply for the load demand is rd&de In conventional energy
management approaches, power electronics based ©O&dDverters have been used for
extracting maximum energy from PV and WE resousses controlling the complete hybrid
system. Other advanced controlling techniques earove the power fluctuations caused by
the variability of the RESs and guarantee the guafithe power delivered to the load. Multi-
sources system, provided an isolated area withélbessary power, has been discussed in this
thesis.

1.6. MODELLING METHODS

Models are used for describing the behaviour otesys [Bahe 06]. An effective way to

describe a system is by representing it in forthefmodynamic system. The thermodynamic
system is a well-defined area that has been segafiaim the outside by a real or imaginary
boundary. A system can then be classified by itsndary and quantities which enter and
exit. Work, energy, heat and enthalpy flow throulga boundary. If there is no matter flow
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through the boundary, like in a light bulb, theteys is called closed system. If there is matter
flowing through the boundary, like in a pump, thgstem is called open system. A
thermodynamic system can be described using tlse lawv of thermodynamics, equation
(1.13) withE the energy of the materi&) the heat energy aiwf the mechanical energy:

dE = dE;, — dE,y, + AQ + AW (1.13)

The change of internal energy depends on the mtemergy of the matter flowing into and
out of the system, the heat crossing the systerdeba@and the work done. When an open
system is regarded, the energy balance can befdraresi into an energy flow balance. A
large fraction of system models are based on tis¢ faw of thermodynamics for open
systems. Normally, a complex system has been dividanultitude small units, each unit
represents an individual thermodynamic system. $hbsystems can be divided into
continuous systems which show stationary behawear time even if mass or energy flows
enter the systems and open systems that considerdependent behaviour. The subsystems
are connected by quantities representing an erflengy This approach is named energetic.

The causality of the system, the physical relatietween cause and effect, is considered
[lwas 94] [Form 05]. As a subsystem representsatiosiary conversion, the causality and
therefore the definition of input and output is figed. For time dependent systems, this is
not the case. The energy accumulated inside themysannot change instantaneously. If the
input value undergoes a step change, the outpuewaill vary. However, it will take a
certain time to reach the new stationary condit{tnansient behaviour). This transient
behaviour has been represented by integration.efdrey, time dependent behaviours have to
be represented in integral form, respecting thesal#ty and thus defining the input and the
output quantity.

Electric Equivalent (EEQ) Bond Graph (BG) and Eme¢ig Macroscopic Representation
(EMR) models use a combination of two differentiahbles to describe the energy flow.
Those two quantities represent the extensive Varia@bated to the size of the system and the
intensive variable independent on the system 3ikese variables are labelled differently in
the approaches, such as: action and reaction fid@MR and effort and flow (BG) or through
and across of Analog and Mixed-Signal (AMS) extensithat is a derivative of the
Hardware Description Language VHDL (VHDL-AMS)

1.6.1. ELECTRIC EQUIVALENT MODEL

The EEQ model is based on the idea that systems diiierent domains can be reduced to
few basic elements. In different energetic domathsye is not time dependent elements
representing losses due to electrical or flow tasise (friction). There are time depending
energy storage elements such as springs and aagéminductors. In the electric domain, the
extensive variable is the current; the intensivealde is the voltage. Different accumulation

elements have been used if kinetic energy is stbretilictor) or potential energy has been
stored (capacitor). The approach using electricvadgnce has been applied for FCs and FC
systems by Hernandez [Hern 05], Chnani [Chna 08]athers [Famo 03] [Yu 04] [Bech 10].

1.6.2. BOND GRAPH

BG is an approach to describe systems graphicailygua limited number of standardized

blocks connected by power bonds [Site 05]. It caasal explicit graphical tool. BG is based
on the first law of thermodynamics for open systamsg energy flows. Furthermore, it

implies causalities to a large extent, helpingnderstand the systems working principle and
to facilitate the controllability, observability dnfault diagnosis. BG has been developed
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during the 1960s by Payner [Payn 06] with main gbations of Karnopp, Rosenberg [Karn
90] and Thoma [Thom 06] [Sama 06].

1.6.3. CAUSAL ORDERING GRAPH

The Causal Ordering Graph (COG) is a graphic, fanat and causal approach for system
description [Haut 04] [Haut 96]. It is the basismfersion based control because the causality
is exclusively represented in integral form. A systhas been divided into subsystems
(represented by ovals) having an input and an ouihe notation represents the causality. If
the connection between the input and the outpstasc, the subsystem is labelled with a
double arrow. If the system incorporates energyage this has to be described in integral
form. It cannot be inverted keeping integral caitxgallherefore, such systems are labelled
with a single arrow. Furthermore, there can be Bogpglements connecting two inputs to an
output. Based on those three basic blocks, it ssipte to describe a multitude of different
systems. As only one quantity is used, it cannoabenergetic representation. To introduce
the energetic aspect a secondary system descripéisrto be used, describing the reaction
variable as shown in Fig. 1.7 [Form 05].

(2

Cem

Fig. 1.7: COG representation of a permanent magnddC machine [Form 05].

1.6.4. ENERGETIC MACROSCOPIC REPRESENTATION

The COG shows considerable potential for contnalcstire development, but its application
is still somewhat bulky complex for multi-physicaistems. Therefore, another approach has
been developed at the electrotechnic and powetrefec laboratory of the University of
Lille, France since the year 2000. The EMR triexdmbine the needs regarding causality
and energetic aspect for inversion based contraleldpment regarding adaptability
[Form 05]. The EMR combines the advantages of tmrol structure development for COG
and energetic approach in a commercial softwarei$B®] [Bous 03a].

The EMR is an easy to read graphic approach fotesysnodelling. It incorporates the
functional aspects with an integral causality andhaice of input and output keeping the
energetic aspect based on the first principle efrttodynamic. As the EMR of a system is
defined, the control structure can be developedgugie GOC approach.

The EMR has been developed to describe electro-améxdd systems [Bous 00] [Bous 03b]
[Bous 06]. It is based on energy flows, it is pbksio adapt it to different energetic domains.
In addition, it has been used for describing tgistem [Bous 05a], wind power [Bous 05b],
paper machines [Sica 06], subway traction [Verh @brid vehicle [Lhom 08] and FC stack
[Chre 08].

The compliance of different modelling approachesthie different demands has been
presented in Table 1.1. The EMR is the most adapiethe problem, even though the
methodology is relatively recent. It comprises asllwhe multi-domain aspect as the
inversion based block wise control structure dgwetbfor the COG. Furthermore, it can be
adapted to the use of multiple variables. TherefeBMR has been chosen for applications on
multi-source systems.
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Table 1.1: Compliance of different modelling approahes to the needs.

Approach Electric Equivalent Model Bond Graph COG MHE
Domains Al S|mpllfr|ne(():ldteo| electrical Different Different Different
Modular Yes Yes No Yes
Energetic Implicit Yes No Yes
Causality No Mostly Yes Yes
Visualization Electric representation Graphic Gilaph  Graphic
. : Matlab- Matlab-
Software PSpice 20-sim Simulink Simulink
Control Electric approach Over_all transfer Yes Yes
function needed

The different EMR elements, their causality and emsion principles have been
comprehensively listed in [Site 06].

1.6.4.1.INTERACTION PRINCIPLE
The system can be decomposed into subsystemseradtions using 4 basic EMR elements
as shown in Table 1.2:

* energy sources (green ovals, terminals of the sy®te

* accumulation elements (orange rectangles with diaigae, energy storage);

* conversion element without energy accumulationi¢usr orange pictograms, energy
conversion);

* coupling elements for energy distribution (orangeertapped pictograms, energy
distribution).

The elements are connected by a quantity pair atidig action and reaction using exchange
variable (arrows), as depicted in Table 1.2. Thosantity pairs reflect the causality of the
system. The product of action and reaction vargliletween two elements leads to the
instantaneous power exchanged. The choice of disntis based on the first law of

thermodynamics. Therefore, the methodology has balked EMR.

Table 1.2: EMR pictogram.

Accumulation Indirect inversion

C 3 Source element -~ /" element (ener : (closed-loo
“——=——  (energy source) i— oy .j E P
storage) control)

— . Mono-physical Mono-physical \ Direct inversion
— «— conversion :IE coupling element ‘\ ;‘ (open-loop

t element (energy distribution control)

T Multi-physical _ e Multi-physical Coupling

«—__«— conversion ‘_W coupling element @ inversion (energy

1 element +— (energy distribution) criteria)
—~—_1+— Amplification = 1 P oo Inversion of a
e *— element ::h: Switching element ‘—[H: switching element

1.6.4.2.CAUSALITY PRINCIPLE

As in COG [Haut 96] [Haut 04], the integral causalonly is considered in EMR. This
property leads to define accumulation element gy tttme-dependent relationship between
variables. The output is an integral function sfiitputs. Other elements are described using
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relationships without time dependence. In orderdspect the integral causality specific
association rules are defined.

1.6.4.3.INVERSION PRINCIPLE

This inversion methodology is an alternative wayldoate controllers, measurements or
estimations. The inversion based control theory heen initiated by COG [Haut 96]. The
control structure of a system is considered ashaersion model because the control has to
define the appropriated inputs to the system frioendesired output as depicted in Fig. 1.8.

ufr) V(L)
— e

Svstem

Upnf 1)

: v (l
| Vel )

Control ?

Fig. 1.8: Inversion-based control.

In this method, relationships without time-depercdemre directly inverted (with neither
control nor measurement).

Because the derivative causality is forbidden, theect inversion of time-dependence
relationships is not possible. An indirect inversis thus performed using a controller and
measurements. These inversion rules have beendextéo EMR, therefore:

» conversion elements are directly inverted;

* accumulation elements are inverted using a clogp-tontrol;

* inversions of coupling element require a critenputs, which lead an organization of
the energy distribution.

Hence, these modelling methods are used to praseiitPSs and control them. In this thesis,
EMR is used to present the different elements efstndied HPS.

1.7. LITERATURE REVIEW

RESSs can be defined as sustainable resourcesldgal\er the long term at a reasonable cost
that can be used without negative effect. RESaudeclbiomass, hydropower, geothermal,
solar, wind and marine energies. Renewable enarg®11 supplied about 19% of the global
final energy demand and 9.7% came from modern rabasources, including hydropower,
wind, solar, geothermal and biofuels [Alem 14]. TRESs sector is expected to continue
growing in the future, especially in solar and wiaguipment production. Technologies for
the RES will also show a decrease in productioriscas a result of accelerated technology
developments, an increase in green equipment menufag and the degree of investment
worldwide. However, PV sources are intermittentnature. Therefore, the smoothing of
power fluctuations by storing the energy duringigas of oversupply and restore it to the
grid when demanded becomes necessary. AccordiB@$s can be appropriately used for
this purpose.

ESSs can be divided into two essential categoltes$ 15] [Kusa 15]: (i) capacity—oriented
technologies such as hydroelectric and hydrogetesys (ii) access—oriented technologies
such as batteries, flywheels and supercapacittwes cdst and the power response time are the
most considerable criteria to distinguish amongEB&s.
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Hydrogen, as a long—term ESSs, is a renewableahgtlexcellent energy carrier thanks to its
reliability and relative high efficiency conversidhcan be stored in different forms gaseous,
liquid or metal hydride. It is environmentally appriate since there is no pollution gases or
materials related to its production, storage, fparnstion and/or consumption. The
importance of hydrogen use becomes a priority smiutvhen the energy produced from
RESs is injected with large amounts. For grid bedaand power quality enhancement, the
need to the high capacity HSS will be significantigreased as explained by Arnone et al.
[Arno 14]. Therefore, hydrogen has been introduasdstorage medium in HPSs such as
[Taba 15] [Trif 14].

Aiming at solving the intermittency problem of RES3$PSs with HSS are considered.
Obviously, several RESs can be combined with b@8%and Back-up (BKU) power units
or at least one of them. Accordingly, several hyization possibilities of power sources can
be noticed [Torr 15]: (i) BKU power units integmai into RESs increase the level of local
energy security. (i) Hybridization of primary RE$$ SES and WES: SESs provide their
power in the day time and WESs produce usually npawers with stronger wind in the
night. (iii) Hybridization of RESs and ESSs to emsboth reliability and security of power
generation systems. The produced and stored esergmebe optimised to increase the energy
yield of HPSs. (iv) Both fast—dynamic ESS and |ldegn ESS are hybridized with RESs to
obtain more reliable HPSs for both dynamic andcstatses. Many studies have been realized
by using different hybridization systems. SES—-WESehbeen combined by Bitterlin et al.,
Bansal et al. and by Moriana et al. [Bitt 06] [Bakld [Mori 10]. The difference among the
existing studies is the different percentage pi@dicon of each source. Other combination
solutions of HPSs have been applied to meet theestgd load such as WES-SES—diesel
[Shaa 10], WES—diesel [Bowe 03] and WES-hydropd®eni 08].

1.7.1. PV PANELS

The PV power system becomes popular in this nevibecause the solar energy is renewable
and environmental friendly. Although research amdelopment on solar cell design and
fabrication is carried out continuously to redube tigh capital cost, the improvement of
overall PV system performance is equally importadhe of the interesting areas is by
implementing suitable shading solution to ensure maximum power can be extracted
regardless changes of environmental conditions.

PV panels have different operating points dependhlsn@n the solar radiation density.
Hence, strategies for selecting the maximum powperaiing point are requested.
Accordingly, Maximum Power Point Tracking (MPPTXleique is largely proposed as a
solution for the shaded PV panels [Ahma 08] [Chd®k When shading is partial, there will
be a new problem where the MPPTSs are differentHervarious PV panel groups connected
to one MPPT controller. Therefore multi-MPPT canpbeposed. Nevertheless, in this case,
all PV panels have a MPPT controller which is feonf being economically optimal. In
general, passive and active techniques have bdmduced as solutions for this problem
[Sham 13] [Bidr 12]:

I.  Passive techniques: two solutions are used hemedoicing partial shading losses; the
first one is by-Pass diodes [Hayo 10], which hagerbinvested to protect shading
panels from hot spot effects and to increase therativPV partial shading panel’s
efficiency. However, the main disadvantage of thaieeles is preventing PV panels
from producing maximum possible power in case otiglashading [Sham 13]. The
other solution is changing PV array interconnectising one of the following
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configuration types: Series—Parallel (SP) (Fig(d))Q Total-Cross—Tied (TCT) (Fig.

1.9(b)) and Bridge—Linked (BL) (Fig. 1.9(c)). It $idbeen shown that BL and TCT
configurations result in increase in MPPT configiara However, the higher number
of interconnections slightly increases the losshef PV system due to the additional
cable loss. In this approach, the large adaptivi lsggnificantly rises installation cost
and requires a complicated control algorithm [SH&N[Bidr 12].

T MMMMBMMMMEMMMMM
S I I s e A R e
T MMM BN MEEME O
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T MMM AR EE MMM
AT MMM AR AN EMEF
T T T T _T T T T _T T T
() Seres Paralel ) ToiaCross Tied _cyridge-Linked

Fig. 1.9: Different interconnection schemes in pas@ techniques [Sham 13].

II.  Active techniques: three categories have beenetbiitthis technique:
* Multi-tracker Inverter

The shading effect in one module or a group of nexwill considerably affect the overall
power production. This problem can be solved witimdti—tracker inverter [Hayo 10]. The
presence of a multi—tracker inverter is thereforstified when several parts of a PV array do
not have the same electrical properties. For exanvphen a part of the field is likely to be
subjected to shading, it is connected to a MPPa& dédicated inverter. Similarly, when two
parts of a field do not have the same orientatioh iaclination (for example double bridge
east—west), each part can be connected to a singiRT. The multi—tracker is a technical
solution that increases the overall cost of theaitetion.

» Atracker per module
It is now clear that when there are power dispegi{especially because of the shade or dust),
the ideal solution would be to have a MPPT for eacidule [Kara 07] [Kara 08] [Sara 10].
Thus, the available power of each module would lii@ined. Some manufacturers offer this
option in their pack. This solution is ten timesrmexpensive than the multi—tracker solution

[Hayo 10].
* Photovoltaic array reconfiguration

This technique depends on using poles and switdbesobtaining an optimal PV
reconfiguration. This technique has been devel@seollowing:
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« Simplified form of PV array reconfiguration was rs¢éal by Salameh et al.
[Sala 90a] [Sala 90b]. In these studies, PV aregomfiguration has been
applied to supply DC motor coupled with water puoygequired power.

e The second using was to provide electrical carsh wiecessary power
[Autt 98]. The real use of PV cells reconfiguratioas been started by Sherif
and Boutros [Sher 02]. In their solution, PV recgufation has been realized
using transistors and switches between cells.

« The PV array reconfiguration, which has been agdeby Nguyen et al.
[Nguy 08], has been divided into fix and adaptietp with switching matrix
between them as depicted in Fig. 1.10. Howeverptagematical formula for
the optimal reconfiguration has not been presentedVela 05] [Vela 08]
[Vela 09], a new PV reconfiguration has been reddh&ing into account the
mathematical formula requested for optimal solutioBut with 280
possibilities of configuration for just nine PV mads, it will be difficult to
determine the optimal configuration. Thereforestholution is suitable for a
small number of PV modules. In [Sham 13], Sham®Dé&h et al. have
founded an optimal PV array reconfiguration in #ddi to mathematical
formulation. This solution is so complicated anced® a lot of poles and
switches for each module as shown in Fig. 1.11.ddeer, it requests an
optimal solution to realize the suitable reconfagion.

 FixedPart  Reconfigurable Part

Fig. 1.10: Fixed and adaptive parts of PV reconfigtation proposed by Nguyen et al [Nguy 08].
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Fig. 1.11: Optimal PV array reconfiguration presentd by Shams El-Dein et al.

The production of energy is becoming increasingdgahtralized [Salm 10]. For small and
medium generation purposes, RE systems can be mienty used. Although decentralized
systems can be favourably used in order to recoticé different forms of energy, to create
synergies between them, and to accomplish supphddd equilibrium, still their main
disadvantage is the energy fluctuations increasgoimer grids. Consequently, the need for
ESS has obviously risen [Mash 09] [Mahm 03]. ES&nsong the possible solutions for
smoothing power fluctuations by storing the systemergy surplus during overproduction
periods and reusing this energy excess when regplesor this purpose, the following ESSs
have been used: compressed-air, pumped hydro, dgpwkuper—capacitors, hydrogen and
batteries [Kare 14] [Vina 08] [Subk 11] [Huan 09]dba 12]. Table 1.3, introduced by Barin
et al. [Bari 09], presents the main features ohdags.

1.7.2. ENERGY STORAGE SYSTEMS

To decide which ESS technology is more appropriitee ESSs qualitative criteria are
considered: load management, technical maturitwepayuality, efficiency and cost. Owing
to hydrogen ESS low mass density and low self-dispds [Bari 09] shown in
Table 1.3, it becomes a promising means of elelstnmical storage that attracts huge interest
despite its immature technology, and relative hegist. Since hydrogen is not a primary
energy source, its energy storage is based oneatrai/ser to split water into hydrogen and
oxygen. Hydrogen ESS is suitable for storing eleatrenergy for a long term. It is one of the
most suitable technologies and reliable optionsldad shifting applications. On the other
side, batteries’ banks are largely used as solufiionPV energy storage. However, the
demerits of this technology are its relative lonery density, self—-discharge, and leakage
characteristics. Unlike hydrogen storage systeratielies are not the best ESS solution for
long—term energy storage purposes [Meen 14] [RHrr 1

Table 1.3: Hydrogen ESS compared with other ESS thaologies [Bari 09] [Medi 14].

ESS Criteria Comp_ressed Pumped Hydrogen Flywheel Super-capacitor
air hydro
Quantitative Rated data
Costs (US$/kW) 450 750 1200 300 1300
Quantitative Weights — “the higher the better”
Load management 0.65 0.60 0.80 0.40 0.25
Power quality 0.40 0.40 0.85 0.80 0.65

In order to balance the energy network in HPSse&ttami et al. [Ehte 14] have compared a
numerous energy storage techniques based on tleryygpower density, ease of integration,
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cost effectiveness, durability, efficiency and saf@he study has proved that the hydrogen is
the most appropriate storage medium among the ettisting storage methods in favour of
its low capital cost and high energy density. Arotitomparison on the energy storage
technologies has been adopted by Meena et al. [MlégrHydrogen Energy Storage System
(HESS) is stated to be a promising technology fmadl shifting applications. Another
comparison has been achieved using small scalécapph of HPSs. Accordingly, Parra et
al. [Parr 14] has tested a single grid—connectad@dhat has been provided with PV energy
source for a cycle of day. This system has beerboted with two storage mediums, LABES
and hydrogen. The authors have noticed that botBH®\ and hydrogen have a system
efficiency enhancement of about 1.5 times for e@dnsequently, an equal performance for
both types of storage technologies has been iitestr

Hydrogen is a good storage carries thanks to éamngllight and efficient fuel. In favour of its
positives aspects, HESS has been used for diffé&&nisystems especially PV and wind
systems. In [Gao 14], Gao et al. have shown th@rtapce of energy storage as a solution for
the RESs intermittence using WE. A comparison betweydrogen production from RESs
and non—RESs has been examined by Acar et al. [A¢hrBased on the global warning
potential beside the social cost of carbon crite¢hia results have shown the optimal hydrogen
production from wind as well as from nuclear soarda [Riha 14], two energy sources, PV
panels and WT have been used by Riahy et al. toccore RESs intermittence problem, to
enhance the reliability of the system and to mimenhydrogen production. Ural et al.
[Ural 14] have only proposed PV array to producetigdrogen at surplus energy production
and to re—provide it by means of FCs to eliminagability in case of lack of power.

1.7.3. HYBRID POWER SYSTEMS

In recent years, many improvements have been peduiol hybrid PV-Hydrogen systems to
increase their efficiency such as modifying theetdyser connection with PV, using special
chemical compounds, controlling water temperatune fanding solutions for some negative
internal physical phenomena. Talin et al. [Tali I&ve studied a PV-hydrogen system
combined with photo-electrochemical junction céfiat directly convert sunlight into oxygen
and hydrogen. As this technology is in its earlggst studies, its low efficiency should be
improved. Furthermore, in another proposed soluti®v—-Electrolyser (ELS) system
efficiency can be increased using direct connectietween PV and Proton Exchange
Membrane Electrolyser (PEM ELS) as discussed by &aal. [Rau 14]. Special chemical
compounds have also been used to affect the systfitiency. Cadmium Sulfide
nanoparticles as photosensitizers have been declkappromote the electrolyser hydrogen
production. As a result, PV efficiency has beerreased as explained by Zou et al. and by
Zhu et al. [Zou 14] [Zhu 14]. Polonsky et al. [Pdld] have proved the effect of temperature
on electrolyser efficiency. Temperature has beereased from 373K to 933K in pressurized
Alkaline. In this case, temperature has non-sigaifi impact on the system efficiency in
thermo—neutral mode. In operation mode (operatibnteanperature below 373K) and
endothermic mode (operation at temperature mone #33K) any temperature—rise has an
effect on electrolyser efficiency as shown by Retipt al. [Peti 14].

Although alkaline electrolysers are available wilV class for industrial applications, PEM
ELSs are preferred in RE storage due to their vasy response time which makes them
suitable for the fluctuating behaviour of RESslasirated by Arico et al. [Aric 13].

Energy management is a necessary method for angien economic HPS solution which
will be applied in this thesis [Kanc 11]. The ugehgbrid system with RESs and no RESs as
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well as the RESs intermittency guide to a non—adled HPS output that needs an ESS to
meet the requested load [Riff 09] [Mult 13]. Howevéhis ESS requests an energy
management system able to produce convenient otdestore/restore the energy at ESS.
Consequently, an economic HPS will be obtained.

In order to achieve an optimal power generatiomfbfferent RESs and the reliability of the
power system, many studies have been realized [jsd®V-WE have been combined by
Bitterlin et al., Bansal et al. and by Moriana ¢t [8itt 06] [Bans 11] [Mori 10]. The
difference among the existing studies is the déffiipercentage participation of each source.
Other combination solutions of HPSs have been egb meet the requested load such as
WE-PV—diesel [Shaa 10], WE—diesel [Bowe 03] and WEopower [Beni 08]. As the
RESs have the intermittence problems, it is necgssacombine these systems with ESSs.
Many energy management solutions have been inteatlfar this objective. Monnerie et al.
[Monn 14] have used a hybrid WT and high tempeesatieam electrolyser. The investigation
of energy balance has been achieved for a plamicdgof 10 MW. This combination aims at
efficiency enhancement of the plant. Consequeralhplant efficiency of 38% has been
obtained and the power penetration has been overddW+-WT system has been also treated
by Cau et al. [Cau 14]. This system has been cozdbwwith storage elements such as
batteries and hydrogen. In this case, the energnagenent has considered the uncertainty of
batteries instead of State of Charge (SoC) andotiee demand for taking into account RESs
intermittency. A reduction in cost of 15% has beeticed in comparison to the conventional
SoC method. As presented by Rau et al. [Rau 1Aj¢cdconnection of PV panels with a PEM
ELS has been used. Accordingly, this system haspimal efficiency at higher current—
lower voltage. Moreover, Choudar et al. [Chou 1&ydintroduced a HPS of grid connected
active PV system consisting of PV-batteries—ultapacitors. The presented strategy was
considered the weather prediction and load forewasthe results have shown smooth power
providing, fast power compensation and optimum sting of storage elements.

Energy management is becoming a priority for HP&gularity as well as to reduce the
energy generation costs. For finding the most praperoach, to achieve the optimal energy
management strategy, one of existing optimizersbeaapplied such as (i) random optimizer;
(if) gradient optimizer; (iii) random minimax optiger; (iv) gradient minimax optimizer; (v)
quasi-newton optimizer; (vi) least Pth optimizesij)(minimax optimizer; (viii) random max
optimizer; (ix) hybrid optimizer; (x) discrete optizer; (xi) Genetic Optimizer (GO); (xii)
State Space Search Reference (SSSR); (xiii) Siedulahnealing Optimizer (SAO) and (xiv)
sensitivity analysis [Site 07]. Generally, for gidlsolution, GO and SAO have been used.
Velik et al. [Veli 14] have selected the SAO to rebafor the optimal energy management
strategy. Accordingly, the two methods SSSR and S#€We been compared and the
optimization error results have shown the prefezesfcSAO methodology.

After choosing the appropriate optimizer, systemingi has to be applied for achieving the
minimum cost power generation of HPSs—satisfieddodemand. Accordingly, Maleki et al.
[Male 14] have applied multi-Al techniques on PV-WT. This combination aims at
optimum sizing for satisfying the load demand andimum annual cost. Particle Swarm
optimization (PSO), Tabu Search (TS), Simulated éating (SA) and Harmony Search (HS)
methodologies have been applied on the proposddnsysn economic comparison has been
performed among the mentioned methods. As a rd38D is the most economic method and
promising one. In addition, using historical dafteclimate and the load demands, Feroldi et
al. [Fero 14] have applied the GA for finding thetiommum sizing of the HPSs. Furthermore,
Brka et al. [Brka 14] have used GA to choose th& Beand—alone hydrogen system among
three proposed systems such as WI-MT—PV-H and PV-H. The comparison has been
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performed based on three criteria: minimising rmesent cost, whole life cycle emission and
dumped excess energy at low demand.

When the energy produced from RESSs is injected withig amount, the need to the high
capacity hydrogen—based will increase significarfly grid balance and power quality
enhancement as explained by Arnone et al. [Arno Adtordingly, some researchers have
used different conventional controlling techniguRefld 07] for different combination of
HPSs. Park et al. [Park 04] have presented the ipoevapensation system for controlling the
energy flow through HPSs according to load demaadenciaga and Puleston [Vale 05] and
Onar et al. [Onar 06] have developed controller F##Ss. Accordingly, three modes of
operation have been developed using sliding modé@anethods for controlling the hybrid
system. Trifkovic et al. [Trif 14] have developedH®S consisting of WE-PV-FC-ELS with
hydrogen storage. Predictive control has been dedigor better power management in
comparison with the case where no predictive cohte been applied. Garcia et al. [Garc 14]
constructed three Energy Supervisory Control (EChoth batteries and hydrogen storage
mediums. In this study, the SoC of batteries argl hlydrogen tank levels have been
maintained at optimal levels. A comparison amonrg ttiree ESCs has been performed to
reduce the ESS devices’ costs.

The techno—economic study of the HPSs is requioedoptimal efficient utilisation. This
study can be investigated using software toolsh&et al. [Sinh 14] have found 19 software
tools that have been used for this aim. Conseqyesntitable method based on the capability,
limitation and availability of each software to@dbeen searched for. Accordingly, HOMER
software tool which has been widely used due teatsest and fastest evaluation capacity for
many maximum combinations of RESs has been fourappsopriate software. In addition,
HOMER has been used by Mohammed et al. [Moha 14]|dealing with the energy
management of hybrid PV-FC system in the city oés€Brin France. A special Matlab—
Simulink® model for the energy management controlled theggnlow between HPSs and
load has been constructed by Abdelkafi et al. [Akdg¢ This hybrid system composed of
WT-ELS-FC and super—capacitor. Different scenahase been treated alongside with
optimal and reliable energy management algorithemnbdeeen obtained. Furthermore, Zhang et
al. [Zhan 14a] have exercised an energy manageomeHtPS consisting of micro-grids that
has the structure PV—-ELS. Obviously, this study I@sn applied for both stand—alone and
grid-tied. The load prediction has led to an enkament in electricity consumption by (5.7%
and 25%) for (stand-alone and grid—tied) systenspaetively. El-Shater et al. [EI-Sh 01]
discussed the energy flow and management of ady®vi-wind—fuel system. Each of the
three energy sources has been controlled so aditv@rdenergy at optimum efficiency by FL
control technique which is employed to achieve MR&Tboth solar and wind energies and
to deliver is maximum power to a fixed DC voltagesbChedid and Rahman [Ched 97] have
presented controller design that monitors the djmeraf the stand—alone or grid—connected
systems. The controller determines the availabéegnfrom each of the system components
and environmental credit of the system. The dewwsomodel can give production cost,
unmet and spilled energies, and battery chargedieatiarged losses. Some new approaches
based on FL and GA techniques [Senj 06] [Ched @®ktbeen proposed for the scheduling
of the battery and the diesel generator of a hyBxdWE-diesel system.

1.8. THESIS ORIENTATION

In this thesis RESs consisting of PV-WE have besacted as principle sources and they
have backed up by another sources that have dynanmitiction feeding such as GMT and
FCs. This combination of sources has an over gaoerat low load. However, they have a
lack of power at peak load. Therefore, an energgagament strategy has been proposed to
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overcome the difference between generation anduoopisons. This energy management
based on hydrogen storage and uses the elect®lf@ethe energy storage and FCs for
energy restoring. In addition, FLC and NN have besed such as energy management
methods. A comparison of these two methods has id@duced. The problem of hydrogen
flow at electrolyser output has been studied a$ agethe problem of PV panel shading has
been detailed. Consequently, an increasing in lggirdlow has been obtained and a new PV
panels reconfiguration overcome the problem of BWgbshading has been achieved.

In this thesis, the main contributions are thuprtpose:

* A relatively cheap and simple PV panel's configimatto overcome the partial
shading PV panels using switches and dSPACE efectrcard. The shaded PV
panels, if any, have caused minimum power lossexcamparison of existing
solutions.

* A methodology for increasing the electrolyser wagenperature of input by internally
using a percentage of the energy produced by P¥lpara FL control and PI control.
Therefore, the positive effect of water temperatuse in PEM ELS has been
demonstrated. The desirable impact of water tenyeracontrol on the PEM ELS
efficiency using PV panels has been clearly hidtied.

* An energy management methodology for the propode8.Hhis energy management
has been achieved using two methods Fuzzy Logictr@orfFLC) and NN.
Consequently, a comparison between the two methgad has been performed.

1.9. THESIS OUTLINE

In the second chapter HPS comprises of PV, WTs, HEI8, PEMFC and Gas Micro—

Turbine (GMT) has been studied. Each source has pe&sented using specific EMR model.
Accordingly, different equations necessary to mmlithe different models have been
comprehensively illustrated. Consequently, a glomaldel presenting the HPS has been
obtained.

In the third chapter, HPS comprises 72 kW PV paaets 59 kW PEM ELS has been studied.
Accordingly, a new shaded PV panel’s solution basedimple switches reconfiguration and
dSPACE electronic card has been achieved. In addi®EM ELS efficiency enhancement
based on FL-PI controls has been performed. Coesglgu the obtained HPS is able to
provide the hydrogen at relatively high efficiency.

In the fourth chapter, sizing and energy managersieategies have been applied on a HPS
comprising PV, WTs, GMT and FCs sources. Obvioustgh NN and FL methods have been

applied to achieve an optimal solution with minimanergy production cost. Consequently, a
comparison between the two approaches has beeormped and economic study has been
presented.
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2. MULTI -SOURCE SYSTEM:. MODELLING AND
SIMULATION
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2.1. INTRODUCTION

In this chapter, EMR modelling of mi—source system has begropose. Obviously, PEM
ELS, PEMFC, WT, PV panels arGMT models have been introduced. The matheme
equations presentinthe suHmodels have been comprehensively explained. Intiadd
simulation result has been shoto present sources’ outputs fesch modt«. The global HPS
model will servefor the energ management study in case of mudtidrce systen

2.2. PEM ELECTROLYSER

EMR model for PEM EL$as been developed by Agbli [Agbl 11a] using EMRhudology
in FemtoST/FCLab laboratories. The PEM ELS uses the etgstras a fuel alongside wi
water and heat as endothermic nature elements. wsut of reaction in the PEM EL
oxygen and hydragn have been produced at the anode and the catbsmectively as give
in equation (2.1).

H,0 + Electricity — %02 + H, + Heat (2.2)

The PEM ELS model comprises four -models: electrical, electrochemi—thermodynamic,
thermal and hydraulic mode

2.2.1. EMRELECTRICAL SUB -MODEL

The terminal voltage of the electrolyser can baddigt into two parts: the firsiE) that is

assigned to the Gibbs free energy change, whilesd¢kend part irelatec to over—voltages.
The sum of the overeltages is related to the current flowing throughe

electrolysem (Ig;s). Electrical variables of the electroly, Iy ancVg.s, follow the

relationship:

Vers = E + 1 (IgLs) (2.2)

Experimentally, it is possible to use the electselywith either imposed current or volte
configuration.

This submodel consists of one EMR source and coupling ldodke coupling block he
served in the connection between the provided poatethe electrolyser input and bc
powers providing the electrochemical -model E Iz; ¢ and covering power loss in thern
modellg; s n (Ig.s). The EMR of electrical si-model is shown in . 2.1

Isy

i
‘EL

nidgy

Fig. 2.1: EMR of electrical sub—model.

2.2.2.EMR ELECTROCHEMICAL AND THERMODYNAMIC SUB -

MODEL
The EMR of the electrochemical and thermodynami-model isdepicted in Fig. 2.z
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Fig. 2.2: EMR of electrochemical and thermodynamisub—model.

Fig. 2.2 summarizes the principle of water sepanainto oxygen and hydrogen in presence
of electric and thermal energy dissipated by th&AHH.S over-potential and needed in the
environment of electrolysis. The losses in the kste@mmbined of activation, diffusion and
ohmic losses have been converted to heat. Therd¢fmenal energy has been generated from
the electrical source and/or the electrolytic emvment.

When water is electrolysed, electrical and heatrgiee (G(;) and TAS(, respectively)
related to the equation (2.1) will be required aonplete the reaction [Onda 04].

Gibbs energy stated in equation (2.3) can be ofdaioy finding the values of enthalpy
variation4AH and free entropy variatiofS:

AG(HZO, HZ,OZ) =AH + TAS 23)

Entropy variation for water electrolysis in equati@.1) is:

E
2T?2

A0 my0n = Al +B.T+C(2)+ D (2) - (L) +6 (2.4)

The constang, B, C, D, E andG are listed in Table 2.1:
In addition, the enthalpy variation for equatiorl(ds presented as:
T? T3 T4 E
AHy,0, 1,0, = AT + B (7) +C (?) +D (T) - (;) +F—H+H, (2.5)
where, the constanss, B, C, D, E, F, HandHp are given in Table 2.2:

Table 2.1: Entropy constant values of PEM ELS.

A[K] BIK] C[K 7] D[K 9 E[*] G[J/Kmol]
H,0 -203.60 1523.29 -3196.41 2474.45 3.8553 -488.72
H, 33.07 -11.36 11.43 -2.77 -0.1586 172.71
0, 30.32 -20.24 57.87 -36.51 -0.0074 246.79
Table 2.2: Enthalpy constant values of PEM ELS.
A[K] BIK 7] CIK?] D[K E["]  F[I/mol] H[I/mol]  H,[I/mol]
H,0 |-203.6 1523.29 -3196.41 2474.4 3.8553 -256.55 -285.83 .835
H, 33.07 -11.36 11.43 -2.77 -0.1586 -9.98 0 0
0, 31.32 -20.24 57.87 -36.51 -0.0074 -8.90 0 0
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Based on equation (2.1), the Gibbs energy andrttrepgy variations are respectively:

AGp.1y = Gy, +5Gp, — Guyo (2.6)
AH 1y = Hy, + > Hp, — Hy,o (2.7)

The Gibbs energy is related to the electrolysisagd as expressed in equation (2.8):

AG
E(Z.l) = n(;'ll) (28)

where, n is the number of electrons participating in thecte®n according to water
electrolysis:

Hy0 = 20, + 2H* + 2e” k)
2H* +2e” - H, (2.10)
The electrolyser current is directly proportionalthe amount of the produced gas and the
consumed water as depicted in equation (2.11).

. . . . i
n=ny,o =Ny, =20, = (5_;5) Neeu Nr (2.11)

Gibbs energy and entropy expressions as functidiquwti water, hydrogen and oxygen for a
given temperature can be expressed by equatiofisg@d (2.5) [Onda 04] [Pier 07].

The value of the reversible potenttaldepends on the reactants concentration. Consdguent
the reversible potentidd, called the Nernst potential, is calculated asf{Bi7] [Ni 07]:

AG RT P, POy
E = Enernst = (E) =Epy + (E) In (ZZ—ZZZ) (2.12)

where, the water electrolysis occurs at atmospbiegsure (1 atm).

The gas flow is expressed by:

Vgas = Nggs (ﬂ) (2.13)

Patm

2.2.3.EMRTHERMAL SUB -MODEL
The EMR of thermal sub-model is depicted in Fi@: 2.

T i

— I T —~
T ASg; | | lesses
: Afe hy Tame

Fig. 2.3: EMR of thermal sub—model.

The thermal model has two degrees of freedom. ke describes the temperature of the
stack and the other is concerned with the tempesvaluation of the tank.
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When electrochemical reaction takes place, thelleb@ia power loss related to temperature
loss which represents the output of the thermal-rsatel. The requested energy for
temperature loss cover obtained from electricatmmobel is shown in Fig. 2.3. The stack of
the electrolyser may be considered as a heat adatiomuelement. Considering all thermal

fluxes at inputs and outputs, the thermal model lmapresented as equation (2.14) [Ni 07]
[Lebb 09] [Biak 08] [Shin 07] [Bous 02] [Bous 0@P¢re 10] [Roy 06] [Four 06] [Ulle 03]:

Con-stact () = T|2(a5S,),, — Z(aS,) .| (2.14)

Equation (2.14) presents the heat balance in teetrelyser stack taking into account all
losses and sources of thermal energy. Therefoeesdim of entropies related to both heat

sources(AS, ). and heat losseg (AS,) . have to be calculated.

The entropy variation of inpl(TASq)in can be calculated considering the entropy flowtfer
electro—thermic and hydro—thermic exchangers.

a. Entropy flow for the exchanger electro-thermic
The main source of heat comes from the conversiomalloheat over—voltages;,; as
expressed in equation (2.15):

TAS = 2F Nyor = 2F (Mg + Naifs + Ref) (2.15)

The obtained entropy can be given by:

AAS = 1 (ZF(nELS+Zdiff+Rej)) _ (%) N, (ZF(nELS+Zdiff+Rej)) (2.16)

Due to the work conditions and devices used inekgerimental test [Agbl 11a], it is not
possible to measure considerable value of curfidrdrefore, the diffusion overvoltagg;sr
has been neglected. Moreover, the activation oWay®en;, s and ohmic overvoltage, .,
have been calculated from equations (2.17) and8)2[Biak 08] [Harr 05] [Dale08]
[Garc 08]:

RT . _ 1 RT . _ I
NeLs = Eact—anoa + Eact—cath = (m) sinh 1( =S ) + (ZaCF) sinh™! (ﬁ) (2-17)

2jo,44
. 9
Eonm = Rej = (a) IgLs 18)
b. Entropy flow for the exchanger hydro-thermic
The entropy flow for the exchanger hydro—thermigiigen by:

. _ Cp-H0(T=Tin_H,0)Qvin-H,0 PH,0
Ny200SH20 = T (2.19)

where, the water density is calculated using:
pr,0 = (Tin—nz20 — 273.15) (—=0.0038) + (Tin—p,0) (—0.0505) + 1002.6  (2.20)
Cpvalues are function of the three parameters listddble 2.3 according to equation (2.21):

_ |a+bT+cT2+aT3+eT72]

Cp_(H20,H2,02) = 1000 Mary0m13.00) (2.22)
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Table 2.3: CP values for water, hydrogen and oxygen

Equation a b[K] c[K“] d[K ] e[K]

Cp_m,0 -203.60 1523.29 -3196.41 2474.46 3.8553
Cp_m, 33.07 -11.36 11.43 -2.77 -0.1586
Cp_o, 31.32 -20.24 57.87 -36.51 -0.0073

As a result, the input entropy variation representall heat losses is equal to the sum of
equations (2.16) and (2.19) respectively, then:

(Asq)in _ (%) N, (ZF(nELS+Zdiff+Rej)) n (CP—HZo(T—Tin—H;o)QVin—Hzo PHZO) (2.22)

The entropy variation of outplﬁnsq)out related to heat sources is composed of:

i.  The entropy variation of hydrogen given by:

g, A8 y, = Sl Tinct1,0) 0 (2.23)

where, the mass flow of hydrogen is:

Qm—HZ = leZ MH2 (2.24)

ii. ~ The entropy flow of oxygen0. 514, AS(, can be expressed as:

0, g, = Sr=ealTinciz0)em-o; (2.25)

The mass flow of oxyge@,,_o, is:
Qm—o2 = 7'102 MoZ (226
lii.  The entropy flow of consumed water is:
Consumed water entropy = ny,o ASy,o (2.27)
iv.  The entropy flow of anode is:

Nanode ASanode = Ny,o0 ASHZO + N, ASOZ

_ (CP—HZO(T_Tin—HZOTPHZO)QV—HZO—outa) + <CP—02(T_Ti;1—02)Qm—OZ> (2.28)

v.  The entropy flow of cathode is:
NeathodeDScathode = leZOASHZO + hHZ ASHZ

_ Cp-t,0(T-Tin-Hy0 pHZO)QV—HZO—outc) (CP—HZ (T_Tin—HZ)Qm—HZ)
_ . + z (2.29)
vi.  The entropy flow of losses is:
. (T_Tam )
Nyosses ASlosses = Tb] /T (230)

The total output entropy variation is the sum & #ntropy variations of hydrogen, flow of
oxygen, the entropy flow of consumed water, theagy flow of anode, the entropy flow of
cathode and the entropy flow of losses, so that:
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(Asq)out =
Copy (T—Ts _ Cp-0,(T-Tin- - :
PHy in Hzo)Qm Ha + P04 n HZO)Qm 02 + Ny,o ASHZ +

T
(CP—HZO(T_TL'TL—HZO pHZO)QV—HZO—outa> n <CP—02(T_Tin—02)Qm—02) n
T T

(CP—Hzo(T_Tin—HZO pHZO)QV—HZO—outL') + (CP—HZ(T_Tin—Hz)Qm—H2> + <%> (231)

T T

2.2.4 EMRHYDRAULIC SUB -MODEL
The EMR of PEM ELS hydraulic s—model is shown in Fig. 2.4:

Py,o VHZO_cnnv
Th,0in|| Q/T
2 .
VHZO}'" VHZO in Vnzo in VHZO*'. Paza '_IVHZO out
H,0 tank =y - L - — I\ [ (| -

Py,oin Py,o-in Py,0 out Pu.o V20 out Py o out
2 E .

Py.oc Vi,0 Mem

Fig. 24: EMR of hydraulic sub—model.

In the hydraulic submodel, watelis provided from the tank as input. In addition, hygko
and oxygen ar@roduced at the output. Moreover, temperais exchanged between bc
hydraulic and thermal subzodels

From Fig. 2.4, there is an element of energy canear(without changing doma) for

materializing pressure losses before entering déinéirees of the stack. In addition, an elem
of coupling whch allows recognizing both the entering reactiotewat the reaction sites a
transferred water to the cathode via the membrarstorage element, just after the coupl
element, allows evaluating the profile of the poesswithin the stack. The horgeneous
fluid transfers, in its flow, the heat from the soeiof heat storage of stack. It is related to
water and the exhaust gases. At the end, the s separated from the gas before being

back into the same tank. To simplify the diagrane source element that models the tis

presented by a single and not two water tanlin the beginning and the end of the hydra
circuit for achieving the closed loc

On the anode side of the electrolyser, the balanveng the water flow at theput Qy;y, u,0,
the reacting water floWQy ,0 req: @nd evacuation water flow via the membrQy 4,0 mem
have to be taken into account, so

Qv 1,0 = Qvin_n,o — (Qv_n,0 rear + Qv_n,0-mem) (2.32)

At the cathode side, equati¢32) is:

QV—HZO—outc = QVin_HZO_cath + QV_HZO—mem (2.33)

If the cathode side of the electrolyser is not $iedpwith water, the amount of wat
discharged from the eleote will be only that passes through the memt Qy y,0-mem-
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The pressure profile at the crossing of the stadky reference to the anode (the same
principle to the cathode) can be modelled as:

Py 4 = fQVin_HZO_CQV_HZO_outa dt (2.3 4)
- h
The global EMR model of PEM ELS is depicted in Figs. The EMR formalism has several
advantages: representation of multi-physic systesystematic deduction of control
structures, and the implementation can be easiljomeed under common commercial
software environments, such as Matlab—Simulink.

LT T T T T T T T Ay, T T Ve = 1
) O Electrochemical |
Gy, VO Porm I
4 2 Model
|
g0 Gy Py = Pam ]
|

Pu,o.c VH,0 Mem

Fig. 2.5: The EMR model of overall PEM ELS.

2.2.5.3MULATION RESULTS

The electrolyser in the system under study is stAX¥XH-TEC with an active area of 16 cm?
and a membrane thickness of 130 um. Tests haveger@rmed on this small electrolyser.
Then, for the simulation purpose the 59 kW PEM HEh&del was extrapolated for realistic
parameter values. It is possible to impose voltagecurrent to the PEM ELS model.
However, in the simulation, the current is impos€dnsequently, the voltage is deduced at
the ELS terminals. Then, the current value has hegied and the corresponding voltage
values have been obtained. Therefore, the polaizaurve of PEM ELS at 353 K stack
temperature is reached as in Fig. 2.6. As depiictddg. 2.6, there is a proportional relation
between electrolysers’ voltage and current.
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Fig. 2.6: ELS current as function of voltage.

2.3. FUEL CELL

The FC uses hydrogen as a fuel at the anode angeoxgs an oxidant at the cathode to
generate both electrical energy and heat due texbthermic nature of the overall reaction in
PEMFC as in equation (2.35). In the PEMFC, as acsoaf energy, the reaction product of
chemical reaction is pure water then:

H, + %02 — H,0 + Electricity + Heat (2.35)

2.3.1. EMRMODEL OF PEMFC

EMR model of PEMFC, developed by Hissel [Hiss O&js used for hybrid vehicle
applications [Boul 08] [Sola 09]. In addition, iam be integrated to fit other stationary
applications [Agbl 11c]. Fig. 2.6 shows the EMR rabdf PEMFC [Hiss 08]. The
corresponding EMR model consists of four sub—modsetrical, thermodynamic, thermal
and fluidic models. The studied FC model is ZSWc20-stack of nominal power of 500
watt. Each cell has an active area of 100 cm? (nah@urrent ;. of 50A).
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Fig. 2.7: EMR of PEMFC.

2.3.2.EMRELECTRICAL SUB -MODEL
In the electrical sub—model, the stack voltéigeis the cell voltage multiplied by the number
of cells inside the coupling element, thus:

Vi = N(Ey + AV) .38)

where,N is the number of cells in the stad; is the Nernst potential arkl/ is the sum of
activation, concentration and ohmic over—voltages.

2.3.3.EMRTHERMODYNAMIC SUB —-MODEL

Thermodynamic model has two input variables, the te@peratureT;. and the FC
currently. , in addition to two output variables such as tiermodynamic potential, and
the entropy flonASq, which is function of the entropy variatids, and Iy, :

(AHO (Tre)-TrcASo (ch))

Ey=— ~ (2.37)
ASqy = 2L (2.38)
Nernst potential is the sum of potential variatidhand standard potenti), , then:
Ey = Ey + AE (2.39)

where, the potential variatiokE is a function of the partial pressures on catalgtiesPscy,
andPsc, respectively, thus:

- Psct, Psco,
AE—AchfCln( 5 )+Bchfcln( - ) (2.40)

where,Achﬂ andBchfC are the Nernest potential coefficients.

The entropy flowASq,, represents the emission of heat during the elgotmical reactions,
so that:
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ASq, = A’;"f’f : (2.41)

The gases flow.y, andq.o, are calculated according to the perfect gas laen:t

_ i RTgc

Aen, = 55 (PSCHZ) (2.42)
_ 1 (RTypc

deo, = = (—,,) (2.43)

Therefore, the FC voltage is equal to:
Vfc = N[EN - (AVact + AVeone + AVohm)]

where, the voltage drop, caused by the activatiactoncentration and ohmic
areAV,q:, AV.onc and AV, respectively. They are given by:

AVqer = (%) ch In (IfCI:In) (2.44)
Woone = (52) Tre In (1 - ’ILl) (2.45)
AV = Rl (2.46)

2.3.4 EMRTHERMAL SUB —MODEL
In this sub—model, the ohmic and transfer resigsyR;, andR; respectively, cause losses in
the form of heat. Consequently, the entragy will be:

2
(Rm+Rp) I fc) (2.47)

AS, = ( e
where,AS, is a function of the currer., and the(R,, + R.)Is. which corresponds to the
overall activation, concentration and ohmic ovetepaals.

2.3.5.EMRFLUIDIC SUB—MODEL

In the fluidic model, hydrogen and oxygen are aiddiand the air is an atmospheric exhaust.
Hydrogen and oxygen have been provided with the@csl tanks. Obviously, the mono—
physical conversion elements represent the chasges$, therefore:

P = Pscx(+ Rdxl)Qx (2-48)
Pscx_Psx
Axout = Retxy (2.49)

where,x= O, and/orH;, Ry, andRg,, are the fluidic resistance on the supply and eshau
sides respectively of the anodic/cathodic compantpg, P, andP,., are partial pressures,

q, andqy,,: are volume flows.

Furthermore, the accumulation elements represenbtiffer volume in the diffusion layers

and the coupling elements have been used for ttpeibgas calculation, then:

dPSCX

1
dt = (E) (qx —qex — onut) (2-50)

where,C,, is the fluidic capacity of the anodic/cathodic qartment.
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2.3.6.PEMFCSIMULATION
The requested power can be obtained by increaBagumber of PEMFCs in the stack. The

cell nominal current,,;; depends on the cell surfagg;;, therefore:

lcell = Scell Jeell (2-51)

where,j..;; is the current density of the PEMFC cell,;; is the number of cells connected in
series to provide the stack voltadg. for which the desired powe¥. will be:
The larger the surfaaef the cel] the greatethe current delivered bthe PEMFCQwill be. The

nominal valueof PEMFC systeml, . obtained by connecting a number stfacksin
parallelng,,, is:

Lnpe = Ngep Ipc (2.53)
The model can be adjusted for wide power rangei@imns. Simulation results for one,
twenty cells and two stacks of twenty cells in Hatare depicted in Fig. 2.8. These curves
present the current as function of voltage. Highenber of cells leads to an increase in stack
voltage. The PEMFC considered parameters are listdge Appendix (Table A.1)

One cell of 100 cm?

40
Current (A)

(a) One cel

Voltage (V)

Twenty cells of 100 cm?

20
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=
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(b) Twenty cell

Fig. 2.8: V-l characteristics for different number of cells and stacks configurations.
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Two Stacks in parallel of twenty cells each
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i
o

100
Current (A)

(c) Two stacks in paralle

2.4. WIND TURBINES

WTs convert the kinetic energy of wind into mecltahienergy. The most of this energy is
transferred into electrical energy.

The system of WT nacelle is composed of an 800 kWrétharging batteries, the wind pod
contains all elements which convert mechanical ggneroduced by the wind into electrical
energy such as the blades, the shaft, the gearthex|nduction Machine (IM) and the
electrical energy elements such as the invertett@matteries as depicted in Fig. 2.9.
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Fig. 2.9: WT with the batteries pack connection.

2.4.1. EMRMODEL OF WT

‘ ™
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Fig. 2.10: The EMR model of WT.

As shown in Fig. 2.10, the EMR model of the WT dstssof seven blocks such as:

e The wind: is themovemenin anatmosphergas massit the surfacef the planetlit
is the sourceof the kinetic energyhich drivesthe turbine bladesnodelled by a
power sourcdlock.

* The blades:convert kinetic energy of winds into rotational neawent.
* The shaft: this element transmits the rotational movementhef blades, which is

modelled by a block of energy storage, and hasigeodvadaptation between the
blades and the gear element.

* Rectifier: converts AC electrical quantities to DC ones.

* Induction machine: is an electromechanical conversion element thatressthe
conversion of the mechanical energy produced bwihd to electrical energy.

« DC/DC converter: adapts the voltage and current to be used at th&udGerminal
and allows WT control application.

» Batteries: modelled by electrical source elements.

2.4.2. EMRAERODYNAMIC SUB -MODEL

The wind speed/,,;,s applied onthe blades of th&VT, causesits rotationand creates a
mechanicakhaft powerdenoted by, such that

Cp 3
(T) Pair Sblade Ywind _ (&

P = 2 /1) Gpiade Vugzind (2-54)
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The variables, S;;,4. andGy;44. are calculated by:

1 = Vblade (2.55)
Vwind
where, Vpiade = Rprade @
Shlade =T }Sblade (2.56)
Gblade — Pair oblade (257)

2

The tangential force can be estimated as:

Cp 2
=) Pair Shlade Vwin 2
Frg = VWI:nd = &) zbl . c= (ij) Ghiade Vwina (2.58)
2.4.3.EMRSHAFT SUB-MODEL
The shatft is expressed by:
Isn % + fon = Cgear — Chlade (2.59)

where,wp;.40 1S the nominal speed of bladgs, is the equivalent inertia of the shafy, is
the Coefficient of viscous friction of the shaff,,.is the torque at gearbo&,;, . is the
torque at bladeddence, the equivalent shatft is:

Whiade = (Cgear — Chiaae) F(s) (2.60)

where,Wy,;.4¢ 1S the rated power of blades aFfk) is the transfer function of the equivalent
shaft will be presented by:

Ksh

whereKg, = f—zh Tgp = 1%11

2.4.4. EMRGEARBOX SUB-MODEL

The gearbox inside the WT is modelled by:
Wgear = Myear Wsh q2)
Cgear = Myear Cm 82)

where,wy.q, is the rotation speed of gearbax,.,. is the reduction ratio of the gearbax,
is the rotation speed of the equivalent shaft@pds the torque at the induction machine.

2.4.5.EMRINDUCTION MACHINE SUB -MODEL

The electrical energy can be transformed into maichhenergy using IM composed of four
EMR blocks as depicted in Fig. 2.11. Obviously,kPtaansformation has been used in order
to simplify the calculations of IM as a mono-phyicoupling element. In addition, two
accumulation elements have been applied to predentrotor and stator energies. The
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conversion of electrical energy into mechanical bas been performed using multi-physical
coupling element.

Park transformation Conversion
Electromechanic

L J

W _gear

Stator windings
in dg

Rotor flux

Fig. 2.11: EMR induction machine model.

* Electromechanical conversion: the block electromechanical conversion allows
obtaining the output torque of the machine, such as

Mgy .
Cm = P * (%) Fira isg (2.64)

Rotor and stator pulsations respectively can beessed by:

wr = (=) i @)6

(Fira*Tr)

. . L M . . .
where,w, is the rotor pulsation,T, = R—T, ird = (T 5511) isq,» Mg, is the nutual-inductance
T T

between stator and rotdF, is therotor time constantF;,.; is the rotor flux,L, is the self—
inductance of rotor anA, is the rotor’s resistance,

Ws = P Wgeqr + Wr (2.66)
where, 6 = G) ws, Wy IS the stator pulsation amdis the number of pole pairs.

The disturbance in the electromechanical conver$ilmek serves to determine theg,,
vectors, then:

Mgy ,
esa = Fira (=) + 0 L isq w5 (2.67)
Mgy .
esq = Fira (?) D Wgear — 0 Lg i5q ws (2.68)
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2
_Msr

whereo = 1 -
(Ls*Lr)

is thedispersion coefficient ankl, is the self—inductance of the stator

* Rotor flux: the rotor flux on the d axis is calculated by:

dF .
T. ( dt d) + Firqg = Mgy igq (269)

e Stator voltage in dq): the stator voltage is expressed by:

V.=oL, (‘:—lt) + (Rs +R, ’Z—j) i (2.70)

The stator voltage comprises two voltage comporiggtsandeq,, then:

lsag = (Vsdq - esdq) (%) (2.71)

(Ts*Ty) ) _Ls
148

_ (Ts Ty)
wherek; (Ls TrtLs Ts (1-0)) R

U (Ls Tr+Ls Ts (1-0))

Tl'=O'LSKl'=O'LS(

» Park transformation: allows moving to reference frame related to thostas:

Vsdq = Uiy Ky CR(O) (2.72)
. lsaq Kii
UM = Zyc (2.73)

The parameters of equation (2.72) and equatior3) 2/ given by:

1
10 0 1 ~3 [1
2 21 5
Ki=lg 1 —1]’C_\[5_1 \/5 —\ﬁ’c””’_\glz
2 2 1
2

[ cos(6 sin(0 . .
R(0) = — SlTE(H)) COSEH% » Uiny = Miny Vacs liny = Miny Im

2 -1
Kw=3[-1 2
-1 -1

2.4.6. IMULATION RESULTS

From Fig. 2.12, the wind speed in Belfort regiord ars corresponding power profiles are
shown. It is clear that any change in wind speedes a considerable change in wind power.
Obviously, the wind speed related to the turbinegrowith a cubic proportional relationship.
This relationship is expressed by equation (2.B4)letail, two wind increasing periods have
been observed. Accordingly, the increase of powereriod (1) is mainly depending on the
starting current of IM and partially on the windesgl rise. In addition, the increase in power
in period (3) is completely relating to the windesd increase. Period (2) has constant output
power corresponding to a relatively stable windespelhese results validate the EMR WT
model.
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Fig. 2.12: wind and power profiles of WT.

2.5. PHOTOVOLTAIC SOURCE

The conversion of solaenergy from thdight flux until the electrical powerof the PV
generator is modelled®®hotovoltaic panels are presented in EMR modelegscted in Fig.
2.13 This model is divided into three essential sub-e&dradiometric/photometric sub—
model, thermal sub—model and electrical sub—model.

Ak i \Y ipy i
Pa—— N AP . R mpPV
< A > d DC busbar

(::;E:} 1% -

Ryt _{ Vpy ey e d ™ vpp Vpus

Tamp ASatm/pv Tpy
Atmosphere 7

ASatm/PV

Tpy | ASpy/atm

I

1 1

:vargf e Control :
e

Fig. 2.13: EMR model of PV panels.
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2.5.1. EMRRADIOMETRIC /PHOTOMETRIC SUB -MODEL

The luminous fluxreceived athe surface of th@V converter is measurdsy W/m2. The sun

energy has an EMRRodelusing a singleaction quantityas presented inRank 04. Clearly,

no reaction quantity has been considered. The tioglehpproachproposedfor the solar
energy captured byhe surface of thd®V converteris the quantitiesof both action and
reaction.

For a monochromatic source, there is a flow of sdiphotons as:

=2 (2.74)

Dpn dt

Unlike the electric field in which the electron Womultiplied by the Faraday number gives
the current intensity which is a kinetic magnitudee photons flow is multiplied by its
granular value in terms of ener@y = hv. Sothat, itdirectlyresults in arenergy flow as

an
0 = Ep Dpy, = hv (22) 18)
Thephoton is the basignit of energywhen it is represented by anergy grairwithout mass
and load. The distribution of photons in a givemraarcan be considered as a potential
magnitude. Therefor@hotonicenergy statéfor a monochromatispectrun distributed over

a surfacehas beelreated as potentiamagnitude.

The numbenf protonsarriving on that surfac@er area unit anger time unit will beakinetic
variable So that, thed [W] becomes

Q) = Ak Rpl (276)

The photons flux,emitted by the suandreached the surfacd solar moduless thephysical
phenomenonwhich influenceghe physical properties ¢tV conversiommaterials Thus,the
action variablas defined aghe kinetic variable(photons flux).The response variablis then
the realdistributionof these photonsn themodulesurface

The rate of protons,, arriving the module surface is expressed as

_d (np) _ dny
o= () =32 (2.77)
If a tiewith the causal approach arglantities usedh photometryor radiometry it would
exploitthe radiatioror irradiancek,, then the action variable as a kinetic variable is

Ee
k= (2.78)
Knowing thatthe product of thaction and reaction variableas gpower unitthen
Ee
0 = (=) Ry (2.79)
As thereceived poweof the solalsourceon a given surfaces:
P=E,S (2.80)

then, the size of the potential variable is thenexfo
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Ry =hvS (2.81)

Equation (2.81)nvolvesa constant potentialhateversunlight,which is incoherenin terms
of physicsviewpoint. To consider the photons distribution ®me associated surface
dimensionlessoefficient krelated toproton flow arriving on the surface of the module is
introducedsuch that

k= f(n, n,) (2.82)
where,
Ry =khvS$ (2.83)
therefore,
0=ES=khvS %(”?P) (2.84)

2.5.2.EMRTHERMAL SUB -MODEL

A part of the solar radiation received lilge module is converted into electricityhile the
other part is releasesk heain the environmenfKrau 06] [Agbl 11b].Due to thethermal
inertia of the module where¢he reflection coefficienbf materialsis less tharil, the heat
accumulationelement can be consideredhe module hasa heat exchange withits
surroundings environmenthe dynamics ofhermal activitywithin the modulecan assedhe
temporal evolution ofthe module temperatur@hen, the heat storageof the moduleis
consideredby making an inventory of allmodules incoming and outgoingeat flux as
illustrated by Krau 06] [Garc 08] [Agbl 11c]

anV

CP ot = Z Qin—z Qout (3)8

where,C; is the hermalcapacity of the moduldy is themodule temperaturd; Q;,, is the
sum of incoming heat flux arldQ,,,; is the sim of outgoing heat flux.

In the solar modulethreetypes of heaflow can be identifiedfirst, the thermal energylux
income the thermal energy stored in thenodule andthe heat flowdissipatedinto the
surrounding environment

The main source dheincomingthermal energyomesfrom the solarradiation and did not
convert into electricitylt canbe expressed akiau 06] [Agbl 11c]:

Qin = Pin(1 —npy) = AE.(1 —1py) (2.86)

where,A is the module surface amg, is the module coefficient.

The exchange oheat flowbetween the module artle atmosphere can be considered as a
steady flow(convective flux), so the heat fllwan be expresses[Krau 06]:

1

Qatm/PV = ( ) (Tpy — Ta) (2.87)

Ratm/PV

where,R,:m/py IS the convective thermal resistance &pds the ambient temperature.
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According tothecausalprincipleandconsideringhattheentropic flowin thethermaldomain
Is the kinetic magnitudewhile the temperatures the potentialmagnitude the entropic flux
can be deduced :as

_ Qin
ASain = 74y (2.88)
_ Qatm/PV
ASQatm/PV - T (9)8
Then, equation (2.85) becomes:
T
Co 50" = Tev[ Z(8Sq,, —8Sg,,) | (2.90)

The integral form with EMR modelling of equation4Q) is:

Toy = exp |- [[X(8Sq,, — 8Sq,,)] dt | (2.91)

Technically, an access to the internal environnerthe solar module cannot be achieved.
Consequently, the static temperature expressiotéas used for the experimental validation
phase.

There are several correlations to estimate the eestyire of the module. These correlations
greatly depend on experimental conditions and apsans set [Skop 09]. The following
equation corresponds to the generic current exgetiah conditions [Chen 07]:

Tpy = 0.943 T, + 0.028 E, — 1.528 Vj,, + 277.3 (2.92)

wheare T, is the ambient temperatutg, is the irradiance anid,, id the wind velocity.

In equation (2.92), the impacts of the wind spelght and radiation on the module
temperature have been either explicitly or imglottonsidered.

2.5.3.EMRELECTRICAL SUB -MODEL

To get rid of the voltage ripple of the PV souraegapacitor has been connected across its
terminals. Furthermore, an inductor for currenplgplimiting has been connected at the static
converter terminals. In addition, a control sighas been injected using DC/DC converter.

The electrical energy produced is then injected ithte DC bus as shown in Fig. 2.13.
Equations (2.93) and (2.94) reflect these two ENtiRagle elements in EMR model:

Vpy = (i) JGpy — i1py) dt (2.93)
Lipy = (ﬁ) J((vpy = Vi) = Tpylspy) dt (2.94)

2.5.4.PVPANELS CONTROL

Thanks to the calculated open circuit voltage dreldeducted maximum power point, two
controllers have been used. Obviously, the firg bancerned with the maximum voltage
point Vyppr Obtained from MPPT controller injected in a vokagpntroller in order to obtain
the PV current referendgy,, .. In addition, the second deals with the currentts that

provides the voltage referencemref [Dali 08] [Locm 10]. Consequently, the duty cycle
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obtained from the two controllers has been injedted the DC/DC converter as shown in
Fig. 2.13.

In Table 2.4, the equations present the Maximumt@bBtructure (MCS) elements and their
correspondings in EMR model have been illustrated.

Table 2.4: EMR and MCS equations.

EMR model MCS model
ov . .
ipy — Upy = Cy(pr) (a—iv) UPVyer = —Cvpv)(Vuppr — Vpy) + ipy
aiPV . . .
Vpy — Uy = Lpy <_6t ) + Tpylipy Vimyer = —Crpv) (llPVref - llPV) + Upy
— _ vlmref
Vim = Mpy. Vpys Mpy = v,
us

2.5.5.3MULATION RESULTS

Because of the complex relationship between saladiation, temperature and resistance in
solar cells, a non—linear output I-V curve has bemached. Current-voltage and power—
voltage curves of sized PV array for the module slrewn in Fig. 2.14 for different solar
irradiance levels (400-1000 W/m?2). As obviouslyslirated in Fig. 2.14, the current has
constant value while increasing the voltage umiching the voltage at which the maximum
power exists YuppT). At this voltage, the current significantly deases until attaining its
zero value at the PV maximum voltagé\may. From the P-V curve, the power—increase
leads to a significant voltage—rise until reachihgept. Then, an inverse relation appeared
between the power and voltage at the voltAges.
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Fig. 2.14: 1-V and P-V curves under different irradiance levels.

2.6. GAS MICRO-TURBINE

The model of the GMT includes synchronous machim@ower converter (called back—to—
back topology). Model components of the GMT haverbsummarized in the fuel supply and
the group of compressor/turbine as in Fig. 2.15.
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Fig. 2.15: General block diagram of GMT.

The fuel supply system consists a controlled actuataio adjust thevalve positioner The
fuel flow is the result of thenertia of the actuatoland the valve positioner The dynamic
model of thevalve positioners given by

E, =( K )Fd (2.95)

Tys+1

where thevalve positioner parameterg; is the outputk, is the gainf, is the time constant
andF; is the input.

The transfer functioof the actuator is

_(_Xr
W, = (Tfsﬂ) E, (2.96)
where, W, is the requestefiliel flow, K¢ is the @in of the actuator anf- is the time constant
of the actuator.

The input of the fuel supply syste¥y, is the output of the control systeif, represents the
flow rate of fuel at considered operation pointeTdther input is the speed of the turbine in
per unit (p.u.) (limited by the acceleration cotjtr@he fuel flow ratel,, correspondso the
value ofthe per unitmechanical poweof the turbine in steady stat¢Rowe 83].Fig. 2.16
shows théblock diagram of thduel supplysystem.

Fig. 2.16: Block diagram of fuel supply system.

The value ofl. is scaledby Ky (K; = 1 — Wy_pn). Then, the minimum amount édiel has

been addedto enable continuingcombustion process irthe combustion chamher
Obviously Wr_, is the minimumfuel flow which allows runningthe GMT at a nominal

speedvhen itworks in open circuit (without load).

The combination compressor/turbirethe heariof the GMT. Its block diagramhas been
depictedin Fig. 2.17. A small delayT.; relied to combustion reaction time has been
introduced In addition,a delayT;, requestedo transfer gas from theombustion systerhy
the turbine has been considerddoreover, he constant timd., linked to discharge the
compressor has been propased
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Fig. 2.17: Block diagram of the combination compresor/turbine.

There is a linear relationship between the ratidheftorque andthe fuel flow as well as
between the ratio of torque and tluebinespeedin the speeddetween95-10P6. Torque is
expressetby [Hann 93]:

Cn = Kuny (Wp, — 0.23) + 0.5 (1 — N) (2.97)

where, Ky 1S the coefficientdepends orthe enthalpy andv is the value of theurrent
speed.

Typical power/fuel flowcharacteristic increases lineaftpm zeropower (23% of fuel flow)
to therated powerX00%fuel flow) as shown in Fig. 2.18.

N

=

00% -

Fuel rate (%)

50%

25%+
Minimum of _4
fuel 23%

. . Tox
Micro-turbine power (%)
Fig. 2.18: The GMT power as a function of fuel flow
The exhausted gasmperaturen F (Fahrenheithas been given by
T, =T, — 700 (1 — W) + 550 (1 — N) (2.98)
where,T, is the limited temperature.
The simplified modebf the mechanical part given by
a0
J(55) = Cn = Cem— fN (2.99)

where,] is the total inertia(,, is the turbine torque and,, is the electromagnetic torqué
the synchronous machine.
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In normal operation, the modelccounts onlythe slow dynamicf the GMT. The fast
dynamicsof theGMT is (for examplestart, stopinternal faultsandpower losses

2.6.1.GMT CONTROL

The control structureof the GMT comprisesthe speed, temperaturand acceleration
controllers The voltage regulatascts on thenachine—sideonverter.The voltage opower
regulator,depending on theperating mode of thgenerataracts therefore on theetwork—
side converteas depicted ifrig. 2.19

Temperature controller | 7x

Nrer (@ _ Speed controller MIN Fuel supply system
. Compressor
Acceleration controller Jturbine
N l T

Fig. 2.19: Block diagram of GMT controllers.

Speed regulation: The speed controlleallows controlling the GMT below rated power
values.Depending on the characteristiof the regulatorspeed controhas been realized
usingeither the droop curves or isochronougde shown in Fig. 2.20. If the controlieses a
droopcurve it will be aproportional one. Therefore, the output is propodl to the speed
error. Like the droop curve behavigun an isochronousontroller, the variation rate of the
outputis proportional tahe speed errqRowe 83].

R p(tr/mi ”ﬁ Droop curves 7 (1 "/mf”fl Tsochronous mode

| I I
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»
>

Y
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Nominal power (%) Nominal power (%)
(a) Droop curse (b) Isochronous mode.

Fig. 2.20: Speed control using two different methazl

Fig. 2.21 shows the structure of the speed coettolfhe controller gainTg) is the time
constant of théead-ag regulator andT/Z) is the time constant that represents the costroll
mode (droop or isochronous).
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Fig. 2.21: GMT speed controller.

Simplified model of the GMT: If the changes in thepeedis very low (parallel operation),
severalsimplificationscan be performedlhe acceleration controbecomes activenly in
case ofsharp variations itoad and it can be neglecteflincethe GMT control is dominated
by thespeed controlletemperature contralan be neglected as shown in Fig. 2.22.

wf _min
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reference : control [ "X
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Torque function |¢—

}

m

Fig. 2.22: Simplified model of GMT.

The proposed GMT model is shownhkig. 2.23 [Zhu 02]The model idimited for studying
slow dynamicsThe GMT has beersupposed to workinder normalkonditions. Therefore,
fast dynamicsrelated tostart—up and shutdownnternal faults and losses have not been
considered This modeldoes not include théemperature and acceleration contrdlbese
controllersdo not intervenén the case ohormal operationThe recoveryis not includedn
the model becaustonly serves to increaske efficiency olGMT.

D, tur

1 1

Pm ec

Ts+ 1) (s +1)

1
(Ts+1)

Lmax

Fig. 2.23: Simplified GMT model.
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2.6.2.EMRGMT MODEL
The GMT, presented by EMR model depicted in Fig. 2iBdludes the fuel supply syste

illustrated in Fig. 2.16 alongside with the comgéurbine in Fig. 2.17. The fuel supj
system and compressor/turbine have been modelied tso accumulation elemes. The
input of this system is the fuel valve and its aiis the mechanical power that is transfei

into electrical one by means of gener:

V, \W W, c
Fuel ) - Ye , 7 L, d 7 z > Load
N W, N Com | v

v

Fig. 2.24: EMR GMT model.

2.6.3.3MULATION RESULTS
The simulatiorresults have beepresented in Fig. 2.25. During 300 seconds, battulsited

mechanical and reference powers have been showa.v@lues of mechanical pow
reference have been varied between 0 &0 kW. The simulation result has proved that

GMT response adequatelyards reaching the reference pow
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Fig. 2.25 Simulation and reference values for mechanical poer.

2.7. MULTI -SOURCE EMR MODEL

In such model, all models of different sourcare connected together as shown

Fig. 2.26. These models have been divided intogmaoips: loads and sources. In the sout
four elements areonsidered: PV panels, WTs, PEMFC and GMT. In lpakis electrica
load as well the PEM ELS have been accounted tfas. required to providthe load by its
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power all time for all possible source operatingditons. Sizing and energy managermr
associating with this global model will be discuggedetails in the fourth chapte

Bus bar
e |
A
) L)
&
Load
=
B ag
&5y
PEMELS

H:
PEMFC

6000

Hydrogen tank

H:
Fig. 226: global EMR model of multi sources system.

For multisource energy managemePV panel and WTdave the priorityprovide their
maximum power. Furthermore, GMT and PEMFC will Inéeeed in service if supplemente
power is required. Obviously, RESs have been imdests main ources andBKU by
traditional one (GMT). In addition, PEM ELS workk further additional energy will b
produced. In this case the energy will be storechsas hydrogen form in large tes.
Subsequently, stored hydrogen can be reused IBEMFC

2.8. CONCLUSION

In this chapter a multseurce system including RESs such as PV and Wpsraspal source
as well as GMT as Back-ugpource (BKUS)has been shown. In addition, ESS consistin
PEM ELS, tank and PEMFC has been injected for erihgnthe BKU system. EMR
methodology has been usefor presentingthe different sources’ models. Differe
mathematical equations repreding the PEM ELS, PEMFC, GMT, PV and WTs mod
have been presented. Moreover, the simulation oh emurce model has been reed.
Consequently, the validation of different modis achieved. Thenthe global model ¢
multi—-sourcesystem has been shown. This last one will be udefuenergy manageme
treating in chapter four.

71



72



3. PV PANELS AND HYDROGEN
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3.1. INTRODUCTION

This chapter deals with PV-PEM ELS system congjstih59 kW PEM ELS connected to
PV generator through a boost converter fepkbduction. The PV panels have been sized to
74 kKW for providing requested energy to one paiBelfort region. The MPPT approach has
been proposed for maximizing the energy capturedhay PV panels. MPPT is mainly
considered as a solution to overcome the problesolair irradiance of PV pandshma 08]
[Chow 10]. In case of partial shading, the maximpuower points vary for different PV panel
groups when connected to MPPT controller. Conseyehe effect of the temperature and
the irradiance on the PV characteristics (i.e.,poutpower, voltage and efficiency) are
presented. Therefore, new PV panel reconfigurateams be assumed to solve this problem.
Practical tests for shading and dust cases aréedpplinally, experimental validation for the
proposed shading effect solution are performed.

In addition, the efficiency enhancement of the iyBtV-PEM ELS system is achieved. The
PV panel characteristics have been experimentallidated. As the produced,Hlow is
dependent on the input water heating, the instaoias reference PEM ELS input water
temperature is determined using FLC. The optimplinvater temperature is estimated in
order to maximize K production considering the physical constraintspeemlly the
temperature limitation to avoid evaporation. Theevaemperature is optimally governed to
its instantaneous reference value by the PI canffbk produced Flow would expand if the
input water is heated. The effectiveness of th@@sed FLC methodology towards improving
the hybrid PV-PEM ELS system efficiency is verifigtdough the maximization of both the
PEM ELS produced Fflow and the PV captured energy.

3.2. PV PANEL SYSTEM UNDER-STUDY

The pollution caused by fossil energy gives thentsi to the use of RESs in different regions
worldwide. Solar energy is one of the most impdrtanurces energy. It can be well
distributed, is renewable and has no hazard foogpimere. However, PV panel has a problem
when it is shaded by clouds, dust or other obstd@leec 11] [Ghaz 14a] [Diaz 11] [Char 13]
[Adin 13] [Lim 14]. Shaded PV panels cause voltdgep at its terminals. Consequently, the
extracted power is reduced. Shaded or dirty PV Ipacen directly affect the unshaded or
clean ones. Even in presence of MPPT, the problepadial shading effect decreases the
overall PV panels’ efficiency as explained in [Kakb] [Vaid 13] [Doun 13] [Garr 07] [Goun
09] [Sala 09] [Syaf 09]. It is proven that shadiagd dust cause the same effect on the
considered PV panel. To be concise, only the slgaeiffiect has been mentioned and
practically applied in the chapter, but the regiltalid for both without a lost in generality.

Many solutions have been proposed to partial slgadifiect, some of them have been
interested in multi tracker and tracker per modileh as [Kara 08] [Kara 08] [Sara 10] and
others have dealt with photovoltaic array reconfigion as explained in [Sala 90a] [Sala 90b]
[Autt 98] [Sher 02] [Nguy 08] [Vela 05] [Veal 08]VEela 09]. In the PV panels’
reconfiguration proposed by [Sham 13], the compjeai PV array switches is still the main
disadvantage in spite of all efforts to simplifys istructure and to create optimization
solutions. Moreover, multi-tracker inverters andracker per module solutions have cost
problems [Kara 07] [Kara 08] and are insufficiemeitract the maximum power.

Here, a new dynamical electrical array reconfigaratstrategy of PV panels has been
applied. This reconfiguration depends on FLC iraégpt in a dSPACE and oniy-6 switches

to make the configuration, where n is the humbePdfpanels. In this solution, any shaded
PV panel can be switched off to avoid the overailver decrease. Therefore, all possible PV
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panels’ connection reconfiguration has been constt® provide the requested 24 V at load
terminals and to minimize the power losses. If oh¢he PV panels or more is shaded, the
connection of others in the same group will be matgcally modified to maintain the
requested 24 V for each PV panel row. This dynalmigeonfiguration reduces the power
losses, due to the shaded panel, by recoveringjanadent power from the reconfiguration
of the other panels.

As a result, a real time switch position has beedified to ensure a constant voltage at 24 V
and minimum number of PV panels has been switcliiedyoisolating the effect of shaded
panels. Similarly, the proposed solution can als@pplied to dirty, shaded, dusty and faulty
panels.

Two important phenomena affect shaded PV moduléidt spot where the PV modules are
equipped with bypass diodes [Chen 13] [Ubis 09] @] [Zhen 14]. The role of bypass
diodes is to protect the cells against the phenomei hot spot and improve the performance
of modules subject to shading. (ii) Returning cotrewhich result when two different
modules (or chains of different modules) are cotete@ parallel [Alon 06]. Consequently
two significant effects such as power losses anduleodamage can occur. To avoid this
phenomenon, each PV panel has been provided wiithde connected in series.

All PV panel characteristics of the considered PW&X%nodule have been studied and the
effect of shading has been experimentally verifieden, a new cost effective solution has
been proposed considering online operation, eagyementation and efficiency. This
solution has been applied on a group of PV pamalssaperimentally validated.

3.2.1.PVPANEL CONFIGURATION
The solar cell has been presented by the equivalentit depicted in Fig. 3.1. The solar
module is an association of series and parallds a¢noted byns and n, respectively

[Bech 11]. The conversion of solar energy into tleal energy is expressed by a
non-linear relation between the module curigpg, and its voltagd,y,,, as given in equation
(3.1):

Vpy+Ipy.Rs Vpy+Ipy Rs
Ipy = Ipn = Io | exp (LR — 1| - Zode s (3.1)

wherelpy,: themodule current,A); Ip,: the module photocurrent); I,: the diode saturation
current A); Vp,: the module voltage Vfj; R;: the series module resistan2eg449 x 1071
(Q); n: the ideality factorV; = KTpy; K: Boltzmann constant,.38 x 10723 (JK~1); Tp,: the
module temperature; amt},,: the parallel module resistandd® (Q).

The relation between the photocurrent and illunamais:

Ipn = Ef_if (Iph,ref + tusc(Tev = Tpy rer )) &2

where,E,: the irradiance, W/m3; E,..;: the reference irradianceM{m?3; u;sc: the coefficient
of variation of short-circuit current with respeottemperature, A/K); L,, ..r: the reference
module photocurrentAj; andTpy ,.f: the module temperature at STC, 288

Based on module model expressed by the equatidi), (Bve PV array model can be
constructed.
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Fig. 3.1: Equivalent circuit of a solar cell.

3.2.2.MAXIMUM POWER POINT TRACKING

MPPT is a technique that inverters use to enalaleimmum power generation of solar panels.
The aim of using MPPT algorithm is to maintain a lR&ximum power point operation [Bech
11]. For this purpose, grid-tie inverters, solaittéry chargers and similar devices are
typically integrated into an electric power coneerdystem that provides voltage or current
conversion, filtering, and regulation for drivinget electrolyser. Therefore, different MPPT
algorithms based on Perturb and Observe (P&O),emental conductance, parasitic
capacitance and constant voltage can be used [H@hnior the PV model, the MPPT P&O
algorithm has been considered due to its simplictipustness and ease of implementation as
shown in Fig. 3.2.

Ipy ELS = o
> DC > A b
; <€ B
DC ¥ -
V; v, =
PV ELS “
Electrolyser
alpha
& P&O
-
.| algorithm
- MPPT

Fig. 3.2: Synoptic of the PV panel and the boost nwerter controller.

According to the “PWX500” double glass PV moduleu@cteristics system, it is capable of
providing higher mechanical strength and greatectgtal protection especially for marine

applications, tropical environment or isolated areghe solar irradiance and the ambient
temperature are considered 1000 W/m? and 298K céasphy.

Because of the complex relationship in solar dedsveen solar irradiation, temperature and
total resistance, a non-linear output |-V curve hasn reached. Current-voltage and power-
voltage curves of sized PV array for the studieddot® have been shown in Fig. 3.3 for
different solar irradiance levels (400-1000 W/n&s obviously illustrated in Fig. 3.3, the
current has constant value while increasing th&agel until reaching the voltage at which the
maximum power exists\Viuppr). At this voltage, the current significantly deases until
attaining its zero value at the PV maximum volt@ge/may). From the P-V curve, the power-
increase leads to a significant voltage-rise wechingVyppr. Then, an inverse relation is
appeared between the power and voltage at thegesltaigher thaNyppr.
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Fig. 3.3: I-V and P-V curves under different irradiance levels.

3.2.3.PVPANEL CHARACTERISTICS

The simulation and experimental results (the I-\d &V curves) of the PV module have
been performed as shown in Fig. 3.4 via Matlab-8mkuThe Sum of Squared Errors (SSE),
the coefficient of determination (Rsquare) and ddgusted degree of freedom (Adjrsquare)
data have been estimated in order to demonstraedéyree of vicinity between the
simulation and the experimental curves. The SSHu&® and Adjrsquare values are 0.0488,
0.9721, and 0.9696 respectively. These valuesarsidered adequate to verify the closeness

of both simulation and experimental curves. Acaogt, the experimental curves have been
validated.
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} — Simulation results ! — Simulation results
120~ i 777777 —+-Experimental results | | —+-Experimental results
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(a) Current-voltage characteristics (b) Power-voltagharacteristics.

Fig. 3.4: PV panel experimental and simulation chaacterization curves.

The influences of temperature and irradiance hagenbstudied using the test bench
composed of 6 projectors of 500W each as illusddrate Fig. 3.5. Two tests have been
accomplished. In the first, the projector irradiarftas been fixed to 368 W/m2 while the
temperature has been rised gradually from 3184 7K.
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Fig. 3.5: Experimntal test-bench of PWX500 PV parie

In the second, the temperature has been fixed trdaend 298K and the irradiance has been
rised gradually from 175 W/m?2 to 407 W/m?2 as degmicin Fig. 3.6. It is difficult to perform
this test at an exact temperature because of gnéfisant relation between both temperature
and irradiance. Therefore, multi on/off switchintloe projector —as the source of irradiance—
has been considered to approximately fix the teatpex at the proposed degree. At this
temperature, the irradiance has been changed betivédeand 404 W/m2. The experimental
results have been presented in Fig. 3.6.
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(a) Irradiance variation effect. (b) Temperature variatioeffect.

Fig. 3.6: |-V characteristics considering irradian@ and temperature variations.

Obviously, Fig. 3.6 has illustrated the negativieafof shading and PV temperature rising.
Considering PV irradiance variation, the |-V cundepicted in Fig. 3.6 have been considered
approximately constant -with relative negligiblecoEase- until reaching the voltage point at
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which maximum power attained. Then, the PV currdrage decreased rapidly with the
voltage rise until reaching the zero currenVgbpr. Explicitly, different irradiation values
result in various initial currents produced by Pahpl. At constant temperature and voltage
operating points, the current-irradiation relatimpsis proportional. Indeed, the shading leads
to PV output current decrease. Assuming a temperatse, insignificant variations on the
PV panel |-V curves have been illustrated unticheag the maximum voltage point. Hereby,
slight differences among the I-V curves have beached by temperature change. To obtain
the same current form the PV panel at higher teatpers, smaller PV terminal voltage could
be necessary for the same irradiation as demoedtinat-ig. 3.6.

Although this increase in temperature is considersgless for PV panels, it can be desirably
exploited by PEM ELS in case of hybrid PV-PEM EL$stems. Accordingly, the
temperature variation can be assigned to a beakt®at exchange process between the
exothermic PV panels and the endothermic PEM EL$nbgins of water. The temperature
exchange can lead to the hybrid PV-PEM ELS systHitiency rise if properly controlled.

In this case, a water pump has been requestecctmege the heated water between PV and
PEM ELS. Therefore, 20 % of the overall PV outpuergy has been considered for
providing water pump with necessary energy. Consetlyy heating the input water of the
PEM ELS during simulation will be achieved. The myyesource used for the water heating
can be also obtained by using the unutilized loagelength radiation incident from the sun.

Electrical PV module characteristics present sulbstiavariations in case of partial shading,
resulting in considerable reductions of the oufmwer [Vela 09] [Hayo 10]. The principle of
shaded series and parallel cells has been illestiatFig. 3.7. The PV module characteristics
have been depicted considering the cells (1,2 9usttaded as shown in Fig. 3.8: (i) 2 cells/P:
two cells are shaded from two different lines (Habg (i) 2 cells/S: two cells are shaded
from the same line (series); (iii) 9 cells/P: nioells are shaded from two different lines
(parallel); (iv) 9 cells/S: nine cells are shadexhf the same line (series).

Fig. 3.7: Shading nine cells from: (i) two differenlines (9 cells/ P),
and (ii) nine cells from the same line (9 cells/ S)
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Fig. 3.8: Experimental I-V and P-V characteristicsfor shaded PWX500 PV panel.

From Fig. 3.8, it is clear that the point of maximawer in presence of shading is very far
from the one obtained without shading. Obvioushg shaded cell is enough to decrease the
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point of maximum power from about 13 W to about 4 @dnsequently, a solution has to be
searched when using many PV panels. Using MPPTgrfioup of PV panels which have
different shading percentage shows the problenxwéeting the maximum power regarding
to each PV panel [Kara 07] [Kara 08] [Dept 11] [W&H4] [Koba 06] [Boui 13] [Heyd 13]
[Lali 13]. Therefore, a new series/parallel topglagconfiguration has been presented in this
chapter which is suitable for the connection ohé number of PV without a change in the
overall topology. As a result, new PV modules carebsily connected to the generator in a
kind of plug and play process.

3.2.4.FLESTIMATOR FOR SHADED PV MODULES CONTROL

This type of control approaches the human reasoningnakes use of the tolerance,

uncertainty, imprecision and fuzziness in the dextsmaking process. It offers a satisfactory
performance without system detailed mathematicalehneed. However, the incorporation of

the experts’ knowledge into fuzzy rules is necgsdaraddition, imprecise or noisy data can
be treated by using FL. Consequently, it is abledotrol even those operating conditions
where linear control techniques fail (i.e., larggrgmeter variations). This system has four
main parts. First, using input membership functiomputs are fuzzified, then based on

inference rules, outputs are produced and finAkyftizzy outputs are defuzzified and applied
to the main control system. Fuzzy sets can desedaljae concepts [Ross 10].

Fuzzification is the process where the crisp qtiastare converted to fuzzy (crisp to fuzzy).
Obviously, fuzzy values are formed by identifyingmse of the uncertainties present in the
crisp values. The conversion of fuzzy values isomiticed by the membership function. In
practical application, there might be a negligibteor that produces imprecision in the data.
This last can be presented by the membership awamc@onsequently, fuzzification has been
achieved. Fuzzification process may include menfiyengalues for the given crisp quantities
[Ross 10].

The generated fuzzy results cannot be directly usethe applications. Therefore, fuzzy
quantities have been converted into crisp quastiti€his can be achieved by using
defuzzification process. Defuzzification reduces tollection of membership function values
into a single sealer quantity [Ross 10].

The dust accumulation on PVs surfaces is a napin@homenon that significantly reduces the
PV panels’ efficiency up to 70-80% [Ghaz 14a] [GHatb]. For example, in the United
Kingdom, dust reduces the PVs efficiency by 5-6%hédy are not cleaned after one month
[Ghaz 14b]. This percentage becomes 40% in Sud&anidg is the solution of dust
particles, its frequency differ from one place twther. For the United Kingdom, two times
of cleaning per year are enough to keep the PVancl&he presence of heavy industry
nearby, bird droppings, water stains, traffic ptahis or agricultural dust may warrant more
frequent cleaning to assure optimal output and teaance of solar modules [Ghaz 14a]. The
cleaning cost increases with its frequency.

There is a proportional relationship between thadsty amount and power losses of PV
panels. This relationship has been practically istudor different shading conditions as

demonstrated in Table 3.1. Then, the power lossesfanction of shading has been depicted
in Fig. 3.9. FL estimator has been used for obtgirthe power losses estimation at any
shading percentage as shown in Fig. 3.9(a).
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Table 3.1: Experimental power losses in function ahading percentage.

Shading (%) Pmax (W) Power losse@no)
0 12.89 0
2.78 4 68.97
5.56 3.53 72.61
15.28 2.05 84.1
19.168 1.46 88.69
25 0.57 95.58
25 i i i i { 40 \ \ \ \
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(a) FL estimator. (b) Quadratic fittig tool.

Fig. 3.9: Different power losses estimation in cas# shading.

FL estimator, used to predict the percentage oflisga can identify the shaded, dirty or
faulty panel. FL provides a solution to obtain sirading or dust percentage for any unknown
data of power losses. Therefore, this techniquenalitaking a decision if the PV panel has
been shaded or not according to certain shadirnitslms shown in Fig. 3.9(a).

Another solution for estimating power losses ineca$ shading PV panel is by using the
fitting tool in Matlad™ as depicted in Fig. 3.9(b). In this case, the bigtaolution has been
obtained using the following function:

y = —8.8833 * 107° x3 + 0.0230 x? — 1.1212 x + 0.0001 (3.3)

where,y represents the shading/dust percentagexaepresents the power losses percentage.
There is a proportional linear relationship betwskading and power losses in PV modules.
Obviously, this relationship has two significanttgaln the first one, there is a slight increase
in power losses with shading percentage increasé 10%. Then, in the second part for

shading percentage more than 70%, the power Idssesme much more important as

illustrated in Fig. 3.9. Then, FL estimator hageelected to do the estimation of power
losses or the percentage of shading/dust besiddedation of the considered panel.

In order to optimize the power losses/ concernolgahing frequency and cost), the cleaning
frequency should be calculated. The FL estimatorFmf. 3.9(a) allows obtaining the
percentage of dust. Discrimination between shadimydust can be achieved by: (i) knowing
the weather data, (ii) the shading is a tempor&asgnpmenon while the dust is permanent if
not cleaned. So, FL decides on the i}, to switch on or off, locates the

(min,max)
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shaded/dusty or faulty panel, gives the percentsfgshading or dust and consequently
suggests to proceed with cleaning of the consideaaels or not.

As shown in Fig. 3.10 depending on the PV pandgbgasVpy1, Vevo, Veyvs andVpy, acting as
FL inputs, FL estimator can: (i) warn about theddth dirty or faulty panel and locate it, (ii)
determine the shading/dust percentage and (iinagt the maximum and minimum voltage
values Vpvmin and Vpymay). Consequently, switches can change their stainsor off,
depending on switching rules. According to thisutgsthe incriminate panel is either
disconnected or not (regarding the percentage efildst power), the operator is warned to
clean the panel or to check if there is a shadowhendentified panel.

PVL  PV2Z  PV3  PV4

g g g E Switches
A
|

v v ¥V ¥

|
Vevi ——»
dSPACE Voo —=  F|L > Switching

Vi E—
i Vevmin &

Vg ——» v rules
PVmax

% shading/dust l
Locate faulty/dusty
Fig. 3.10: FL and dSPACE control of the proposed stem.

The switching rule base allows the representatioth® relation between inputs and outputs
and has the following structure:

If power losses (which is also the image of voltalgep) percentage condition is observed
then the corresponding percentage of shading ot dugalculated. Consequently, the
topology reconfiguration can be decided by switghoff or on the PV panels.

If four PV panels are used, as shown in Fig. 3i® FL estimator has four inputs that are the
PV output voltage (images of the four PV powers)e FL estimator has also four outputs: (i)
minimal voltageVevmin (i) maximal voltageVevmax (iii) the percentage of shading/dust of the
four PV panels; (iv) and the location of the faldtysty PV panels if exist. Accordingly,
switching rules compare each PV voltage drop with\toltage thresholdgeymin andVeymax
Consequently, connecting or disconnecting PV panglslecided on the basis of the
shading/dust FL estimation.

3.2.5.3VITCHING METHODOLOGY FOR SHADED PV

IDENTIFICATION REMOVAL
According to the high cost of MPPT dedicated taheaodule (which is about 100 $ per each
from Sian Sonic corporation), the insufficient tacper module solution and the complexity
of PV array switches reconfiguration solutions whitave been presented until now, a new
switches combination using FL estimator has beepgsed as shown in Fig. 3.11.
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Fig. 3.11: Experimental test—bench of the new swites reconfiguration.

Experimentally, the test bench includes the follmyvidevices: (i) 4 PV panels with max
power 5W for each and nominal voltage of 12V; (iBPACE control hardware; (iii) 10

switches; (iv) 10 relays; (v) 4 A meters; (vi) DGusce feeding power to the relays (relays
can be fed directly by PV); (vii) cables; (viii)np; (ix) PC; (x) rheostat as a load; (xi) diodes.

The goal is to obtain 24 V output with minimizedwsy loss on the shaded PV panels.
Consequently, minimum cost can be reached dueeteoetttuced number of MPPT controllers
used.

PV panels have been divided into two string¥;(andPV,) and PVs andPV,) respectively
connected in series electrical arrangement. To neet24 V requirements at the load
terminals, each string contains two PV panels oV18utput each. If more than four PV
panels are considered, the other PV panels caworieected in parallel on the existing PVs.
As a result 24 V output has been obtained at thd terminals. The 4 main PV modules,
series/parallel reconfiguration, of the PV buses loa performed to reach the requested 24 V
output as depicted in the general solution of Big5.

The controlled switches have been used as follows:

Own switches: each PV module has its own switahwallg its disconnection under shaded or
faulty conditions.

Reconfiguration switches: six switches are neededpérform the reconfiguration in
series/parallel arrangement of the four PV modules.

Consequently, for the connection o) PV modules, the number of requested switches (own
and reconfiguration switches) would lye-6).

In this work, two types of switches have been usedmally opened such asSP12and
TSP34and the others switches will be closed.

3.2.6.GONTROL OF SWITCHES

As shown in Fig. 3.8, the shading affects the auremd the voltage at the output of the PV
module. In order to avoid additional sensors, thadmg effect has been detected based on
the voltage drop at the output of each PV modutsmsgéquently, sensors have not been used
and output voltage of each module has been direciywected as an input to the dSPACE
card.
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The effect of temperature on the PV characterisias been included experimentally.
Obviously, the temperature changes affect the P\élpaoltage. It has been experimentally
noticed that each PV panel voltage is also the exaghe temperature. Consequently, there
Is no need to add any temperature sensor. The topdpe! voltage is then taking into account
different variables and phenomena (temperaturepltt shading, dust, failure, ...etc.). Thus,
the FL estimator has been proposed for the onieittcking decision, based on the output
voltage drop on each module. The shaded or faulfy nkodule will be disconnected
according to the output voltage drop at each modualease of more PV modules, they can be
disconnected or reconfigured in order to captueerdgyuested 24 V at the PV panel output.
Inputs of this switching control are PV panels’tages as well as minimum and maximum
voltage values\pvmin andVpymay) estimated by FL estimator and the outputs areswitches
control in Boolean values as shown in Fig. 3.10.

If four PV panels are used, as show below in prattwork Fig 3.12, in this case FL
estimator has four inputs representing the pergentd voltage drop (instead of power), as
well as FL estimator has ten outputs representiegsituation of ten switches to apply the
decision of switching on or off the four PV pandkpending on their shading/dust situation
estimated by FL.

> TIl+

PVi ——» —> T2+
—>» T2-
PV: ——> ——> T3+

—> T4+
> 14-
—>  TSP12
PVi —— > TSP34
———> TB1
——> B2
Fig. 3.12: FL estimator inputs and outputs.

4 0"
oV, Fuzzy Logic

The PV module voltage drop disconnection decidfeinin can be chosen by an expert or
automatically set by FL on the basis of the ovgpalver production losses. If the shaded PV
module becomes unshaded, its reconnection is atitaiiyadone as depicted in Fig. 3.14. A
hysteresis with a defined bandwidth (+1V) has bessd on the PV module voltage in order
to avoid chattering phenomenon between switchingand switching off. ThenVpymaszs
VPVmin"'l V.

In the studied scenario, either one or couple ohdules have been shaded. Indeed, if more
PV modules are shaded, the requested 24 V cannagalobed. Therefore, the PV modules
will be automatically disconnected from the systenorder to secure the overall installation
and the PV module health.

FL rules for inputs and outputs are explained ibl&@&.2 and Table 3.3. If the PV panels are
in normal mode, there is no action. This situat®opresented byWevmay. INversely, if the PV
panels are switched off, this state of the seleBt¢dnodule will be Ypymin) @as shown in Fig.
3.14.
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Table 3.2: FL estimator inputs.

INPUTS
Rule PV PV, PV3 PV, Rule PV PV, PV3 PV,
1 VPVmin VPVmin VPVmin VPVmin 9 VPVmin VPVmax VPVmax VPVmin
2 Vpvmax Vevmin ~ Vpvmin Vpvmin 10 Vpevmin - Vpvmax  Vevmin - VpPvmax
3 VPVmin VPVmax VPVmin VPVmin 11 VPVmin VPVmin VPVmax VPVmax
4 VPVmin VPVmin VPVmax VPVmin 12 VPVmax VPVmax VPVmax VPVmin
S VPvmin Vevmin_ Vpvmin  Vpvmax 13 Vpvmax  Vpvmax  Vpvmin  VPvmax
6 VPVmax VPVmax VPVmin VPVmin 14 VPVmax VPVmin VPVmax VPVmax
7 Vpvmax Vevmin = Vevmax ~ VPvmin 15 Vpevmin = Vpvmax Vpvmax  VPvmax
8 VPVmax VPVmin \ PVmin VPVmax 16 VPVmax \ PVmax \ PVmax \ PVmax

The normal mode presented by rule 16 in Table BdRTable 3.3 corresponds to the absence
of shading on any PV panels. All PV panels areeitvise and its output voltage is more than
(Vpvmay- Thereby, all switches are in normal positiongor closed by fault). Therefore,
TSP12and TSP34are normally opened and all others switches arenalty closed. The
connection will be parallel for both groups of sshiés PV, andPV,) and PV; and PVy)
respectively as depicted in Fig. 3.13. In this cHse captured power is 16 W, and the voltage
at each PV panel output is about 12 V.

Table 3.3: FL estimator outputs.

OUTPUTS
Rule Ti+ T2+ T2- T3+ T4+ T4- TSP12 TSP34 TB1 TB2
1 1 1 1 1 1 1 1 1 1 1
2 0 1 1 1 0 1 1 1 1 0
3 1 1 0 1 0 1 1 1 1 0
4 1 0 1 0 1 1 1 1 0 1
5 1 0 1 1 1 0 1 1 0 1
6 0 1 0 1 0 1 1 1 1 0
7 0 0 1 0 0 1 0 0 0 0
8 0 0 1 1 0 0 0 0 0 0
9 1 0 0 0 0 1 0 0 0 0
10 1 0 0 1 0 0 0 0 0 0
11 1 0 1 0 1 0 1 1 0 1
12 0 0 0 0 0 1 0 0 0 0
13 0 0 0 1 0 0 0 0 0 0
14 0 0 1 0 0 0 0 0 0 0
15 1 0 0 0 0 0 0 0 0 0
16 0 0 0 0 0 0 0 0 0 0

In Fig. 3.13, each PV panel provides about 4 Wharmal operating condition. In case of a
faulty PV panel, the power loss should be recovéoedts effect has to be minimized) from
the other panels via the automatic switching P\oméiguration of the topology. Compared to
the classical and fixed series/parallel connectiba,PVs in series are forced to produce the
same current. Consequently, if one panel in sdréassbeen shaded or becomes faulty, the
output current of the all PV in series has beeedito the lowest produced current and affects
directly the overall power generated.

To clarify the functionality of the proposed recigiration, the condition related to rule 11
will be explained. In rule 11, considered shad®d andPV,, as these two PV panels are
from the same string while botPV; and PV,) are healthy,PVs; and PV, should be
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reconfigured in series in order to obtain the 24t\load terminals. Therefor®V; andPV,
have to be disconnected by opening switch#s and T2- and keeping the switchSP12
closed (for series/parallel betwelek; andPV,) as depicted in Fig. 3.14.

W T

U |12.037 [12.276 | 11.761 |12.046

i - Prot
I | 0303 | 0.354 | 0.354 | 0.303 |, ...
P | 4101 | 4.204 | 4.147 | 3.943

XX

s =

Ta-

“0**| 0.966 | 0.203 |11.738 12.069
"T"*| 0.000 | 0.000 | 0.357 [0.357 | . ..
“P**| 0.007 \-0.001 3.841 | 4.117

w ARALLEL GROUP OF PV

ecce oo
@

Fig. 3.14: U, |, P results, and current flow for far PV panels connection (shaded PV1 and PV2).

The all possibilities of shaded PV are:

Case (1): No shaded PV panel (normal condition);

Case (2): One shaded PV panel;

Case (3): Two shaded PV panels from the same string

Case (4): Two shaded PV panels from different g&in

Otherwise, if three or four PV panels are shadddP¥ modules should be disconnected

because the 24 V could not be reached.
All the possibilities of having one, two or no skddPV are listed in Table 3.4 and have been

experimentally tested.
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Table 3.4:

All possibilities of PV panel shading.

Case PV Power value .
Electrical current flow path
(W)
PV, 4.1
PV, 4.2
(1) PV, 4.15
PV, 3.94
Pt 16.4
PV, 0
PV, 4.13
) PV; 3.91
PV, 3.97
Pt 12.03
PV, 0 5 ":
Tie PVl Loed T3+ PV3
PV, 0 -
) PV, 3.84
PV, 4.12 Pv2  TB1
Prot 7.96 “ :
PV, 0 3 +
- wlo | | 7 PV3
PV. 4.03 v all? AP
(4) PV, 0 TSP12 TSP34
P . e
PV, 4.01 a2 i TB2 |
l 1 1%
PIOt 805 n ’ -

From the experimental results reported in Table iB.4ase of shaded, dusty or faulty panel,
the lost power is the one of the switched off pamdy without affecting the other panels. The
reconfiguration rules allow guaranteeing the retpeedoad voltage (of 24 V). Generally,
when multi PV panels exist, any shaded PV panélbegilswitched off by its own switch if the
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lack of power is no more possible to be recovengdhle other PV panels. Hence, the most
shaded PV string will be switched off as shownio B.15.

Tln+ PV3n
T3n+
T12+ T32+
T1s PV11 o T31+ PV31
T4+
Pv4l  TB2
T21- T41-
T22- T42-
T2n- T4n-

Fig. 3.15: Online PV panels reconfiguration.

3.3. PV-PEM ELECTROLYSER UNDER—-STUDY

The system under-study, shown in Fig. 3.16, cong$tPV panels of 74 kW rated power
which are employed to provide the requested enerddEM ELS of the 59 kW rated power.

The MPPT approach is considered to extract the maxi power form the PV panels. In

addition, a boost DC/DC converter is used to ekeviaé PV voltage to suite the electrolyser
input. To ensure PV—PEM ELS energy equilibrium, aegrease in hydrogen flow at PEM

ELS output results in water temperature reductiom aice versa. Therefore, water
temperature has to be controlled to its refereradteevby FLC at each hydrogen flow value.
The PI controller instantaneously governs the weeperature to its optimal value. The PV
panels’ energy generation is divided into two paft80% and 20% respectively to provide
the corresponding necessary electrical and theematgy to the PEM ELS [Taba 13]. The
two parts of energy sources work at splitting watéw its components hydrogen and oxygen.
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The 80% represents the total energy fed to the BEEB. The 20% of the energy is used to
run the heated water pump that transfers the meat the PV panel's surface to the PEM
ELS inlet water. Practically, the assumed percesgadepend on the operating conditions.
This division provides a positive influence on BEM ELS efficiency. The proposed water
temperature control at PEM ELS input has been tmetvo different temperature thresholds
in order to maximize the hydrogen flow at the PEMSEutput and to cool the PV panels.

Electrolyser ' =
PV Boost converter 80 %
I S T
— Ipy _ 7l o ami®,,
— _ . . I::_:] «8a § B ,_I‘ui: [::p
| 20 % Hot Water ' =
_____________ s 5| '
! FLC " | -
: AQHZ T;go I
! _> m sl PI Controller
| 0AQy, a1
1
: PV cooling circuit
l
1

Control System

Fig. 3.16: The overall system under-study with th@roposed water heating control.

3.3.1. PEM ELECTROLYSER OPERATION

In PEM ELS, water is supplied through water pipetha anode reaction interface [Ghri 13],
[Agbl 11a]. Oxygen and hydrogen are produced aatiee and cathode sides respectively as
explained in equation (3.4). The most commonly useembrane material is Nafion
(perfluorinated sulfonic acid membrane) proposedbiPont [Scib 83]). Nafion has received
a considerable amount of attention as a protonuciod for PEMFC and PEM ELS because
of its better thermal and mechanical stability thaarium (IV) oxide and platinum. To
function, the membrane conducts hydrogen ions gpgtand not electrons. When applying a
DC voltage on the ELS terminals, oxygen, hydrogestqns and electrons are produced as
illustrated in equation (3.4). At the cathode sitgrogen is formed by the recombination of
electrons and protons as presented in equation. (B2 overall chemical reaction of the
water electrolysis is given by equation (3.6).

Hy0 — 20, + 2H* + 2e~ (3.4)
2H* 4+ 2e”~ - H, (3.5)

The internal structure of PEM ELS and the synopfids internal phenomena are presented
in Fig. 3.17 and Fig. 3.18 respectively.
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Fig. 3.17: Internal structure of the PEM electrolyer [Taba 12].
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Fig. 3.18: Physical interactions within an electrglser [Taba 12] and [Agbl 11a].

As the electrochemical reaction is mostly endotherrthe requested heat energy can be
either taken from the environment or supplied byekattrical energy source. From Fig. 3.18,
the PV energy produced is used in the electrolissplit the water molecules into hydrogen
and oxygen. This energy is supplied by applying@ \ltage between the stack terminals
expressed byV,.r = AG/nF at Standard Test Conditions (STCY (= 298K and
P=101.325kPa=1atm). At this voltage, the required heat energymfrthe surrounding
environment equals tBAS whereSis the entropy and the temperature [Taba 13]. The total
energy needed is expressed by the enthaldy= AG + TAS The voltage requested for
splitting the water molecule sV, = AH/nF = 1.482V, wheren is the number of
transferred electrons and F is the Faraday con8&a85 C/mol. Two classic PEM ELSs can
be considered: low-pressure alkaline electrolytéewalectrolyser below 30 bars, and high
pressure Solid Polymer Electrolyte electrolyserEER®.S) above 30 bars and up to 135 bars
[Ghri 13].

The FC system can be used to convert the storamdpd back to electricity according to the
demand. Obviously, the ELS and the FC efficienciles not exceed 75% and 50%
respectively. Thus, the overall system efficiensyabout 35% which is considerably low
compared to batteries. However, the battery selfkdirge makes it unsuitable for long
storage periods.
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In this study, the model of the electrolyser prgpet proposed by Agbli et al. [Agbl 11a] (type
staXX7 of H-TEC, with an active area of 16 cm?2 anthembrane thickness of 130 um) has
been resized to fit the electrolyser under conaiiten (59 kW, 300A). Experimentally
[Chre 09], the voltage has been imposed and themtunas been obtained.

3.3.2.ENERGETIC MACROSCOPIC REPRESENTATION FOR PEM ELS

The EMR blocks of both PV module and PEM ELS aspeetively depicted in Figs. 3.19—
3.20 [Hohm 03], [Boss 07]. The two models and themguations are previously
comprehensively explained in chapter 2. Radiomdteltl contains the sun as the energy
source and the PV unit. A part of the solar radiatiG) was transferred into energy received
at the PV surface represented Ipy. The production of electrical energy is the resflt
coupling between the electric and radiometric el part of the solar energR)(is reflected
from the PV surface towards the source. The DC/@@Gverter sub-model attenuates the
current fromlpy to Ig s to conveniently enter the electrolyser. Consedugettie voltage at
electrolyser terminal¥g s is estimated and thereafter amplified to properyered the PV

module.
G I I
PV i DC/DC ELS N
module Converter
R 43% Vers
Fig. 3.19: EMR model of the PV panel.
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Fig. 3.20: EMR model of PEM electrolyser [Agbl 11a]

Fig. 3.20 shows a global PEM ELS model consistihglectrical, electrochemical, thermic

and hydraulic sub-models. The electrical modebiscerned with covering the Nernst energy
and overcoming over-potential losses. Consequetiily,electrochemical reactions can be
taken place and the gas flow can be obtained atekbetrochemical model output. The

electrochemical phenomenon has then induced thpetature and the entropy flow in the
thermal model is governed by electrical energythim hydraulic model, fluidic and thermal

phenomena have taken place simultaneously as wetgverature is transferred from the
stack and then injected in the tank in order tmvalltemperature exchange with the
surrounding environment. The details of each subehin addition to its corresponding

equations and parameters are presented in Appé€nalite A.2).
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3.3.3.FLCDESIGN

FLC is used for water temperature control as degiat Fig. 3.21. Two inputs are considered,
the first AQy, is the difference between the hydrogen flow atdleztrolyser output at two
different temperatures (the measured temperatude the reference on&;=288K). The
second inputdAQy, is the difference between two values &, at two successive

moments. The outpd®;s/ (K) is the instantaneous reference water temperatontrolled to
obtain the hydrogen flow at the electrolyse outpine hydrogen flow at PEM ELS output is
proportional to the tank water temperature. Thaigrethe temperature, the more hydrogen
flow will be. Therefore, inference rules of FLC arenstructed to meet this objective. The
inference rules for this FLC are shown in Table 3+fereby, an increase in hydrogen flow is
reached by controlling the water temperature edhittg PV panels and injected into PEM
ELS and that can be realized by means of FLC.

05 1
AQuz(m?fs)

Membership grades

[\ + t T + T t t T
0.7 0.8 09 1.0 1.1 1.2 1.3 1.4 1.5+107"
(a) Input membership functions (AQg3 ).

BN N ZE P BP

Membership grades

N\ 28Quz(mi/s)

-1-0.75-0.5-0.25 0 0.2 05 075 1+107°

(b) Input membership functions

Vs S B VB VVB

Membership grades

Tish (10

330 335 340 345 350 355 360
(¢) Output membership functions (Tﬁ%).

Fig. 3.21: Inputs and outputs membership functions.
Table 3.5: FLC inference rules*.
0AQy,
A
Uz 5N N ZE P BP
ZE VS VS S S B
VS VS S S B VB
S S S B VB VB
B S B VB VB VVB
VB B VB VB VVB VVB

*
ZE: Zero, VS: Very Small, S: Small, B: Big, VB: Very Big, VVB: Very Very
Big, BN: Big Negative, N: Negative, P: Positive, BP: Big Positive.

3.3.4.3MULATION RESULTS OF HYBRID PV-PEM ELS
To obtain different curves of U=f (I) at differet@mperatures, the current has been injected
and the voltage is obtained to represent the elgstr characteristics.

The ELS voltage curves as a function of the cura¢nlifferent temperatures are given in Fig.
3.22.
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At a fixed voltage of 200 V, the corresponding eutrvalue has been obtained for different
temperature curves as shown in the polarizationesuin Fig. 3.22.

300 : ’ ‘ : —298 K
— 300 K

303 K
—305K
—308 K
=310 K
=313 K

315K
—318K
—320K

323 K

325K
—328 K
—330K

333K
=343 K

348 K

353 K
—358K
- 363 K

50 100 150 200 250
Current (A)

Fig. 3.22: Polarization curves for different watertemperature.

The current values at different temperatures atediin Table 3.6:

250

Voll\t)age (V)
o
o

150

100
0

Table 3.6: The current values as a function of tengrature.

T (K) I (A) T (K) I (A)
298 115.3 323 150.4
300 116.6 325 152.7
303 117.2 328 156
305 121.4 330 159.5
308 127.9 333 163.5
310 132.1 343 179.9
313 138.3 348 190.1
315 140.8 353 198.2
318 144.2 358 206.1
320 146.9 363 213.6

Lookup Table (LUT) uses an array of data to mauinvalues to output values in order to
approximate a mathematical function. The LUT hasegated outputs that correspond to
different inputs. If the inputs match the valuesmafices specified in breakpoint data sets, the
block outputs will be the corresponding values. Ideer, if the inputs fail to match index
values in the breakpoint data sets, LUT estimdte®ttput.

LUT has been tested and compared with linear cfitireg method for whichy = 1.5354x —
345.02. In Fig. 3.23, the results have depicted that hdifi and curve fitting method have
the same behaviour within the operating range. i@tise, the LUT provides more accurate
prediction outside the operating range becausksitafline between the first or last pair of
breakpoints, depending if the input is less thanfttst or greater than the last breakpoint,
respectively. This method returns an acceptableoxppate point on that line corresponding
to the input. Therefore, the LUT has been usedstionate the current values as a function of
temperature as shown in Fig. 3.24.
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Fig. 3.23: Current-Temperature relation and the eror based on LUT and curve fitting approaches.
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Fig. 3.24: LUT with water temperature input and current electrolyser output.

The changes in water temperature have led to gignif changes in the electrolyser current.
Thus, the hydrogen flow will vary. The hydrogen geation can be consequently maximized
through a water temperature control. The hydrogmm &s function of the water temperature
is depicted in Fig. 3.25.

1.8
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E 1.4 :
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(@) I
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0. : | :

60 280 300 320 340

T (K)
Fig. 3.25: H; flow versus water temperature.

As MPPT has been used to maximize the PV electowep output, Fig. 3.26 has
demonstrated the uncontrolled operation of the idyBV-PEM ELS system. Considering
PV-MPPT control, thed, flow at PEM ELS output is abodtl = 10~*m3 /s at ambient water
temperature 28&. As the water temperature control using Pl coldromaximizes the
electrolyser output H flow, the instantaneous water temperature referehas been
determined via FLC technique while considering pigysical constraints. The hybrid PV-
PEM ELS system has permitted to operate at a wataperature of 35&. Due to the
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physical constraints related to water vaporizateord the PEM ELS configuration, the
permissible operation time under this high tempeeathas been limited. Hence, the FLC
technique has been used to periodically decreaséethperature reference to 3RGafter a
specific period as depicted in Fig. 3.27. During timulation, the “cooling” period is
supposed about one third of the overall cycle. Wtitis condition, the hydrogen behaviour of
the hybrid PV-PEM ELS system is investigated in. A@6. The average flow of hydrogen
production at the PEM ELS output is ab81#8 x 10~*m3/s. Consequently, the increased
amount ofH, production using the proposed temperature corstimated as6 % (referred
to the uncontrolled case). This result has showat the water temperature control is
important to increase thd, flow at the PEM ELS output particularly when comdxl with
the PV-MPPT.

-4

X 10
4 | | | | |
| | | | |
H, flow with T control 1 1 ) 1
2\ | Average H2 flow with T control
A\ | | \ | |
ﬁ : | \‘* : |
N 4 I
1 ] e

H2 flow without T control

I

Fig. 3.26: Controlled and uncontrolled hydrogen flov at PEM electrolyser.
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Fig. 3.27: FLC for instantaneous water temperaturgeference control.

3.4. CONCLUSION

In this chapter, the effect of shading, dust odtf@aonditions on the PV panels has been
studied. Different solutions have been introducBade MPPT method has been applied to
maximize the PV output power. Then, PV panels h#aen sized, modelled and simulated to
fit the experimental test bench of FCLAB laboratofyne impacts of both temperature and
shading on the PV panel efficiency have been detraied. Then, the PV panel
characteristics have been experimentally illusttakdoreover, FL estimator has been used for
identifying the shaded PV panel, estimating thedsita percentage and deciding the
connection/disconnection of series/parallel PV pameconfiguration coupling to minimize
the total power losses. This relatively simple afkap method does not request any
additional MPPT controllers or sensors. Indeed; gufficient to use controlled switches and
diodes. This new online reconfiguration has thesjimlity to be employed to PV panels{

> 4). Experimental setup has been built and the pexgbalution has been successfully
validated.

After overcoming the shading problem, the PV pahelge been adapted to provide the PEM
ELS with the requested energy. An enhancement ef hybrid PV-PEM ELS system
efficiency using the FLC combined with PI contrging PV-MPPT has been suggested. The
FLC has been developed in order to instantaneaasiyrol the water temperature at specific
reference values. The PI control has been conslid&Eregovern water temperature to its
instantaneous optimal value. Moreover, the undelsreemperature surplus of the PV panel
can be reused in the hydrogen flow rise in PEM EL®he hybrid PV-PEM ELS system
behaviour has been studied considering the temperaise from298 K to 363 K Using
EMR modelling of MATLAB™, simulation results have illustrated that the inseeaf water
temperature at the entrance of the PEM ELS tandtsléa considerable rise in the hydrogen
flow amount. Therefore, the overall system efficighas been significantly enhanced.
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4. ENERGY MANAGEMENT OF MULTI -SOURCE
SYSTEM
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4.1. INTRODUCTION

The production of energy is becoming increasingbgentralized. Promoting decentralized
energy helps in reconciling the different formseakrgy, creating synergies between different
energy systems, abolishing the borders betweenysapp demand. Accordingly, small and
medium power producers could use renewable sowtenergy for entering the market
[Salm 10] through new applications such as: homeé afiice feeding, electric vehicle
charging, and energy marketing accompanied withrggn#uctuations in power grids and
stability problems. The smoothing is the solutidrpower fluctuations by storing the energy
during periods of oversupply and restoring it te trid during peak load hours [Mash 09]
[Mahm 03] [Bach 15].

Therefore, electrical systems are becoming momngfowered by hybridized power source
(solar panels, WTs ...etc.) connected with auxiligtorage systems [Haes 14]. This is
especially true for partially or fully autonomousiltir-sources systems.

The energy management is achieved by using onbesktstrategies [Rigo 13] [Rigo 14a]
[Rigo 14Db]:

a. Dynamic programming:is classified asan exact methodor solving scheduling
problems (global optimization in general). It comdBand stores the results the
solutionin a matrix thahasthe same dimensions thfe domain of validitySing 173;

b. Adaptive equivalent consumption minimization stggtefGeng 11]: is a control
strategy based on the minimization of the equivaleensumption (offline
optimization strategy);

c. Optimal control [Orne 13]: is widely used in congion with the principle of
Bellman and/or maximum principle of Pontryagin,ssified as effective tools for
solving global optimization problems.

d. FL: an Al tool used for energy optimization [Cal@]. Its difficulty is mainly due to
the definition the position of the membership fumes which are often defined in
non-optimized manner.

e. Artificial Neural Networks (ANN): an ANN is used rfodetermining the optimal
solution of energy storage/consumption decisiomgZa5s].

The ANN approach can be described as a mathematiodél that reproduces the structure
and function of the human biological neuron systdfost mathematical models of NN use
learning algorithms. The most popular and effectime is the learning by back propagation
algorithm. Typical applications of NN are classdfiion, pattern recognition, input-output and
curve fitting, clustering and dynamic time seri€bese applications are generally non-linear
tasks. In power systems, the detection and lodadizaof disruption of power quality
[Weil 09] [Liao 10] and the prediction of short#erload [Chog 10] have been employed
using NN which is a real-time application. Thisas important criterion in instantaneous
energy management studies.

In this chapter, a hybrid system including WTs 80&W, GMT of 100 kW, PV panels of 63
kW, FCs of 80 kW and PEM ELS of 80 kW has beengresd. The aim of this hybridization
Is to build a reliable system, which is able togypghe load and having the ability to store the
excess energy in hydrogen form.

The chapter is organized as: first, the sizing iffieent multi-source components will be
presented. The objective of system sizing is td fout each sub—system dimensions. The
strategy of the adopted energy management willissudsed. Then, the energy management
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study using NN will be detailed. The simulationuks will be introduced and analysed. In
addition, the energy management using FL will bespnted and comprehensively compared
with NN results. An economic study will be carriedt to clarify the effectiveness of the
proposed energy management strategies. Finallgaheusion will be shown.

The system sizing comprises not only the RESs lsat the BKUSs to overcome the energy
shortage during peak loads [Belf 07]. WTs and P¥sehbeen selected to represent the
principal sources. During energy shortage, peatt t@an be fed by RESs and BKUSs such as
GMT and FCs simultaneously to conveniently copéwihie load dynamic changes. ESS has
been considered to store the energy in hydrogem famd restore it when needed. ESS is
composed of PEM ELS, tank and FCs as depictedgirdfl.

DCBus
MPPT
WTs |—| AC/DC DC/DC
D
MPPT DC/AC Load
PVs > DC/DC
GMT AC/DC DC/DC =
FCs DC/DC DC/DC ELSs
Ha

Fig. 4.1: Multi-source system under study.

4.2. SYSTEM SIZING

4.2.1.GAS MICRO-TURBINE SIZING

GMTs are small gas turbines that operate basetdeBitayton cycle thermodynamic process
[Gold 03]. In this cycle, the inlet air is presaad in a compressor, to which fuel has been
mixed in the combustor and burned. This heated cstidn gas is expanded in the turbine
section producing rotating mechanical power to @tive compressor and electric generator,
mounted on the same shaft. Utilizing a recuperatoneat exchanger, the overall efficiency of
the GMT is 33 to 37%. Without the recuperator, ¢ffeciency is significantly reduced to 15 —
17% [Guda 06]. Depending on the GMT output capatity range of rotational speeds varies
from 50,000 to 120,000 rpm. Such a high operatifre@juency must be rectified to DC and
inverted to 50 or 60 Hz [Glov 08]. Due to the sim@ingle GMT shaft design without
necessity of gearboxes, lubricants, coolants, orgay GMTs have simpler installation, higher
reliability, reduced noise and vibration, lower ntanance requirements, lower emissions, and
continuous combustion [Guda 06].

GMT integration into micro-grids is important besauwof its lower electricity generation cost
and higher efficiency compared to conventional ggamhe advantages of GMT are not only
financial, but the following merits should be catesied: (i) low capacity cost; (ii) possible:
pre-packaged, relatively maintenance free, sil@ijtthe wide application range; (iv) low gas
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prices; (v) high efficiency (if cogeneration is d¥e (vi) the reduced impact on the
environment.

The considered GMT model of 100 kW has been limiedhe study of slow dynamics
[Kuma 12]. Fast dynamics related to starting am@ng have not been studied so that the
model has been represented only for quasi statidittons.

4.2.2.PVSIZING

The solar module is an association of cells ireserj.;;s with cells in parallehy;, as shown

in Fig. 4.2 [Site 08]. Solar cells are generallywesmall, and each one may only be capable of
generating few watts of electricity. Therefore, ttedls have been typically combined into
modules of about 40 cells; the modules have beenrm assembled into PV arrays up to
several meters on a side as depicted in Fig. h@séflat-plate PV arrays can be mounted at
a fixed angle facing south of Belfort city in Franor mounted on a tracking device that
follows the sun to capture more sunlight. For tytiicale electricity generating applications,
hundreds of arrays have been interconnected to &osmgle large system.
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Fig. 4.2: Graphical illustration of cell/module/array photovoltaic.

Given the scale effect, move from PV module paransetn’ to PV array parameter&™ and
vice versa can be done through:

Ipha = Nmp Iphm (4.1)
IOa = Npp IOm (4-2)
RSa - ::S RSm (4-3)
RPa - Z::i RPm (4-4)
Nga = Neelis NMims (4-5)
Npg = Neelts Mmp (46)

The PV model understudy allows calculating the R¥g currenipy,,, and voltaged/py,,, that
include the effects of irradiation level and paehperature on the output power as follows:

— Vpym+Ipvm-Rsm Vevm+Ipym-Rsm
IPVm — Iphm — IOm exp\— . )~ | ———— (4-7)
nvr Rshm
_ Vpva+Ipva-Rsa VPVa +Ipya-Rsa
IPVa — Ipha — IOa [exp ( nvr -1 Rsha (48)

The parameter that mostly affects the relative sizéhe inverter and the PV array is the
efficiency curve of the chosen inverter. For simPa/ module technology in the same site,
the PV array must be oversized by 30% or unders3f8d compared to the rated capacity of
the selected inverter.
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The influence of the PV module technology its sizing is important for amorpholPV
modules. Its optimal series resistaiRs opiis always smaller for sudechnology compared |
other PV modules. Consequently, the inverter L-sizing can result im dramatic decrea:
of the PV system efficiency more than for the otthree PV module types. Therefore, t
sizing of a grideonnected PV system using amorphous siliPV modules must be realiz
with more attention.

The effect of the inclination on the PV system oy ratio is low. However, the inclinatic
influence on the PV system performances is moreifsignt for a PV system with &
undersized inverter than with an oversized one. HWi@nodule inclination haalso an impact
on the monthly mean value its output energy (for example) armdficiency. The site
influence, where solar radiation and ambient teuoee vary a lot from one site to other, |
some effects. In the study, tivested PV array has a maxinoaitput power of 63 kV

4.2.3.WTS SIZING

WT has the following components : (Foundation, (2) electric gridonnectioi, (3) tower,
(4) access ladder, (Wind orientation contr, (6) nacelle, (7) generatai8) anemometer, (9)
electric or mechanicdbrake, (10)gearbox, (11) rotor blade, (1BJade pitch contr, (13)
rotor hub as depicted in Fig. £
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@
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&

Fig. 4.3: WT components.

WT installation consists of necessary systems rieemeapture the winc energy, point the
turbine into the wind, convemechanical rotation into electrical powand other systems
start, stop, and control the turbi

In the system under study a WT nacelle, composeturine of 800 kW, and nomin
rotation speed of blades 25 r.p.m. which chargegoap of batteries has been L. The
group of inductionmachine (IM) and the controlled static convertdowl applying the
control on the power conversion from mechanicaimfanto electrical one. The inductic
generator allows producing alternative electricaltage and current, the inverter transfol
thes alternative variables into direct ones for chagghe batteries, as shown in Fig.
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Fig. 4.4: Batteries charging from IM.

WT can produce the electrical power at specificdvapeed. The relationship between the
wind and the produced power has been presentedebWT power curve that represents its
power output at different wind speeds. Normallye WTs are designed to start at wind
speeds of 3 to 5 m/s and to stop automatically whenvind speed exceeds 25 m/s in order to
avoid damages to WTs as illustrated in Fig. 4.5.
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Fig. 4.5: WT operation curve.

WTs are designed to give their maximum performaatc&ind speed 15 m/s and to produce
their maximum power at specific wind speed callex/isal speed. In addition, all WTs have
been designed with power control.

There are three main security control methods idenmo WTs:

» Variable pitch system: the principle consists ofdgqg the WT blades to reduce wind
resistance and therefore the power for high wirekdp. Such process, used for power
superior 100 kW, is very effective but expensivedd 14b];

e Aerodynamic stall system: the blade profile hasnbdesigned in such a way that
beyond a certain wind speed, the turbulence predemm the blades has natural drop
consequence in the WT power. It is a simple method reliable but has a poor
performance at high wind speeds [Poli 14];
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* Active stall system: this system is a combinatidnttee both previous. Generally,
systems are mainly used for high power WTs abovéV1Mt high wind speeds,
instead of reducing the angle of the blades to talve wind resistance (if the system
pitch), the angle is increased to cause the dtétleoblades as in Fig. 4.6 [Li 15].
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Fig. 4.6: Pitch control and stall control in WT [Blun 11].

4.2.4.PEMELS SIZING

The electrolyser in the system under study is stAXXH-TEC with an active area of 16 cm?
and a membrane thickness of 130 um. Tests havegeréarmed on this small electrolyser.
Then, the model was extrapolated (80 kW) for réaligarameter values. In the experimental
tests, with uncontrolled temperature, the voltage been imposed and the current has been
measured.

The PEM ELS is provided with necessary energy utng different sources. WTs and PVs,
as RESs, are considered such as primary sourcegeMdg PEM ELS has a problem of
mismatching of the intermittent nature of thesenjary sources.

One of the important issues in PV-PEM ELS hydrogeneration systems is the maximum
power transfer problem between two devices at miffe irradiance conditions. In direct
connected systems, there is usually a mismatcheestwput PEM ELS’s |-V characteristic
and output PVs MPPT characteristic. To overcome ghoblem, PV-ELS systems are usually
supported with additional MPPT power electronic toointracker [Zhou 08] [Garc 08]
[Cont 07] [Sopi 09]. To operate at the MPPT, the MPtracker device sets optimum
impedance harmony between the PV and the ELS syisteesponse to irradiance variations.
However, this causes additional cost and compleBbth PV and ELS are modular devices,
consisting of a number of smaller units—cells, Wwhean be connected in series and/or in
parallel. With appropriate sizing optimization apgches for both PV and ELS, it is possible
to directly connect these two systems [Clar 09u[Ra8] [Gibs 08]. Fig. 4.7(a) presents the
I-V characteristics for a single PEM ELS cell andgke PV module and the problem of
mismatching between them. Under given operatingpégature and specified number of PV
modules connected in parallel and in series, amapELS size can be obtained with specific
number of cells in parallel and in series as dediat Fig. 4.7(b).
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(b) Various ELS systems for the constant PV system.
Fig. 4.7: 1-V characteristics of PEM electrolyser ad PV module [Alta 11].

4.2.5.FCsSIZING

Test has carried out for 20-cell PE

MFC stack wi@® tnf area of each cell, membrane

thickness is 2bm and the nominal power is about 400W. The opegatonditions of the FC

stack are shown in Table A.1 [Bech

10]. Many phgfsiarameters involved in the stack can

be measured such as: (i) the inlet/exit measureghitumle are flow rates cathode and anode

channel; (ii) inlet/exit air pressures

of cathodel aanode; (iii) average temperature; (iv)

humidity of FC; (v) the stack voltage and currertich is traditionally considered as a
measurable disturbance to the system. The equtvalectrical circuit model is based on the

modelling of anode, membrane a
concentration and ohmic are current

nd cathode. Moreothex, voltage drops: activation,
-dependent.hdeogen pressure has been calculated as
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an intermediate step for calculating the thermodynavoltage estimated by Nernst equation.
The stack voltage is also the difference betweemtbdynamic and losses voltages.

During these tests, different current steps ardiexppo the FC stack to exhibit the steady state
and transient behaviour. Firstly, the FC is turnadwith a power of about 400W with a load
that consumes a current of approximately 30 A. djerating conditions for the FC stack are
shown in Table 4.1 [Bech 10].

Table 4.1: PEMFC operation conditions [Bech 10].

Number of single cells 20

Operating temperature °C 20-65

Nominal temperature °C 55

Cell area crh 100

Operating pressure From 1to 1.5 bar

Differential pressure between angddp to 0.6 bar
and cathode compartments
Inlet media Pure hydrogen

De-ionized cooling water

For the simulated FC model, it has an output powieB80 kW. So, an extrapolation of FC
model has been applied for realistic parametergegahs demonstrated in Fig. 4.8.
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Fig. 4.8: Experimental FC output power.

4.2.6.BNERGY STORAGE SIZING

The electrolyser in the FC/ELS storage system le&s lused as a part of dump load. When
there is excess wind or solar generation, therelgser turns on to begin producing hydrogen,
which is delivered to the hydrogen storage tankshe H, storage tanks become full, the
excess power will be diverted to another dump loathen there is a deficit in power
generation, the FC will begin to produce energytherload using hydrogen from the reservoir
tanks [Shak 05].
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The GMT doesn't participate in storage system.diks as BKU generation unit to support the
RESs for supplying the peak demands via specicggnmanagement strategy.

The transferred energy from the ELS has been siaredtank via the hydrogen vector. The
hydrogen has been calculated directly at Low Healu® (LHV). The power requested to
obtain one kilogramme of hydrogen is 33.3kWh/kd_HY. Such power can be calculated
from the relationship between the production rptrshour, the number of electrolyser calis
and the electrolyser stack currégts [Gand 07] [Kell 08]:

H, (*2) = 7.5816 12 (4.9)

whereZ is the number of electrons per transferred molél® (Z=2 €), F is the Faraday
constant ff= 96485 C/mol)pn. the number of connected cells in series.

The ELS current can be calculated from:
Igps =1 % AgL (4.10)

whereAg sis the active area of electrodes which is typycalbout 100 cm? for the PEM ELS.
For 80 kW PEM ELS an extrapolation of model hasnbapplied for realistic parameters
values.

4.3. ENERGY MANAGEMENT STRATEGY

The energy management for 24 hours is illustratetie flowchart of Fig. 4.9. The principle of
energy management related to the power availaitfRESs outputs and the daily load.
Therefore, the difference between the total powerthe load power has been checked. If the
difference is more than zero, the excess will bwest as hydrogen in hydrogen tanks.
Otherwise, the GMT power will be entered in sedsean additional source to cover the load.

The new sum of power generation of WT, PV and GMibutd cover the load. If the
difference between the sum of their powers anddae is positive, the excess power will be
stored in the hydrogen tank as in the previous $dperwise, the FC will be used for meeting
the requested demand. The total power generatoon the WT, PV, GMT and FC sources
should cover the load. The power that exceedsoidw Will be stored in hydrogen tanks to be
used in the periods of high—peak loads.

This energy management methodology has been appligohg the system operation.
Consequently, the store/restore process of theolygdrtanks has been performed.
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Fig. 4.9: Flowchart for energy storage methodologgnd energy management strategy.

The WT, PV, GMT and FC hybrid system is an altaweadf traditional energy system that in
this study can be used for stand-alone power sygstgplications. WT and PV are the primary
power sources of the system, and the FC—-ELS connnrmniaas been used as BKUSs for long—
term storage system. An overall energy managenteategy has been designed to manage
power flows for the proposed multi-source system storage systems. Consequently, hybrid
RESs of minimum power production price have beensiciered. In addition, the overall
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hydrogen quantity at the end of one cycle of 24r&@i energy stored in/consumed from the
hydrogen tank should equal to zero.

These sources and loads have been managed camgitherinypothesis that an immediate start
of different sources and according to the availgtif sources such as:

Case 1:The WT and PVs power have been set to their maximalmes. Therefore, if the
load is less than 863 kW, the GMT and FCs will emporary out of service. The power
surplus will be stored such as hydrogen in thedarging ELSs as depicted in Fig. 4.10(a).

Case 2:When the load becomes equal to the power produoed the WT and PV sources,
both sources together will continue providing tbad with the necessary energy. However,
the storage of energy will be stopped and the ELlSe turned off as shown in Fig. 4.10(b).

Case 3:When the load becomes from 863 kW to 963 kW, theTGHill switch on to cover
the power deficit. Therefore, the excess energlyheilstored in the hydrogen tank as depicted
in Fig. 4.10(c).

Case 4:If the load exceeds 963 kW, the FC will turn on aoder the load as illustrated in
Fig. 4.10(d).

The role of FC—ELS combination in the four casewideliver/store energy when necessary.
FC and ELS work alternatively. Obviously, the EL8rits when energy storage is requested
and FCs work when energy production is needed.

It has been supposed that the WT and PV give theximum power. However, the power
generation of both sources depends on the winddsped sun irradiation respectively.
Accordingly, an in—depth study at different vamatiof WTs and PVs powers will be done in
the forthcoming research. Consequently, a NN and flodels have been designed to ensure
the energy management procedure and a comparisoadrethem has been performed.
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4.4. ENERGY MANAGEMENT USING NEURAL NETWORKS

An ANN is a mathematical or computational modelt thas been inspired by the structure
and/or the functional aspects of biological neurstworks. A NN consists of an
interconnected group of artificial neurons. It meses information using a connection
approach to computation. ANN is almost an adapgixstem that changes its structure based
on external or internal information that flows thgh the network during the learning phase. A
NN is typically defined by three types of parametas depicted in Fig. 4.11 [Site 09]:

1. the interconnection pattern between different laygmeurons;
2. the learning process for updating the weights efititerconnections;
3. the activation function that converts a neuron'ggiwed input to its output activation.

- Neural Network

Hidden layer Neurons

l

=

Input Output

—

I 3 1

O

Weighted connections

=

Fig. 4.11: NN general structure.

NN are appropriate at fitting functions and recagm patterns. To define a fitting problem for
the toolbox, a set of input vectors as columns in a matrix has beemge@ Then, another
set ofY target vectors (the correct output vectors folheaitthe input vectors) into a second
matrix has been prepared. Both vector sets haven lod¢ained from calculating the
contribution of each traditional sources (GMT ar€s); and RESs (WT and PV) in presence
of both wind speed and irradiation intermittency.

More neurons and/or layers require more computatiom they may allow the network to
solve efficiently more complicated problems. Ongce Network/Data Manager window is up
and running, a network can be created, viewednddii simulated, and exported the final
results to the workspace. Similarly, data can beoirted from the workspace for using in the
Graphical User Interface (GUI) [Site 09].

A two-layer feed-forward network with sigmoide heddneurons and linear output neurons
(fitnet), can fit multi-dimensional mapping problsrarbitrarily well, given consistent data and
enough neurons in its hidden layer. The network bel trained with Levenberg-Marquardt
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back-propagation algorithm (trainlm), unless thisraot enough memory, in which case scale
conjugate gradient back propagation (trainscg) véllused.

Feed—forward networks often have one or more hidiars of sigmoid neurons followed by
an output layer of linear neurons as shown in Bigd2 Multiple layers of neurons with
nonlinear transfer functions allow the network éarh nonlinear relationships between input
and output vectors. The linear output layer is nefi&n used for function fitting (or nonlinear
regression) problems [Site 09].

For multiple-layer networks, the layer number daiees the superscript on the weight matrix.
The appropriate notation is used in the two-lagesig/purelin network. This network can be
used as a general function approximator. It camaqipate any function with a finite number
of discontinuities arbitrarily well, given suffiaéneurons in the hidden layer.

Input Hidden layer Output layer
A A .
r N .
” st a'y
—> Iw! \ —> (W21 —>
2x1 1 ax1 \ 3x1
4x2 n 7L 3x4 n’ 7[
4x1
3x1
1> bt /! 1> b2
2 4x1 4 3x1 3
— AN A
\_Y_/ ~ ~
a'=tansig (IW"p'+b?) a’=purelin (LW*'a'+b?)

Fig. 4.12: Two layers feed-forward network for enegy management.

In this study, (PV and WT) and (GMT and FC) are borad together and operate as main and
BKU systems respectively. To conveniently emplog #nergy management strategy taking
into account the intermittency of RESs and loadati@ns alongside with the power generation
price of each kind. NN methodology using Fittingplton Matlab™-Simulink has been
proposed. This tool can fit the power participatidreach source depending on sources power
availability and load value.

For the system understudy, the input data of NNta@dour power sources besides the load at
the instant (t). The output data are the partiopadf the different sources at the instant (t+1)
in the covering load depending on RESs contributiemditioned by the hydrogen level in the
tank which should equals zero at the end of 24hoycle and the cost of energy production
have to be at minimum level for the different sascin addition, the electrolyser data is one
part of the ELSs-HFCs combination that is responsible of energyasterfor the deficit
power situation. Therefore, it has been addeddmtliput data as illustrated in Fig. 4.13.
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Fig. 4.13: NN inputs and outputs.

4.4.1.NNINPUTS

The power provided by the WTs and PVs for one dgyedding on the wind speed and the
sun irradiance respectively have been demonstmateé). 4.14. The other two sources, GMT
and FCs, have provided their maximum power whemeoted. The load value injected in
NN is based on the whole France load on th8 Movember 2012 and matched with the
power requirement of a village in the region of fBelcity in France, with maximum load of
1 MW as shown in Fig. 4.15.
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Fig. 4.14: Output power of RESs when MPPT is consated.
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Fig. 4.15: The daily load of one village in regioof Belfort.

4.4.2 NNTRAINING , VALIDATION AND TEST

Several points of inputs and outputs data for inginvalidation and test purposes are
obtained by calculating both powers provided byedént sources to the NN at the input and
suggested power percentages of participation df saarce. In NN, the input/output data are
injected in the GUI NN. The samples are divided:int

e Training: 70 % of the total samples have been pteseto the network during
training, and the network has been adjusted aaugtdi the error.

* Validation: 15% of the total samples have been usedmeasure network
generalization, and for halt training when genegdlon stops improving.

» Testing: 15% of total samples have been investgatdeide an independent measure
of network performance during and after trainingh&s no effect on the training
process.

After injecting the data, the number on hidden oasarin the GUI fitting tool is 10 as
depicted in Fig. 4.16.

P -
4\ Function Fitting Neural Network (view) kBl
Hidden Output
—— - o - Output
Wl - _—
| | b _ .
10 5

Fig. 4.16: NN GUI for system energy management.

The following regression curves in Fig. 4.17 show tesults of the network outputs of the
target training, validation and testing. For a petffit, the data should fall along a 45 degree
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line, where the outputs of the network are equahtgets. The fit is good enough for all data
sets, with the values & (the percentage of data falling along a line 4§réles) in each case
0.99.

Training: R=0.9956 Validation: R=0.99573
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Test: R=0.9955 All: R=0.9956
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0 20 40 60 80 100 0 20 40 60 80 100
Target Target
Fig. 4.17: Training, validation and test data fitting for a target.

4.4 3.NNOUTPUTS

After NN training, the percentage of participatioh each power sources and the ELS for
hydrogen storage are estimated at any time valtaut condition as depicted in Fig. 4.18.
Considering load variation and/or RESs intermiteerldN will propose the corresponding

powers for the different sources taking into accafie minimum use of GMT generation,

FCs supply and hydrogen storage uses ELS, as simolig. 4.18. Three points of different

power sources curves and ELS curve have been chodendiscussed in Fig. 4.18. Point A
presents one instant when the summation of GMT, &A@ ELS powers is about 757 kW

considering the power negative sign of ELS. Thersaftion of powers for the points B and C
are 970 kW and 940 kW respectively. These poinpsesent the total source power at a
certain time on the curve presented in Fig. 4.19.
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Fig. 4.18: Sources and ELS power for one cycle oft hours.

Accordingly, the sources together have a power uutppable of providing the necessary
power to the load as depicted in Fig. 4.19. Thisftory result can be applied to any load
for all source estimation.
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Fig. 4.19: Load tracking by the multi-source poweigeneration.

4.5. ENERGY STORAGE SIMULATION RESULTS

Using NN, the energy generation/storage/consumptiave been properly managed.

Consequently, the storage system consists of th8sEhydrogen tank and FCs can be
suitably used when requested. The role of ELS isotavert the power into hydrogen and

store it in a tank if there is a surplus power. Thsgk of FCs is totally the inverse of ELS.

Obviously, it consumes the hydrogen stored in #mk to overcome the lack of power when

the four sources are used together. The tank dfioedsydrogen in a buffer stage to realize the
objective of this study that is mainly the energgnagement of multi-source system with

minimum cost.
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Fig. 4.20: Power and energy stored in the hydrogeiank from RESs.

The stored energy is totally produced by WT anddeurces at low level load values. The
over produced energy in the HPS can be discussedgh three periods. Two of them are
concerned of WT power overproduction and the tbing related to PV power source. These
periods correspond to maximum wind speed duringtragd maximum irradiance during day
as depicted in Fig. 4.20. The final value of stoeedrgy at the end of 24 hours cycle is about
320 kWh from the WT and about 140 kWh from the P the other side, the consumed
energy from the hydrogen tank is supplied to the BChigh level load value as shown in Fig.
4.21. Obviously, two periods of energy consumptian be observed. They have taken place
at maximum load and their total value is about K8Mh as depicted in Fig. 4.21.
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Fig. 4.21: Energy consumption at maximum load value

The tank is the buffer medium between the storedggnand the consumed one in the studied
system. Fig. 4.22 presents the stored energy, omtsenergy and the level of total remaining
energy in the hydrogen tank during the considegatiec Accordingly, the hydrogen level in
the tank has varied with time and its final valieéhe end of the cycle should equal zero. The
three energy storage periods as well as the tweuroption periods mentioned in Fig. 4.20
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and 4.21 respectively are clearly demonstratedgn4=22 and the their final values are equal
to 460 kwWh. Therefore, the total energy level ia tlydrogen tank at the end of the considered
cycle equal to zero as depicted in Fig. 4.22. Cgusetly, there is no energy stored at the end
of each cycle and the tank has kept its role adfartstorage element.

500 T 1 T T T T 1 T
I 1 1 I 1 I 1 1 1 1
Thesumofenergy |} | ! i ! i ) B A
stored/consumed 1 1 : 1 Storéd Period 2 1 / :I 1 |
—~ 1 1 S 17
= 400H --- Energy stored e - SRR r——jl——\lkff4lfr’ffrllfff
— 1 | | | A fn___L-
E IEnergy consumed‘ I Consumption Period 1 H : et /71 T T H
~ 1 1 I 1 A I ] 1 1
ho) 1 ! 1 1 ! 1 [ 1,/ [l 1 1
Q 300, _ ,: ,,,,,,,,, Lo _x______ e P T E LT L __ JIstered- 1 - - |
c | ] ] | A 1,7 1 ] 120 ]
1 | [ | PRl | % o 1 Period 31
> 1 | 1 1 | Ve 1 A Cnnsumptlon‘: 1 1
2 : | — ' 42 1 | :Period 2 0 I‘——'{
1 1 ] 1 1 ] 1 1
8 200 [ - FoadNC -5 --——~ T-—- - - - - === A1
= 1 1 1 1 ] 1 1
° 1 1 ] 1 1
@ i P i i i i
g 1 - ! ' TR
» 100 1 . [ N ]
> 1 1 1 1 ! 1 1
2 i i i l i i i
] 1 [ 1 | ] 1 1
c 0 1 v I N Vv N [ I
wl T T 1 T ] a
1 1 1 ! 1 ) 1 1 1
1 1 1 | 1 | 1 1 1
1 1 1 | 1 | 1 1 1
i P ! ] ! i ; i
-100 H H H | H | H H H H

10 15 20 25
Time (hour of day)

Fig. 4.22: Energy stored in/consumed from the tanknd the sum of both during daily operation.

The storage system has correctly performed itgygretorage task. Energy has been consumed
or stored when necessary. No hydrogen has remairied tank at the end of the cycle.

4.6. FL FOR ENERGY MANAGEMENT

In Matlat® software, GUI tools representing FL toolbox canused. There are five primary
GUI tools for building, editing and observing fuzinjerence systems in the FL toolbox: the
Fuzzy Inference System (FIS) Editor, the member&imgtion editor, the rule editor, the rule
viewer, and the surface viewer as depicted in #i83. These GUIs are dynamically linked.
Therefore, the changes made to the FIS using otteeof can affect what can be seen on any
of the other open GUISs.

117



FIS Editor

Membership

Function Editer

Rule Viewer Surface Viewer

Fig. 4.23: GUI tools of FL.

One of two types of fuzzy inference systems camnidesl in FL [Kaur 12]: the Mamdani and
the Sugeno. The Mamdani method has been widelyptetdor capturing expert knowledge.
It allows describing the expertise in more intwetivmore human-like manner. However,
Mamdani-type FIS entails a substantial computatitmaden. On the other hand, Sugeno
method is computationally efficient and works weith optimization and adaptive techniques,
which makes it very attractive in control problemparticularly for dynamic nonlinear systems.
These adaptive techniques can be used to custah@zeembership functions so that fuzzy
system perfectly models the data. The most fundeaheifference between Mamdani—type
FIS and Sugeno-type FIS is the way the crisp outpsitbeen generated from the fuzzy inputs.
While Mamdani-type FIS uses the technique of défication of a fuzzy output, Sugeno—-type
FIS uses weighted average to compute the crispubufphe expressive power and
interpretability of Mamdani output has been losthe Sugeno FIS since the consequents of
the rules are not fuzzy [Kaur 12]. For the energgnagement using FL, the Mamdani
inference system will be used.

FL control method has been applied to set the FAEALS power references as shown in Fig.
4.24. These power references represent the ideaerpofor which the summation of the
produced power of the four sources will track thad. In addition, the second goal is to store
the energy according to its cost so that FL w#ipditch the energies according to energy cost
and its availability as shown in Fig.4.24.
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The FL gives the suitable power references of RCEIS that depend on the inference rules
integrated into the FL. The rules correspond tontl@mum cost and the availability of each

source. After obtaining the powers of FC and Eb8,dubtracting value will be integrated and
considered as stored/restored energy in the tami&.sim of this subtracting value with the

power values of WT, PV and GMT have been considasethe requested power to cover the
load in real time. The FL rules as well as its iispand outputs have been listed in Appendix
(Table A.3 and A.4 respectively).
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Fig. 4.25: Load tracking by the multi—-source powegeneration using FL.

The comparison between the load and the proposedrgoom the four sources is illustrated
in Fig. 4.25. It is clear that the proposed powemagement is adequate. The sources total
output power is able to track the time variant lagith acceptable drift. This last has an
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absolute worst-case maximum value referenced tontagimum load of 6%. The stored
energy using ELS, the consumed energy using FCtla@dsum of both stored/consumed
energy have been depicted in Fig. 4.26.
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Fig. 4.26: Stored and consumed energies using FL.

25

From one hand, in the case of energy storage UHinghere is more energy used by ELS
compared to NN. Therefore, more energy has beeedsio the hydrogen tank. There is about
672 kWh stored in the hydrogen tank after one cg€l24 hours. This quantity of hydrogen
comes from the FL acceptable tracking of the load the more converting the non-used
energy by using ELS. On the other hand, the hydrdgek at the end of 24 hour cycle was
totally empty in case of energy management by uNiNg

Consequently, FL is a convenient method for energpagement purposes in case of HPSs. It
is able to give adequate control to produce a lslgitguantity of power to cover the electrical
load. In comparison with NN, FL is more approprifiethis task and less stored energy has
been achieved. The quantity of hydrogen in the tanthe end of 24 hours cycle is zero and
672 kWh when NN and FL are used respectively.

In this chapter, the economic study has been adegimed using NN for studying the worst
case between the two studied techniques and shdhengiinimum cost reduction. Otherwise,
if FL has been used, the obtained result will bigebe

4.7. CONCLUSION

In this chapter, the sizing of different sourcesl dhe hydrogen storage system has been
presented. In addition, the energy managemenegirdor the multi-source system has been
proposed during the 24 hours of load variations®trategy has considered the intermittence
of RESs equipped with BKU generation units anddbst of each. The energy management
strategy has been applied using two types of mstiHgN and FL. The simulation results have
shown that the FL curve conveniently matches thd urve. Obviously, the power generation
track the load power with minimum power shiftingrgeared to NN.
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GENERAL CONCLUSION

In this thesis a multi—-source system including RE&sh as PV and WTs as main sources as
well as GMT as BKUS was shown. In addition, ESSststing of PEM ELS, hydrogen tank
and PEMFC was injected for enhancing the BKU systeMR methodology was used for
presenting the different sources’ models. Differev@thematical equations representing the
PEM ELS, PEMFC, GMT, PV and WTs models were presgn¥loreover, the simulation of
each source model has been realized. Consequtlyalidation of different models was
achieved. Then, the global model of multi-sourcgeay was shown. This last one was useful
for energy management treated in chapter four.

In addition, the effect of shading, dust or fautinditions on the PV panels was studied.
Different solutions were introduced. The MPPT methveas applied to maximize the PV
output power. Then, PV panels were sized, modealhetisimulated to fit the experimental test
bench of FCLAB laboratory. The impacts of both tempure and shading on the PV panel
efficiency were demonstrated. Then, the PV pandragtteristics were experimentally
illustrated. Moreover, FL estimator was used fanitfying the shaded PV panel, estimating
the shading percentage and deciding the connedisaohnection of series/parallel PV panels
reconfiguration coupling to minimize the total poviesses. This relatively simple and cheap
method didn’t request any additional MPPT contrsller sensors. Indeed, it was sufficient to
use controlled switches and diodes. This new onfenfiguration has the possibility to be
employed tan PV panelsr > 4). Experimental setup has been built and the pexgbsslution
was successfully validated.

After overcoming the shading problem, the PV pamaige adapted to provide the PEM ELS
with the requested energy. An enhancement of theidhyV—-PEM ELS system efficiency
using the FLC combined with PI control using PV-MP®as suggested. The FLC was
developed in order to instantaneously control theew temperature at specific reference
values. The PI control was considered to governew&mperature to its instantaneous
optimal value. Moreover, the undesirable tempeeasuirplus of the PV panel could be reused
in the hydrogen flow rise in PEM ELS. The hybrid HFREM ELS system behaviour was
studied considering the temperature rise 288 K to 363 K Using EMR modelling of
MATLAB ™ simulation results illustrated that the increasewafter temperature at the
entrance of the PEM ELS tank leads to consideraisly in the hydrogen flow amount.
Therefore, the overall system efficiency was sigatiitly enhanced.

Moreover, the sizing of different sources and tidrbgen storage system was presented. In
addition, the energy management strategy for thii-rsaurce system was proposed during

the 24 hours of load variation. This strategy cdeed the intermittence of RESs equipped
with BKU generation units and the cost of each. #hergy management strategy was applied
using two types of methods: NN and FL. The simalatiesults showed that the FL curve

conveniently matches the load curve. Obviously, gbeer generation track the load power

with minimum power shifting compared to NN.

Hereby, the main scientific contributions of thesis are:

* using graphical modelling tool EMR for modellingcamplex HPS comprising PV,
WTs, GMT and FCs;

* the design and experimental implementation of taé PV panels reconfiguration
such as shaded PV panels solution;

» the efficiency enhancement of PV-PEM ELS hybridtaysby transferring emitted
temperature by PV panels to the PEM ELS and coitirol
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the proposition of different Al energy managememdtegies for the studied HPS and
conveniently track the load, then comparing thegested strategies to deduce the
most appropriate one.

PERSPECTIVES

In the studied multi-source sizing, the sourcesunes were proposed based on the
main production of energy via RESs and there wereaonomic criteria for achieving
the ideal point of preference percentage of en@rgguction between conventional
power plants and energy storage system. Therdftzegbtained solution was friendly
solution but not the most economic one. Howeveanifoptimization method is used
for this purpose such as genetic algorithms, thealidtorage volume and power
generation from conventional power plants realizihg economic solution will be
performed.

The transferred temperature, emitted from the P\ésigjected into PEM ELS in the
studied PV-PEM ELS system, had an efficiency endaent which was verified
through the maximization of both the PEM ELS pragtbdt flow and the PV
captured energy. However, the ideal temperaturevfoch the balance between the
increase in HPS efficiency and the considered physionstraints, especially the
temperature limitation to avoid the evaporatiom ba founded.

For the shaded PV panels problem, a reconfigurd®dnpanels solution based on
simple switches and dSPACE electronic card was queq. The designed FLC
program was implemented into the dSPACE becauswaitlable in the laboratory.
However, PV farm FLC program can be implemented iatPIC microcontroller
which is much cheaper than the dSPACE card.

The proposed shading solution can be comparecetmtliti-MPPT control’s solution
and find out the cost profit percentage.

The cost of HPS can be calculated and then an euorstudy comparing the HPS
cost with the conventional power plants cost capdrérmed.

In the energy management strategy using FL, the beeship functions can be
modified to perform the appropriate investing of GNpower. In addition, their
number can be reduced by combining both providecd®YWT powers such as RES.
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APPENDIX

Table A.1: PEMFC operation conditions.

Number of single cells 20

Operating temperature (°C) 20-65

Nominal temperature (°C) 95

Cell area (cnf) 100

Operating pressure (bar 1-15
Differential pressure betweer Upto 0.6
anode and cathode compartmen

Inlet media Pure hydrogen

De-onized cooling wate

Table A.2: PEM electrolyser EMR sub-models [Agbl 11].

EMR General formula
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Thermal sub-model

7) TAS = 2F(ngy + Naifr + Rej) .
8) AS —HAS = Iy (MEL+Naifr+Re))

NTotal T
IEI.

9) MeL = Eact-anod + Eact—cath =
— RT . _qf 1 RT ., _f 1
1) ’q total AL _ZOLAF sinh (_zjo,AA) + 2ocF sinh (zjo,CA>
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1 f'\ ME{
)
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12) ASq_H20_Mem = (T

_ Quy0,

13) ASq w0, = =
14) ASq 1,0H,,0, = Yi=H,0,H,,0, i AS;
15) ASq,losses = Qlo-;ses
16) ASqZ =

ASq 1,0 Mem + ASq 1,0, +

ASgqy,,0,H,0 (Zizh,0H,0, N AS;) +

ASqlosses (Asq_conV)

. 1 Q osses
17) Qiosses = R_t (T- Tamb)ASq_losses = ~losses

Tegal | O/

Hydraulic sub-
model

T
. 8P
18) VH20 = R_h
19) - 6P = VHZO 'Rh

20) VLiq = VLqun - (Vreact + VMem)

21) ChdstA = VLiq - Vﬂ
Gaz
VLiq = vLiq_In - (vreact + vMem)
22) QHZO = mHZOCPHZO(T — Tamb)
23) mHZO = VHZQPHZO

24) ASq_H20 = (%)

Table A.3: Fuzzy logic rules used for the energy nmagement*.

Rules PLoad Pemr Pwr Ppy H, tank level Peis Pec
1 VS B Sm Sm LL Sm.AV VA
2 'S B Sm Sm ML Sm.AV Z
3 VS B Sm Sm HL YA YA
4 'S B AV Sm LL AV Z
5 'S B AV Sm ML AV z
6 VS B AV Sm HL VA VA
7 'S B B Sm LL B z
8 VS B B Sm ML B VA
9 'S B B Sm HL z z
10 Sm B Sm Sm LL z z
11 Sm B Sm Sm ML z z
12 Sm B Sm Sm HL z z
13 Sm B AV Sm LL Z\VS VA
14 Sm B AV Sm ML ZVS Z
15 Sm B AV Sm HL VA VA
16 Sm B B Sm LL VS.Sm Z
17 Sm B B Sm ML VS. Sm Z
18 Sm B B Sm HL VA VA
19 B B Sm Sm LL z z
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*
VS: Very Small, Sm: Small, B: Big, VB: Very Big, AV: Average, LL: Low level, ML: Medium Level, HL: High Level, Z: Zero, Z.VS:
Zero Very Small, VS.Sm: Very Small Small, Sm.AV: Small Average, AV.B: Average Big, Z.Sm: Zero Small, Sm. AV: Small Average.

Table A.4: Inputs and outputs of the proposed FLC.

Membership function piots  Plot points: 181 Membership function plote  Plot points: 181

Vs sm B VB B

000 a0 85 90 95 100 105 110 115 120 125
input variable "P, " input variable "P__GT"

Membership function plots  Plot points: 181 Membership function piots Plot points. 181

Sm A B

mr ™ =n a0 -n an

700 20 740 760 00 820 &40 o60 ao0 S00

input variable "P__W"

input variable "P__PWv™

Membership function plots  Plot points: 181

L ML HL

0 500 1000 1500

input variable "H__tank™

Memberghip function piotz  Plot points: 181 Membership function plots  Plot points: 181

Fi ZV5 WSVWS5m Sm3mAv Av AvBE B BVB VB Z Z_ISm Sml Sm.Av I Av AIV.B B

50 100 150 200 250 300 0 50 100 150 200 250 300

output variable "P__ELS” output variable "P__FC”

Explication the membership function selection

The numeric values of membership functions inputs autputs are given depending on the
power value of each.

The FL maximum power inputs of, PPsvt, Ry and By are 1000, 100, 800 and 63 kW
respectively. Its maximum power outputs of £and Rc are 250 kW for each. One
membership function is selected to present the GiMWwer as it works during the whole
cycle. Several membership functions are indicabegrésent the ELS and FC powers as their
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role of storing and reuse the stored energy regqubstaccuracy of tracking the sources and
the load power changes.

The proposed tank can store up to 1300 kWh of gnditge excess energy will be considered
as stored energy at high level in the hydrogen,tdrdn it cannot be stored and the ELS will
be stopped.

The inputs and outputs achieve the following equnadill the time:
P.= Pout+ Ryt Poy

Each disorder on this equation will require therapen of FC or ELS and the change of the
applied rule from Table A.3 as well. This algorithies considered when the membership
functions are established.
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ABSTRACT

The limited reserves of fossil fuel and the poblatigases produced pave the way to promising atteenRenewable
Energy Sources (RESs) such as Solar Energy So(B&s5s) and Wind Energy Sources (WESs). SESs andsVIEES
freely available and environmentally friendly. Hoxge, RESs are intermittent in nature. Therefore, moothing of
power fluctuations by storing the energy duringiqes of oversupply and restore it to the grid widemand becomes
necessary. Accordingly, Energy Storage Systems{E&H be appropriately used for this purpose.

Using several energy sources for constructing Hi@sgside with ESS will require an energy managersgategy to
achieve minimum HPS cost and optimal balance betweeergy generation and energy consumption. Thesggn
management method is a mechanism to achieve ahedeayy production and to conveniently satisfy liteed demand
at relatively high efficiency.

In this thesis, a Hybrid Power System (HPS) incigdRenewable Energy Sources (RESs) such as mairtesazombined
with Gas Micro—Turbine (GMT) and hydrogen storagstasm such as Back—up Sources (BKUSSs) has beesnpeds The
aim of this hybridization is to build a reliablessgm, which is able to supply the load and havmggébility to store the
excess energy in hydrogen form and reuse it latmrmwdemanded. Consequently, the stored energye arnith of each
cycle will be zero and a minimum generated powet @achieved. In addition, partial shading problef Photovoltaic
(PV) panels is comprehensively studied and a ndutisn based on simple switches and Fuzzy Logict@briFLC)
integrated into dSPACE electronic card is crea@mhsequently, a real time PV panels reconfiguradios disconnecting
shaded ones is performed and minimum power lossashieved. Then, the PV panels are connecte®totan Exchange
Membrane Electrolyser (PEM ELS). The emitted terapge by the PV panels is transferred to the emdotic element
PEM ELS. Consequently, an efficiency enhancemetiteohybrid system PV—PEM ELS is realized.

RESUME

Les réserves limitées de combustibles fossiles pollution entrainée par les gaz produits ouvi@nbie a des ressources
énergétiques renouvelables (RER) alternatives @h@iteuses telles que les ressources solaires€iRB3¥ ressources
éoliennes (RE). Ces ressources sont librement milsips et respectueuses de l'environnement. Ceperida RER sont
de nature intermittente. Par conséquent, il existdesoin de lissage des fluctuations de puissamcgockant I'énergie
pendant les périodes de surproduction pour latwestau réseau lorsque la demande énergétiquentiévigortante. Les
systemes de stockage de I'énergie (SSE) peuvestétte utilisés de maniére appropriée a cette fin.

L'utilisation de plusieurs sources d'énergie estibekeurs pour construire des systemes de puishghdees (SPH) exige
une stratégie de gestion de I'énergie pour atteiledminimum de colt des SPH et un équilibre datygroduction et la
consommation de I'énergie. Cette méthode de gedéidénergie est un mécanisme pour obtenir unduptmn d'énergie
idéale et pour satisfaire convenablement la demdeaddarge a rendement relativement élevé.

Dans cette these, un SPH intégrant productionri&gaet photovoltaique, éolienne, une micro-turkingaz ainsi qu’un
systeme de stockage de I'électricité par le vedigdrogene est considéré. Le but de cette hyboid&tst de construire un
systeme fiable, qui est en mesure de fournir lagehat qui a la capacité de stocker I'énergie etéite sous forme
hydrogéene et de la réutiliser plus tard. En odér@grobléeme d'ombrage partiel de Panneaux Photigaks est étudié de
maniere approfondie. Une nouvelle solution baséelss interrupteurs simples et un contréle pargiegifloue intégré
dans une carte électronique dSPACE a été propdségeconfiguration des panneaux photovoltaiqudsraps réel et de
déconnexion de ceux ombragés est également effeetu€herchant & minimiser les pertes de puiss&eceouplage
thermique entre ces panneaux photovoltaiques éteatrolyseur a membrane polymeére est égalemedieétu I'échelle
systeme. En récupérant une partie de I'énergianiee recue par les panneaux, une améliorationeddement du
systeme hybride PPV-ELS MEP est réalisée.
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