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SYNTHÈSES

L’entrée multi-points offre un canal d’interaction très expressif pour les dispositifs

équipés d’une technologie tactile multi-points. Cependant, alors que la taille du canal

de communication est, en théorie, tr és grande, la plupart des systèmes n’en font, en

pratique, qu’un usage très limité. Cet état de fait est probablement dû à la difficulté

de gérer un grand nombre de gestes multi-points, et ce pour deux raisons principales:

(1) les limites cognitives et motrices des humains, et (2) les difficultés techniques pour

l’élaboration de systèmes de reconnaissance robustes. Cette thèse étudie une nouvelle

technique d’entrée, TouchTokens, pour enrichir le vocabulaire de gestes multi-points,

en se basant sur la position relative des points de contact et des objets (tokens) passifs.

Un TouchToken est un “token” passif avec des encoches qui indiquent à l’utilisateur

comment l’attraper. Ainsi, lorsque l’utilisateur tient le token tout en étant en contact

avec la surface, lorsque les utilisateurs tiennent un token tout en étant en contact avec

la surface, le système reconnaît le schéma de points de contact correspondant avec une

grande robustesse.

Nous commeno̧ns par présenter le principe avec des tokens rigides de forme basique.

L’algorithme de reconnaissance et la conception des tokens sont issus des conclusions

d’une étude formative dans laquelle nous avons collecté et analysé des schémas de points

de contact lorsque les utilisateurs tiennent des tokens de taille et de forme variable. Cette

première étude montre que les utilisateurs ont des stratégies individuelles cohérentes,

mais que ces stratégies dépendent de l’utilisateur. Ces conclusions nous ont mené à

l’élaboration de tokens avec des encoches afin que les utilisateurs attrapent un même

token toujours de la même fao̧n. L’expérience que nous avons menée sur ce nouvel ensem-

ble de tokens démontre que nous pouvons les reconnaître avec un niveau de robustesse

supérieur à 95%. Nous discutons les rôles que peuvent jouer les TouchTokens dans les

systèmes interactifs, et nous présentons un échantillon d’applications de démonstration :

jeux, contrôle d’accès, contrôles, etc.
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La conception initiale des TouchTokens ne supporte qu’un ensemble d’interactions se

limitant au modèle à deux états de l’interaction directe. En d’autres termes, le système

peut simplement capturer la position d’un token lorsque celui-ci est effectivement tenu

par l’utilisateur. Dans un second projet, nous décrivons une technique de fabrication

avec une découpeuse laser qui permet de faire des tokens flexibles que les utilisateurs

peuvent, par exemple, courber ou compresser en plus de les faire glisser sur la surface.

Nous augmentons notre reconnaisseur pour analyser les micro-mouvements des doigts

pendant la manipulation du token afin de reconnaître ces manipulations. Ce nouveau

reconnaisseur est basé sur l’analyse des micro-mouvements des doigts nous permet

également de discriminer, lorsque l’utilisateur enlève ses doigts de la surface, le cas où il

enlève le token de la surface, du cas où le token est resté sur la surface. Nous rapportons

sur les expériences que nous avons menées pour déterminer la valeur des paramètres

de nos différents reconnaisseurs, et tester leur robustesse. Nous obtenons des taux de

reconnaissance supérieurs à 90% sur les données collectées.

Nous finissons cette thèse par la présentation de deux outils qui permettent de

construire et reconnaître des tokens de forme arbitraire, TouchTokenBuilder and Touch-

TokenTracker. TouchTokenBuilder est une application logicielle qui permet de placer des

encoches sur des contours vectoriels de forme arbitraire, et qui alerte en cas de conflit

de reconnaissance entre tokens. TouchTokenBuilder produit deux fichiers en sortie: une

description vectorielle des tokens pour leur construction, et une description numérique

servant à leur reconnaissance. TouchTokenTracker est une librairie logicielle qui prend

cette description numérique en entrée, et qui permet aux développeurs de traquer la

géométrie (position, orientation et forme) des tokens au cours de leur manipulation sur

la surface. Pour valider cette suite d’outils, nous utilisons une approche basée sur un

mini-benchmark de trois ensembles de tokens de forme arbitraire. Nous rapportons

ensuite sur une expérience dans laquelle nous demandons aux participants de manipuler

ces tokens, afin de mesurer la capacité de TouchTokenTracker pour reconnat̂re l’identité

de ces tokens, et capturer leur géométrie.
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1
INTRODUCTION

In this dissertation, we explore a design space of gesture and tangible interaction

for proposing a large input vocabulary that involves passive tokens and gestures

on multi-touch surfaces. We focus on passive tokens because they are fast to build,

easy-to-make and do not require any additional electronic components. Similarly, multi-

touch technology has become increasingly accessible with regards to cost and diversity of

products available.

With devices such as smartphones and tablets, multi-touch surfaces have become

ubiquitous in our personal life. Larger setups such as tabletops and large vertical displays

that support direct touch also become more widespread not only for research purpose [2]

but also for public spaces [3]. Direct touch offers a great medium for gesturing on screen,

thus providing a “natural” way of communicating between humans and computers.

Interacting with gestures has retained attention for about 40 years [4, 5]. It provides

many advantages including more expressiveness [6], cognitive benefits [7] and flexible

manipulations for e.g., selecting multiple items at once [8].

Multi-touch offers a very expressive input channel in theory, but the vocabulary of

interaction is much more limited in practice. This is because of both human capabilities

and system limitations. On the one hand, cognitive and motor resources limit the number

of associations humans can memorize and the complexity of gestures they can perform.

Also, fingers are not independent of each other, with some fingers moving inadvertently
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CHAPTER 1. INTRODUCTION

to some degree when others move [9, 10]. This means that the number of degrees of

freedom is actually less than what the technology can track (usually 10 contact points

× 2D = 20 DoF). On the other hand, recognizing humans' gestures that involve a large

number of muscles and joints from a sample of contact points on a tactile surface is

difficult, the contact points providing only a limited picture of the actual gesture. Also,

multi-touch devices suffer from two limitations: low precision and screen occlusion.

Precision problems occur when selecting small targets directly with the relatively fat

finger tip (e.g., selecting a hypertext link within a series of hypertext links that are close

to one another). Occlusion problems occur because of the directness of input as the object

of interest can be displayed below the hand that interacts with the device (e.g., dragging

an icon from the top left corner to the bottom right corner for a right-handed user is

challenging as her hand occludes the area where to drop the icon off).

In order to facilitate learning and provide more intuitiveness, HCI designers often

try to use metaphors with the real-world as a design guideline. A more radical approach

is to design tangible interfaces by turning virtual objects or controllers into physical

objects that users can manipulate. Such interfaces have been shown as having several

advantages such as facilitating learning [11], increasing performance [12], combining

control and representation into a single physical device [13, 14], and improving the

quality of collaboration [15]. But, despite all these advantages, tangible interaction is

currently more challenging to implement than direct touch interaction. First, tangibles

offer an even larger design space for building interactive systems with no guidelines or

conventions that designers can rely on. Furthermore, whatever the technology considered,

building and tracking tangible remains an effortful process in terms of fabrication

(consistent circuit, good grasp, etc.) and software development (stability, friction with

the screen, sensitivity to lighting conditions, proper processing software to achieve low

enough, etc).

In this dissertation, we propose to address some issues of these two types of interac-

tion, multi-touch gestures and tangibles, by combining them together with the concept of

TOUCHTOKENS. A TOUCHTOKEN is a passive token that suggests a specific grip so that,

when held on a multi-touch surface, the system can recognize the pattern associated

with the token and then know what token the user is manipulating. By offering some

tangibility to multi-touch gestures, TOUCHTOKENS save users from discovering and

learning “invisible” gestures. They also allow interface designers to move objects from

the virtual world into the physical world, giving an opportunity to reduce the difficulties
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related to the manipulation of virtual objects with fingers. Besides, in comparison with

other technologies for building tangible interfaces (such as making objects conductive or

using image-based analyses to recognize passive objects), TOUCHTOKENS are low-cost

and very easy to build. During my PhD, we have explored the idea of TOUCHTOKENS in

depth. Our work can be presented along three main projects.

In the first project, we conducted empirical studies in order to evaluate the feasibility

of the approach. We started by considering simple tokens that were differing in their

shape and size to see whether users had a specific way of holding them. While we

observed some consistency in users’ grasps, the variability remained too high to design a

robust recognition system. We thus designed a set of passive tokens featuring notches

that constrain users' grasp. That way, the finger pattern associated with a specific token

was very consistent. This approach allowed us to develop a recognition algorithm that

classifies the corresponding finger patterns with a high level of accuracy. The recognition

engine does even not require any training. We demonstrated with a set of application

examples how our approach enables application designers with a flexible and efficient

approach to develop a large variety of tangible interfaces.

In the second project, we aimed at increasing the expressive power of TouchTokens

by introducing laser-cut lattice hinges in their construction, making them flexible. This

design offers some flexibility to the tokens so that users can also squeeze or bend them

in addition to sliding them on the surface. We improved our previous recognizer by

analyzing the micro-movements of the fingers that hold the tokens in order to detect

three new interactions: squeeze and bend but also whether a token is left on the surface

or not. Bend events are especially useful for command triggers, while the squeezed state

can be used for quasi-modal interactions (similarly to mouse drags).

In the third project, we wanted to increase the number and variety of TOUCHTOKENS

that interface designers can consider in the applications that they develop. While we

considered only six pre-defined tokens with basic shapes in our first approach, we now

offer the ability for designers to design tokens that suit their specific needs. We introduced

two tools that aim at facilitating the development of such custom-made TOUCHTOKENS,

TouchTokenBuilder and TouchTokenTracker. With these tools, interface designers can

create conflict-free sets of arbitrarily-shaped tokens using a simple direct-manipulation

interface. Moreover, they can track the tokens' full geometry: location, orientation and

shape.
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CHAPTER 1. INTRODUCTION

1.1 Thesis Overview

This manuscript is divided into six chapters.

• Chapter 2 provides a summary of previous works about gesture-based interaction

and tangible interaction on multi-touch surfaces. We first define and discuss the

evolution of gesture-based interaction. We then define and discuss the technologies

of tangible interaction. Finally, we discuss the potential of combining gestures and

tangibles as rich input channel for interactive surfaces.

• Chapter 3 introduces the concept of TOUCHTOKENS. We present the design, the

fabrication of TOUCHTOKENS as well as our recognizer algorithm. We also report

on a formative study to collect touch patterns and a summative study to evaluate

the recognizer accuracy. Finally, we present application domains that would benefit

from TOUCHTOKENS and the limitations of our approach.

• Chapter 4 introduces FLEXIBLE TOUCHTOKENS, a novel design of TOUCHTO-

KENS making them more expressive. We describe the principle of the new set of

flexible tokens based on laser-cut lattice hinges and three novel interactions. We

then report on a formative study to collect data, design our recognizer and evaluate

its performance. We then present two applications that demonstrate the practical

feasibility and the potential of FLEXIBLE TOUCHTOKENS. Finally, we discuss the

limitations of this approach.

• Chapter 5 introduces two tools that allows designers to build and recognize

TOUCHTOKENS that feature arbitrary shapes. We first describe TOUCHTOKEN-

BUILDER, which helps designers to build TOUCHTOKENS tangibles and to place

notches in passive materials and TOUCHTOKENTRACKER, which provides addi-

tional information for tracking the tangibles. We then present some proof-of-concept

token sets designed with TOUCHTOKENTRACKERand report on experiments to

evaluate TOUCHTOKENTRACKER’s recognition. Finally, we discuss the limitations

of these tools.

• Chapter 6 concludes with future directions for research. We first summarize our

contributions. We then discuss some limitations of our approach and possible

directions for future work.
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2
REVIEW OF LITERATURE AND TECHNOLOGY

This chapter provides a summary of previous works involving gestures and tan-

gibles on multi-touch surfaces. We define what gesture-based interaction is, and

its evolution from single to multiple contact points. We then define tangible

interaction, and discuss its properties and the different technologies that support their

implementation. Finally, we illustrate how combining gestures and tangibles can offer a

rich input channel for interactive surfaces, listing different application domains where

this combination has already been considered.

2.1 Gesture-based Interaction

Gesture-based interaction refers to interactive environments in which users communicate

with the system using gestures. Stößel and Blessing [16] define a gesture, in the context

of HCI, as "a coordinated and intended movement of body parts to achieve communication.
The information which it contains is specified by the configuration of body parts, the speed
and direction of the movement and must be meaningful to its receptor."

There is a large variety of gestures that can be used for HCI (e.g. stroke gestures [17],

mid-air gestures [18], etc.). The choice of the type of gestures depends on both the design

of the system and the tracking technology which it relies on. In our thesis, we focus on

gestures performed on a tactile surface.
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2.1.1 Single touch input

With single touch input technologies, the system is able to track only one contact point,

typically corresponding to the tip of the stylus or the tip of the user's finger.

Figure 2.1: Sketchpad

Source: http://history-computer.com/ModernComputer/Software/Sketchpad.html

In 1963, Ivan Sutherland designed and developed one of the most important projects

in HCI, Sketchpad [19], which can be seen as the pioneer of direct touch. Sketchpad is

the first system that uses an optical stylus to interact directly with the virtual interface

displayed on the screen. As Fig. 2.1 illustrates, the user could directly manipulate

the graphical elements in a drawing editor. Ivan Sutherland's Sketchpad is usually

considered as the most influential interactive system to the modern Graphical User

interfaces (GUIs).

Since then, many efforts have been reported with respect to supporting stylus-based

interaction. As an example, Moran et al. [20] presented Tivoli, which provides basic

stylus-based scribbling and erasing interaction, allowing users to edit and organize

materials on the Xerox LiveBoard. Wolf et al. presented We-Met (Window Environment

Meeting Enhancement Tools) [21], which is a meeting room system that allows multiple

users to use their stylus to annotate a shared document that is simultaneously displayed

on each user's notepad. Stylus-based interaction offers a great precision as opposed to

other input methods such as finger-based interaction [22]. This precision offers important
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2.1. GESTURE-BASED INTERACTION

advantages for selecting targets [23], inking [24], annotating and taking notes [22],

crossing goals [25], radial steering [26], and sketching [27].

Stylus-based interaction is also appropriate to the use of stroke commands. Stroke

commands can be designed so that they resemble an activity or metaphor from the real

world (e.g. performing a question mark gesture to invoke help), potentially facilitating

discovery and learning. Appert and Zhai [28] have demonstrated the cognitive advantages

of using stroke shortcuts in comparison with using keyboard shortcuts. In particular, they

have showed that users were better at learning and recalling associations with gestures

rather than with keystroke sequences. However, some studies have shown that there are

some issues that must be taken in account when designing gesture-based interaction [17].

For example, Long et al. [29] found that while performing gestures with a stylus is faster

and more iconic than textual commands, they can also cause usability issues because

they are difficult to design and learn (stroke gestures are “invisible” to users and are thus

difficult to discover and execute well at first). Bau and Mackay [30] tackled issues related

to learning and memorization by proposing an appropriate visual feedforward technique

when performing stroke gestures. Their technique, OctoPocus (Figure 2.2), helps novice

users to perform a specific gesture, by revealing at first all available gestures (using

colored trails that represent the next portion of available gestures), and progressively

eliminating gesture candidates while users draw to keep only gestures that match user's

partial input.

Gesture-based interfaces should not only support users during the discovery and

learning phases, but also rely on a robust gesture recognition engine. Various approaches

to stroke gesture recognition have been studied including heuristic recognizers [31],

Hidden Markov Models [32], and statistical classification [33]. These approaches have

significantly improved overall gesture recognition performance.

Most current tactile surfaces support input using the user's finger tip instead of or in

complement to a stylus. Interfaces for touch heavily rely on point-and-tap interaction

paradigm augmented with a few simple techniques such as double tap for e.g., opening a

document, or press-and-hold for e.g., opening a menu. Despite a handful of innovative

techniques such as Ta-tap and Ta-ta-tap [34], that use the time intervals and distances

between consecutive taps to expand the touch input vocabulary, point-and-tap interaction

is basic. It provides a limited expressivity, and it causes usability issues such as the fat

finger problem [35], which causes ambiguity for selection [36], or the occlusion problem
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Figure 2.2: OctoPocus helps user to learn, execute and remember gesture commands

Source: http://www.olivierbau.com/octopocus.php

due to the hand that is used for touching the screen [37].

Some projects overcome these limitations. For example, one solution for the fat finger
problem is to make all the targets large enough, as suggested by Wigdor and Wixon [38].

However, this solution limits the number of objects that the screen can display at once.

Selection point ambiguity have been studied by Vogel and Baudisch [23]. They showed

that the input point location is offset from the target that users intended to hit. They

suggested that this offset comes from the fact that users perceive an input point that is

different than the one that is actually captured by the surface. Based on this observation,

they proposed to adapt and correct the captured input point by this offset. Moscovich [39]

proposed another solution by approximating a finger's contact area with a small selection

region, instead of using a single coordinate point. This resolves the ambiguity regarding

which object has been selected by the finger (Figure 2.3). Solutions for occlusion issues
have been proposed in LucidTouch [40] or Rubbing-tapping techniques [41]. LucidTouch

reduces occlusion by allowing the user to perform multi-touch gestures on the back of

the device. However, this solution requires that users hold the device with both hands,

which also make it not tractable to other tactile devices such as tabletops or wall displays.

Rubbing-tapping techniques [41] are more scalable to any kind of tactile screen as they

rely on a software solution for recognizing a bi-manual interaction: diagonal rubbing

gesture to point and zoom with one hand, and tapping with the other hand.
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Figure 2.3: Moscovich's strategy for resolving the ambiguity regarding which screen

object the finger is touching by increasing a target's effective width

Source: [39]

Other approaches for augmenting the expressivity of touch interaction rely on addi-

tional sensors, or the use of cameras and signal processing techniques in order to capture

more properties such as which finger has touched the screen [42], how strong is the

pressure applied on screen [43], or which part of the finger hit the screen [44].

Finger identification relies on pattern recognition techniques coupled with advanced

sensors. For example, Sugiura and Koseki [45] developed a Fingerprint User Interface

(FUI) system based on a fingerprint scanner sensor. FUI not only enables to associate

different fingers with different commands but it can also be used to recognize different

users. Holz and Baudisch [46] proposed an alternative technology that relies on fiber optic

plates material and a high-resolution camera to capture fingerprints. The extremities of

these fibers are reflective, allowing part of the infrared light to be reflected towards the

camera. Then, when the light arrives at the surface of a finger it generates less reflection,

creating black areas. This generates sufficient contrast to identify a person's fingerprint.

Finger pressure refers to the force that is applied on screen. Projects such as SimPress

[47] or FatThumb [48] approximate pressure to the size of the finger's contact area, and

propose to assign different meanings to a soft tap and a hard tap. Other projects use

extra pressure sensors on the surface, such as the Force Gestures prototype [49] that

is equipped with force transducers on the side of the screen, making it able to measure

the normal force applied on the surface. Benko et al. [50] take another approach and

describe how it is possible to identify and classify the amount of pressure of the finger in

contact on the interactive surface using muscle sensing.

Acoustic sensors can also be used to recognize a larger number of gestures. TapSense

[44], illustrated in Figure 2.4, is a project that uses an acoustic sensor to discriminate

which part of the finger (nail, knuckle, pad or tip) have been used to hit the interactive
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surface. This technique can be used with different devices and contexts such as a tabletop

or a portable smartphone.

Figure 2.4: TapSense: acoustic signal is used to discriminate which portion of the finger

(nail, tip, knuckle or pad) hit the screen

Source: [44]

Adding expressivity to the point-and-tap paradigm can also be done by the use

of sliding gestures, which carry information in their trajectory and dynamics. These

gestures have been implemented in popular touchscreen devices for e.g., making a pattern

to unlock a mobile phone, or sliding along a list item to delete it. These gestures can offer

en efficient alternative to point-and-tap interaction. For example, Moyle and Cockburn

[51] proposed an optimized recognizer for navigational flick gestures, and showed that

such gestures can be more efficient than back and forward button for web navigation.

Jain and Balakrishnan [52] developed a drag gesture starting from the bezel of a touch

screen to distinguish the initial position of the bezel among similar drag gestures. Li [53]

proposed the use of gestures that have more complex shape. His system, Gesture Search,

allows a user to quickly access various data items on a mobile phone by performing a

sequence of letter-shaped gestures on the touchscreen.

Finger micro-movements, as opposed to large-amplitude movements, have also gained

researchers' attention as they allow users to execute the gesture fast and in a small touch

area, making them appropriate to small devices. Among systems that have investigated

this interaction, Roudaut's MicroRolls [54] and Bonnet 's ThumbRock [55] deserve

particular attention. The MicroRolls interaction technique exploits thumb micro-gestures

as a mechanism to enrich input vocabulary. They found that the movement of rolling a
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Figure 2.5: MicroRolls are micro gestures that consist in rolling the thumb tip in different

directions

Source: [54]

thumb can be differentiated from drag, swipe and rubbing gestures. As shown in Figure

2.5, micro-gestures are accomplished by leaning the finger in six different orientation

without the need to translate the finger tip on the screen. In the same spirit, Bonnet et al.

[55] proposed the ThumbRock gesture, which consists in quickly rolling down and up the

thumb tip on the screen. They proposed a recognition engine that is very accurate (96%)

without the need for training or calibration, making the ThumbRock a good candidate to

propose a selection gesture for direct input (like a mouse click does for indirect input).

All the projects mentioned above are about increasing the expressivity of touch input

with a single contact point. Today, most tactile surfaces are actually capable of sensing

multiple contact points, giving the opportunity to interact with the system using multiple

fingers and even using both hands [38].

2.1.2 Multi-Touch input

Multi-touch input is supported by two main types of technology, each offering different

opportunities for designing gesture sets: diffuse illumination and capacitive screens.

Diffuse illumination technology, mostly used for large displays like tabletop, has in-

frared sources mounted in the interior of the setup which emit infrared light towards the
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surface. Objects or fingers on the surface reflect the infrared back into the table. Images

of the surface can then be processed using image-based techniques for analyzing contact

areas. Matsushita et al. [56] were one of the first researchers to use this technology in

their HoloWall project. This system allowed a user to interact with a glass wall (the

infrared camera was located behind) using physical objects, fingers, hands, and even

their body.

Figure 2.6: Two new interaction technique for Menus: Finger-Count (left) and Radial-

Stroke (right).

Source: [57]

Using image-based analysis techniques, HCI researchers have proposed a large

variety of innovative gesture-based interactions for this technology. For example, Benko

et al. [47] presented up to five dual finger selection techniques, which allow the user to

perform both cursor steering and selection with two fingers. Bailly et al. [57] focused on

the number of contact points and the trajectory of the fingers on the surface to propose two

ways of augmenting a menubar. The Finger-Count technique counts the number of fingers

of each hand in contact with the surface, while the Radial-Stroke technique requires

users to perform two short linear strokes with a certain orientation for selecting an

item in the menu (Figure 2.6). Freeman and Balakrishnan [58] presented a system that

allows the user to create, manipulate and reuse gestures to trigger commands on large

multitouch interfaces. IdLense [59] also makes use of dynamic interface personalization.

The system supports bimanual interaction where one hand is used to delimit a personal

area and the other hand is used to manipulate this area's content.

Image-based analysis has also been used to identify users in projects such as Hands-

Down [60] and ShapeTouch [61]. These projects aim at recognizing hand properties

that can discriminate different users. While HandsDown analyzes the contact shape
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of the hands on the surface, ShapeTouch captures the exact shapes of the finger tips

by thresholding the input grayscale image obtained on the diffuse illumination surface.

The same approach has been followed by Dang et al. [62] who developed an algorithm,

based on finger orientation and relative distance between fingers, to map a set of finger

contacts to a set of hands (Figure 2.7).

Figure 2.7: A finger arrangement is specific to a user

Source: [62]

Some researchers have focused on limiting physical occlusion on tabletops. For ex-

ample, Khalilbeigi et al. [63] developed ObjectTop which displays an interactive halo in

order to provide awarenesses of occluded items. Wigdor et al. [38] also addressed the

occlusion problem by proposing interactions that combine whole shape gestures with

finger input.

While diffuse illumination offers many advantages, especially because it captures the

whole contact area, this technology has some drawbacks. In particular, it relies on bulky

setups that are sensitive to lighting condition. By contrast, capacitive technology usually

delivers only contact points but with more robustness. A capacitive surface detects a drop

in capacitance when one or more fingers touch the screen. This decrease in capacitance

is detected by sensors located around the edges of the screen, allowing the controller to

determine the exact position of the multi-touch points. Capacitive touch screens can only

be activated by the touch of human skin or of a capacitive stylus. Capacitive sensing
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Figure 2.8: Tablet-size prototype.

Source: [65]

Figure 2.9: Tabletop-size proto-

type.

Source: [65]

is the most popular technology for multi-touch surfaces, and is widely used in portable

devices like MP3 players, smartphones and tablets.

Capacitive sensing is not limited to small devices. For example, Dietz and Leigh

proposed a procedure for creating a tabletop relying on capacitive sensing [64]. They

developed a proof-of-concept prototype called DiamondTouch. The system has the abil-

ity to identify multiple users (up to four users) as well as it can detect multiple and

simultaneous touches on the screen for supporting small group collaborations. It works

by transmitting signals through antennas connected in the table. These signals are

capacitively coupled through users and chairs to receivers, and can then be used to

identify the user and the location related to a touch event. Rekimoto [65] also developed

two prototypes, a table-size (Figure 2.8) and a tablet-size systems (Figure 2.9), that are

based on capacitive sensing and mesh-shape antenna. The architecture is able to sense

multiple human hand positions, finger gestures and even calculate the distance between

the hand and the surface (hovering). As opposite to diffuse illumination technology, this

technology does not suffer from issues related to lighting conditions.

With the exception of the prototypes mentioned above, capacitive touchscreen pro-

vides very limited information about the user's hand posture as it is limited to the

number and position of touch points. Some research projects aim at improving the ex-

pressivity of interaction by relying only on this information. In particular, some projects

make use of chord gestures for augmenting the vocabulary. The approach relies on

contact points' relative position. For example, Lepinski et al. [66] investigated human

capabilities for performing chording gestures for using multi-touch menus. The Arpège
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project [67] have studied chord gestures, which are comfortable, and have proposed a

contextual dynamic guide that help users to properly position their fingers for each chord

command. Figure 2.10 illustrates the system with twelve chord commands. However,

the technique requires per-user calibration to record the fingers' natural position when

the hand rests in a comfortable posture. Wagner et al. [68] focused on three-finger chord

gestures, and proposed a recognizer that analyzes the relative distances between touch

points to discriminate chords that are performed with different sets of fingers.

Figure 2.10: The Arpège system associates a chord with a command

Source: [67]

An interesting approach that is also based the contact points' relative position was

presented by Harrison et al. [69] in TouchTools. They use machine learning to recognize

up to seven touch patterns associated with seven hand postures on a capacitive screen

(Figure 2.11). TouchTools' approach relies on the spatial finger configuration for each

object that user would adopt if they were holding the corresponding physical object on

the surface. Luo and Vogel [70] that gives some dynamics to a 2-finger chord with their

pin-and-cross technique that allows users to select an object with one finger and cross a

command line target with a second finger.

Multi-touch input also offers the possibility of interacting with two-hands. Some

studies have shown that bimanual interaction techniques offer several benefits like

reducing occlusion issues [71, 72], being less physically demanding and easy to learn

for to text entry on tablet soft keyboards than unimanual text typing [73], being fast

for completing task like moving, resizing and drawing an object [74], and offering a
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Figure 2.11: TouchTool: the 7 hand poses recognize in the system.

Source: [69]

good selection accuracy [47]. For example, Negulescu et al. [75] focused on improving

precision selection, and designed two bimanual techniques based on pan-and-zoom. In

their techniques, one hand is used to specify the center of zoom and the other hand is

used to adjust the zoom factor. In a similar spirit, Kaser et al. presented FingerGlass [76],

a bimanual technique for improving precision of graphical tasks on capacitive surfaces.

With FingerGlass, users specify a circular region of interest using two finger of their

non-dominant hand. This makes a magnifying glass pops up, allowing them to point with

their dominant hand in this zoomed-in representation with a higher precision.

Bimanual interaction can also be used to define two simultaneous focal points for

facilitating comparison. Butscher et al. [77] presented two navigation techniques for

comparison tasks on tactile surfaces. With PhysicLenses, users can define two magnifying

glasses at the same time. With SpaceFold, users can fold the virtual space along both

the x- and y-axis to bring two areas close to each other.

Bimanual interaction on small tactile screens can be tricky, especially when one hand

is used to hold the device. However, Wagner et al. [78] showed that it is still possible to

design bimanual interaction techniques. They studied how users naturally hold tablets

while interacting with them in different situations like walking or sitting, and designed

bimanual techniques where the hand that holds the device is used to invoke commands

by interacting in the small area that can still be reached by users' fingers. Following

this approach, Foucault et al. [74] developed SPad, a bimanual interaction technique for

activating quasimodes with the thumb of the hand that holds the device, and interact

with the content using the other hand.
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Gesture-based interaction consists in using finger tips or styli to perform gestures

for triggering command, or directly selecting elements displayed on screen. It focuses

exclusively on virtual representations displayed on screen. In the next section, we review

another interaction style that makes physical objects play a role for interacting with a

virtual environment. Tangible interaction offers many advantages. In particular, they

give an opportunity to design more intuitive interactions that make a more optimal use

of humans' manual dexterity and motor skills [79, 80].

2.2 Tangible Interaction

Figure 2.12: Representation of Bricks: a physical manipulation of digital elements.

Source: [81]

Tangible interaction relies on systems that use physical artefacts to manipulate,

control, organize, and even represent the digital information. It can be seen as an

extension and amplification of the concept of direct manipulation. It has been inspired

by many different disciplines, including psychology, sociology, robotics, or engineering.

In 1995, Fitzmaurice et al [81] introduced the term tangible/graspable for the first

time in the HCI field. The Bricks project illustrated how sensing of the identity, location

and rotation of two physically tracked 'bricks' on a digital display could be used for

controlling graphics. In addition to introducing the notion of Graspable User Interfaces,

the system could support bimanual, parallel, and collaborative interactions using these

bricks as control virtual elements (Figure 2.12). The number of tangibles was significant.

For example, a single brick would result in translation and rotation, while zooming was

achieved by manipulating two bricks. Many of these tangible interaction techniques and

two-handed manipulation are the ones used nowadays in tangible systems where the

objects are connected between them such as FlowBlocks [82] and SystemBlocks [83].
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After this first conceptual implementation of tangible interaction, many prototypes

have been developed for actually supporting tangible interaction using various ap-

proaches including image-based analyses (e.g., DigitalDesk [84] and Urp [85]), electro-

magnetic sensing (e.g., SenseTable [86]), radio sensing (e.g., Caretta [87]), or an array of

multiple sensors (e.g., Metadesk [88]).

Figure 2.13: Urp: miniature building models that cast digital shadows.

Source: [85]

Wellner developed the DigitalDesk prototype [84] to support rapid and direct computer-

based interaction on a physical desk. The DigitalDesk is a real desk with a computer

projected on it, and a video camera pointed down at it for recording the objects and the

user's movements on the surface. The system uses image processing based on thresh-

olding techniques to discriminate when a finger is in contact with the desk screen for

e.g., selecting an area or an object. Moreover, the system demonstrated rich interaction

techniques that involved both physical objects like paper and virtual elements projected

on the desk. Later the metaDESK was built by Ullmp and Ishii focusing on the use of

tangibles (physical entities) as controllers for a virtual scene. Underkoffler and Ishii

also proposed Urp [85], a tangible interface for urban planning. As illustrated in Figure

2.13, users can place small architectural models on a horizontal surface, and the system

simulates their shadows or sun reflections. Patten et al. [86] developed the SenseTable

tabletop prototype. The system relies on electromagnetic sensing (wireless tracking) to

determine the position of up to ten objects on a horizontal surface. Moreover, the system
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offers several improvements over previous tracking approaches like computer vision.

For example, the system can track objects without sensitivity to occlusion or changes in

lighting condition, and is very responsive to objects state changes.

All the prototypes mentioned above have contributed to make tangible interaction

more mature, in the sense that working technologies and interaction paradigms are

now in place. However, as sensing fingers and multiple objects at the same time on an

interactive surface is non-trivial, most of these projects do not support sensing fingers

and the interaction with tangibles remains rather limited.

Since the development of these large setups, many projects have also worked on

tangible interaction with small-sized objects or tokens. Tokens are small tangible units

that physically represent objects or controllers of a virtual application. With exception of

active tokens that are equipped with a display, tokens are usually manipulated relative

to a display surface. Manipulation of displayed digital information is usually achieved by

arranging the different tokens in the spirit of Token+Constraint's approach to interaction

[89]. In the rest of this section, we review the literature about tangible tokens.

2.2.1 Radio sensing

Tokens that rely on radio sensing for communication are usually autonomous units that

are equipped with a processor and a wireless radio communication unit (bluetooth, wifi,

etc). Some of them are additionally equipped with a screen that works independently

from any interactive surface.

Such tokens are used in the mediaBlocks system [90], which is a Tangible User

Interface that consists of a set of blocks that serve as information containers in order to

transfer and store data for digital media. Klum et al. [91] developed Stackables that rely

on a vertical spatial arrangement of embedded token-system to express facet queries.

Stackables utilize a single token or multiple tokens that could be reprogrammed and

support interaction for search. For instance, multiple tokens can be combined with a

logical AND or negation through vertical stacking for searching a movie.

In the Siftables project, Merrill et al. [92] presented tokens that are equipped with a

color LCD screen, an accelerometer and a radio frequency communication unit, making

them able to wirelessly communicate and display visual feedback. Similarly, Sifteo cubes

feature a 1.5-inch with full-color clickable screen, and several sensors to detect various
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Figure 2.14: Example game with Sifteo cubes.

Source: [92]

interactions like shaking, tilting, rotating. They can even detect cubes that are placed

adjacent to one another, as illustrated in Figure 2.14. While Siftables and Sifteo cubes

can be used to program a large variety of applications, SmartTokens [93] were designed

for event notifications and personal task management. These simpler tangibles do not

feature any display.

Other projects rely on the Radio Frequency IDentification (RFID) technology to make

surfaces able to track tangibles. A RFID reader can actually track a tagged object in a

short distance [94]. For example, Kubicki et al. [95] developed an interactive tabletop that

uses RFID. The table can detect and identify several tangibles, and even allow users to

superimpose tangibles on one another. Antle et al. [96] have also used this technology for

developing tangible interfaces for learning. In their system, tokens were identified with

a unique RFID tag, and the tabletop prototype included a RFID reader. Children could

use tokens to access different pieces of multimedia information. The Activity Pad [97] is

another tangible interface that focuses on learning activities. It is a surface covered by a

grid of 24 Near Field Communication readers that act as placeholders for tangibles which

are augmented with NFC tags. The Activity Pad allows teachers to design educational

activities by drawing their interface on an A4 paper sheet and attaching NFC tags to

each tangible. They can then put the sheet on the pad, and record the correct location for

each tangible. However, the system only supports 24 different locations, which limits the

range of possible interactions and applications.
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2.2.2 Magnetic Sensing

Magnetic sensing for tangible interaction relies on augmenting objects with magnets so

that they will emit a magnetic field that can then be recognized. Magnetic fields can be

captured with magnetometers that most mobile devices feature as in e.g., the MagnID

project [98] illustrated in Figure 2.15 or the MagGetz project [99]. Magnetic sensing

offers the great advantage of tracking objects within a relatively high-amplitude range

so that tokens can be manipulated around the sensors without the need of touching them

or being very close to them. Hwang et al. have even relied on this approach for building

the MagPen [100], which is a magnetic stylus that can be used on and around a regular

smartphone. They developed a recognizer that is able to track the orientation of the pen

and the pressure applied on screen, as well as identifying different pens. Geckos [101] are

also magnetic tokens that offer a larger vocabulary of interaction than only movements.

This latter system includes a force-resistive screen to create a constant pressure map

(footprint), offering tokens that can detect pressure and gestures performed on top of

them, as illustrated in the Figure 2.16. Additionally, as electromagnets can be used to

hold objects on a vertical surface, Geckos can also work on non-horizontal surfaces.

Other projects have rather explored the use of Hall sensors to sense tokens’ magnetic

fields. Liang et al. [102] have proposed to insert a grid of such sensor behind the surface

to get a 2D image of the magnetic field. This image can then be analyzed to track the

location and orientation of the tangibles above the surface. The problem of magnetic

sensing is that it is sensible to interferences between the different fields, making difficult

the use of several tangibles at once. A solution to this problem consists of shielding each

object with a case made of galvanized steel to avoid attraction and repellence effects

between several tokens as Liang et al. [103] proposed in the GaussBricks project.

While magnetic sensing opens a large design space for rich interactions with tangibles,

it requires to potentially augment the surface with magnetic sensors, and implement

non-trivial solutions to avoid interferences that can impact the different magnetic fields,

which can not only occur because of the manipulation of multiple tokens but also because

of the presence of ferrous objects in the environment. Furthermore, as illustrated in

Figure 2.15, augmenting tokens with magnets might not be trivial.

21



CHAPTER 2. REVIEW OF LITERATURE AND TECHNOLOGY

Figure 2.15: MagnID's design

Source: [98]

Figure 2.16: A Gecko token can sense pressure applied on top of it

Source: [101]

2.2.3 Image-based Sensing

Other projects have explored ways of building tangible interfaces that rely on passive

tokens. We can define a passive token as an object that does not embed any electronics

itself. Passive tokens are usually more lightweight, and easier to build than active tokens.

Diffuse illumination technology, which we already mentioned for multi-touch input,

is the most common approach for enabling tangible interaction with passive tokens on

an interactive surface. The system is able to recognize both objects and hands in contact

with the surface by using computer-vision algorithms to analyze the frames captured by

IR cameras. Such techniques have been used, e.g., to track mice and keyboards [105] or

to design physical tools. Vogel and Casiez presented the Conté [104] tool, which is an

artistic crayon that consists of an acrylic block that emits and reflects IR light. When
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Figure 2.17: The Conté object and the seven types of contacts that the system can detect

Source: [104]

tethered, its location and orientation can be tracked on diffuse illumination surfaces.

Additionally, they investigated mode switching techniques that detect different sides of

the crayon in contact with the surface (Figure 2.17). Weiss et al. [106] developed SLAP

Widgets that are physical widgets to interact with a digital representation on a diffuse

illumination tabletop.

Figure 2.18: The ReacTable's framework diagram

Source: http://reactivision.sourceforge.net
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Recognizing objects with computer-vision algorithms is much easier if those objects

are augmented with fiducial markers. As illustrated in Figure 2.18, Jordà used this

approach in the ReacTable project [107]. The interactive tabletop relies on fiducial

markers attached beneath the objects that act as controllers for music composition. By

rotating or moving the tangibles on the surface, a person (or several people) can produce,

transform or control a variety of sounds, beats and notes.

Hence, researchers have investigated tangibles that support more interactions. For

example Lumino [108] reflects incoming light to the surface in a specific way in order

to support stacks of tangibles, as illustrated in Figure 2.19. Theses complex blocks are

built with glass fiber bundle so that their three-dimensional arrangement can be tracked

with a diffuse illumination tabletop. A similar approach has been followed by Bartindale

and Harrison [109], who developed tokens that feature fiducial markers and transparent

areas so that they can be stacked on one another. Williams et al. [110] presented the

TZee, which is a transparent tangible that has the shape of a truncated pyramid and

that supports gesturing on its sides.

In most projects that make use of diffuse illumination technology, the camera is

beneath the surface. However, the cameras can also be located elsewhere. For example,

Portico [111] uses two small cameras mounted on foldable arms that are attached to the

sides of a tablet in order to track objects on and around the screen. Portico's vision-based

algorithm is advanced enough to recognize untagged objects.

Figure 2.19: Luminos are tangible building blocks that allow the underlying diffuse

illumination table to track their 3D arrangement

Source: [108]

While diffuse illumination technology offers rich possibilities for object and hand
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detection through computer-vision methods, it also has some disadvantages. In particular,

it requires specific environmental conditions to avoid issues related to lighting condition.

It is also sensible to occlusion and usually relies on hardware setups that are bulky.

2.2.4 Capacitive Sensing

Several research projects have also investigated how tangible interfaces can be built

on capacitive screens, which is the most widespread technology for tactile surfaces.

Capacitive surfaces detect a drop in capacitance when one or more fingers touch them.

This technology has multiple advantages. First, it is available on most popular touch

screens in the market. Second, the screen resolution can be high, without suffering from

lighting conditions. Finally, the accuracy for detecting and tracking fingers positions is

very high.

The most common approach for making such surfaces able to track objects consists of

making a conductive circuit between users' fingers and the capacitive surface through

the tokens' feet that are in contact with the surface. As soon as the user touches the

token, the feet become grounded and generate a drop in capacitance. The design of

these passive tokens requires implementing unique token feet configurations, as fiducial

markers must be unique when using diffuse illumination technology.

Following this principle, researchers have built physical widgets [112], physical but-

ton pads that can be clipped to the edges of a device [113], or even more advanced objects

that feature moving parts [13] or that can be stacked [114]. For example, Capstones

and ZebraWidgets, which are illustrated in Figure 2.20, are capacitive units that can be

assembled to configure different conductive circuits, enabling more manipulations with

the tangibles that can, for instance, be stacked or feature moving parts.

However, designing conductive tokens is not straightforward, as capacitive screens

have been designed for human fingers. Tokens feet must be carefully positioned (minimal

size and the minimal distance between two feet), and the circuit must be stable so that

the generated touch pattern can be recognized [115]. Other projects have explored more

cost-effective ways of building conductive objects. For example, Wiethoff et al. [116] use

cardboard and conductive ink to build conductive tangibles (Figure 2.21). While this

approach enables low-fidelity quick prototyping and encourages iterative design, it does

not scale to real usages. Blagojevic and Plimmer [117] presented a design experience

where they built a small set of geometric tools such as a ruler, a protractor and a set
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Figure 2.20: CapStone: example of stackable blocks

Source: [114]

square for a tabletop drawing application. They tested several iterations in their design

process for constructing the tangible hardware by combining different low-cost conductive

materials (e.g., conductive ink, conductive foam, aluminium tape, copper wires). Their

experiment showed that making a physical tool conductive is quite difficult, as many

factors have to be considered (consistent circuit, stability, friction with the screen, good

grasp, etc.).

Figure 2.21: Example template of paper objects.

Source: [116]

An important limitation of conductive tokens is that they can be detected by the

capacitive surface only when users touch them. PUCs [118] are an exception. They rely

on the principle of mutual capacitance so as to be detected even when users do not
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touch them. However, this approach requires to augment the surface with an additional

calibration clip to cheat the implemented adaptive filtering that tends to interfere with

the PUCs' detection.

This overview of tangible interaction shows that building objects that can be used to

interact with a virtual world is not straightforward, and either require some knowledge

in electronics or use image-based analysis techniques on setups that are sensible to

environmental conditions.

2.3 Application domains

In this section, we list the different application domains that can benefit from gesture-

based and/or tangible input. Researchers have considered using these input channels

in various application domains such as music composition, collaboration, games, or

education. This list is not exhaustive. Tokens and gestures have been proposed for many

more concrete applications such as programming [119], data base querying [120], or big

data manipulation [121]. However, this section illustrates the variety of what these input

channels can control, and how they can enhance user experience.

MUSIC COMPOSITION

Music composition on multi-touch surfaces has become very popular. It is a field that

often requires many dimensions to control for creating sound, modifying frequencies,

synchronizing elements, etc. The combination of gesture-based interaction and tangible

interaction allows artists to control many instrument dimensions, and can also bring the

necessary dynamics to artistic composition. For example, Audiopad [122] is a composition

and performance instrument for electronic music. As illustrated in Figure 2.22, the

system is able to track the object positions on a tabletop surface, and converts their

motion into music. Similarly, the Scrapple [123] is a musical instrument that synthesizes

music based on how several shaped tangibles are laid out on a rectangular table. The

ReacTable project [124] is one of the most popular and commercial multi-touch tabletop

and tangible instruments for electronic music performance. The system is a circular

tabletop surface that offers two ways of interactions. It allows users to not only put tokens

on it for making music and second, but also to adjust parameters by interacting with the
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touch-based widgets that are displayed down or around the token. AudioCubes [125] is

another commercial system. Its approach consists of active cubes that can communicate

with each other. The cubes can be positioned on a table, and the users can modify sounds

by changing their relative positions.

Figure 2.22: The Audiopad prototype being manipulated.

Source: [122]

COLLABORATION

Instead of restricting input to an ordered sequence of events (click, double click,

etc.), multi-touch surfaces accept several touch events at potentially distant locations,

enabling several users to work collaboratively. Furthermore, tangible interfaces have

the potential of facilitating several kinds of collaborative activities [121] that are not

possible or poorly supported by single user technologies like mouse or mobile phones.

This makes these input channels especially suited to work with large screens such as

tabletops and wall-sized displays that allow co-located users to work together on and

around the same content [13] (Figure 2.23). For example, Kobayashi et al. [126] presented

a TUI prototype, based on physical pucks and an interactive tabletop, for collaborative IP

network design. Using this system, a group of experts can work together to manipulate

directly network topologies, control multiple parameters of stations and links. Experts

can also run simulations, and get the result of their simulations in real time.
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Figure 2.23: Two users manipulating the Wall display using their tangible remote

controllers.

Source: [13]
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GAMES

Tangibles, such as pawns or pucks, can serve as game controllers. For example, Fig-

ure 2.24 shows PERCs tangibles [127] illustrated in the context of a game where the

tangibles are spaceships that can be moved and rotated on a 2D surface that depicts

space. Miners [128] is another example of a game on a large interactive surface where

multiple users can cooperate for rescuing workers in a mine using gestures and tangi-

bles. Many projects have also proposed tangible games for children (e.g., [129–131]). For

example, Xie et al. [132] proposed a tangible interface for resolving a jigsaw puzzle. They

performed a comparative study between this tangible interface, the real puzzle and a

graphical interface. They observed that the tangible interface was offering some benefits

for collaborative problem solving.

Figure 2.24: PERCs: using tangibles as ships in an interactive board game on a multi-

touch screens.

Source: [127]

EDUCATION

Many studies have emphasized the educational advantages that tangibles can offer.

Some of them have focused on assisting children in simple tasks. For example, the

Read-It application proposed by Sluis et al. [133] showed that tangibles help children

between 7-to 9-year old in their reading activities. Marco et al. [134] proposed a simple

math application where children place little pieces on top of the surface to complete
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simple tasks like additions and subtractions. Other projects have studied physical input

and tangible representation for learning complex concepts. Do-Leng et al. [135] proposed

a system that involves a multi-touch tabletop and physical paper. The project enables

users to engage in natural and one-to-one mapping between physical objects and virtual

concepts to support learning tasks. Combinatorix [136] is a project that combines tokens

with an interactive tabletop to support students in learning, resolving and understanding

mathematical complex problems (Figure 2.25). Many interactive museums also combine

gesture and tangible interaction with interactive displays for explaining concepts to

the visitors. For example, BacPack [137] is an interactive museum exhibit that engage

visitors in the process of designing bacterias to resolve a concrete problem. The system

allows visitors to explorer personal compositions to create bacterias, collaborate with

others in the same space and observe the result in real time.

Figure 2.25: Combinatorix: tokens control a tabletop display (left) and a probability tree

(right screen).

Source: [136]

2.4 Summary

The number of projects investigating gestures and/or tangibles on multi-touch surfaces is

very large, reflecting the importance of this approach. The diverse application prototypes

that have been developed with these types of input also suggest that they can be beneficial

to many application domains.
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Researchers have been basically following two approaches for discriminating gestures

performed on a multi-touch surface. The first approach is based on the number of contact

points involved in the gesture, and the second one is the contact points’ trajectory. Only

a very few research projects have taken into account the relative spatial configuration of

contact points, with the aim of associating a contact point with a specific finger. In the

next chapter, we introduce the core contribution of this thesis, TOUCHTOKENS, which

are passive tokens that allow users to perform specific touch patterns, a property for

discriminating multi-touch gestures that has not yet been considered.

Because of their physicality, TOUCHTOKENS also belong to the family of tangible

interfaces. However, as opposed to all the projects that involve tangibles which we

reviewed in this chapter, TOUCHTOKENS do not require a certain level of knowledge

in electronics or in image processing. They are fully passive tokens that simply feature

notches indicating how users should grasp them. When held on the capacitive surface,

the system can recognize the specific touch pattern that is associated with the notches

configuration. They thus enable the implementation of tangible interfaces with easy-to-

fabricate and low-cost tokens and a regular tactile surface such as a smartphone or a

tablet.
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TOUCHTOKENS - COMBINING TANGIBLE AND

GESTURAL INPUT

In the previous chapter, we observed that only a few researchers have considered the

relative spatial configuration of contact points for designing input vocabularies for

tactile surfaces. We believe that it may due to two main raisons. On the one hand,

users may find this type of gestures difficult to learn and perform [67] as it requires to

retrieve and adopt an exact finger configuration. On the other hand, recognizing the

corresponding touch patterns may require to resort to complex recognition algorithm

such as machine learning approaches [69] for discriminating several patterns.

Our initial idea was that a physical object would afford a natural grasp, and would

thus guide a specific finger configuration when holding it. Different object shapes and

sizes will lead to different grasps that would be different enough to be discriminated. This

approach would have the interesting counterpart of making objects recognizable based

on a finger configuration. We decided to test this hypothesis in the context of passive

objects held on a tactile surface. Our hope was that, when users hold different objects

on a multi-touch surface, we could discriminate the resulting touch patterns because

they would be guided by the object affordable grasp. This chapter presents our initial

investigation of this idea, and how we found out that, although users were adopting

quite coherent grasps for a given object and that different objects lead to different grasps,

there is still some variability in grasps and strategies for grasping a given object. This
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variability prevented us from designing a recognition engine that could classify these

different grasps with a high enough accuracy. This leads us to the design of specific

objects, TOUCHTOKENS, that feature notches to clearly indicate how users should grasp

them.

This chapter starts with a presentation of TOUCHTOKENS’ principle, which is a

system that consists of a set of easy-to-make passive tokens and a fast recognizer

that is able to discriminate the unique touch pattern associated with each token in

the set. Then, we report on a formative user study to collect touch patterns, in which

participants had to grasp and manipulate a set of twelve tokens of varying shape and size

on a tabletop surface. Finally, we develop a recognition algorithm that can classify the

resulting patterns with a high level of accuracy (>95%) without any training, enabling

application designers to associate rich touch input vocabularies with command triggers

and parameter controls.

3.1 Functionality Overview

The primary objective of TOUCHTOKENS, Figure 3.1, is to guide the registration pose

[138] of multi-touch gestures on an interactive surface. TOUCHTOKENS take advantage

of users' ability to grab physical objects in the real word. When users grab the token

and place it on the surface, touching the token and the surface at the same time, the

system recognizes a specific touch pattern associated with the token. Moreover, these

touch patterns are recognized at registration and remain active until all contact points

have left the surface. In particular, users can relax their grasp in the execution phase of

their gesture, thus reducing finger occlusion and enabling a larger range of motion.

3.2 Hypothesis

Our hypothesis is that the geometry (shape and size) of an object impacts how users grab

it. Different objects will thus have different touch patterns on the tactile surface, which

can be discriminated. In the subsection Formative Experiment we report on a study in

which participants had to grasp a set of twelve tokens that vary in shape and size to

demonstrate our hypothesis. We first present our recognition algorithm.
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Figure 3.1: Passive tokens that guide fingers to specific spatial configurations, resulting

in distinguishable touch patterns.
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Figure 3.2: Template and input touch pattern alignment process.

3.3 Recognition Algorithm

When grabbing a token with more than two fingers in contact with the surface, TOUCH-

TOKENS can infer its identity, and thus the corresponding registration pose, from the

relative spatial configuration of the touch points. The recognition engine is initialized

with one or more typical touch patterns per token and, when a touch pattern of at least

three points occurs, the algorithm computes the distance between this input pattern

and the set of template patterns. The recognized token is the one associated with the

template that minimizes this distance metric.

Computing the distance between two touch patterns (input I:{I1, ..., In} and template

T:{T1, ...,Tn}) is not straightforward, however. First, most tactile surfaces do not provide

finger identification. Second, tokens have an arbitrary orientation on the surface. Fig-
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ure 3.2 illustrates how our algorithm processes touch patterns in order to identify the

best alignment between the reference template and actual input patterns, from which

the distance is computed.

The key steps for identifying the best alignment are as follows: (1) compute the

centroid CI of the three (or more) touch points; (2) generate all sequences of touchpoint

labels (permutations) so that their IDs always appear in counterclockwise order; (3)

rotate all these touch patterns so as to align vector
−−−→
CI I1 with the x-axis. (4) The algorithm

then translates touch patterns to align the input (CI ) and template (CT ) centroids. (5) It

finally pairs the points in the permutation with the template’s points in order to compute

the distance, simply by summing all distances between paired points. The distance

between reference template and actual input is given by the best input alignment, which

is the permutation that minimizes this distance metric.

A typical implementation of the recognition engine amounts to about a hundred

lines of code, and will work on any capacitive surface. The engine relies on simple

geometrical features, which makes it easier to understand recognition errors compared

to less transparent techniques such as those based on machine learning, that work as

black boxes. The algorithm is very fast: recognition time scales linearly with the number

of candidate templates. A Java implementation is available publicly, featuring both TUIO

and Android APIs at [1].

3.4 Formative Experiment

TOUCHTOKENS project relies on the hypothesis that the geometry of tokens impacts

how users grasp them, resulting in distinguishable touch patterns. In order to test this

hypothesis and identify a set of tokens that can actually be discriminated, we ran a study

in which participants had to grasp a set of twelve tokens that vary in shape and size.

3.4.1 Token Set

We selected a set of 4×3= 12 tokens (Figure 3.3) that vary in their shape (square, circle,

rectangle, and triangle) and size (3cm, 4cm and 5cm). The choice of size was informed

by informal tests, taking into account both human and technological constraints. The

tokens should remain comfortable to grasp with at least three fingers, which entails bio-

mechanical constraints on the minimum and maximum token size. Capacitive surfaces
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Figure 3.3: Set of tokens used in the first study (size ∈ 3cm,4cm,5cm).

also impose a minimal distance between finger tips, which will be seen as a single point

if too close to one another.

Our tokens are made of wood and are 6mm thick. We had initially considered tokens

3mm thick, but those were too difficult to grab. The tokens’ corners are also slightly

rounded so as to avoid sharp wedges that could have hurt participants.

3.4.2 Types of Interaction

INTERACTION = Global INTERACTION = Local INTERACTION = Path

4cm 3cm 5cm

Figure 3.4: Types of interactions.

Participants are seated in front of the tabletop (at the center of the long edge)

and perform a series of trials with the different tokens (Figure 3.5). As illustrated in

Figure 3.4, the graphical display always features a progress bar in the top-left corner

and a picture of the token to use in the current trial in the top-right corner. The action to

be done with the token depends on the type of interaction (INTERACTION):

• The Global condition: operationalizes the case where users invoke a global

command with the token (e.g., launching an app).
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Figure 3.5: Experimental setup.

• The Local condition: corresponds to the case where users apply a command at a

specific location on screen (e.g., copying a graphical object).

• The Path condition: captures the case where users invoke a command and set

its parameter value with a gesture (e.g., adjusting the opacity of a layer in a

visualization).

In each INTERACTION there is a progress bar that indicates for how long participants

have dwelled. It starts filling-in as soon as a stable touch pattern is detected on the

surface. The dwell’s duration depends on the type of interaction. If the number of fingers

in contact changes, or if the touch pattern’s centroid drifts away from its initial position

by more than 30 pixels, the progress bar is reset and participants have to perform the

trial again.

The experiment was divided into three phases, one per INTERACTION condition,

always presented in the same order:

1. In the first phase (INTERACTION = Global), participants have to select the right

token, put it anywhere on the tabletop, hold it with at least three fingers, and hold

still for at least 1 second.

2. In the second phase (INTERACTION = Local), participants have to select the right

token, put it on the cross (Figure 3.6), holding it still with at least three fingers

for at least 1 second. The cross can be in five different LOCATION. These locations
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120px
830px 0º

45º

90º
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180º

Figure 3.6: In the INTERACTION = Local condition, participants have to put the token at

a specific location (LOCATION ∈ 0◦,45◦,90◦,135◦,180◦).

are chosen on a semi-circle roughly centered on the participant as in [139] (see

Figure 3.6), as the token’s location on the surface (relative to the participant) may

influence the neutral hand posture and thus how the token is grasped. The distance

between the touch pattern’s centroid and the center of the cross must be at most

50px. If this distance is greater, the progress bar turns red and participants must

perform the trial again.

3. In the third phase (INTERACTION = Path), participants must hold the token still

with at least three fingers for a short period of 100ms. The background turns from

gray to white. Participants then have to slide the token along the path indicated by

purple arrows. In this condition, participants can plan a manipulation with the

token, which may influence their initial grasp [139]. When sliding the token, they

can lift some fingers but must keep at least one finger in contact with the surface.

If they lift all fingers before having performed the whole gesture, the background

turns back to gray and they have to start again. Figure 3.7 shows the six types

of paths that participants had to follow with each token. We chose these tasks

based on the taxonomy of multi-touch gestures from [140]. For external circular

gestures (Ext-CCW and Ext-CW), participants have to slide the token along a

clockwise or counterclockwise circular path. As soon as the touch pattern’s centroid

has completed one full circle, the background turns green and participants can

proceed to the next trial. For internal circular gestures (Int-CCW and Int-CW),

participants have to rotate the token around its center, as they would do with a
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Ext-CCW Ext-CW

350px

Int-CCW Int-CW

Lin-Left Lin-Right

750px

Figure 3.7: In the INTERACTION = Path condition, the participant has to put the token

on the surface and slide it along a specific path (PATH ∈ {Ext-CCW, Ext-CW, Int-CCW,

Int-CW, Lin-Left, Lin-Right}).

physical circular knob. As soon as the touch pattern has been rotated by at least

45◦ around its centroid, the background turns green to indicate that the trial has

been successfully completed. Finally, for linear gestures (Lin-Left and Lin-Right),
participants simply have to slide the token to match the amplitude and direction

indicated by the arrow.

3.4.3 Participant and Apparatus

Twelve users participated in this experiment, and manipulated tokens on a 3M C3266P6

capacitive screen with dimensions 698.4 x 392.85 mm (1920 x 1080 pixels) that was
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placed horizontally on a desk.

The experimental software was developed in Java 2D (JDK 7) and ran on a Mac Pro

2.8 GHz Intel Quad Core with 16GB memory, running Mac OS X 10.7.5. The experiment

consists of three phases that will describe in the next section.

3.4.4 Procedure

Participants are seated at the center of the long side of the tabletop. They receive

instructions detailing the goal of the experiment and the different experimental tasks

they will have to perform. In particular, the operator initially informs participants that

the goal is to design a system that is able to recognize tokens based on users’ grasp.

He encourages them to be consistent in their grasp across trials with tokens that have

the same shape. In order to identify which grasp is comfortable, the operator gives

participants four tokens, one per shape with size = 4cm (Square4, Circle4, Rectangle4

and Triangle4), and asks them to manipulate each token a bit on the surface in order

to choose a comfortable grasp. The operator then notes this grasp in his logs and the

experiment starts.

As mentioned above, the experiment consists of three phases that are always pre-

sented in the same order:

• Phase 1 (INTERACTION = Global): 12 TOKEN × 5 repetitions = 60 trials. In this

phase, the presentation order for the trials is randomized in order to observe if

people are actually able to grasp the same token consistently across different

trials that are not consecutive. To minimize the visual search time associated with

identifying the right token to take, the operator printed 5 copies of each individual

token and initially sorted the 60 tokens on the table, on the right side of the screen

(Figure 3.5).

• Phase 2 (INTERACTION = Local): 12 TOKEN × 5 LOCATION × 2 repetitions = 120

trials. The order of TOKEN × LOCATION is randomized across participants. The 2

repetitions per TOKEN × LOCATION condition are presented one after another to

limit the length of the experiment.

• Phase 3 (INTERACTION = Path): 12 TOKEN × 6 GESTURE × 2 repetitions = 144

trials. As in phase 2, the order of TOKEN × GESTURE conditions is randomized
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across participants, with the 2 repetitions presented one after another.

After completion of these three phases, participants receive a questionnaire where

they have to give a comfort score for each of the twelve tokens. The questionnaire features

12 Likert-scale type questions where participants have to give a rating between 0 (not

comfortable to grasp at all) to 5 (very comfortable). The overall procedure lasted about

an hour.

3.4.5 Results

We first tested if participants’ grasps of the different tokens can be distinguished using

the recognition strategy described in the previous section. To that end, we train our

recognition algorithm using the first three trials of Phase 1 as templates for each

token. This training strategy corresponds to what a system relying on a light training

phase would require. We then evaluate our algorithm on the remaining trials, i.e.,

(2×12+2×12×5+2×12×6)×12 participant = 3456 trials. We also tested our algorithm

with different training strategies to accommodate more variability (e.g., considering

templates picked from the three experiment phases) but there was no clear gain compared

against the training cost it would entail for end-users.

A χ2 analysis reveals that both INTERACTION (χ2(2, N = 3456) = 12, p = 0.002,φ =
0.06) and TOKEN (χ2(11, N = 3456) = 109, p < 0.001,φ = 0.18) have a significant effect on

RECOGNITION RATE. Figure 3.8 illustrates the observed differences between conditions.

A finer analysis of TOKEN’s effect on RECOGNITION RATE per INTERACTION shows that

TOKEN has a significant effect on RECOGNITION RATE in all INTERACTION conditions

(Global: χ2(2, N = 288)= 25, p = 0.009,φ= 0.3, Local: χ2(2, N = 1440)= 58, p < 0.001,φ= 0.2 and

Path: χ2(2, N = 1728) = 85, p < 0.001,φ = 0.2). The effect of secondary factors (LOCATION

for Local and GESTURE for Path) on RECOGNITION RATE is not significant (p = 0.4 and

p = 0.2).

We then wanted to investigate the impact of the token subset’s size on recognition rate.

In order to identify the largest number of grasps that can be accurately discriminated

for each participant, we computed all possible subsets of tokens among the initial set of

12. The total number of subsets comprising at least two tokens (TOKENCOUNT >= 2) is:

12∑
TokenCount=2

(
12

TokenCount

)
= 212 −12−1= 4083
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Figure 3.8: Recognition rate per INTERACTION (left) and per TOKEN (right). Error bars

represent the 95% confidence interval.

For each subset, we ran our recognition algorithm with the same training strategy

(only the first three trials from experiment phase INTERACTION = Global) in order to

compute, for this subset, the recognition rate per participant. We observe that the per-

subset recognition rate across participants exhibits a very high variability. For example,

if we consider subsets that have 7 tokens (TOKENCOUNT = 7), the “worst” subset has a

recognition rate of 63% on average across participants (worst-performing participant:

31%, best-performing participant: 98%), while the “best” subset has a recognition rate of

81% on average across participants (worst-performing participant: 57%, best-performing

participant: 100%).
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Figure 3.9: Recognition rate per INTERACTION × TOKEN
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In order to test how many distinguishable grasps can be recognized per participant,

we report the maximal recognition rate for each value of TOKENCOUNT ∈ {2, ...,12}. If a

participant P gets a maximal recognition rate R for TOKENCOUNT=N, this means that

there exists at least one set of N tokens that are recognized with R% accuracy on average

for participant P. Figure 3.9 reports these recognition rates for the best-performing and

worst-performing participants, as well as the average over all participants. The charts

illustrate that our algorithm can accurately discriminate a high number of grasps for

some participants (the best-performing participant has a recognition accuracy higher

than 90% for up to 10 tokens in all INTERACTION conditions), while it performs quite

poorly for others (the worst-performing participant has a recognition accuracy lower

than 90% even for sets of only three tokens in condition INTERACTION = Path). This

variability comes from two sources: intra-grasp variability and inter-grasp similarity.

Figure 3.10 displays the 27 touch patterns we have collected for Triangle4 for two

participants. It illustrates two extreme levels of intra-grasp variability. Participant 1

(left) grasps token Triangle4 in a very consistent manner, while Participant 9 (right)

demonstrates much more variation in how he grasps it, challenging our recognition strat-

egy. The second source of confusion comes from inter-grasp similarity: if a user chooses

one grasp strategy for a given token that is very similar to the one he uses for another

token in terms of similarity of the touch patterns, the two tokens will get confounded.

Together, these two phenomena explain why we observe such a large variability across

participants regarding the composition of the token sets that are recognized accurately.

RECOGNITION RATE BETWEEN PARTICIPANTS

Figure 3.9 reports the best set of tokens for each participant, and thus does not

reflect the fact that the same subset of tokens can be very accurately recognized for

one participant while it will be poorly recognized for another participant. We report the

biggest sets of tokens that reach consensus among all our participants below (i.e., the

sets of tokens that have a recognition accuracy of at least 90% for all participants):

• for INTERACTION=Global, we find 6 sets of 5 tokens;

• for INTERACTION=Local, we find 13 sets of 3 tokens;

• for INTERACTION=Path, we find 6 pairs of tokens;
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Participant #1 Participant #9

Triangle4 Triangle4

Figure 3.10: Touch patterns (aligned by our algorithm) for a participant who adopts very

consistent grasps for token Triangle4 (left) and for a participant who adopts varying

grasps (right). Red dots belong to touch patterns that are used as templates.

• for all INTERACTION conditions undifferentiated, we find 8 sets of 3 tokens with

an average of at least 90% accuracy for all participants.

3.4.6 Grasp strategies

Figure 3.11 summarizes the different grasp strategies that participants adopted for

the different token shapes (extracted from an analysis of the operator’s logs and video

sequences recorded during the experiment). We observed that all participants use the

same strategy for circles (C). Squares and rectangles receive less consensus, with three

different strategies observed for each of them. The main strategy for squares uses three

edges (S1; 6/12). The two other strategies use only two edges, and differ in the distance

between the two fingers on the same edge: small (S2; 4/12) or large (S3; 2/12). For rectan-

gles, one strategy uses the two long edges only (R1; 5/12). The two other strategies use

three edges: two contact points on the short edges (R2; 4/12) or on the long edges (R3;

3/12). One of the grasp strategy for triangles makes use of a corner (T2; 2/12), which was

quite surprising. Two participants adopted it, but actually rated it as very uncomfortable.

To understand what kind of confusions occur in the recognition process, we imple-

mented a visualization that displays all collected touch patterns using the best alignment

computed by our recognition algorithm (Figure 3.10 was built with this tool). We com-
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6 participants 4 participants 2 participants

5 participants 4 participants 3 participants

12 participants 10 participants 2 participants

S1 S2 S3

R2R1 R3

T1
C T2

Figure 3.11: The nine grasp strategies observed in Experiment 1

puted the confusion matrix by considering the 27 types of touch patterns (3 size × 9

grasp strategies). The visualization tool was a good complement to the confusion matrix

as (1) some confusions do not appear in the matrix if a template for one token is too close

to a template for another token; and (2) the different grasp strategies were not adopted

the same number of times, leading to numbers in the confusion matrix that could not be

compared in an absolute manner. From this analysis, we draw a few take-away messages.

The flat isosceles triangle of grasp strategy R2 is very representative and well-recognized.

T2 is also representative, but is too uncomfortable to be further considered. In contrast,

some postures are difficult to distinguish. For instance, touch patterns R1 and R3 often

form an equilateral triangle similar to the one of T1. Finally, S1 and C can also cause

confusions.
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Figure 3.12: Comfort score per token. Error bars represent the 95% confidence interval.

3.5 New Set of Token

Our foundational hypothesis was that physical tokens constrain users’ grasp in a consis-

tent manner, which leads to consistent touch patterns that can be recognized with a high

level of accuracy. The results of our formative experiment revealed that our hypothesis

was only verified for some participants. We also observed significant variations in grasp

strategies among users, which means that a set of tokens that works well for one user

might not work so well for another user. As we aim at devising a solution that works

effectively for all users in a consistent manner, we investigated a solution to decrease

the different sources of variability.

We designed a new set of tokens, illustrated in Figure 3.13, similar to those considered

in the formative study, but that feature notches. The purpose of these notches is to afford

a particular grasp strategy, i.e., to suggest a specific way of positioning the fingers to

grab a given token. The design of these tokens was guided by the following requirements.

We wanted the token set to feature a wide range of shapes, as tokens should be easy to

identify by visual and tactual perception [141]. Sets that feature different shapes also

provide better mnemonic cues, making it easier for users to remember token-command

associations. Finally, the tokens should remain comfortable to grasp. Based on these

requirements, we picked the most comfortable size for each shape (5cm), and added

the circular and square tokens of 4cm, which were also rated as very comfortable

(Figure 3.12). We limited our summative study to this set of six tokens which, together
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42O

Triangle 5cm Circle 4cm

Rectangle 5cm
Square 5cm

Square 4cm

42O

Circle 5cm
5mm

notch center

touch point in 
universal template

(a) (b)

Figure 3.13: (a) The 6 tokens with notches. (b) The touch point’s location in the template

is offset by 5mm along the normal to the token’s edge.

with all token manipulation gestures, already provides a rich input vocabulary.

The grasp strategies observed during our formative experiment (Figure 3.11) in-

formed the positioning of notches on token shapes. The notches’ dimensions were refined

through trial and error: narrow and deep notches introduce corners under finger tips,

which make them uncomfortable; large and shallow notches are more comfortable, but

introduce tangential variability in finger position. Our final design tries to strike a bal-

ance, and consists of notches 15mm wide and 1.5mm deep. Tokens whose shape afforded

variable grasp strategies in the previous experiment feature a dot that indicates where

to put the thumb, as illustrated in Figure 3.13-a.

These new tokens are designed to strongly constrain how users grasp them. We

hypothesize that this will result in significantly reduced level of variability, which

should enable our approach to work without any training. For each token, we compute

a representative touch pattern that will act as a universal template for all users. The

touch pattern is derived from the notches’ position, slightly offset from the token’s edge

along the normal to that edge, so as to better capture users’ grasp (Figure 3.13-b). The

exact value of this offset (5mm) is calculated from the average offset measured in trials

performed with circular tokens in the previous experiment, comparing the radius of the

circle that passes through the three touch points with the radius of the actual physical

token. The precise vector-based description of these tokens, ready for laser-cutting or 3D

printing, is available at [1].
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3.6 Summative Experiment

Figure 3.14: Experimental setup in the Tablet condition.

We ran a controlled experiment to test users’ ability to manipulate tokens with

notches, and to evaluate our algorithm’s accuracy when provided with the above-mentioned

universal templates in combination with this particular kind of tokens. The experimental

design is similar to that of the previous study, but uses the set of 6 tokens of Figure 3.13.

We also include an additional DEVICE condition: participants perform the tasks on

both the tabletop and a tablet. Because of the smaller size of the tablet, we exclude the

Local condition when DEVICE=Tablet, as the different locations (Figure 3.6) are clearly

too close to one another to impact users’ grasp. Contrary to our formative experiment,

participants did not receive any other instructions than to grasp the tokens using the

notches. In particular, the operator never asked them to adopt a consistent grasp across

trials for a given token.

3.6.1 Experiment Design

Half of the participants started with the Tabletop, while the other half started with the

Tablet. The strategy for counterbalancing the presentation order of trials is exactly the

same as in the first experiment. The only difference lies in the Tablet condition, in which

participants only performed Global and Path tasks (in this order), but not the Local task.

In the Tabletop condition, we collected 12 participants × 6 TOKEN × (5 [Global] + 2 ×
5 LOCATION [Local] + 2 × 6 GESTURE [Path]) = 1944 trials. In the Tabletop condition, we
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collected 12 participants * 6 TOKEN × (5 [Global] + 2 × 6 GESTURE [Path]) = 1224 trials.

3.6.2 Participants & Apparatus

12 volunteers (3 female), aged 23 to 39 years-old (average 26.4, median 24.5), one left-

handed, participated in this experiment. Five of them had participated in the previous

study. The experimental setup for the Tabletop condition was exactly the same as in the

previous experiment. In the Tablet condition, participants were seated at the same table,

but had to hold the tablet during the whole experiment, as illustrated in Figure 3.14.

The tablet (Samsung GT-P5110 Galaxy Tab 2) had a 256.7 x 175.3 mm display area with

a resolution of 1280 x 800 pixels.

3.6.3 Results

As illustrated in Figure 3.15, the recognition rate in both DEVICE conditions is very

high: 98.7% on the Tabletop and 99.3% on the Tablet. A χ2 analysis reveals that the

effect of INTERACTION on RECOGNITION RATE is significant neither in the Tabletop
condition (p = 0.8) nor in the Tablet condition (p = 0.3). However, TOKEN has a significant

effect in both DEVICE conditions (Tabletop: χ2(5, N = 1944) = 30, p < 0.001,φ = 0.12 and

Tablet: χ2(5, N = 1224) = 30, p < 0.001,φ = 0.16)). Actually, in the Tabletop condition, the

RECOGNITION RATE is a bit lower for Circle4 (95.6%) than it is for all other tokens (>
98.7%). The same is true for token Square4 (96.5%) in comparison with all other tokens

(> 99%) in the Tablet condition.

Interestingly, even if we realized a posteriori that the thumb marker (dot) is meant for

right-handed users, our left-handed participant did not have any trouble manipulating

the tokens. He simply put his thumb in the notch opposite to the dot, ignoring the latter.

Of course, he was able to do so because our tokens feature an axis of symmetry. However,

we expect that TOUCHTOKENS’s approach can be used for arbitrary-shape tokens, in-

cluding some that would not feature a symmetric touch pattern. In that case, users can

still flip them to accommodate their handedness, provided that the tokens are flat. If a

token cannot be flipped easily, a solution would consist in designing two variants: same

shape but pattern of notches mirrored. When the pattern cannot be mirrored because

of the shape’s geometry, it is still possible to design two patterns, one for each handedness.

ALTERNATIVE RECOGNITION STRATEGIES
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Figure 3.15: Recognition rate per TOKEN in the Tabletop (left) and Tablet (right) condi-

tions. Error bars represent the 95% confidence interval.

Our algorithm is fast, robust, and easy to implement. It also features the best

recognition rate among all alternatives that we implemented and tested on the data

collected during our formative study.

Alternative approaches we considered led to significantly poorer performance. In

particular, we tested k-Nearest-Neighbour (k=1 and k=3) and SVM algorithms, using

both raw data and describing features. The raw data was pre-processed to make it

independent from rotation angle and finger identification. The describing features we

considered included the touch envelope’s area, as well as various descriptive statistics

(min, max, mean, median and standard deviation) for measures such as point-centroid

distance, distance between successive points, distance between any pair of points, etc.

These machine learning approaches yielded recognition rates ranging from 50% to 85%

per participant. Compared to this, the analytical approach detailed in this paper, which

consists in aligning touch patterns using their centroid as a reference point, works much

better.

We also considered using as a reference point the center of the best-fit circle (i.e.

the circle that passes through three touch points while minimizing the distance to

all remaining points) rather than the centroid, but results were slightly worse. The

recognition rate was lowered by about 3% on average.
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3.7 Fabrication

TOUCHTOKENS require neither embedding electronics in the tokens nor augmenting

the tactile surface with additional hardware (such as, e.g., a computer vision system),

which makes setup easy. Tokens can be built from any non-conductive material such as

wood, plastic, metal or glass, since the system only relies on the fingers’ relative position,

which is already provided by the tactile surface.

This flexibility allows designers to easily prototype and test different TOUCHTOKENS

variants with a 3D printer or a laser cutter. In particular, designers have a lot of control

on the tokens’ appearance. For tokens that have permanent roles associated with them,

interface designers can engrave an icon or a label on them, or use a specific color. For

temporary associations, end-users could adopt more volatile solutions, such as adding

stickers or writing with an erasable pen if the chosen material affords it (e.g., pencil on a

wooden token). Tokens can also be made of transparent material such as glass or acrylic,

to avoid occluding the content displayed on the tactile surface.

A PDF file description that contains the vector shapes for the six tokens ready for

laser-cutting (see Figure 3.16) is available at [1].

Rectangle_5

Figure 3.16: Document for printing or laser cutting.
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Figure 3.17: Proof-of-concept applications: access control, tangible magic lenses, character

controllers in a game, data visualization.

3.8 Application Domain

The above results show that, using tokens with notches, it is possible to build robust

applications that will take advantage of both gesture-based and tangible interaction.

Application domains that would benefit from such type of input are quite varied and

have already been discussed in the literature, including: geographical information sys-

tems [142], database querying [120, 143], information management [90, 144] and music

composition [107]. We developed a set of proof-of-concept applications to illustrate the

different roles that TOUCHTOKENS can play in an interactive system (see Figure 3.17).

TOUCHTOKENS can act as controllers or filters, and can be used to manipulate both

the content of an application or the presentation of this content. For instance, they can

be used to adjust the parameters of a visualization, enabling users to focus more on the

result of their actions as the manipulation of physical tokens decreases the demand on

visual attention [143]. We have developed a simple scatterplot visualization in D3 [145]

to illustrate this idea. The different categories in the data (e.g., countries grouped by

continent) are associated with different symbols (which have distinct shapes and colors),

as is typically the case when visualizing multi-variate datasets. One TOUCHTOKEN, with

matching shape and color, is associated with each category and can be used to adjust the

visual representation of the corresponding data points in the scatterplot: changing their

size by rotating the token, and their opacity by sliding it.

TOUCHTOKENS can be transparent, in which case they will typically be used as

physical see-through tools [146, 147], altering the content that falls below the token

(e.g., filtering) or changing its visual attributes (e.g., rendering). For instance, we have

developed a simple mapping application in which tokens are associated with different

layers. The tokens act as magic lenses [146] that reveal the corresponding layer while
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leaving the context untouched. See-through tools can also be used to move content in the

workspace, as demonstrated in our simple game, where transparent tokens control the

location and orientation of individual characters.

TOUCHTOKENS can also act as a receptacle for, or tangible representative of, digital

content. Tokens then give access to the associated content [148]. One of our demo

application illustrates how TOUCHTOKENS can be used for access control. Tokens can be

used, e.g., to launch applications whose icons are otherwise invisible or disabled on the

tablet’s homescreen, enabling the device to be shared with family (parental control) and

friends with some restrictions. Access to private content can be made even more secure

by requiring that the token be put in a specific location, or that a particular gesture be

performed with it.

Our last application demonstrates the use of TOUCHTOKENS as digital containers.

Users can reify photo albums into tokens, and add a picture to an album by holding

the corresponding token above it. They can then display an album’s content as a grid of

thumbnails by rotating the token on the surface, or launch a slideshow by sliding it.

3.9 Summary

In this chapter, we ran a formative experiment to investigate the possibility of recognizing

individual tokens by categorizing their associated touch patterns. We were hypothesizing

that differences in token shape and size might be sufficient to accurately discriminate

those patterns. Our results revealed significant inter-user variability in terms of accuracy:

our algorithm can recognize up to ten touch patterns with more than 90% accuracy for

some users, while for other users, its accuracy falls down as soon as three or more tokens

are in the set. This variability comes from two sources:

1. some users employ different grasp strategies for the same token;

2. some users employ grasp strategies for different tokens that yield very similar

touch patterns.

Based on these observations, we then designed a set of six tokens featuring notches

aimed at reducing this variability while remaining comfortable to grasp. A summative
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experiment showed that with this set of tokens, our recognizer has a minimum accu-

racy over all participants higher than 95% (avg. 98%), and this without any training.

Augmented with notches, TOUCHTOKENS offer a low-cost, yet reliable, solution for

enabling tangible interaction on multi-touch surfaces. As mentioned earlier, we make

this recognizer freely available, along with vector-based templates for the tokens.

TOUCHTOKENS offer a number of advantages but also have a few limitations. First,

they support only basic manipulations: once a token has been recognized, the user can

only slide it over the surface. This makes TOUCHTOKENS less expressive than other

projects that have proposed tangibles that can be e.g, stacked [108] or tilted [92]. Second,

we tested a limited set of tokens that feature basic geometrical shapes only, which puts a

significant practical limit to how tailored token sets can be. The next chapters address

these limitations.
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4
FLEXIBLE TOUCHTOKENS - INCREASING GESTURE

VOCABULARY

4.1 Introduction

TOUCHTOKENs provide a simple means to develop tangible interfaces. Manipulat-

ing the tokens while maintaining the fingers in contact with the touch-sensitive

surface leads to specific multi-touch spatial patterns that can be uniquely identi-

fied using a relatively simple software recognizer.

However, the system only tracks a token’s position, meaning that users are limited

in how they can manipulate tokens. They can only slide tokens on the surface, and

they must keep maintaining a token to make the system able to detect its presence. For

example, if users have been manipulating a token and they drop it off the surface, the

system cannot detect whether the token has been removed or if it is still on the surface. In

this chapter, we propose a new token design that allows users to perform more advanced

manipulations with the tokens, and that allows the system to detect whether a token

has been lifted off a surface or left on it. We achieve this while preserving the original

spirit of TOUCHTOKENS, that is without instrumenting the tokens. We hypothesize

that when users are manipulating tokens on the surface, the touch traces of fingers’

micro-movements carry enough information to make the system able to recognize some

token manipulations.
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This chapter starts with the description of our approach for increasing the gesture

vocabulary with passive tokens on multi-touch surfaces. We detail a new design of our

previous set of tokens, based on lattice hinges which can easily be obtained using fabri-

cation processes such as laser cutting. This design makes the tokens flexible, allowing

users to squeeze or bend them. We then report on a formative study in which we collected

a sample of finger micro-movements that are representative of the different token ma-

nipulations. We use this collection of touch traces to design our recognizer, and evaluate

its performance. Finally, we present a few demonstrations to illustrate how these events

can be used for developing powerful interfaces.

4.2 Functionality Overview

(a) (c)(b)

Figure 4.1: Making a TOUCHTOKENS flexible: (a) original, rigid TOUCHTOKENS (circle,

4cm in diameter), (b) schematics of lattice-hinges, (c) flexible TOUCHTOKENS.

In this project, our goal was to make TOUCHTOKENS more expressive than the basic

two-state model of touch interaction. We achieve this with two components. First, we

propose a new token design by introducing laser-cut lattice hinges that make tokens

flexible (Figure 4.1). Second, we design a new recognizer, that analyzes the micro-

movements of the fingers that hold the tokens and enables the system to detect three

types of manipulation:

1. when a token has been left on or lifted off the surface;

2. when a token is squeezed;

3. when a token has been bent.
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Figure 4.2: Detailed design schematics of our flexible TOUCHTOKENS (tokens are oriented

so that the thumb notch is always on the bottom side). We make these vector descriptions

available at [1].

4.3 Flexible TouchTokens - New Token Set

Figure 4.2 shows our novel set of tokens, which can be squeezed or bent by pinching

them. Laser-cutting lattice hinges is a common method in the maker community to make

a piece of wood flexible using laser cutting. In our case, we performed several design

iterations so as to make the tokens comfortable to manipulate while ensuring enough

robustness. The kerfs’ orientation was chosen so as to match that of the comfortable

pinch formed by the thumb on one side and the {index, middle} couple of fingers on the

other side. The kerfs’ width, length and interspacing provide enough elasticity to make

the tokens easy to deform without requiring too high a force, while ensuring that they

revert to their original shape when not pinched. We also considered resistance to avoid

accidental pinches during regular manipulations, and robustness to avoid the risk of

breaking.

4.4 Flexible TouchTokens Interaction

We contribute three novel primitives to the interaction vocabulary of TOUCHTOKENS: a

state (on/off ), a quasi-mode (squeezed) and a discrete event (bent). We achieve this with a

novel design that makes the tokens flexible, and with an analysis of the micro-movements
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users make when performing these interactions, following an approach similar to the

recognizers designed to detect thumb-tip micro-gestures [54, 55]. This section describes

our new tokens and introduces our hypotheses regarding the micro-movements we expect

to observe.

4.4.1 Detecting Tokens’ on/off State

(a) LEAVING ON

(b) LIFTING OFF

Figure 4.3: Finger micro-movements when leaving a token on the surface (a), and when

lifting it off (b).

Making the system aware of whether a token is still on the surface, or if it has been

lifted off it, is an important feature of tangible interaction. It allows users to lay out

several tokens on the surface (as in, e.g., Facet-streams [120]). Conductive tokens usually

rely on the fact that the human body is a conductor. They thus become invisible to the

system as soon as users no longer touch them. The system does not even know whether

a token has been left on the surface or removed off it.

TOUCHTOKENS require users to both hold them by putting their fingers in the notches

and touch the surface with those fingers. We hypothesized that the micro-movements

made by the fingers at the time they leave the surface would have a distinct signature,

depending on whether users were leaving tokens on the surface or were lifting them off.

Figure 4.3 illustrates our hypothesis: when leaving a token on the surface, users are

likely going to relax their grasp, while when lifting it off, they will likely maintain a
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firm grip, potentially compressing the token a bit. In the former case, we should observe

finger traces that move slightly away from the touch points’ centroid. In the latter case,

we should observe finger traces that either remain still or move slightly toward the touch

points’ centroid.

4.4.2 Squeezing Tokens

When squeezing a token, the user’s fingers remain in contact with the surface throughout

the corresponding micro-movements.

We hypothesized that when squeezing, we would observe touch traces that move

toward the touch points’ centroid, and away from it when un-squeezing. If successful,

tokens can then be made to behave like a mouse with a button: quickly squeezing and

releasing is equivalent to a click; keeping the token squeezed and moving it on the

surface is equivalent to a drag. These can be used respectively to trigger discrete events,

and to enter quasi-modes.

4.4.3 Bending Tokens

(b) LEAVING FLAT

(a) BENDING

Figure 4.4: Micro-movements when (a) bending a token, (b) leaving it flat.

Bending a token leads to a state where users are keeping only one finger in contact

with the surface (Figure 4.4-a). As all other token manipulations involve at least two fin-

gers, the number of fingers could be a discriminating factor. However, it is too permissive,
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as it may also match cases where users lift two fingers off, but leave the token flat on

the surface (Figure 4.4-b). Again, micro-movements may help us detect actual bending

actions. We hypothesize that users are likely going to keep their index and middle fingers

in contact with the token’s side when bending it, while they are going to relax their grip

when leaving it flat. We should thus observe still traces before lift-off when bending, as

opposed to traces that slightly move away from the centroid in the other case.

4.5 Collecting Touch Traces

We collected multi-touch traces of users performing the three types of manipulations

described above. Our goal was to gather data about the different finger micro-movements,

and to identify criteria that could enable us to recognize the corresponding manipulation

events. We were particularly interested in the typical profile of point-to-centroid average

distance time-series associated with these movements.

4.5.1 Participants & Apparatus

Twelve volunteers (2 female), 23 to 40 year-old (avg. 28.83, med. 28), participated in the

data collection. They were seated at a desk, manipulating tokens on a tablet (Samsung

SM-T810 Galaxy Tab S2: 237 × 169 mm display area / 2048 × 1536 pixels), laid flat on

the desk. Participants were video-recorded.

4.5.2 Procedure

All participants performed the 3 manipulation events: Click and Drag & Drop, Leave
on vs. Lift off and Bend vs. Leave flat. Presentation order was counterbalanced using a

Latin Square. All events involved the flexible version of the 6 TOKENS introduced in the

chapter 3: 2 circles, 2 squares, 1 triangle, 1 rectangle.

Event1: Click and Drag & Drop

Participants had to perform 2 types of ACTIONS: Click or Drag. In the Click case,

they had to grab the right token using 3 fingers, put it on a black cross, and then slide

it toward a red circle located 130 mm away. Once the token was inside the circle, they

had to perform a “click” on the token by compressing it sideways, and then release the

pressure. Finally, they removed the token from the surface. In the Drag case, they had to:
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compress the token right after having put it on the black cross, keep it compressed while

moving it toward the red circle, and release the pressure before removing the token from

the surface. We collected data involving sliding movements in 4 main DIRECTIONs: up,

down, left, right. The tablet was placed in landscape mode for DIRECTION = {left, right},

and portrait mode for DIRECTION = {up, down}, so that the red circle would be at the

same distance from the black cross in all conditions.

Event2: Leave on vs. Lift off

Participants also had to move a token from a black cross to a red circle. However, once

in the circle, participants had to perform one of two ACTIONS: Leave on or Lift off. In the

first case, they had to lift their fingers off the surface but leave the token on it. In the

second case, they had to lift their fingers, taking the token off the surface. We used the

same 4 DIRECTIONs as in Event1. We introduced an additional factor, FINGERCOUNT,

to capture the two different manipulation styles described in section 3.1 in chapter 3:

once a token has been identified with the 3-finger hold, users can keep manipulating

it with 3 fingers, or they can relax their grasp and manipulate the token with only 2

fingers. Thus, we had 2 FINGERCOUNT conditions: participants either had to keep their

3 fingers in contact with the surface all along (3-finger condition), or they were asked to

lift a finger off the surface after having put the token on the black cross, and to keep it

lifted until the end of the trial (2-finger condition). Failure to comply in any given trial

meant it had to be performed again.

Event2: Leave on vs. Lift off

The tablet only displayed a black cross. Participants had to put the right token on

the surface and perform one of two ACTIONS. In the Bend condition, they had to bend

the token, keeping only their thumb in contact with the surface, and then unbend the

token by putting the other two fingers back on the surface. In the LeaveFlat condition,

they also had to lift two fingers off the tablet, only keeping the thumb in contact, but

without bending the token, which remained flat on the tablet. They then had to put their

two fingers back on the surface to end the trial.

For each event type, trials are first blocked by ACTION, then by DIRECTION within
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Figure 4.5: Using Squeeze mode for clicking (left) and dragging (right).

each ACTION (Event1 and Event2), and by FINGERCOUNT within each DIRECTION

block (Event2). Each condition is replicated 3 times. Block presentation order is coun-

terbalanced across participants; trial presentation order within a block is random. The

whole procedure consists of 252 trials (72 + 144 + 36), and lasts approximately one hour.

Finally, some indications about the robustness of our flexible token design: we used

the same set of tokens throughout the entire experiment, that consisted of 3024 manipu-

lations by 12 people (252 x 12). No token was broken, or deformed.

4.6 Recognizers

Our main hypothesis was that the micro-movements of interest to us could be observed by

looking at the fingers’ traces, that should move slightly toward, or away from, the token’s

center. To verify this, we analyzed, for all collected touch traces, the evolution over time

of the average distance d of a touch point to the centroid of the corresponding multi-touch

sample. In the following, we report the criteria we identified as the most successful for

capturing these micro-movements. Parameter values (in bold) are determined in the

next section.

1. Squeeze: a token is considered squeezed (Figure 4.5) when:

∀i ∈ {1..|B|}, dre f −di >dsqz

where dre f is the average distance in millimeters of a touch point to the centroid of

the corresponding multi-touch sample when users register the token, and B is a buffer

containing the successive values of d over the last buffersqz milliseconds.

64



4.6. RECOGNIZERS

Time (ms)

Leaving on
40ms

mend > 0.0021

40ms

Lifting off

0 50 100 0 50 100

!"#$%&'()&

!%*+%&'()**!"#$%&'()&

d (mm)

2
mend < 0.0021

Figure 4.6: Leaving a token on the surface (left) or lifting it off (right).

2. On/Off: a token is considered as left on the surface when:

mend >mon_off

where mend is the slope (it is computed using the Theil-Sen estimator [149]) of the

evolution of d over the bufferon_off milliseconds preceding the instant where the last

finger has been lifted off the surface (count( f ingers)= 0). On the opposite, if mend ≤ 0

at this instant, the token is considered as lifted off the surface. Figure 4.6 illustrates the

two cases.
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Figure 4.7: Bending a token (left) or leaving it flat (right).

3. Bend: a token is considered as having been bent when:

max(mbe f ore,−maf ter)< 0

where mbe f ore (resp. maf ter) is the slope of the evolution of d over the bufferbend

milliseconds preceding (resp. following) the instant where only one finger remains

in contact with the surface (count( f ingers) = 1) for at least 100ms, as illustrated in
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Figure 4.7. The formula is basically a sign analysis: it checks whether d increases or

decreases before and after the time span during which there is one single contact point.

We initially considered analyzing only mbe f ore to detect when users enter the bent state,

but our tests revealed that this sample does not carry enough information to discriminate

between bending and leaving flat. This entails that our recognizer considers bent as a

discrete event, that gets triggered only once users have unbent the token.

We couple these criteria with state machines that take the number of contact points

into account, making it very unlikely that any one event will get confounded with the

other two:

• The criterion for squeeze is only evaluated when there are 3 contact points on the

surface for at least 200ms. This is mainly to avoid confusion with cases where users

bend the token, as they tend to compress it when unbending.

• The criterion for on/off is only evaluated when the number of contact points

becomes null.

• The criterion for bend is only evaluated after a time span of 100ms during which

there has been exactly 1 contact point.

The Java implementation of FLEXIBLE TOUCHTOKENS with support for both TUIO

and Android is available at [1].

4.7 Recognizer Parametrization

For each of our three micro-movements, we measure the accuracy of our recognizer by

running it on data collected for this micro-movement only. We then test its robustness to

false positives by running it on data collected for the other two.

We use the leave-one-out cross-validation technique to parameterize the recognizers:

for each participant, we set the parameters to values that maximize the overall recogni-

tion score for the 11 other participants. We then report the average score across all 12

participants (mean, median, standard dev.).

Squeezed mode is recognized in 96.9% (median: 97.9 / std: 3.0) of all trials collected

for Event1 (with dsqz ∈ [0.74, 0.75] and buffersqz = 100). It is falsely detected in 1.8% of

all trials for Event2, and 2.1% for Event3.
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States on and off were properly distinguished in 90.1% (median: 92.4 / std: 5.1) of all

trials for Event2 (with mon_off ∈ [0.0018, 0.0027] and bufferon_off = 40). The distinction

between states on and off also works well for Event3, with only 7.6% of false positives.

However, when tested on trials from Event1, we observe 43% of false positives. A finer

analysis reveals that the recognizer fails to detect state off right after leaving mode

squeezed, which happens when users lift the token off while releasing the pressure

applied on the token (d increases right before count( f ingers) = 0). Making tokens

flexible thus provides opportunities for performing micro-movements in general, but has

the side-effect of introducing some ambiguity in this particular case. This is a limitation

of our recognizer that we will further investigate. In the meantime, it can be handled by

considering the state where count( f ingers) = 0 right after having left mode squeezed as

“uncertain”, prompting users for input to resolve the ambiguity.

We also tested our on/off recognizer on rigid tokens during informal tests. We observed

a recognition accuracy close to 90% suggesting that these micro-movements can also be

detected on regular TOUCHTOKENS.

For Event3, Bent events were detected in 91.1% (median: 91.7 / std: 6.1) of all trials

where ACTION = Bend (with bufferbend ∈ [100, 160]). In the remaining 8.9% trials, the

recognizer detected either 0 or at least 2 Bent events (during the same trial). No Bent
event is ever accidentally triggered for either Event1 or Event2, as the time intervals

during which users have only one finger in contact with the surface are infrequent

and very short. No Bent event is ever accidentally triggered, either, when ACTION =

LeaveFlat.

4.8 Example Applications

TOUCHTOKENS allow developers to create various applications with tangibles. For

example, developers can use TOUCHTOKENS for controlling parameters or filtering data

in a visualization or they can be used as controllers in games. Our new vocabulary of

events enables the development of even more powerful interfaces where tokens can be

dragged (squeeze) or clicked (bent, squeezed), and where several tokens can be laid on the

surface (on/off enabling the system to keep track of untouched tokens).

To demonstrate the practical feasibility and the potential of our new token design

and its associated recognizer, we developed two application examples.
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Crocodile Game

(a) User is squeezing the token
for moving the crocodile

(b) User is performing the bend
gesture

(c) When the user put the token
back to the surface the recognizer
detects a bent event, which acti-
vates the action open mouth

Figure 4.8: Crocodile interactive board game: a crocodile moves in the river in order to

eat ducks while avoiding rocks.

To demonstrate the use of On/Off, Squeeze and Bend interactions, we implemented a

crocodile game, inspired by the hungry hungry hippos game. A token acts as a controller

for a crocodile that must eat ducks but avoid rocks. Users can move the crocodile by

squeezing and moving the token around the surface, and they can open the crocodile’s

mouth by bending the token. They can also remove the token from the surface to hide

the crocodile when there are too many rocks.

Mixer Color Game

In this application, we illustrate how tokens can be used to access and modify digital

data. We especially illustrate how the on/off state can be useful for combining the effect

of multiple tokens. The application is a tangible game, inspired by kid games for learning.

We printed three different shape tokens where each token has a different primary color

(circle is red, rectangle is blue and square is yellow). Users can play by placing and

removing tokens on the tablet surface. Putting the token on the surface alters the color of

the application background by making the color of the token mixed with the current color

of the background. The background color remains unchanged when users are leaving

the token on the surface. With this game, users can test different color combinations by

adding, leaving and removing color tokens.
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(a) Black background: no token. (b) The user puts a blue token. The
background turns blue.

(c) The user adds a red token. The back-
ground turns to purple, i.e., the result
from the mixing of red and blue.

(d) The user has placed all tokens
on the surface. The background turns
white, i.e., the result from the mixing of
all primary colors.

Figure 4.9: Interactive board game: users play mixing colors with passive tokens on the

surface.

4.9 Summary

In this chapter, we have investigated an approach for increasing the vocabulary of inter-

action with passive tokens on capacitive surfaces. First, we have designed a new set of

flexible tokens. Second, we have analyzed the finger traces when users are manipulating

those new passive tokens. We hypothesized that there might be sufficient information to

discriminate patterns for recognizing the following three types of manipulations:

1. On/Off : Users leave the token on the surface, or they lift it off.

2. Squeeze: Users compress the token keeping their fingers in contact with the surface.

We classified this manipulation as click or drag depending on the duration the
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token is kept in the squeeze state.

3. Bend: Users bend the token with index and middle fingers, keeping only one finger

in contact with the surface for a time span, and then they put it back (horizontal)

on the surface.

Our results showed that our algorithms can recognize these three manipulations

with an accuracy of: On/Off 90.1%, Squeezed 96,9% and Bent 91.1%. Such high rates

allow developers to use these manipulations for developing advanced applications. We

presented a couple of proof-of-concept applications to illustrate the different roles that

these manipulations can play.
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5
TOUCHTOKENBUILDER AND TOUCHTOKENTRACKER -

INCREASING TANGIBLE SET

5.1 Introduction

In chapter 3, we introduced TOUCHTOKENS as a means to design low-cost tangible

interfaces. The approach consists in fabricating passive tokens that can be made of

any non-conductive material. However, designing passive tokens remains a rather

complex process if we want to end with tokens that are both comfortable to grasp, and

that minimize recognition conflicts.

Besides, as we discussed in section 2.3, tangible interfaces have been used in various

domains such as music composition, collaboration, games or education among others. All

of these interfaces feature physical tokens that aim at resembling actual objects from

the targeted application area. Researchers have reported that variations in shape, size

and material of tokens all play an important role in providing the right manipulation

affordances and conveying the proper semantics. While it is quite straightforward to

create variations in size, it is less easy to build arbitrarily-shaped tokens.

In this chapter, we present two tools that allow interface designers to build and recog-

nize TOUCHTOKENS that feature arbitrary shapes. First, we introduce TOUCHTOKEN-

BUILDER which helps interface designers to build tangibles based on the TOUCHTOKENS’
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approach of placing notches in passive material. Second, we present TOUCHTOKEN-

TRACKER which works with an output file from TOUCHTOKENBUILDER in order to

provide developers with more information for tracking the tangible. We then present

some proof-of-concept token sets designed with TOUCHTOKENBUILDER, and report

on experiments that we conducted to evaluate TOUCHTOKENTRACKER’s recognition

accuracy for these token sets. Finally, we discuss the limitations of our approach and

directions for future work.

5.2 Functionality Overview

Octopus,3,-10.45,-14.28,9.81,-13.46,-0.06,[...]

[...]

Rabbit,3,4.76,-4.45,4.72,27.10,25.61,9.45,[...]

toy_characters.txt

toy_characters.svg

LASER
CUTTER

TouchToken
Tracker

TouchTokenBuilder

Figure 5.1: TOUCHTOKENTRACKER (left) assists users in placing grasping notches

on arbitrarily-shaped tokens, warning them about spatial configurations that are too

similar and could generate recognition conflicts. TOUCHTOKENBUILDER outputs both

a vector and a numerical description of the tokens' geometry (middle). Those are used

respectively to build the tokens (top-right), and to track them on any touchscreen using

TOUCHTOKENTRACKER (bottom-right).

The objective of this project is to provide tools that enables the creation of arbitrarily-

shaped TOUCHTOKENS.

Our first contribution, TOUCHTOKENBUILDER, is a software application that assists

interface designers in placing notches on arbitrarily-shaped vector contours for creating

conflict-free token sets. The application features a simple direct-manipulation interface

and outputs two files: a vector-graphics description of all tokens in the set, ready to be

fabricated using, e.g., a laser cutter; and a numerical description of the geometry of each

token.
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Our second contribution, TOUCHTOKENTRACKER, is a software library that takes as

input the numerical description produced by TOUCHTOKENBUILDER. While TOUCHTO-

KENS' original algorithm only provided developers with the ID of the recognized token

and the user's finger coordinates, the new TOUCHTOKENTRACKER also enables tracking

the tokens' full geometry (location, orientation and shape) throughout their manipulation

on the multi-touch surface. In addition, tracking remains robust even when users lift a

finger while manipulating tokens (leaving a minimum of two fingers in contact with the

surface), as illustrated in Figure5.1 .

5.3 TouchTokenBuilder

TOUCHTOKENS feature three notches that suggest to users how those tokens should

be grasped so as to enable effective recognition of those tokens by the system. The

recognition algorithm introduced in chapter 3 only needs one unique template per token,

called universal template. This template consists of a series of three coordinates that

correspond to the expected finger contact point coordinates relative to the token’s center.

These simple templates have been demonstrated in chapter 3 to be sufficient to achieve

a recognition accuracy of ∼98% with the set of basic TOUCHTOKENS.

TOUCHTOKENS’ approach is simple, but it requires designers to compute the coordi-

nates of the templates’ points (feeding the recognizer), and to specify the geometry of each

token’s contour with some vector-drawing tool (for fabricating the tokens), carving them

accordingly to create the notches. As we commented previously, this can be a tedious

process.

This section introduces TOUCHTOKENBUILDER, an application that makes the token

design process easier. Building a token now simply consists of importing an SVG image,

from which the token’s outline will be derived, and positioning the three notches on that

contour by dragging three circles that represent the user’s finger tips.

5.3.1 Designing arbitrarily-shaped tokens

Figure 5.1 illustrates the general approach that a designer can follow when creating

a set of tokens, in this case for a game where toy characters (octopus, monster, cat,

frog and rabbit) are controlled with tangible tokens. He first identifies a set of SVG

images he wants to use for the different tokens. In our scenario, those simply get
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downloaded from the Web. In this particular example: http://www.clipartlord.com/

category/halloween-clip-art/monsters-clip-art/, he then loads them in TOUCH-

TOKENBUILDER. For each SVG image, TOUCHTOKENBUILDER computes the outline of

the entire geometry and creates a new cell in which it displays that outline, as illustrated

in Figure 5.2. The outline is computed by processing all SVG elements in the image with

the help of the Batik toolkit:1 each element is turned into a Java2D shape, taking into

account groupings and affine transforms; the union of all those shapes is computed; and

then the outline is generated by marching along the contour of the resulting shape.

Figure 5.2: SVG image for the rabbit toy character (left) and the corresponding outline

displayed in TOUCHTOKENBUILDER(right).

Each token outline can be manipulated using simple widgets to adjust its scale and

orientation. As shown in Figure 5.2, a ring surrounds the token, featuring two square

handles to resize the token, and a circular handle to rotate it. Two arrows, positioned

above, let users flip the token vertically or horizontally. A panel on the left-hand side of

each token cell enables users to position the three finger notches on the outline. Fingers

are represented using semi-transparent red circles (Figure 5.1). Each of these circles

can be dragged and resized, and acts as a carving tool: when a circle intersects the

token’s outline, it actually subtracts the intersecting area from the token, computes the

corresponding universal-template point (i.e., the estimated finger contact point), and

detects potential sources of conflicts between tokens, as detailed later.

TOUCHTOKENBUILDER adapts each token’s display size depending on screen resolu-

tion, so that it matches its actual physical size when fabricated. This helps designers

informally evaluate how comfortable a given token is to grasp, by putting their fingers on

the corresponding circles on screen. The SVG vector description output by TOUCHTOKEN-

BUILDER declares the document size and view box parameters so that the coordinates
1http://xmlgraphics.apache.org/batik/ (visited 2016-03-18)
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are correctly interpreted by the fabrication device that will be used to make the tokens

such as, e.g., a laser cutter.

Once satisfied with his set, the designer can export the corresponding vector and

numerical descriptions (Figure 5.1-middle). TOUCHTOKENBUILDER turns what was a

tedious process (relying on vector graphics editing and geometrical computations) into

a sequence of simple direct manipulations. It does not require users to manually draw

or extract the token’s contour. Most importantly, it enables users to very easily test

alternative placements for the finger notches, as the computation of the carved contour is

now fully automatic. Token design is achieved through a very simple interaction model,

based exclusively on drag-and-drop, that avoids premature commitment [150], making

the design process much more flexible. To further facilitate exploratory design by trial-

and-error, TOUCHTOKENBUILDER also supports a per-object history of actions [151],

enabling users to revert any graphical object such as, e.g., a finger circle or a token

manipulation handle, to one of its earlier positions.

5.3.2 Detecting conflicts

Figure 5.3: Two conflicting tokens.

As described above, TOUCHTOKENBUILDER makes it easy for designers to test dif-

ferent positions for the three notches that must be carved in each token. Finding correct

positions for notches is not solely a question of comfort and aesthetics (avoid altering

the original shape too much), however. It also involves preventing recognition conflicts

between tokens in the set. To this end, TOUCHTOKENBUILDER provides immediate

visual feedback when it detects conflicts, turning the corresponding tokens’ background

yellow (Figure 5.3). Addressing such conflicts can be achieved by moving one or more
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notches along the contour, or adjusting the token’s size, thereby causing the notches to

move closer or farther away from the token’s centroid. The token cell’s background turns

back to white as soon as the conflict has been resolved.

Warnings regarding potential conflicts are based on a heuristic derived from data

collected in the second experiment reported in chapter 3. For all three notches of each

trial, we computed the distance between the actual touch point and the template point

Ptemplate, located 5mm away along the normal at the notch’s center (Figure 3.13).

Figure 5.4 summarizes the results: in ∼98% of cases, this distance is less than 5mm

for all three notches. Based on these observations, we define the tolerance area of a notch

as a 5-mm radius circle around its corresponding template point. Two tokens are thus

likely to cause confusion if they can accommodate the same multi-touch input within

their respective tolerance areas.

TOUCHTOKENBUILDER relies on this notion of tolerance area to check each token

pair (T1, T2) for conflicts by proceeding as follows. The first point of template(T2)

is incrementally adjusted within its tolerance area, each step increases its distance

and angle to the template point by 1mm and π/12, respectively (polar coordinates),

and, after each increment, gets aligned with template(T1), in the same manner as

TOUCHTOKENS’s recognizer. If, once aligned, the two other points of template(T2) both

fall within the tolerance area of their paired points in T1, TOUCHTOKENBUILDER

detects a conflict and warns the user. TOUCHTOKENBUILDER performs this verification

continuously whenever a manipulation handle or a finger circle is moved, in order to

provide immediate feedback when resolving conflicts. The method runs at interactive

frame rates, but to avoid unnecessary computations, TOUCHTOKENBUILDER first tests

if such an elaborate detection is necessary by aligning the two templates and computing

the distance between the three pairs of points. If all three distances are greater than 1cm,

there is no conflict, and TOUCHTOKENBUILDER does not perform any further check.

5.4 TouchTokenTracker

TOUCHTOKENTRACKER allows developers who make use of arbitrarily-shaped tokens

in their application to track the full geometry of those tokens. Distributed as a library,

it enables the development of applications that need to display contextual information

around or below the token. Examples include information filtering using tangibles as
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Figure 5.4: Distance (mm) between Ptemplate and Pactual (template and actual touch

points) for all 3 notches. Red dashed lines show median values.
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Figure 5.5: The numerical description of a token includes: template points for recognition

(blue), token center (gray), and the token’s contour as a polyline (red).

see-through tools [147], and games (Figure 5.7-bottom demonstrates launching missiles

from a tangible spaceship). TOUCHTOKENTRACKER’s recognition algorithm relies on the

three points provided in each token template, as the original TOUCHTOKENS recognizer

described in section 3.3 already does. It considers two additional pieces of information,

provided in the new templates output by TOUCHTOKENBUILDER: the token’s center

coordinates, and a description of its contour as a polyline (Figure 5.5). These are used to

estimate the location and orientation of the token, which are then provided to developers

through a simple API.
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To recognize tokens, TOUCHTOKENTRACKER identifies the best alignment between

the points of each candidate token’s template and the actual touch points. Aligning

template points with touch points requires translating and rotating template points so

as to (1) make the centroids of the touch and template points coincide, and (2) align this

centroid with the first pair of matched touch and template points.

As illustrated in Figure 5.6, TOUCHTOKENTRACKER stores the pairing between a

touch point and its corresponding template point. It also stores the initial locations of

the touch points and the token’s initial orientation, which is the rotation angle used to

align the first pair of points with the centroid. Using this information, it can estimate

the current orientation and location when users move and rotate the token (Figure 5.6-c-

right). In case the user lifts a finger off the surface to adopt a 2-finger pinch grasp that

facilitates some manipulations (as in Figure 5.7), TOUCHTOKENTRACKER computes a

third artificial touch point, assuming that the relative placement between touch points

and between the template points are consistent (Figure 5.6-c-left). Keeping track of the

three notches’ locations can be useful to implement some interactions like the missiles

launched by the spaceship in Figure 5.7-bottom.
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Figure 5.6: Tracking strategy. (a) Token template. (b) Recognizing a token: TOUCHTO-

KENS’s algorithm aligns template points (blue) with touch points (black) by translating

template points to make their centroid C coincide with the touch points’ own centroid,

and by rotating them to make the first pair of matched points aligned with C. TOUCH-

TOKENTRACKER stores the pairing between touch and template points, the rotation

angle θ, and the touch points. (c) If the user lifts one finger off the surface, TOUCH-

TOKENTRACKER computes a third touch point, assuming that its relative placement

is consistent with that of its corresponding template point. Using two touch points,

TOUCHTOKENTRACKER computes the relative change in orientation θ′ since the token

was first recognized.
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All these data are made available to developers through three simple callbacks:
• tokenDown

• tokenMoved

• tokenUp

We also provide methods for giving more information about the geometry of the token

and its state:
• getTouchPoints

• getNotchPoints

• getContourShape

• getTokenCenter

• getInitialOrientation

• getRelativeOrientation

5.5 Proof-of-concept Applications

This section presents three proof-of-concept applications that we developed using TOUCH-

TOKENBUILDER and TOUCHTOKENTRACKER.

All three applications feature tokens that have much more elaborate shapes than

those tested in section 3.5. In each case, the tokens could be designed quickly, simply by

loading SVG images fetched from the Web in TOUCHTOKENBUILDER, positioning the

notches, exporting the tokens’ vector description and feeding it to a laser cutter. As shown

in Figure 5.7, some tokens were engraved, adding details such as, e.g., the filament in

the light bulb or the hole in the key, using an external vector drawing application.

The first proof-of-concept example is about controlling a virtual toy character using

its tangible counterpart. The second example is a simplified house automation control

system. Users can switch the light on/off, get information about energy consumption, turn

on video-surveillance, play music, and lock the house. The last example is a bi-manual

warship game. Users manipulate one of the ships with their dominant hand, and select a

weapon with their other hand.

79



CHAPTER 5. TOUCHTOKENBUILDER AND TOUCHTOKENTRACKER -
INCREASING TANGIBLE SET

Figure 5.7: The three proof-of-concept token sets: toy characters (top), home automation

(middle) and spaceship game (bottom).

5.6 Experiments

In this section, we report on experiments that we conducted to evaluate TOUCHTO-

KENTRACKER’s accuracy for these tokens sets. Our proof-of-concept examples illustrate

token sets for representative application areas. We use them as a mini-benchmark for

validation purposes, showing that all token sets are indeed conflict-free in terms of recog-

nition, and that TOUCHTOKENTRACKER can accurately identify the tokens’ location and

orientation.
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To this end, we ran one experiment per token set {Toys, Home, Space}. Each exper-

iment has two factors: TOKEN and ORIENTATION. Toys and Home each feature five

tokens, while Space features four tokens. ORIENTATION can take five different values:

{−π/3, −π/6, 0, +π/6, +π/3}. Values outside {−π/3, +π/3} were not considered, as they

would have been beyond the limits of users’ range of motion.

Figure 5.8: A trial in our experiment: the participant has to dock the corresponding

physical token inside the displayed silhouette.

At the start of each trial, a token’s silhouette was displayed in the middle of the

screen, with a specific orientation (Figure 5.8). Participants were asked to dock the

corresponding physical token inside the silhouette and wait for the background to turn

blue before lifting the token off the surface and proceed to the next trial. Participants

had to hold the token still for 1 second. TOUCHTOKENTRACKER’s algorithm would then

run and log the ID of the recognized token, its estimated location and orientation.

Nine volunteers (one female), aged 23 to 33 year-old (average 26.5, median 26),

participated in our study. Each of them performed the three experiments (one per

token set) in a row. We counterbalanced token-set presentation order using a Latin-

square, assigning three participants to each of the three orders. For each token set,

participants ran 5 trials per TOKEN, testing the 5 ORIENTATION values. The experiment

was approximately 10-minute long. It started with 5 practice trials (randomized TOKEN

× ORIENTATION conditions), followed by 25 measure trials (20 for Space) presented in

random order. The experiment ran on a tablet (Samsung SM-T810 Galaxy Tab S2) with

a 237.3 × 169 mm display area and a resolution of 2048 × 1536 pixels. Participants were

standing up, holding the tablet during the whole experiment.
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5.7 Results
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Figure 5.9: OrientationError (left) and DistanceError (right) per TOKEN condition. Error

bars represent the 95% confidence interval.

We considered the following three measures to capture TOUCHTOKENTRACKER’s

accuracy;

1. RecognitionError: a binary measure whose value is 0 in case the token is accurately

recognized and 1 otherwise.

2. OrientationError: a continuous measure of the absolute difference (in radians) be-

tween the silhouette’s orientation and the physical token’s orientation as estimated

by TOUCHTOKENTRACKER.

3. DistanceError: a continuous measure of the distance (in millimeters) between the

silhouette’s center and the physical token’s center, as estimated by TOUCHTOKEN-

TRACKER.

We observed an overall recognition accuracy of 98%. The recognizer failed to identify

the correct token in only 12 of the 630 trials: 6 times with the CAT, 3 times with the

CAMERA, and once with the KEY, the RABBIT and WEAPON1. A Friedman rank sum

test revealed that the difference between the different TOKEN conditions regarding

recognition accuracy is actually significant (χ̃2(13) = 38, p < 0.001). We attribute this
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Centroid Symmetric template points

Figure 5.10: Token orientation: (left) an example of ambiguity; (right) error-prone tokens:

HOUSE, RABBIT, CAT, WEAPON2.

difference to the fact that the CAT token requires users to spread the index and middle

fingers a bit too much. Participants might have placed their index and middle fingers

closer together so as to make their grasp more comfortable, thus not exactly coinciding

with the notches.

Figure 5.9 illustrates that for 10 of the 14 tokens, OrientationError is less than

0.15 ( π
20 ) and DistanceError is less than 3.1mm. However, TOUCHTOKENTRACKER’s

estimations are much less accurate for the other 4 tokens: HOUSE, CAT, RABBIT and

WEAPON2. This result is not really surprising: these tokens feature at least two template

points that are symmetric relative to the axis defined by the third point and the centroid,

which implies that there is more than one solution for the recognizer’s best-alignment

algorithm.

Figure 5.10 illustrates how two orientations can match the same template points.

It also shows that the four problematic tokens do feature at least two template points

that can cause confusion. As the token’s center location is derived from the token’s

orientation (Figure 5.6), it is not surprising that DistanceError is also larger for the four

problematic tokens than for the other ten, whose orientation was properly estimated by

TOUCHTOKENTRACKER. We computed a linear regression to predict DistanceError from

OrientationError. We found a significant relation (F(1,616), p < 0.001) with r2=0.53. We

acknowledge this limitation of our approach, which is due to the fact that it relies on

passive tokens and thus on what can be inferred from the three finger contact points only.

However, this limitation can be alleviated by eliminating a range of unlikely orientations

that fall out of users’ range of motion, possibly warning users if the manipulated token

still features an axis of symmetry.
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5.8 Summary

Taken together, TOUCHTOKENBUILDER and TOUCHTOKENTRACKER enable designers

to build low-cost tangible interfaces using TOUCHTOKENS while addressing several

limitations of the original approach. Each of the two tools, however, still has its own

limitations, several of which can be addressed in future work.

First, TOUCHTOKENBUILDER lets users freely position notches on the tokens and

warns them about potential conflicts, providing support for a more exploratory design

process. But TOUCHTOKENBUILDER does not make suggestions about notch positioning,

leaving it to the designer to find positions that (1) remain comfortable to grasp, and

(2) do not alter the token contours too much, so as to preserve enough semantics in

their shape. Designers have to rely on their personal judgment, visually adjusting finger

circles using direct manipulation, and putting their fingers on the screen to evaluate

grasp comfort informally. We plan to investigate how TOUCHTOKENBUILDER could

provide more support by, e.g., automatically identifying contour sections that would be

good candidates for hosting notches. This implies defining heuristics that reflect how

much a shape is altered (for instance, quantify the amount of detail removed if a portion

is carved in), and to run empirical studies to identify the space of comfortable grasps.

TOUCHTOKENBUILDER could also provide more support for FLEXIBLE TOUCHTOKENS

by suggesting the lattice hinges pattern depending on the geometry and the material of

the tokens.

Second, TOUCHTOKENTRACKER provides estimates of the token’s location and ori-

entation, but those can be wrong in some cases. As shown earlier, we can eliminate

high-amplitude errors, but there will still remain some uncertainty. This latter limitation

results from the trade-off between accuracy and ease-of-implementation in approaches

such as ours: relying on fully passive tokens makes building tangible interfaces easy, but

requires the system to infer a lot from very few input data, which are limited in our case

to the fingers’ contact points.
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6.1 Contributions

In this section, we restate the contributions presented in the introduction and

summarize how each of these contributions was achieved.

Our primary contribution is TOUCHTOKENS, a novel interaction technique that

combines tangible and gesture-based input using passive tokens on a regular multi-touch

surface (Chapter 3). By offering some tangibility to multi-touch gestures, TOUCHTOKENS

act as guides for learning and discovering specific touch patterns. They also provide

a means to design low-cost tangible interfaces, allowing interface designers to move

objects from the virtual world into the physical world. Besides, in comparison with other

technologies for building tangible interfaces, TOUCHTOKENS are low-cost and very easy

to build. TOUCHTOKENS are fully passive, and get recognized by an algorithm, which

is able to identify at least six touch patterns with a high level of accuracy (∼98%). This

recognizer is fast, robust and does not require any kind of training or calibration.

In Chapter 4, we increased the expressive power of TOUCHTOKENS by making

them flexible so that users can deform them. In particular, users can squeeze and bend

them. To achieve this, we introduced laser-cut lattice hinges in the construction of the

tokens. This new token design provides enough elasticity to make the tokens easy to

deform without requiring too high force, while ensuring that they revert to their original
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shape when users stop applying force to them. We also designed an algorithm that can

recognize those specific manipulations (bend and squeeze) by analyzing users’ finger

traces. This approach that consists in analyzing users’ finger micro-movement during

token manipulations allows us to also discriminate whether users left a token on the

surface or they took it off when they remove their fingers from the surface. These new

interactions allow developers to implement more advanced features to their system

like click actions, drag and drop operations, as well as the possibility of implementing

solutions that rely on laying down several tokens on the surface.

Finally, in Chapter 5, we introduced two tools to facilitate the development of custom-

made TOUCHTOKENS and increase the number and variety of TOUCHTOKENS that

interface designers can consider in their applications. TOUCHTOKENBUILDER allows

interface designers to create conflict-free sets of arbitrarily-shaped tokens using a simple

direct-manipulation interface. It allows them to freely position notches on the tokens and

warns them about potential conflicts, providing support for a more exploratory design

process. TOUCHTOKENTRACKER augments the initial TOUCHTOKENS recognizer in

order to also provide tokens’ full geometry like location, orientation and shape during

token manipulation. In addition, the library allows developers to keep tracking the

tokens even when users lift a finger while manipulating tokens.

6.2 Limitations

We discuss below the limitations of the current implementation of TOUCHTOKENS that

motivate future work.

One limitation could be the number of passive tokens. Our TOUCHTOKENS recognizer

successfully discriminates a set of six passive tokens (Chapter 3) which is sufficient for

a wide range of applications. However, further investigations are necessary to study

larger sets of passive tokens. While the TOUCHTOKENS gestures involves three fingers

in contact with the surface, it could be interesting to consider variants with four or five

fingers to increase the gesture vocabulary.

TOUCHTOKENS have currently been tested for single-user applications and the

recognizer may fail if two users place two tokens at the same time because it only

analyzes the first three contact points without considering the distance and the location

of the contact points. Further investigations should consider multi-user scenarios. It
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would also be interesting to study whether we can identify users from their touch pattern

or the dynamics of their micro-movements.

We also observed that our recognizer for flexible TOUCHTOKENS fails to detect state

OFF right after leaving mode squeezed. It happens when users lift the token off while

releasing the pressure applied on the token. Indeed, making tokens flexible provides

opportunities for performing micro-movements in general, but it also has the side-effect

of introducing some ambiguity in this particular case. Further investigations should

consider this specific scenario.

The construction of flexible TOUCHTOKENS currently depends on the shape and

the material of the tokens. For instance, our current lattice hinges design works well

with wood tokens, but does not work with acrylic tokens. Moreover, some participants

mentioned that Triangle5 and Rectangle5 were less conformable when performing

squeeze gestures than the other tokens. Further investigations should provide recom-

mendations for the construction of flexible TOUCHTOKENS depending on their geometry

and material.

More generally, TOUCHTOKENBUILDER should provide more support for the design

of TOUCHTOKENS. In addition to suggestions about the lattice hinges pattern for flexible

TOUCHTOKENS, TOUCHTOKENBUILDER could provide suggestions regarding notch

positioning. Further investigations should consider models to automatically identifying

contour sections that would be good candidates for hosting notches. This implies identify-

ing positions for the notches that remain comfortable to grasp and defining heuristics

that reflect how much a shape is altered (for instance, quantify the amount of details

removed if a portion is carved in).

6.3 Future Work

Our future research will start by addressing the limitations mentioned above. For

instance, we plan to improve our recognizer to detect state OFF right after leaving

mode squeezed. A possible solution that we want to explore is to adapt the values of the

parameters involved in the criterion for discriminating On and off states (such as how

fast the finger traces are moving away from the token center) depending on the current

state of the token (i.e., whether it is squeezed or not).
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We also plan to generalize lattice hinges pattern to tokens with different shapes and

materials (acrylic and 3D printed material) by conducting different empirical studies. We

also plan to consider another approach. Currently, tokens were designed so that the forces

were directed towards the center of the tokens. We will now also consider designs where

forces are directed in different locations of the tokens. It might be especially interesting

for tokens such as the crocodile token. When pressing the body of the crocodile, the

applied forces could semi-open its mouth (similar to the mechanism involved in a pair of

scissors). The semantic meaning of the token can thus be encoded in its deformation.

Figure 6.1: The two tokens that can be stacked. (Left) Below token. (Right) Above token.

We believe that we can push even further the number of different manipulations that

we can perform with passive tokens. For example, we plan to investigate whether we

can recognize stacked TOUCHTOKENS to increase the size of the gesture vocabulary. We

hypothesize that we can design tokens that can be clamped together. The idea is that the

radial distribution of the contact points around the token center (centroid) for a single

token or a stacked token will be the same, but the distance from the touch points to

the token center will increase (see Figure 6.2) because the slightly larger top token will

constrain users’ grasp.

To test this hypothesis, we recently built couples of tokens that can be stacked on top

of each other. We used a laser cutter technique that creates three protuberant triangles

(3mm depth) on the below token illustrated in Figure 6.1-left. This technique consists

of performing multiple engraving passes on the same area to remove some material

and thus reduce the token thickness in this area. For the token that is below, we used

the same technique in order to remove all material but at the locations of the triangles

(Figure 6.1-right) so that both tokens can be clamped together. Additional empirical

studies are necessary to collect data and augment our recognizer.
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AVERAGE DISTANCE OF TOP TOKEN > AVERAGE DISTANCE OF BOTTOM TOKEN

Bottom token: Square 4

Top token

Finger patterns

Figure 6.2: Approach for two stack tokens and the result finger patterns. The distance of

the top token should be higher than the bottom token

Finally, we plan to investigate how passive tokens can play as haptic guides to help

users to learn chording gestures. The idea is that users can implicit learn (complex)

chording gestures by using TOUCHTOKENS. In the same spirit of marking menus [152],

novice users could rely on passive tokens to execute specific touch patterns and progres-

sively learn them. Once confident enough, they could decide to execute the right finger

configurations without haptic guidance. We are currently designing and implementing a

user study to test users’ ability to learn touch patterns with TOUCHTOKENS.
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Titre: Objets Passifs pour une Entrée Multi-points Riche 

Mots clés: Interaction Homme-Machine, Interaction gestuelle, Interaction tangible 

Résumé: L’entrée multi-points offre un canal d’interaction très expressif pour les dispositifs équipés 
d’une technologie tactile multi-points. Cependant, alors que la taille du canal de communication est, 
en théorie, trés grande, la plupart des systèmes n’en font, en pratique, qu’un usage très limité. Cet état 
de fait est probablement dû à la difficulté de gérer un grand nombre de gestes multi-points pour deux 
raisons principales: (1) les limites cognitives et motrices des humains et (2) les difficultés techniques 
pour l’élaboration de systèmes de reconnaissance robustes. Cette thèse étudie une nouvelle technique 
d’entrée, TouchTokens, pour enrichir le vocabulaire de gestes multi-points, en se basant sur la position 
relative des points de contact et des objets (tokens) passifs. Un TouchToken est un "token" passif avec 
des encoches qui indiquent à l’utilisateur comment l’attraper, et qui est donc associé à une 
configuration de doigts qui lui est propre.  

Nous commençons par présenter le principe avec des tokens rigides de forme basique. L’algorithme de 
reconnaissance et la conception des tokens sont issus des conclusions d’une étude formative dans 
laquelle nous avons collecté et analysé des schémas de points de contact lorsque les utilisateurs 
tiennent des tokens de taille et de forme variable. Cette première étude montre que les utilisateurs ont 
des stratégies individuelles cohérentes, mais que ces stratégies dépendent de l’utilisateur. Ces 
conclusions nous ont mené à l’élaboration de tokens avec des encoches afin que les utilisateurs 
attrapent un même token toujours de la même façon. L’expérience que nous avons menée sur ce 
nouvel ensemble de tokens démontre que nous pouvons les reconnaître avec un niveau de robustesse 
supérieur à 95%. 

La conception initiale des TouchTokens ne supporte qu’un ensemble d’interactions se limitant au 
modèle à deux états de l’interaction directe. Dans un second projet, nous décrivons une technique de 
fabrication avec une découpeuse laser qui permet de faire des tokens flexibles que les utilisateurs 
peuvent, par exemple, courber ou compresser en plus de les faire glisser sur la surface. Nous 
augmentons notre reconnaisseur pour analyser les micro-mouvements des doigts pendant la 
manipulation du token afin de reconnaître ces manipulations. Cette approche basée sur l’analyse des 
micro-mouvements des doigts nous permet également de discriminer, lorsque l’utilisateur enlève ses 
doigts de la surface, le cas où il enlève le token de la surface, du cas où le token est resté sur la 
surface. Nous rapportons sur les expériences que nous avons menées pour déterminer la valeur des 
paramètres de nos différents reconnaisseurs, et tester leur robustesse. Nous obtenons des taux de 
reconnaissance supérieurs à 90% sur les données collectées.  

Nous finissons cette thèse par la présentation de deux outils qui permettent de construire et reconnaître 
des tokens de forme arbitraire, TouchTokenBuilder and TouchTokenTracker. TouchTokenBuilder est 
une application logicielle qui permet de placer des encoches sur des contours vectoriels de forme 
arbitraire, et qui alerte en cas de conflit de reconnaissance entre tokens. TouchTokenTracker est une 
librairie logicielle qui prend cette description numérique en entrée, et qui permet aux développeurs de 
traquer la géométrie.
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Title: Supporting Versatility in Tangible User Interfaces Using Collections of Small Actuated Objects 

Keywords: Tangible Interaction, Versatility, Manipulation, Collections of Object, Actuation 

Abstract: In this dissertation, I present my work 
aiming at making tangible user interfaces more 
versatile with a higher degree of physicality, in 
order to bridge the gap between digital and physi-
cal worlds. To this end, I study and design sys-
tems which support interaction with digital infor-
mation while better leveraging human hand capa-
bilities.  

I start with an examination of the current related 
work, and highlight the need for further research 
towards more versatility with a higher degree of 
physicality. I argue that the specificity of existing 
systems tends to impair their usability and diffu-
sion and induce a dependence on screens and oth-
er projections as media to represent the digital 
world. Building on lessons learned from previous 
work, I choose to focus my work on physical sys-
tems made of collections of generic and interac-
tive objects. I articulate my research in four steps.  

Firstly, I present a study that compares tangible 
and multitouch interfaces to help assess potential 
benefits of physical objects. At the same time, I 
investigate the influence of object thickness on 
how users manipulate objects. Results suggest that 
conclusions from numerous previous studies need 
to be tempered, in particular regarding the ad-

vantages of physicality in terms of performance. 
These results however confirm that physicality 
improves user experience, due to the higher diver-
sity of possible manipulations. 

As a second step, I present SmartTokens, a system 
based on small objects capable of detecting and 
recognizing user manipulations. I illustrate 
SmartTokens in a notification and personal task 
management scenario.  

In a third step, I introduce Swarm User Interfaces 
as a subclass of tangible user interfaces that are 
composed of collections of many interactive au-
tonomous robots. To illustrate them, I present 
Zooids, an open-source open-hardware platform 
for developing tabletop Swarm User Interfaces. I 
demonstrate their potential and versatility through 
a set of application scenarios. I then describe their 
implementation, and clarify design considerations 
for Swarm User Interfaces.  

As a fourth step, I focus on the field of Infor-
mation Visualization to illustrate the versatility of 
Swarm UIs. I define composite data physicaliza-
tions as a subset of physical visualizations, and 
implement several examples with Zooids. I finally 
draw conclusions from the presented work, and 
open perspectives and directions for future work. 
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Title: Rich Multi-touch Input with Passive Tokens 

Keywords: Human-Computer Interaction, Gesture-based interaction, Tangible interaction  

Abstract: This thesis investigates a novel input technique for enriching the gesture 
vocabulary on a multi-touch surface based on fingers’ relative location and passive tokens. 
  
The first project, TouchTokens, presents a novel technique for interacting with multi- touch 
surfaces and tokens. The originality is that these tokens are totally passive (no need for any 
additional electronic components) and their design features notches that guide users’ grasp. 
The purpose of the notches is to indicate a finger spatial configuration (touch pattern) that is 
specific to the token. When users hold a token and place it on the surface, touching them 
simultaneously, the system can recognize the resulting touch patterns with a very high level of 
accuracy (>95%). This approach works on any touch- sensitive surface and makes it possible 
to easily build low-cost interfaces that combine no-conductive tangibles and gestural input.  

This technique supports a new multi-touch input that the system can recognize. However, the 
interaction is limited to the two-state model of touch interaction as the system only knows the 
tokens’ position and cannot detect tokens that are not touched. In the second project of the 
thesis, we introduce a laser-cut lattice hinge technique for making the tokens flexible. We 
then develop a new recognizer that analyzes the micro-movements of the fingers while user 
are holding and deforming those tokens on the surface. We run three experiments to design 
and calibrate algorithms for discriminating the three following types of manipulations: (1) 
when a token is left on the surface rather than taken off it (On/Off); (2) when a token has been 
bent, and (3) when it is squeezed. Our results show that our algorithms can recognize these 
three manipulations with an accuracy of: On/Off 90.1%, Bent 91.1% and Squeezed 96,9%. 

The thesis concludes with the presentation of two tools, TouchTokenBuilder and 
TouchTokenTracker, for facilitating the development of tailor-made tangibles using a simple 
direct-manipulation interface. TouchTokenBuilder is a software application that assists 
interface designers in placing notches on arbitrarily-shaped vector contours for creating 
conflict-free token sets and warning them about potential conflicts. It outputs two files: a 
vector-graphics description of all tokens in the set and a numerical description of the 
geometry of each token. TouchTokenTracker is a software library that takes as input the 
numerical description produced by TouchTokenBuilder, and enables developers to track the 
tokens’ full geometry (location, orientation and shape) throughout their manipulation on the 
multi-touch surface. 
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Abstract: In this dissertation, I present my work 
aiming at making tangible user interfaces more 
versatile with a higher degree of physicality, in 
order to bridge the gap between digital and physi-
cal worlds. To this end, I study and design sys-
tems which support interaction with digital infor-
mation while better leveraging human hand capa-
bilities.  

I start with an examination of the current related 
work, and highlight the need for further research 
towards more versatility with a higher degree of 
physicality. I argue that the specificity of existing 
systems tends to impair their usability and diffu-
sion and induce a dependence on screens and oth-
er projections as media to represent the digital 
world. Building on lessons learned from previous 
work, I choose to focus my work on physical sys-
tems made of collections of generic and interac-
tive objects. I articulate my research in four steps.  

Firstly, I present a study that compares tangible 
and multitouch interfaces to help assess potential 
benefits of physical objects. At the same time, I 
investigate the influence of object thickness on 
how users manipulate objects. Results suggest that 
conclusions from numerous previous studies need 
to be tempered, in particular regarding the ad-

vantages of physicality in terms of performance. 
These results however confirm that physicality 
improves user experience, due to the higher diver-
sity of possible manipulations. 

As a second step, I present SmartTokens, a system 
based on small objects capable of detecting and 
recognizing user manipulations. I illustrate 
SmartTokens in a notification and personal task 
management scenario.  

In a third step, I introduce Swarm User Interfaces 
as a subclass of tangible user interfaces that are 
composed of collections of many interactive au-
tonomous robots. To illustrate them, I present 
Zooids, an open-source open-hardware platform 
for developing tabletop Swarm User Interfaces. I 
demonstrate their potential and versatility through 
a set of application scenarios. I then describe their 
implementation, and clarify design considerations 
for Swarm User Interfaces.  

As a fourth step, I focus on the field of Infor-
mation Visualization to illustrate the versatility of 
Swarm UIs. I define composite data physicaliza-
tions as a subset of physical visualizations, and 
implement several examples with Zooids. I finally 
draw conclusions from the presented work, and 
open perspectives and directions for future work. 

 


