N
N

N

HAL

open science

Design and development of low-power and reliable logic
circuits based on spin-transfer torque magnetic tunnel

junctions

Erya Deng

» To cite this version:

Erya Deng. Design and development of low-power and reliable logic circuits based on spin-transfer
torque magnetic tunnel junctions. Micro and nanotechnologies/Microelectronics. Université Grenoble

Alpes, 2017. English. NNT: 2017TGREAT012 . tel-01643939

HAL Id: tel-01643939
https://theses.hal.science/tel-01643939

Submitted on 21 Nov 2017

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://theses.hal.science/tel-01643939
https://hal.archives-ouvertes.fr

| Communauté
& UNIVERSITE Grenoble Alpes

THESE

Pour obtenir le grade de

DOCTEUR DE LA COMMUNAUTE UNIVERSITE
GRENOBLE ALPES

Spécialité : NANO ELECTRONIQUE ET NANO TECHNOLOGIES

Arrété ministériel : 25 mai 2016

Présentée par

Erya DENG

These dirigée par Lorena ANGHEL et
co-dirigée par Guillaume PRENAT

préparée au sein du Laboratoire Technigues de I'Informatique
et de la Microélectronique pour I'Architecture des systémes
intégres

dans I’'Ecole Doctorale Electronique, Electrotechnique,
Automatique, Traitement du signal (EEATS)

Conception et développement de
circuits logiques de faible
consommation et fiables basés sur
des jonctions tunnel magnétiques a
écriture par transfert de spin

Thése soutenue publiquement le 10 février 2017,
devant le jury composeé de :

M. Jean-Michel PORTAL

Professeur, Université d'Aix-Marseille, Président et Examinateur
M. Lionel TORRES

Professeur, Université Montpellier 2, Rapporteur

M. lan O’'CONNOR

Professeur, Ecole Centrale de Lyon, Rapporteur

M. Jacques-Olivier KLEIN

Professeur, Université Paris-Sud, Examinateur

M. Weisheng ZHAO

Professeur, Université Beihang, Invité

Mme. Lorena ANGHEL

Professeur, Institut polytechnique de Grenoble, Directrice de these
M. Guillaume PRENAT

Chargé de Recherche, CEA, Co-encadrant de these







Acknowledgments

I would like to thank all the people who supported and helped me during my years in TIMA
laboratory and IEF laboratory.

I would like to thank my supervisor Prof. Lorena Anghel, professor in Grenoble INP, and
co-supervisor Guillaume Prenat, researcher in SPINTEC laboratory, for their patience,
guidance and encouragement. They helped me to advance my research in the last year and

went through the manuscript of my thesis very carefully regardless of their busy schedule.

I sincerely appreciate Prof. Weisheng Zhao, professor in Beihang University, and Prof.
Bernard DIENY, chief scientist in SPINTEC, for giving me the opportunity to be a part of the
DIPMEM project during the first two years. Prof. Weisheng Zhao taught me how to be an

independent researcher and inspired me when | met the research bottleneck or difficulties.

I’m grateful to all the members of the jury for their precious time spent on my thesis. I’'m
thankful to the rapporteurs, Prof. Lionel Torres and Prof. lan O’connor, for reviewing and
writing reports for the manuscript of my thesis. 1 would also like to thank the examiner and

president, Jacques-Olivier Klein and Jean-Michel Portal, for their evaluation and questions.

I would like to thank my teachers and colleagues: Prof. Jacques-Olivier Klein, professor in
University Paris-Sud, Yue Zhang, Wang Kang, Zhaohao Wang, You Wang, Djaafar Chabi and
Chenxing Deng for many enlightening discussions and suggestions. It was an excellent

experience to work with such a hard-working and talent group.

I would like to thank administrators in TIMA laboratory and IEF laboratory: Mme.
Marie-Pierre Caron, Mme. Sylvie Lamour, Mme. Laurence Ben Tito, Mme. Anne-Laure
Fourneret and M. Alexandre Chagoya... who helped a lot during my study in both

laboratories.

I wish to express my deep gratitude to my parents for supporting me and being my strong

backing throughout my study.

Finally, I want to thank China Scholarship Council (CSC) for the financial support.






Abstract

Title: Design and development of low-power and reliable logic circuits based on spin-transfer
torque magnetic tunnel junctions

With the shrinking of CMOS (complementary metal oxide semi-conductor) technology, static
and dynamic power increase dramatically and indeed has become one of the main challenges
due to the increasing leakage current and long transfer distance between memory and logic
chips. In the past years, spintronics devices, such as spin transfer torque based magnetic
tunnel junction (STT-MTJ), are widely investigated to overcome the static power issue thanks
to their non-volatility. Logic-in-memory (LIM) architecture allows spintronics devices to be
fabricated over the CMOS circuit plane, thereby reducing the transfer latency and the dynamic
power dissipation. This thesis focuses on the design of hybrid MTJ/CMOS logic circuits and
memories for low-power computing system.

By using a compact MTJ model and the STMicroelectronics design-kit for regular CMOS
design, we investigate the hybrid MTJ/CMOS circuits for single-bit and multi-bit reading and
writing. Optimization methods are also introduced to improve the reliability, which is
extremely important for logic circuits where error correction blocks cannot be easily
embedded without sacrificing their performances or adding extra area to the circuit. We
extend the application of multi-context hybrid MTJ/CMOQOS structure to the memory design.
Magnetic random access memory (MRAM) with simple peripheral circuits is designed.

Based on the LIM concept, non-volatile logic/arithmetic circuits are designed to integrate
MTJs not only as storage elements but also as logic operands. First, we design and
theoretically analyze the non-volatile logic gates (NVLGSs) including NOT, AND, OR and
XOR. Then, 1-bit and 8-bit non-volatile full-adders (NVFASs), the basic elements for
arithmetic operations, are proposed and compared with the traditional CMOS-based full-adder.
The effect of CMOS transistor sizing and the MTJ parameters on the performances of NVFA
is studied. Furthermore, we optimize the NVFA from two levels. From the structure-level, an
ultra-high reliability voltage-mode sensing circuit is used to store the operand of NVFA. From
the device-level, we propose 3-terminal MTJ switched by spin-Hall-assisted STT to replace
the 2-terminal MTJ because of its smaller writing time and power consumption.

Finally, non-volatile content addressable memory (NVCAM) is proposed. Two magnetic
decoders aim at selecting a word line to be read or written and saving the corresponding
search location in non-volatile state.

Keywords: spintronics, spin transfer torque, magnetic tunnel junction, hybrid MTJ/CMOS
circuits, non-volatile logic/arithmetic circuits






Résumé

Avec la miniaturisation des dispositifs dans les nceuds avancés en technologie CMOS, la
consommation statique et dynamique augmente spectaculairement. Cette augmentation des
courants de fuite, ainsi que les longues distances d’interconnexions entre les mémoires et les
parties logiques des circuits sont les principaux problemes limitant cette miniaturisation. Au
cours des derniéres années, les dispositifs de spintronique, tels que la jonction tunnel
magnétique (JTM), notamment dans sa version a écriture par transfert de spin, sont largement
étudiés pour résoudre le probleme de la consommation statique grace a leur non-volatilité
combinée a leur vitesse d’écriture et leur endurance. L'architecture logique-en-mémoire (LEM)
hybride consiste a fabriquer les dispositifs de spintronique au-dessus des circuits CMOS,
réduisant le temps de transfert et la puissance dynamique. Cette thése vise a concevoir des
circuits logiques et mémoires pour SoC de faible consommation, en combinant les
technologies JTM et CMOS.

En utilisant un modéle compact de JTM et le design-kit CMOS de STMicroelectronics, nous
étudions des circuits hybrides JTM/CMOQOS 1-bit et multi-bits, en particulier les opérations de
lecture et d'écriture. Des méthodes d'optimisation sont également introduites pour améliorer la
fiabilité, ce qui est extrémement important pour les circuits logiques ou les blocs de correction
d'erreur ne peuvent pas étre facilement intégrés sans sacrifier leurs performances ou
augmenter fortement leur surface. Nous étendons la structure JTM/CMOS hybride multi-bit a
la conception d’une mémoire MRAM avec des circuits périphériques simples.

Basés sur le concept de LEM, des circuits logiques/arithmétiques non-volatiles sont congus.
Les JTMs sont intégrees non seulement comme des éléments de stockage, mais aussi comme
des opérandes logiques. Tout d'abord, nous concevons et analysons théoriquement les portes
logiques non-volatiles (PLNVs) NOT, AND, OR et XOR. Ensuite, des additionneurs complets
non-volatiles (ACNVs) de 1-bit et 8-bit sont proposés et comparés avec une architecture
d'additionneur classique basée sur la technologie CMOS. Nous étudions I'effet de la taille de
transistor CMOS et des parametres de JTM sur les performances d’ACNV. De plus, nous
proposons deux solutions pour optimiser I’ACNV. Premiérement, un circuit de détection
(mode tension) de trés haute fiabilité est proposé. Ensuite, nous proposons de remplacer le
JTM a deux électrodes par un JTM a trois électrodes (écrit par transfert de spin assisté par
I’effet Hall de spin) en raison du temps d'écriture et de la consommation plus faibles.

Enfin, une mémoire adressable par contenu non-volatile (MACNV) est proposée. Deux
architectures de décodeurs magnétiques sont proposées pour sélectionner des lignes et a
enregistrer la position de recherche dans un état non-volatile.

Mots clés: spintronique, transfert de spin, jonction tunnel magnétique, circuits hybrides
JTM/CMOQOS, circuits logiques/arithmétiques non-volatiles
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General introduction

Motivation

Complementary metal oxide semi-conductor (CMQOS) has been the dominate technology for
integrated circuits (IC) for several decades. It is widely used in both digital and analog circuits
such as microprocessors, digital logic circuits, image sensors, etc. The development of CMOS
technology enables ICs to follow the Moore’s law, that is, the number of transistors doubles
every two years [1]. However, this trend of higher density of integration is slowed down with
the shrinking feature size of CMOS technology (e.g., < 90 nm), due to the increasing static
and dynamic power consumption. First, the static power consumption is significantly
increased due to the increasing leakage current, especially in memories that need power
supply to maintain data. An unexpected power interruption causes not only data loss but also
additional power and time to restart the process. The volatility of CMOS-based memories and
logic circuits becomes one of the obstacles for low-power, normally-off and instant-on
computing systems. Besides, there is a long distance between the memory units and the logic
parts in the computing systems based on the Von Neumann architecture, which results in high
dynamic transfer power consumption and long transfer delay.

All of these motivate academic and industrial research to focus on novel technologies that can
partly or completely replace the CMOS technology and architecture that can eliminate the
communication bottleneck. Since the discovery of giant magnetoresistance effect (GMR) in
1988 [2], emerging spintronics devices are under intensive investigation. They exploit the spin
property of electrons (up or down) rather than the charge property. The tunnel
magnetoresistance effect (TMR) was observed in the magnetic tunnel junction (MTJ)
structure in 1975 [3]. After that, MTJs with different materials have been investigated,
especially for increasing the TMR ratio. By using the MgO barrier, the TMR ratio can reach
up to 600% at room temperature [4], which makes MTJ one of the most promising spintronics
devices for both memory and logic applications. Most effort is devoted to MTJ-based
memories such as magnetic random access memory (MRAM). Recently, many MRAM
prototypes or chips have been proposed and commercialized [5], [6], [7]. The non-volatility of
MTJ allows powering-off completely the system in “idle” state, thus cutting down drastically

the static power.

The integration of MTJ directly into the logic circuits would pay a way for high-speed and
low-power logic/arithmetic operation. Thanks to the 3-D integration technology of MTJs on
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the CMOS-based logic circuits, the communication distance between the memory and logic
chips are greatly shortened. Consequently, this significantly reduces the dynamic transfer
power and access latency compared to the conventional systems. In the past years,
non-volatile logic has been proposed and studied to get the memory closer to the processing
unit and bring the non-volatility directly into the logic circuits. But these logic circuits suffer
from erroneous switching with the reading current, reliability issue due to process variations
and relative long switching time. Therefore, reliable read/write circuits and other writing
approach that can overcome the drawbacks of mainstream writing approach (e.g.,

spin-transfer torque (STT)) need to be explored.
Key contributions of the PhD thesis

The objectives and contributions of this thesis are the following:

1. We study the STT-MTJ model, design and explore ways to improve the performances of the
hybrid MTJ/CMQOS circuit for non-volatile memory and logic design. We then extend the
single-bit to multi-bit hybrid MTJ/CMOS, where several non-volatile memory cells share
the same read/write circuits, and optimize its performances in terms of power consumption,

density, reliability and read/write speed.

2. Design of a novel structure of 1IKB MRAM with simple peripheral circuits, which is part of
the project DIPMEM. It takes advantages of the multi-context hybrid MTJ/CMOS

structure.

3. Based on the logic-in-memory (LIM) architecture, we propose and theoretically study
different non-volatile logic gates (NVLGSs) including NOT gate, AND/NAND gate,
OR/NOR gate, XOR/NXOR gate.

4. Full-adder is the basic element of many arithmetic operations such as addition, division, etc.
Therefore, low-power design of full-adder is becoming more and more important for
portable devices including smart phones, tablets and sensors. On this basis, we design
single-bit and multi-bit non-volatile full-adders (NVFAs). Optimizations have been
proposed to improve the reliability, writing speed and energy from the circuit-level and

device-level (Spin-Hal-assisted STT writing approach).

5. A non-volatile content addressable memory (NVCAM) is proposed. In order to store the
search location in non-volatile states to avoid data loss in case of unexpected power-off,

two magnetic decoders are designed.



All the circuits are designed and simulated on Cadence platform by using the
STMicroelectronics CMOS 28 nm and 40 nm design kits. We use the MTJ models based on
STT or spin-Hall-assisted STT from the NANOARCHI group in IEF laboratory.

Thesis organization

The thesis is organized as follows:

Chapter 1 gives an overview of the basic technologies and principles related to our work
including the development of spintronics, MTJ and its writing approaches, MTJ-based

memory and logic circuits and non-volatile logic circuits based on other spintronics devices.

Chapter 2 introduces the compact model of STT-MTJ that will be used in our circuit design
and simulation. Single-bit and multi-bit hybrid MTJ/CMOS circuits are studied including
read/write circuits and strategies to improve their performances (e.g., speed, power, reliability,
etc.). As an example of MTJs used in memory applications, a novel structure of 1KB MRAM

is proposed based on the multi-context hybrid MTJ/CMOS circuit.

Chapter 3 focuses on the design and analysis of non-volatile logic circuits, i.e., NVLGs, 1-bit
and 8-bit NVVFAs, based on the LIM architecture. Comparison between the proposed NVFA
and the conventional CMOS-based FA is presented. In order to improve the performances of
NVFA for low-power high-speed and reliable operation, we propose optimizations from the
circuit- and device- level. Spin-Hall-assisted STT writing mechanism is applied for higher

writing speed and lower writing energy.

Chapter 4 details the design of NVCAM by combining the multi-context idea and the
LIM-based NVLG. Performance analysis and comparison with other CAM circuits are
presented as well. Two magnetic decoders (MD) are designed for word line selection. These

MDs store the search location in MTJ cells and save energy if a power-off occurs.

Finally, we will conclude this thesis and provide possible future directions.
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CHAPTER 1 STATE-OF-THE-ART

This chapter presents the state of the art and development of spintronics. Magnetic tunnel
junction (MTJ) technology and different writing approaches are introduced. Finally, the
current status of magnetic random access memory (MRAM) and non-volatile logic circuit

based on MTJs and other spintronics devices are presented.
1.1 Spintronics

Mass, charge and spin are three intrinsic properties of electron. The mainstream
complementary metal oxide semi-conductor (CMQOS) technology [8], [9] only considers the
charge property (+ or -) of electrons and is used in memories, microprocessors, analog and
digital circuits etc. Spintronics (or spin-electronics), however, aims at exploiting the spin
property of electrons (up ™ or down { ) and create new devices. The concept of spin is firstly
proposed by Wolfgang Pauli in 1925 and successfully explained by Paul Dirac in 1928 in the
relativistic quantum mechanics [10]. The origin of spintronics can be tracked back to the study
of spin-dependent electron transport phenomena in the 1970s [3], [11]. But it wasn’t used in
practical applications due to the limitations of technology and equipment until the
independent discovery of giant magnetoresistance effect (GMR) by Albert Fert in 1988 [2]
and by Peter Grinberg in 1989 [12], separately.

GMR is based on spin-dependent scattering in specific FM/NFM/FM structure
(ferromagnetic/non-ferromagnetic/ferromagnetic). When the injected electrons pass through
the FM material, the scattering probability depends on the magnetization direction of the FM
layer. That is, the electrons whose spin direction is identical to the magnetization direction of

the FM layer experience less scattering, corresponding to low resistance R, . Contrarily, the

electrons whose spin direction is opposite to the magnetization direction of the FM layer

experience significant scattering, corresponding to high resistance R, [13].

The basic mechanism of GMR effect was explained by Mott’s two spin-channel model (or
two-current model) [14]. The electrons can be divided in two channels, spin-up electron

channel and spin-down electron channel.

= When the relative magnetization direction of two FM layers is parallel, the spin-up
electrons are barely scattered and pass through the three-layer structure easily, whereas
the spin-down electrons suffer from significant scattering in both FM layers. The

resistor network in illustrated in Figure 1.1(a) and this stack performs low resistance
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R, =2R,R (R, +R,) in this case.

= When the FM layers are anti-parallel, both spin-up and spin-down electrons suffer
from scattering in either FM; or FM,. As shown in Figure 1.1(b), each channel can be

regarded as a low resistance R, and a high resistance R,, connected in series. The

total anti-parallel resistance is R,, =(R, +R_)/2. The magneto-resistance ratio is

defined as:
2
oMR=2R _(Ru=R)) Eq. 1.1
R,  4R,R,
FM1 —_— —
NFM
FM2 —— > —_—
A ‘o e
Parallel (Low resistance) Anti-parallel (High resistance)
RL RL RL RH
A T
@ (b)

Figure 1.1 Two spin-channel model of GMR effect induced by spin-dependent scattering

GMR is shown as one of the most important milestones in physics research. It is not only the
“birth” of a new discipline, but also a model that pushes the fundamental research towards
industrial products. The first commercial GMR sensor was announced in 1994 [15].
Nowadays, GMR sensor is used in data storage, biological applications, space applications etc.
[16]. The first hard disk drive (HDD) with GMR read head produced by IBM in 1994,
increasing more than ten times the storage density [17]. Currently, the storage density of HDD
based on GMR effect is more than 500 Gb/in>. GMR effect was also exploited in the
development of MRAM until the discovery of tunneling magnetoresistance effect (TMR)

(discussed in the next paragraph), which shows more advantages in MRAM applications.
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1.2 Magnetic tunnel junction (MTJ)

1.2.1 Tunneling magnetoresistance (TMR) effect and MTJ structure

Tunneling magnetoresistance effect (TMR) was first observed by Julliere in Fe/Ge/Co
junction in 1975 [3]. Conductance measurement depends on the spin polarizations. As can be
seen in Figure 1.2(a), a magnetic tunnel junction (MTJ) is principally composed of a thin
insulating barrier (e.g., Al,03) sandwiched between two FM layers. The spin direction in one
FM layer (reference layer or pin layer) is fixed, whereas in the other FM layer (storage layer
or free layer) is free to change. Due to the TMR effect, MTJ is able to present two states, i.e.,
parallel (P) and anti-parallel (AP), corresponding to low- and high- resistance by changing the
relative magnetization orientation of two FM layers (see Figure 1.2(c)). MTJ can be switched
between two states (P state and AP state) by external magnetic fields or an injecting current

flowing through the nanopillar. Therefore, an MTJ can be essentially considered as a

Free FM layer t

Oxide barrier
Reference FM layer *
(b)

<+—>

<>
—
@
Anti-parallel (AP) : Ry
T F 4
—

Parallel (P) : RL
— & >

two-value resistor.

©
Figure 1.2 (a) In-plane magnetic tunnel junction (MTJ) (b) Perpendicular MTJ (c) Tunneling
magnetoresistance (TMR) effect in an MTJ nanopillar

TMR ratio, which characterizes the amplitude of resistance change, is defined as:

TMR_AR _Ri—Re _AG _G, -G,
Re Re Gap Gpp

Eq. 1.2

where R, and R,, are the resistances of MTJ in P and AP state, G, and G,, are the

conductances of MTJ in P and AP state, respectively.
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The electrons travel from a FM layer, through an insulating layer (1~2 nm), and then into
another FM layer by spin-dependent tunneling, as illustrated in Figure 1.3. In an FM material,
the number of spin-up and spin-down carriers at Fermi level is unequal, resulting in an

imbalance of spin populations [18].

- In the electric transport of P state, all the spin-up and spin-down electrons at the Fermi
level of one FM layer can easily tunnel into another FM layer because the states available
for spin-up and spin-down electrons of two FM layers are equal in number. Therefore,

MTJ presents low resistance characteristic.

- In the electric transport of AP state, on the contrary, only partial electrons of FM; can
reach FM, due to imbalance of state density of two FM layers. It can cause a higher
resistance than that of P state (see Figure 1.4) [19].

\/Aﬁv

FM layer Barrier FM layer

Figure 1.3 Tunneling through an insulating barrier

In the Julliere model, the conductance (G, for P state or G,, for AP state) is proportional to

the density of spin-up and spin-down states, as expressed by equations Eq. 1.3 and Eq. 1.4.
Gp =G +G,, oc NuN, + N N, Eq. 1.3
Gpp =G, +G e NN, + N N, Eq. 14
where N, and N,, are spin-up electrons in FM; and FM,, N,; and N, are spin-down

electrons in FM; and FM.,.

The spin polarization at Fermi level is defined in terms of spin-up and spin-down carriers’
number.
N.. —N N..—N

Pl -1 W and P2 —_2r 2l Eqg. 1.5
NlT + Nli Nz? + Nzi
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Based on Eq. 1.2-Eq. 1.5, TMR ratio can be defined by the following equation, which shows

that TMR effect strongly depends on spin polarizations of two FM layers.

TMR=_2"F Eq. 1.6
1-PP,
Tunnel Tunnel
FM1  barrier FM2 FM1  barrier FM2
E E
E E
A A

o
o] ) o1 P

o o

N1t [ Ny Nit [ Ny
N2t | Ny N21 | N2y

Parrallel (Low resistance) Anti-parrallel (High resistance)
(€)) )

Figure 1.4 Spin-dependent tunneling in MTJ nanopillar which is in (a) parallel state (b)
anti-parallel state

When compared to the GMR device, a TMR device replaces the non-ferromagnetic layer (e.g.,
Cr) with an insulator (e.g., Al,03). TMR effect didn’t attract much attention at that time due to
technical limitations until the reports of repeatable TMR effect by using Al,O; as the

insulating layer (TMR ratio up to 18% at room temperature) in 1995 [20], [21].

1.2.2 TMR ratio enhancement

As mentioned above, an MTJ can store stable data ‘0’ (AP state) or ‘1’ (P state). It has
compatible resistance values (~ kQ) with the CMOS transistor technology. Besides, MTJs can
be fabricated above CMOS-based circuits by back-end process [22] to reduce die area. All
these advantageous features make MTJ possible to develop hybrid MTJ/CMOS circuits with
high performances. TMR ratio is an important factor for detecting the MTJ state by
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CMOS-based circuit such as pre-charge sense amplifier (PCSA) [23]. In order to ensure
reliable sensing face to process variations, high TMR ratio is strongly required, especially for
hybrid logic circuits. TMR ratio can only reach 70%-80% if the amorphous Al Oy is used as
the insulating layer [24], [25]. During the last years, researches have focused on MTJ using
MgO barrier for higher TMR ratio [26], [27].

W. H. Butler [28] and J. Mathon [29] predicted in 2001 that TMR ratio of Fe/MgO/Fe
junction may exceed 1000%. Later in 2004, Parkin from IBM and Yuasa from AIST
separately obtained TMR ratio of 220% [30] and 180% [31] at room temperature. In the
following years, higher TMR ratios were successively observed, for instance, 230% [32] and
260% [33] in 2005, 410% in 2006 [34], 500% in 2007 [35] etc. The latest report in [4] showed
that 604% TMR ratio was observed with CoFe/MgO/CoFe junction.

604% (S. Ikeda)
600 v
g 500% (Y. M. Lee)
o 300F v
E 472% (J. Hayakawa)
= 410% (S. Yuasa) Y-
s 400+ 361% (Y. M. Lee) YW/
Q
V)
c
£ 3001 260% (J. Hayakawa)
'g 230% (D. D. Djayaprawira) v
T
S 200 5009, (S. S. P. Parkin)
P 180%(S. Yuasa) W/
[@))] 0,
£ 100 88%(S. Yuasa)v ) 4
2003 2004 2005 2006 2007 2008 2009

Year

Figure 1.5 Research progress of TMR ratio (MgO based MTJ)

Thanks to the progress of TMR ratio in the past decade, two states of MTJ (P and AP) can be
easier to be distinguished. This makes MTJ become one of the most promising candidates for

both non-volatile memory and logic circuits.
1.2.3 Writing approaches
1.2.3.1 Field-induced magnetic switching (FIMS)

Field-induced magnetic switching mechanism is a writing approach of MTJ for the first
11
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generation MRAM [36]. The magnetization of the free layer is switched by easy-axis and
hard-axis external magnetic fields generated by two orthogonal current lines, i.e., bit line and
digit line as shown in Figure 1.6 [37]. The switching from P to AP (P->AP) or from AP to P
(AP->P) depends on the direction of the current flowing though the bit line.

Bit line

Digit line

Figure 1.6 Field-induced magnetic switching (FIMS) writing approach
FIMS writing approach suffers from two main issues.

> First, the currents needed for MTJ switching are too high (~ mA), leading to high

power consumption, low density and low scalability.

> Besides, half-selectivity disturbance is another disadvantage, especially for FIMS
based MRAM (FIMS-MRAM) [5]. As shown in Figure 1.7, the selected MTJ is
situated at the cross point of the word line (WL) and the bit line (BL). The MTJs near
the selected MTJ (half-selected MTJs), however, are also influenced by the external
magnetic fields generated by the WL and BL. The fields at the selected MTJ must be
large enough to switch its configuration. Conversely, the fields at the half-selected
MTJs generated by WL or BL should be small for not switching their states.

Engel et al. from Freescale proposed the toggling switching mechanism to solve the
half-selectivity problem [38]. The free layer of MTJ is replaced by a synthetic antiferromagnet
(SAF) layer, two FM layers sandwiched by a non-magnetic coupling layer. MTJ is placed 45°
to the current lines. The pulse sequence of two write lines and the switching principle is

illustrated in Figure 1.8.
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Figure 1.7 Half-selectivity issue of FIMS based MRAM (FIMS-MRAM)
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Figure 1.8 Schematic of the toggling operation [38]

Because the toggling switching method still uses magnetic field to change the state of MTJ, it
cannot avoid the disadvantages of high currents and power consumption, large area and low
density. Therefore, other switching approaches need to be exploited, especially for MTJs to be

embedded in low-power processors.
1.2.3.2 Thermal assisted switching (TAS)

Thermal assisted switching (TAS) was proposed to overcome the aforementioned issues
caused by field magnetic switching [39]. Different antiferromagnetic layers are added below
the pinned FM layer (AF;) and above the free FM layer (AF,) [40]. The blocking temperature

of AF1 is higher than that of AF,. As shown in Figure 1.9, a current 1, passing through the

MT]J stack heats the MTJ. When the temperature is above the blocking temperature of the free
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layer, its magnetization is free to be changed by an external magnetic field induced by another

current | .

H £ >-eeee.
----- ey
Free layer
Reference layer
In T ’

Figure 1.9 Thermal assisted switching (TAS) writing approach for MTJ

When compared to the FIMS writing approach, TAS can minimize the half-select switching

since only the free FM layer of one selected MTJ is unpinned by current I, . Besides, only

one magnetic field (H in Figure 1.9) is needed to switch the state of MTJ, thus greatly
reducing the writing energy and circuit area. Thanks to its lower power, higher density and
higher thermal stability, TAS has been used to build MRAM [7], [41], look-up-table (LUT)
[42]. Nevertheless, MTJ has to be cooled after switching operation with relative long cooling
duration (tens of nanoseconds). For this reason, TAS cannot meet the requirement of high

speed for applications of logic or register.
1.2.3.3 Spin-transfer torque (STT)

Spin transfer torque (STT) is another breakthrough since the discovery of GMR effect. In
1996, Slonczewski [43] and Berger [44] theoretically predicted that the magnetization of free
layer (FL) could be influenced by the injected current larger than a critical current, denoted as

I, - When the injected electrons flow perpendicular from the reference layer (RL) to the FL,

they are spin-polarized and aligned to the magnetization direction of the RL. When the
electrons reach the FL, their spin angular momentum is transferred to the magnetization of FL
following the total angular momentum conservation law. A large torque called spin-transfer
torque (STT) (or spin-current-induced torque) is applied to align the magnetization of FL
towards that of RL. When the electrons flow in the opposite direction, the magnetization of
FL is forced to be anti-parallel to RL by the reflected electrons. The switching of the

magnetization of FL in two cases is shown in Figure 1.10, assuming that the current injected
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from FL (or RL) is positive (or negative).

1 Lap—p>Ico

FL 4"
-<---—-. ,
RLE —— 0

IP—>AP > Ico T

RL Barrier FL RL Barrier FL
+/ -1
(@ (b)

Figure 1.10 Spin-transfer switching (a) to parallel state (b) to anti-parallel state

A
Y

The dynamic behavior of the magnetization of FL can be explained by the modified
Laudau-Lifshitz-Gilbert (LLG) equation [45], [46]. The precession of moment m, unit
vector along the magnetization direction of FL, is influenced by three torques, shown in
Figure 1.11 [47], [48]. Field torque makes m precess in circle. Gilbert damping torque

decreases the precession angle ¢ and pushes m back towards the magnetic field H., (2

direction). The direction of STT is either parallel or anti-parallel to the Gilbert damping torque,

depending on the sign of current shown in Figure 1.10. In the former case, STT increases the

speed back to Z.. In the latter case, the STT weakens the damping. And if the current is above

lco . M processes away from H, by increasing the & value. In this case, the

magnetization of FL is switched after a certain delay.

When compared to the field-based switching approaches FIMS or TAS, STT only needs a
bi-directional current and the current density is lower (10°~10" A/cm?). STT writing
mechanism greatly simplifies the writing circuit in hybrid circuit design, while keeping lower
power and higher density. Moreover, half-selectivity can be avoided because the writing
current only passes through the selected MTJ. Currently, MTJ based on STT switching
(STT-MT)J) is widely investigated and applied to both memory (STT-MRAM) [49] and logic
design, which are also the main topic of this thesis.
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Figure 1.11 Schematic of the Laudau-Lifshitz-Gilbert (LLG) dynamic model

In order to fully take advantages of MTJ in hybrid circuit design, low critical current and high
thermal stability are two criteria that should be ensured. With the shrinking of MTJ size (< 40
nm), in-plane anisotropy MTJ (i-MTJ) can no longer provide high energy barrier and high
thermal stability performances. The energy barrier and thermal stability factor are given by Eq.
1.7-Eq. 1.8 [50], [51]. If the size of MTJ decreases, thickness t and AR need to be
increased to maintain the thermal stability without changing the free layer material. The value
of AR is nearly 3 when the width W shrinks down to 40 nm. Therefore, i-MTJ is usually
ellipse. Perpendicular magnetic anisotropy (PMA) based MTJ (p-MTJ) is illustrated in Figure
1.2(b). The energy barrier and the thermal stability factor of p-MTJ are given by Eq. 1.9-Eq.
1.10. By comparing Egq. 1.8 and Eq. 1.10, p-MTJ has higher thermal stability when

maintaining the same size because H, is much larger than H_.

)=/uOMSXVXHC

Eq. 1.7
> q

E(in—plane

where g, is the permeability in the free space, Mg is the saturation magnetization, V is

the volume of the free layer, H. is the in-plane anisotropy field.

E x4 MyxVxH,
kT 2k,T

A(in-plane) =
Eq. 1.8

oc tW (AR—1)

Where kg is the Boltzmann’s constant, T is the temperature, t, W and AR are thickness,
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width and aspect ratio of the free layer.

E(perpendicular) = £Ms ><2v <H Eq. 1.9
where H, is the perpendicular anisotropy field.
A(perpendicular) = E _ #4MsxV xH, Eqg. 1.10

kT 2k, T

In addition, i-MTJ has to overcome additional out-of-plane demagnetizing field for STT
switching. Therefore, p-MTJ has lower critical current and higher switching speed than i-MTJ
when keeping the same thermal stability [52]. p-MTJ has attracted much interest in recent
research [53], [54], [55], [56], [57]. An exciting result was reported by using the
Ta/CoFeB/MgO structure in 2010 [58]. High tunnel magnetoresistance ratio (> 120%), low
critical current (49 pA), high thermal stability at small MTJ dimension (40 nm) were obtained.
It is the experimental basis of the compact PMA STT-MTJ model that we use for the hybrid
logic and memory design.

1.2.3.4 Spin Hall effect (SHE)

Even though current-induced STT writing mechanism exhibits many attractive features, it still
has some disadvantages for MTJs to be embedded in logic circuits where speed is critical,
STT needs long incubation delay (several nanoseconds) at the initial switching stage, due to
random thermal fluctuations [59]. The low switching speed greatly limits its development for
faster computing system. Besides, large bi-directional current passing though the MTJ
nanopillar leads to larger writing circuit and higher risk of barrier breakdown. Since the read
and write of the two-terminal MTJ device share the same current path, read and write
operations should be separated, and the read current should be small enough to avoid

erroneous writing.

Spin Hall effect (SHE) is another way to switch the magnetization of the free layer by an
in-plane injecting current [60], [61]. Three-terminal magnetic device based on SHE has been
proposed, where a heavy metal strip (e.g., Ta, Pt) with a large spin-orbit coupling parameter is
placed below the free layer. When a current passes through the heavy metal, electrons with
different spin directions are scattered in opposite directions (see Figure 1.12). The spin-orbit

coupling converts the charge current into perpendicular spin current, generating a torque
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called spin-orbit torque (SOT, or spin Hall torque) to assist magnetization reversal [62].

JST ) N
V’&.’ \;."_ N
V’A.’ \;.'

Heavy non-magnetic Metal

Figure 1.12 Spin Hall effect

The orientation of the free layer is controlled by the direction of the injecting current. For
I-MTJ shown in Figure 1.13(a) [63], [64], a current large enough can switch the state of MTJ,
similar to the STT switching. But for p-MTJ shown in Figure 1.13(b) [65], an external field is
required because the direction of electron spin and the anisotropy axis are not collinear. The
additional field makes the hybrid MTJ/CMOS circuit design more complex. Another solution
proposed in [66] is to use STT writing current in the place of external field. As it can be seen
in Figure 1.14, a short (0.5 ns) SHE current pulse is sufficient to eliminate the incubation
delay and increase the writing speed. This SHE-assisted STT writing approach (STT+SHE)

will be used in our design for higher writing performances.

High writing speed and low writing energy can be achieved thanks to the low resistance and
strong spin-orbit interaction of the heavy metal strip. The three-terminal device can also solve
the endurance and read disturbance problems of the two-terminal device by separating the
read and write current paths. Recently, many circuits have been designed based on SHE
assisted switching such as SHE flip-flop [67], [68] and SHE MRAM [66].

A
o]

Figure 1.13 Schematic of the three-terminal device based on spin Hall effect (SHE) using (a)
i-MTJ (b) p-MTJ
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Figure 1.14 Magnetization trajectories along with the applied current pulses. 0.5 ns in-plane
polarized current pulse is applied for the STT+SHE case [66].

Table 1.1 concludes the comparison of the four writing approaches including FIMS, TAS,

STT and SHE. It should be noted that the writing speed of TAS approach is relative low due to

the cooling phase after switching. In the following of the thesis, we use STT as the writing

mechanism for MTJ and SHE as a solution to the low writing speed issue of STT.

Table 1.1 Comparison of different writing approaches

rﬁz\(/:iggwirs]?n Power | Speed Area | Half-selectivity Re?;gt\avs rite
FIMS Field High Low Large Yes Same
TAS Field Medium | Low Medium No Same
STT Current Low | Medium | Small No Same
SHE | Current? Low High Small No Independent

a) An applied current can switch the state of i-MTJ. But an additional field or STT writing
current is necessary for switching the state of p-MTJ.
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1.3 MTJ-based hybrid memory and logic circuits towards

low-power computing system

1.3.1 Magnetic random access memory (MRAM)

Magnetic random access memory (MRAM) is a promising non-volatile memory. The concept
of MRAM was proposed in 1972, but the discovery of GMR and TMR phenomenon has
pushed forward the development of MRAM. Many MRAM prototypes or chips based on
integration MTJ and CMOS technology have been proposed and commercialized. The first
generation of MRAM was based on FIMS switching and the first commercial Toggle-MRAM
was commercialized by IBM in 2006 [6]. TAS-MRAM and STT-MRAM are the following
generation of high-speed low-power consumption MRAMs. STT-MRAM has good scalability
(e.g., 22 nm [69]) and becomes a promising candidate for the universal memory [70].

Table 1.2 summarizes the features of MRAM compared with other semiconductor memory
technologies [71]. Static random access memory (SRAM) has fast read/write speed, but it
needs large cell area and suffers from increasing static power consumption due to leakage
current. Dynamic random access memory (DRAM) has simpler cell structure (one pass
transistor and one capacitor), but it has to be refreshed to preserve data. Flash memory has
limited endurance, high write power and slow write speed. When compared to the other
memory technologies, MRAM combines the features of non-volatility, unlimited read/write
endurance (> 10™ cycles), fast read/write time (< 10 ns), large capacity and nearly zero

standby power consumption.

Table 1.2 Comparison of MRAM with other memory technologies

SRAM DRAM FLASH STT-MRAM

Cell size Large Small Small Small-Medium

Read time Fast Slow Medium Medium-Fast

Write time Fast Medium Slow Medium-Fast
Write power Low Low High Low
Endurance High High Slow High
Non-volatility No No Yes Yes
Refresh No Yes No No
Low voltage Yes Limited No Yes
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The conventional memory hierarchy is illustrated in Figure 1.15. Each level is distinguished
by speed and capacity. The higher-level memories are faster but of smaller size and are used
for the active data. The lower-level memories are slower but of larger size to store large data.
Since the working memories (SRAM for cache memory and DRAM for main memory) are
volatile, they consume large energy to store data. During the booting process, data is
transmitted all the way from the storage memory (Flash or hard drive) to the main and active
memories, wasting large amount of energy and time [72]. Before the system is shut down,

data has to be backuped in storage memory, which requires additional energy and time.

( Non-volatile _ - >
ALU/ Volatile
CPU < Flip-flops
Registers
_ L1 Cache (SRAM)
> g \ L2, L3 Cache (SRAM) w
Bl 2 : 5 |0
| 2 Main memory = IO
IR (DRAM) 29
O 5 g |2
— Local secondary storage §
(Flash)
Remote secondary storage

Figure 1.15 Structure of the current computer memory hierarchy

MRAM is a potential technology to eliminate most of the issues by bringing non-volatility
into the main and active memory while keeping high-speed and sufficient density. But
MRAM is not used to directly replace all the volatile memories. The increment of writing
power of MRAM compared with that of SRAM should be smaller than the standby power.
The power consumption due to the leakage current in SRAM cache memory is dominated by
level-2 (L2) cache because it has a larger capacity than level-1 (L1) cache. Besides, most of
the power dissipation of L2 is standby power while that of L1 is active power. Therefore,
MRAM is a possible solution for the main memory and low-level cache like L2 and L3 caches
when building a low-power processor [73], [74]. Figure 1.16 represents the power comparison
of the SRAM-based and MRAM-based cache memory.
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Figure 1.16 (a) Conventional SRAM-based cache memory (b) MRAM-based cache memory

As stated before, MTJ is the basic storage element of MRAM thanks to its fast access speed,
easy integration with CMOS technology and good data retention time (around ten years [75])
etc. An MTJ is able to store 1-bit data by switching the resistance (low resistance or high
resistance). Figure 1.17(a) shows the basic 1T1IM memory cell and the STT-MRAM
architecture [76]. One terminal of MTJ is connected to the bit line (BL) and another terminal
is serially connected with a transistor. The gate and source terminals of the NMOS transistor
are respectively connected to the word line (WL) and source line (SL). In order to write data
into an MTJ, a writing current, which is larger than the critical current, is applied to the
memory cell. Data reading is performed by applying a sensing current or a bias voltage
between BL and SL. Apart from the 1T1M memory cell, there are some other cell structures
proposed in literatures, for instance, 1T2M memory cell [77], 17T4M memory cell [78], 2T1M
memory cell [79], 2T2M memory cell [80], 4T2M memory cell [81] etc.
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Write pulse / %
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Figure 1.17 (a) 1T1M memory cell where one MTJ and one NMOS transistor are connected in
series (b) MRAM architecture based on 1T1M cell
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One drawback of the MRAM architecture illustrated in Figure 1.17(b) is the requirement of
one transistor for each memory cell, which limits the storage density. In another MRAM
architecture (cross-point architecture), MTJs are places at the cross points of two orthogonal
lines (see Figure 1.18). This architecture promised high density but, however, suffers from
sneak current issue, which disturbs the data reading. Some design considerations have been
proposed to overcome this issue in [82]: 1) balanced sensing structure: the number of MTJs
on two branches of the sense amplifier (SA) is the same, that is, one reference MTJ and M
storage MTJs; 2) parallel data reading: all the SAs (N in Figure 1.18) operate in parallel.

Word Address ( M)A\ _

Even , OddWord =T~ Ve )

Word ™
Selection transistors for
A P' Programming ‘0’
Lo AACG ——=== - BLEO —p Even Bit
e

S.A I BLOO _>0ddBlt
| |
BL1 -~ \ ‘ . .1_|j:|_BLE1
| . g
Outputs I P Y e e : I LsLot >B1t lines
BL2 <1 + e & S f J_I BLE2 Tuputs ()
- LI Lbro2
@ ST 1L
BL3 ?I 1 BLE3
\- SA |

‘ Reference MTJ - - -— - —
. Switchable MTJ I_ I— I— Selection transistors for
Sense Amplifier: S.A EN_EW, programming ‘1’ and reading

Figure 1.18 Schematic of the cross-point architecture for MRAM [82]. A cross-point array of
MTJs is for data storage and another cross-point array is reference MTJs.

1.3.2 Non-volatile logic circuits

1.3.2.1 Logic-in-memory

Today’s computing systems are mainly built on John von Neumann architecture [83]. As
shown in Figure 1.19(a), logic and memory are separate functions, and they are connected
through complex interconnections with a relatively long transfer distance. This usually results
in long transfer delay (or low operation speed) and high transfer power dissipation (e.g., ~ 1
pJ/bit/mm). Even if the device size scales with the progress of CMOS technology, the
interconnections are not shortened neither at a better speed. Besides, since the memories (e.g.,
SRAM) are volatile, they always need power to keep the computing data in stand-by state.
Indeed, subthreshold and gate leakage currents are increasing, and high power issues have
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become the main drawbacks of CMOS logic circuits as technology node shrinks below 45 nm.
For this reason, reduction of static and dynamic power as well as the interconnection delay
becomes two major objectives for the next generation computing system.

Spintronics memory

(MTlJs)
CPU/ Data
BUS/
S
. Si
Instruction Main memory
@ (b)

Figure 1.19 (a) Diagram of the classic Von Neumann architecture. Memory and logic chips are
separated and connected by bus and cache memories. (b) 3-D hybrid logic structure

Logic circuits based on logic-in-memory (LIM) architecture can overcome the performance
bottleneck of CMQOS-only logic circuits. The concept of LIM was firstly introduced in 1969
[84]. Each cellar array combines both memory and logic for lower power and higher access
speed. Since the discovery of non-volatile memories that have both memory and logic abilities,
LIM becomes a promising architecture to build non-volatile logic functions. The LIM

architecture has many advantages over the Von Neumann architecture:

+« Non-volatile memories such as MTJs can be easily deposited above the logic-circuit
plane by means of three-dimensional (3-D) back-end integration. This allows reducing
the global routings and significantly shortening the distance between memory and
logic chips from ~ mm to ~ um. The total computing speed is thus accelerated and the

dynamic transfer power consumption is reduced.

s The storage and the logic operation elements are merged into the same spintronics
devices. Spintronics devices do not occupy extra area, so the die area is further

reduced.

+«+ The storage elements and the logic circuits are connected by vertical vias. The simpler

interconnect paths allow much lower capacitance and dynamic power dissipation.

% Since the storage elements are non-volatile, the temporarily unused blocks can be

powered off without loss of data for saving standby power consumption. Data can be
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instantaneously recovered during the operation procedure, thus the LIM-based logic is

suitable for the “normally-off” and “instant-on” system.

In order to fully take advantages of the non-volatile logic circuits, the spintronics devices
should combine the features of high read/write speed, unlimited endurance, small size and
compatibility with CMOS technology. The aforementioned progress of MTJ devices makes
them suitable to be integrated with conventional CMOS-based logic and memory circuits.
Recently, innovative circuits based on hybrid MTJ/CMOS circuits have been presented [85].
For instance, magnetic look-up-table (MLUT) [86], [87] and magnetic flip-flop (MFF) [88],
[89] were introduced for reconfigurable logic such as field-programmable gate arrays (FPGA).
As a typical example of MTJ-based logic circuit using LIM architecture, the first test chip of
magnetic full-adder was fabricated by Matsunaga et al. in 2008 [90].

1.3.2.2 Other spin-based logic circuits

Except for the two-terminal and three-terminal MTJ devices, there are many other spintronics
devices for logic applications. Here, we introduce two of them that attract much interest and
are under intensive investigation by different research groups in the world, domain wall based
logic (DWL) and all-spin logic (ASL).

e Domain wall based logic (DWL)

Domain wall logic (DWL) was firstly proposed in [91], the authors use domain wall as the
transition edge in a changing signal. A domain wall (DW) is a mobile interface separating two
regions of oppositely aligned magnetization. It can be propagated with external magnetic field
acting as both clock and power supply. The magnetization in the magnetic nanowire has two
opposite directions along with the long axis, representing a binary data either ‘0’ or ‘1.
Different logic functions have been implemented, e.g., NOT gate by using a cusp-shaped
planar nanowire and 2-input AND gate as shown in Figure 1.20(a) and (b), respectively.
Besides, routing functions such as cross-over (see Figure 1.20(c)) and pass over (see Figure

1.20(d)) can also be developed using magnetic nanowires.

The logic circuits based on field-induced DW motion have the drawbacks of low speed and
high power consumption [92]. Current-induced domain wall (CIDW) motion is a solution to
overcome these issues. The concept of CIDW motion was proposed by Berger in 1978 [93].

Racetrack memory (RM) based on CIDW motion is shown in Figure 1.21(a) [94]. Data are
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stored in a ferromagnetic film strip separated by DWSs. A write head aims at writing data into
the domain by injecting writing current. A read head away from the write head is used to
detect the data stored in the domain above the read head. The domain can be moved (from the
write head to the read head) by a steady current flowing along the strip, allowing write and
read operations in sequence. Parkin et al. proposed the U-shape memory strip for high density

requirement, where read and writes heads are at the bottom (see Figure 1.21(b)) [95].
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Figure 1.20 Domain wall logic and routing functions (a) NOT gate (b) AND gate (c)
cross-over, which allows two signals to pass over each other whiout interference (d) fan-out,

which makes two identical copies of an input signal [91]
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Figure 1.21 (a) Racetrack memory based on current-induced domain wall motion includes a
read head, a write head and a magnetic strip. lw, Ir and Ip represent write current, read current
and propagation current for domain move, respectively. (b) Schematic of the U-shape

racetrack memory [95].
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The first prototype of RM was fabricated at 90 nm technology node by IBM in 2011 [96].
Based on the CIDW motion, reconfigurable logic and full-adder (FA) were realized [97], [98].
As it can be seen in Figure 1.22, all the input and output operands of the FA(A, B and C,)

are stored in the RMs, performing fully non-volatile logic function. Read and write operations
are completely irrelevant since they are performed with different read or write head (see
Figure 1.22). Moreover, the RMs provide high scalability and they can be fabricated above the
CMOS circuit plane. However, it faces the challenges of propagation latency and fabrication

to make the strip uniform (e.g., pinning defects).

CLK G,
| carry circuit ;'I writing circuit
o
| read 1 lread 0 ]
| write

shifting circuit vdds
nucleation ENs

| shift | shift

c Write head MNs

nucleation

Figure 1.22 Schematic of the magnetic full-adder based on racetrack memory
e All-spin logic (ASL)

All spin logic (ASL) was proposed in 2010 [99]. When considering the basic STT-based ASL
device, the left nanomagnet acts as a transmitter (or input nanomagnet) while the right
nanomagnet (or output nanomagnet) acts as a receiver (see Figure 1.23(a)). The information is
transmitted through a spin channel which connects two nanomagnets. When a voltage is
applied to the input nanomagnet, a spin current is generated and travels through the spin
channel to the output nanomagnet, generating a torque large enough to switch the right

nanomagnet between two stable states.
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Vdd

Magnetic free layer

Tunnelling layer

Spin channel

Gnd Isolation layer

® ®)

Figure 1.23 (a) All-spin logic (ASL) device (b) Layout of the ASL-based full-adder

Recently, complex logic circuits using multiple ASL devices as inputs have proposed based on
spin majority evaluation, for instance, ASL-based full-adder shown in Figure 1.23(b) [100],
[101]. ASL has the advantages of non-volatility, high density and low voltage. It also performs
low-power operation since no charge current is needed in the information communication.
However, there are still many issues to be resolved such as limited spin diffusion length of
spin channel and high static power dissipation [102]. Even though the use of “clock” in [103]
can largely reduce the static power consumption, it needs additional circuits and energy for

clock controlling.
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1.4 Conclusion

In this chapter, we reviewed the state-of-the-art of MTJ, which is the basic spintronics device
used in our work. TMR ratio is one of the key factors that we will consider in the design of
non-volatile logic circuits in Chapter 3. With the progress in the device fabrication, higher
TMR ratio can be achieved, leading to reliable sensing against the process variations. The
resistance value of MTJ (~ kQ) is the order of resistance of the CMOS transistors.
Furthermore, MTJ devices can be fabricated above the CMOS-based integrated circuits by
3-D back-end process. All these advantages of MTJ make it easier to be integrated with
CMOS technology and provide a way towards hybrid MTJ/CMOS design.

We have investigated different writing approaches, their advantages and disadvantages for
switching the state of MTJ. In Chapter 2-4, STT is used as the main writing mechanism and
SHE is a feasible way to improve the performance (writing speed and power consumption) of

non-volatile logic circuits.

LIM as well as its merits in logic design help to understand the work in Chapter 3. Finally,
other related works in non-volatile memory and logic design were introduced to complete the

state of the art, but they are not used in our approaches.
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CHAPTER 2 HYBRID MTJ/CMOS CIRCUIT DESIGN

As presented in Chapter 1, spin transfer torque based magnetic tunnel junction with
perpendicular magnetic anisotropy (PMA STT-MTJ) is currently considered as one of the
most promising spintronics devices for both memory and logic applications. In this chapter,
the compact model of PMA STT-MTJ, which is used in the whole circuit design of this thesis,
is described and validated. This model enables designers to integrate MTJs in CMOS circuits

and easily perform simulations.

Reading and writing circuits are introduced in the second section. They are the basic

components for measuring and switching the magnetization configuration of MTJ.

The third section presents the architectural design and a comparative study of multi-context
(or multiple bits) hybrid MTJ/CMOS circuit with a particular focus on reliability investigation.
The multi-context hybrid circuit includes multiple non-volatile bits forming configuration
plane for fast switching between contexts. It provides further area-efficient property owing to
the 3-D integration of multiple MTJs above the CMOS logic circuits. Finally, design

considerations and strategies are presented to further optimize the reliability performance.

The fourth section reports the design of an embedded MRAM as well as its peripheral circuits.
MRAM is a non-volatile random access memory, where data are stored in spintronics devices
such as MTJs. Its non-volatility allows the system to be easily powered off in “idle” state, thus
the standby power consumption is dramatically reduced. By using the optimized model
according to the MTJ technology, simulations are performed to validate its functionality and

evaluate its performances.
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2.1 Compact model of STT-based MTJ with perpendicular
magnetic anisotropy (PMA STT-MTJ)

In order to design novel memory and logic circuits based on hybrid MTJ/CMOS technology,
STT-MTJ spice-compatible model is necessary. A CoFeB/MgO/CoFeB PMA STT-MTJ
compact model was developed by the NANOARCHI group at IEF (Institut d'Electronique
Fondamentale) based on the in-depth understanding of fundamental physical mechanisms and
experimental measurements [104], [105]. It provides a feasible way to integrate the MTJ
signals with CMOS circuits, allowing to perform electrical simulation of the STT-MTJ based
hybrid circuits to validate their functionalities and performances such as speed, power
consumption, etc. Figure 2.1 illustrates an example MTJ stack, where CoFe/MgO/CoFe are
the three main layers. The bottom CeFeB layer is deposited on a Ta/Ru/Ta buffer layer while
the top CeFeB layer is deposited on a Ta buffer layer.

V-
Cr/Au
Ru o
Ta L
AbOs[  CcoFeB  |ALO3 a

V+
CoFeB I

Ta
Ru
Ta

Figure 2.1 Vertical structure of the PMA STT-MT]J stack [58]

The main physical models integrated in the compact model are: 1) the MgO barrier tunnel
resistance model; 2) the TMR model depending on the bias voltage; 3) the STT switching
models including static model for calculating the critical current, dynamic model for
calculating the switching time as well as stochastic model. \Verilog-A is chosen to be the
modeling language thanks to its compatibility with standard CAD tools like Cadence and
programing flexibility. In order to meet different design requirements, designers can easily
change the variable parameters in the prospective of flexible hybrid MTJ/CMOS circuit
design. This model will be validated in Section 2.1.3 through Direct Current (DC) simulation,

transient simulation as well as Monte-Carlo (MC) simulation.
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2.1.1 Physical models of PMA STT-MTJ

2.1.1.1 MgO barrier tunnel resistance model

The simplified resistance equation is obtained from the first physical model of tunneling
conductance proposed by Brinkman [106].

G(V) Asp 9 A\

— 2 =1-(——=5)eV +(-——=)(eV Eqg. 2.1

60~ (e iz ) q
where G(0) is the conductance with zero bias voltage, V is the bias voltage, e is the
electron charge, é is the potential energy barrier height (0.4 for MgO [31]), ap =@, —¢@,,
which should be 0 as the oxide barrier is symmetric. A =4(2m)“?t, /37, m is the electron

mass, 7 is the Planck constant, t, is the thickness of oxide barrier.

The low resistance of MTJ in the parallel state can be expressed as follows:

R, =R — Tor <exp(L.025xt,, x ") Eq. 2.2
332.2x¢p x Area

where Area is the area of MTJ, which depends on the MTJ shape. And for this model, there
are three shapes (i.e., square, ellipse and round) to be chosen by designers according to the
technology requirements, which will be detailed in Section 2.1.2.

2.1.1.2 TMR model

The tunnel magnetoresistance (TMR) ratio is an importance factor who determines the speed
as well as margin for detecting the state of MTJ. As described in Section 1.2.1, TMR ratio is

defined as TMR=(R,, —R,)/R,, characterizing the amplitude of MT]J resistance change. It

is found that the real TMR ratio is not a constant but strongly depends on the bias voltage.
According to the theory in [107], the real value of TMR ratio is:

TMR(0)
reall —  \;2 Eg. 2.3

bias
vz
h

TMR

where TMR(0) is the TMR ratio with zero bias voltage. V, is the bias voltage when
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TMR . isequals to 0.5xTMR(0).

real
The high resistance of the MTJ in anti-parallel state can be defined as:

R =R, =Rp x(1+TMR,,) Eq. 2.4
2.1.1.3 Static model of STT switching mechanism

As mentioned in Chapter 1, the relative magnetization directions of two ferromagnetic layers
will change from parallel to antiparallel or vice versa only when the current driven by STT

effect exceeds the critical current, denoted as I.,. The static behavior of STT switching

mechanism mainly relies on the calculation of the critical current, as shown in Eq. 2.5 [58]:

leo =02 (uMg)HV = I, x Area=2a L5 E Eq. 2.5
HgQ M9

where ¢« is the magnetic damping constant, » is the gyromagnetic ratio, g, is the Bohr
magneton, M, saturation magnetization, H, is the perpendicular magnetic anisotropy, V
is the volume of the free layer, J., is the critical current density, E is the barrier energy,

g Iis the spin polarization efficiency factor.

Since the switching of MTJ is determined by the critical current, the smaller the size of MTJ
is, the smaller the writing current required for changing the magnetization direction of the free
layer. It should be noted that the critical current needed to switch the MTJ from parallel state
to anti-parallel state (P — AP) is different from that to switch from anti-parallel state to
parallel state (AP — P), due to different spin polarization efficiency factor in two cases. Thus,
the spin polarization efficiency factor g can be obtained with the following equations to

describe the asymmetric critical current [108]:

9 = 9s T Giunnel Eqg. 2.6

-1/2 1/2\3
g, =[_4+(P +P 4? (3+cos€)],1 Eq. 2.7
P Eqg. 2.8

Jumel = 514 P2 cos )
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where g,, and g, are the spin polarization efficiency values in a spin valve and tunnel

junction nanopillars, which are predicted by Slonczewski. P is the spin polarization
percentage of the tunnel current, € is the angle between the magnetization of the two

ferromagnetic layers (i.e. free layer and reference layer) [43], [109].

With the progress of technology, measuring the asymmetric critical current for STT switching
is less and less obvious from experiments. One recent experiment conducted by IBM showed
the same g value for both switching cases electrodes [110], which can be described as

follows:

TMR x (TMR + 2)2
g =[ x(T )] Eqg. 2.9
2(TMR +1)

In this model for hybrid MTJ/CMOQOS circuit design, the spin polarization efficiency factor
from Eq. 2.5 is defined by Eq. 2.9.

2.1.1.4 Dynamic model of STT switching mechanism

20 | T
| |
& | | Switching regime
3151 5 ! !
= E | |
B | ey} | )] | 3
g1 § ! |
° =
5 3 | |
=
E 54 & I [
o ! . !
§0 dynamic reversal
5 0 e —
2 | | thermal activation
| | |
No switching regime |

Current pulse width (ns)

Figure 2.2 Phase diagram of MTJ switching driven by spin-transfer torque (STT) [111]

The dynamic model of STT switching mechanism studies the influence of switching current

(or writing current 1. ) on the switching duration z . Based on the relationship between the

write

switching current 1. and the critical current |, the complex switching process can be
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divided into three regimes, as can be seen in Figure 2.2, including: (1) precessional switching

regime when 1. > 1., with short switching delay, (2) dynamic reversal regime when

write

0.8l <l <lco. (3) thermal activation regime when 1 .. <0.81., with relative long

write write

switching delay [111].

The dynamic reversal regime (i.e., regime (2) presented by a dotted line in Figure 2.2 is not
integrated in this model due to a lack of clear theories and experimental results related to the
range from 0.81., to I.,. The average switching durations of the other two regimes can be
expressed by the Néel-Brown model [112], [113] (for thermal activation regime) and the Sun

model [114] (for precessional switching regime), shown in Eq. 2.10 and Eq. 2.11.

= Néel-Brown model for thermal activation regime (1, <0.81,):
T=1, exp(i (1_M)) Eqg. 2.10
KgT lco

where 7, is the attempt period. K is the Boltzmann constant, T is the temperature.

= Sum model for precessional switching regime (1, > lco):

2

C+|n(”4§)

2
><emm(lJrP )>< 1

Eq.2.11
2 Hp P IWrite - ICO

<T>=

where C ~0.577 is the Euler’s constant, & =E/k,T is the thermal stability factor, m, is

m

the magnetic moment of free FM layer, P is the tunneling spin polarization percentage.

From the above equations, we can find that if the writing current | increases or the

write

critical current 1., decreases, the switching time is reduced. When switching the state of

MTJ by CMOS-based circuit, large transistors are usually necessary to ensure high switching
current, which results in high area overhead. This trade-off between the writing speed and the

circuit size will be discussed in Section 2.2.2.
2.1.2 Spice model of PMASTT-MTJ

Verilog-A [115] is chosen as the modeling language to create an interface between the

physical models and the electrical simulators (e.g., Spectre [116], Eldo [117], etc. under the
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platform of Cadence). Figure 2.3 summarizes all the aforementioned physical models
integrated in the PMA STT-MTJ compact model in order to obtain the following outputs: the

resistances of MTJ in two states (parallel R, or anti-parallel R,y ), the critical current 1,

and the switching duration z . MgO barrier tunnel resistance model and TMR model are used

to calculate R, and R,, with a input bias voltage V,,.. The static and dynamic models

ias "

determine 1., and z. Only when the current pulse generated by the CMOS-based writing

circuit exceeds 1., being larger than z, the state of MTJ can be changed.

P hySical models Static model of STT switching mechanism
MgO barrier tunnel resistance model Ioo =L (uMOH,Y =J o x drea=20-L>E
; i Hp& Hp8
Rp=— o sexp(1.025xs, x9"") 2
P 332.2x¢1/2><Area =[TAﬂ2x(TAﬂ2+2)]
! 2ATMR+1)
Rp=Rpx(1+TMR,.,) Dynamic model of STT switching mechanism
1 E I .
I, <081, r=r,exp(—(1——tde))
te co 0 kBT ICO
TMR model T
TMR(0) . C+1n(T) em, (1+ P?) 1
TMR,, =—>2 Loie > Ico* <z>= x—n x
1+ I/bias 2 ”BP Iwrile - ICO

vy E=Elk,T

Figure 2.3 Physical models integrated in the PMA STT-MTJ model

There are three different types of parameters including general constants such as electron
mass (m), MTJ technology parameters such as out of plane magnetic anisotropy (H, ) and
device parameters such as the size of MTJ, which are listed Table 2.1. When we design the

hybrid MTJ/CMOS circuits by using this model, some parameters ( Area(a,b), TMR(0), t,,,
t; ) are changeable through the graphical user interface (i.e., the Edit Component CDF form)

according to different applications. Other parameters are unchangeable. It should be noted the
shape of MTJ can be chosen from “Square”, “Ellipse” and “Round”. The area of MTJ can be

calculated with the parameters a and b , ie., Area=axb for square MTJ,

Area=rxaxb/4 forelliptical MTJand Area=r?(or a*) for round MTJ.

Besides, the process variations (TMR, t,, t,) and stochastic behavior (z ) of MTJ are also

ox !

integrated in this model by using the random functions (e.g., “$rdist_uniform” for uniform
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distribution, “$rdist_normal” for normal distribution) and statistical block. The source files

including the source code of the PMA STT-MTJ model can be easily downloaded and then

used for hybrid circuit design and simulation from [118].

Table 2.1 Parameters in the STT-MTJ model

Parameters Descriptions Default values Unit
General constants
e Elementary charge 1.6x10™" C
m Electron mass 9.1x10°% Kg
Kg Boltzmann constant 1.38x10% JIK
Hg Bohr magneton constant 9.27x10® JIOe
h Plank’s constant 1.0545%107% J-s
Ho Permeability of free space 1.25663%10° H/m
C Euler’s constant 0.577
MTJ technology parameters

T Temperature 300 K
a Gilbert damping coefficient 0.027

e Gwyromagnetic constant 1.76x10’ Hz/Oe
P Electron polarization percentage 0.52

Hk Out of plane magnetic anisotropy 1433 Oe
Ms Saturation field in the free layer 15800 Oe
7 Oxide layer energy barrier height 0.4 eV
Vi \oltage bias when TMR ¢, equals to 0.5TMR(0) |0.5 Vv
7, Attempt period 0.87 ns
RA Resistance area product 5 (5-15) Q-um®

Device parameters
SHAPE |Shape of MTJ Ellipse
a Length of MTJ 40 nm
b Width of MTJ 40 nm
tox Thickness of the oxide layer 0.85 (0.6-1.2) nm
ts Thickness of the free layer 1.3 (0.8-2) nm
TMR(0) |TMR value with zero volt bias voltage 150% (50%-600%)

Figure 2.4 shows the MTJ symbol with a top pin T1 connected with the reference FM layer
and a bottom pin T2 connected with the free FM layer. The virtual pin State, which is not a
real pin for a two-terminal MTJ device, is used to identify the magnetization configuration of
MTJ by connecting a resistance of 1 Q. The output of this pin (Vsue) Will be 0 V (or 1 V) if
the MTJ is in parallel (or anti-parallel) state. When a current (indicated by the red arrows)
passing through the MTJ exceeds the critical current, the state of MTJ will change from
parallel (P) to anti-parallel (AP) if the current flows from the top (from T1 to T2), or from
AP to P if the current flows from the bottom (from T2 to T1).

39



CHAPTER 2 HYBRID MTJ/CMOS CIRCUIT DESIGN

i I
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| =tate AAP—)P

Figure 2.4 Symbol of the MTJ model

2.1.3 Simulation of the PMA STT-MTJ model

Different simulations are performed to validate the behaviors (static, dynamic and stochastic)
of the MTJ model, including DC simulation, transient simulation and MC simulation. The
parameters of the MTJ used for simulations are listed in Table 2.1. Figure 2.5 illustrates the
simulation framework from the integration of MTJ model to the output of simulation results.

Physical models Constants  Variables

Verilog-A lang uaN l ﬁ)mponent Description Format (CDF)
Text Editor

MT]J spice model

l

MT]J symbol

CMOS design kit
(e.g. 28nm, 40nm)
Hybrid MTJ/CMOS circuit design

(under Cadence platform)

l Analog Design Environment (ADF) DC simulation

Simulation environment configuration
(Simulator, Temperature, Model Library Setup, Variables, Outputs, etc.)

/ \ Monte-Carlo simulation

Interactive electrical outputs: V, I R, T, Ico

Transient simulation

Figure 2.5 Simulation framework

Figure 2.6(a) shows the DC simulation of a simple MTJ with a supply voltage varying
between -1 V and 1 V. The critical current for STT writing (1,) is estimated to be ~50 pA.
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The state of MTJ is switched from parallel (P) to anti-parallel (AP) at M, and from AP to P
at M,. Figure 2.6(b) shows the MC simulation waveforms, taking into account 3% process

variations of the MTJ’s key parameters such as TMR ratio, oxide barrier thickness and free
layer thickness. As an example, 5 runs of MC simulation are performed to quickly show that
the process variations can result in the fluctuation of MTJ resistance and critical switching
current, which is important and should be considered for the reliability analysis of hybrid
MTJ/CMOS circuits.

Monte-Carlo simulation of 5 runs | |
3% variation (TMR, tox, tf)

e
M1 (440 mV, 53pA, 7.34kQ)

Resistance (kQ)

MO (240 mV, 53pA, 4k<)

AN

1.0 05 05 10

docl'o(V)
(a) (b)

Figure 2.6 (a) DC simulation of the MTJ model (b) Monte-Carlo simulation model with 3%
variation of TMR, to, ts following normal distribution

Figure 2.7 shows the transient simulation to validate the dynamic model. A voltage pulse v
(from -1 V to 1V) is applied to generate a bi-directional current 1. The state of MTJ is
switched from parallel to anti-parallel, and then back to parallel with a certain writing delay

(to,p =1.1ns,t,, ., =1.6 ns). The writing time t,,,, and t,,,, are different because the

resistances of MTJ in two states are different, resulting in different writing current.

MC simulations are performed in which the parameters of MTJ (i.e., TMR ratio, t, and t,,

see Figure 2.8(a)) or the switching duration z (see Figure 2.8(b)) follow normal distribution
with 3% variation. As shown in Figure 2.8(a), only the parameter variations are taken into
consideration, which results in resistance variation and hence the writing current | is

write

variable. According to Eq. 2.10 and Eq. 2.11, ¢ is inversely proportional to 1 ... Therefore,

write

7 is no longer constant. Figure 2.8(b) shows the stochastic behavior of the MTJ model. The

switching duration z is distributed around the average delay calculated by Eq. 2.11.
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Figure 2.7 Transient simulation of the MTJ model
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Figure 2.8 Monte-Carlo simulation (100 runs) of STT writing operation with (a) process
variations of parameters including TMR, to, t; (b) stochastic behaviors

In this section, the PMA STT-MTJ compact model was introduced and validated. We then
integrate it with CMOS circuits to perform reading and writing operations, which is the basis
of the hybrid MTJ/CMOS memory and logic circuit design.
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2.2 MTJ reading and writing circuits

2.2.1 MTJ reading circuit

As mentioned in Chapter 1, an MTJ can be considered as a two-value resistor with low
resistance (R, ) for parallel state or high resistance (R,,) for anti-parallel state due to the
TMR effect. This characteristic allows MTJs to be embedded into a current-mode sense
amplifier [119] that detects the MTJs’ magnetic configurations and amplifies them to logic
outputs. It was confirmed in [23] that pre-charge sense amplifier (PCSA) performs the best
sensing speed, power consumption, area overhead and reliability, when comparing to other
current-mode sense amplifiers. Consequently, PCSA is used as the reading circuit in our
hybrid MTJ/CMOQOS circuit design.

2.2.1.1 Structure of the reading circuit

Figure 2.9 shows the schematic of the MTJ reading circuit based on current-mode sense
amplifier (PCSA). The seven-transistor (7T) circuit consists of a pre-charge sub-circuit

(transistors P, ,), a discharge transistor (transistor N, ) and a pair of cross-coupled inverters
(transistors P,/ N, and P,/N,). Two MTJs in complementary sates are placed in two
branches of the sense amplifier and store binary data. Data stored in MTJs is detected and

amplified at output nodes Qm and ﬁ

vdd
¥

SE—NO(PO Pz)n%

Qm Qm
S G
MTJO é é MTJ1
| . |
SEN |,

Gnd

Figure 2.9 Schematic of the pre-charge sense amplifier (PCSA) for detecting the
configurations of the embedded MTJs and amplifying to logic signals
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The reading circuit is symmetric except that the resistances of MTJO and MTJ1 are
different. The resistance difference between the left and right branches can be expressed by Eq.

2.12, which determines the sensing margin.
AR =|R_—Rg|=Rup —Rp =R, xTMR Eq. 2.12

According to the value of control signal SEN, the PCSA circuit operates in two phases:

pre-charge phase and evaluation phase.

e Pre-charge phase (SEN ='0"): Both nodes Qm and Q_m are pulled up to Vvdd
through PMOS transistors P, ,. No current flows between V,, and the ground since

the discharge transistor N, remains OFF (see Figure 2.10 (a)).

e Evaluation phase (SEN ="1"): N, is turned ON, enabling the reading current (I,

and 1,) to pass through both MTJs (see Figure 2.10 (b)). Qm and Q_m begin to

discharge at different speeds due to the resistance different between MTJO and

MTJ1. We assume that MTJ, and MTJ, are respectively initialized to parallel state
and anti-parallel state, and hence the resistance of the left branch is smaller than that of
the right one (R, <Ry). In this case, 1, is larger than 1 , Q_m reaches more quickly

the threshold voltage of the PMOS transistor P, than Qm. Then Qm will be pulled

up to V,, or logic ‘1’, while % will continue to discharge to Gnd or logic ‘0’

(see Figure 2.10 (c)).

Vdd Vdd Vdd
4l *le%jﬂlo— oo b AETsLﬁFL 4 by 4l b
‘'Qm Qm‘1’ Qm ‘v Om om ‘1
JEI— —{[m IlFl ‘—|N1l11 | vo] [
MTJ0 = & MIJI  MTJ0 & & m MO & M1
[ L| N2 e
Gnd Gnd Gnd
(a) (b) (©)

Figure 2.10 Three states for the sensing operation of the PCSA-based reading circuit
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We can conclude that a part of the energy is stored in the node capacitors (Qm and Q_m)
during the pre-charge phase and is dissipated to the ground during the evaluation phase.

Another part of the energy is dissipated for pulling one node to V,, at the end of the sensing

operation.
2.2.1.2 Simulation and performance analysis of the reading circuit

Figure 2.11 shows the simulation of one sensing operation with MTJ, in parallel state and
MTJ, in anti-parallel state. All the transistors are kept in the minimum size (80 nmx30 nm at

CMOS 28 nm technology). Other MTJ parameters are listed in Table 2.1. Before T,, this

circuit operates in pre-charge phase. Both output nodes Qm and @ are pull up to V,,

(here in the simulation, it is 1 V) or logic ‘1’. The evaluation phase starts at T, with SEN

switching from O V to 1 V. It can be seen that Q_m reaches the threshold voltage faster than
Qm at the time T,, opening the transistor P, (see Figure 2.9) and pulling Qm to V.

During the period from T, to T,, the voltage of Qm rises from 505.92 mV to 900 mV (0.9
V) While @ continues to discharge until 53.2 mV. After T,, the output nodes stays in

stable logic states (Qm="1" and Q_m='0').

nooTw
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Pre-charge )
g ll | : Evaluation
> MO (10ns, OV)I L
0.0 } | |
| ' : M3 (10.1ns, 900mV)
1.0 | I
‘1° I I / 1°
80.8 | A
[ I/
> 06 | a
0.4 | i
o M1 (10.07ns, 505.92mV) | I
: I | |
e jQm I | || M4 (10.1ns, 53.2mV)
> | I\ ‘0
0.0 M2 (10.07ns, 378.02mV)| |
" T99 7 10 T 100 T 7 1027 77 103

time (ns)
Figure 2.11 Simulation of the PCSA-based reading circuit
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More simulated results show that the PCSA-based sensing circuit has a reading delay smaller
than 200 ps and the energy dissipation as low as almost 2 fJ with a SEN frequency of 500
MHz. The reading time can be further reduced by increasing the size of transistors or the
TMR ratio of MTJ. The advantages of high speed and low power make the PCSA circuit
suitable for hybrid MTJ/CMOS circuit design. Moreover, thanks to the dynamic sensing and
~8.1pAand |

small currents passing through MTJs (1 ~ 3.3 pA), which are much

0_ pick 1_ pick
lower than the switching critical current (~50 pA), an erroneous writing during sensing

operation can be avoided.
2.2.1.3 Reliability analysis of the reading circuit

The PCSA circuit greatly reduces the chip failure thanks to the low reading currents and short
sensing delay [120]. However, it is still sensitive to variations of CMOS process and MTJ
process. For instance, with TMR =150% and all CMOS transistors in minimum size, 23
errors (which means that Qm is different from the sensing result shown in Figure 2.11) have
been observed through the MC simulation of 100 runs (see Figure 2.12). Unlike classic
memory circuit design, where complex error correction blocks (ECB) can be easily employed
[121], it is rather difficult to embed ECB in logic designs while keeping high speed, low area
and power efficiency. Therefore, different optimizations should be investigated to meet the

requirement of nearly “zero” errors in the non-volatile logic circuits for practical applications.

1.01

0.51

V_Qm (V)

23 errors

0.01

100 10.05 101 10.15 102
time (ns)

Figure 2.12 Monte-Carlo simulation of PCSA-based reading circuit (100 runs)
The most efficient methods to improve the reliability of the reading circuit are:

1) Increasing the value of TMR ratio. From Eq. 2.4 and Eq. 2.12, we can tell that limited
TMR ratio results in low resistance and small sensing margin of the PCSA circuit.
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Therefore, larger TMR ratio is required for reliable sensing. With the recent progress,
TMR ratio can reach more than 600% with MgO barrier at room temperature [4]. As
shown in Figure 2.13, the bit error rate (BER) decreases from 38% to 10% for a TMR
ratio increasing from 50% to 350%. Here, BER represents the error percentage of a

circuit when performing the MC simulations, which can be expressed as:

BER = Nerror Eq.2.13

simu

where N is the number of output errors when the sense amplifier is in stable logic

error

state, N is the total number of MC simulation runs (100 in Figure 2.13).

simu

2) Increasing the width of CMOS transistors. As discussed above, PCSA-based reading

circuit achieves ultra-low currents to avoid erroneous writing. However, this also leads
to low sensing margin, denoted as Al =|IO— I1|, and relatively high sensing errors.
By increasing the transistor size, the resistances in two branches can be decreased, and
in turn the sensing margin can be increased at the expense of more area overhead. As
shown in Figure 2.13, the output errors is less than 1% when the width of transistors is

four times (4X) larger than the minimum size (W =80nm).

25

BER (%)
BER (%)

10 1 1 1 1 1 A 0 1 1 1 1 n 1 .
50 100 150 200 250 300 350 100 150 200 250 300 350 400
TMR (%) W (nm)

@ (b)

Figure 2.13 Bit error rate (BER) with respect to (a) the TMR ratio (b) the width of the
transistors in the PCSA-based reading circuit

Other methods for reducing the sensing errors of multi-bit hybrid MTJ/CMOS circuit will be

introduced in Section 2.3.3.
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2.2.2  MTJ writing circuit

In the PCSA-based reading circuit, two MTJs are always in different states. Therefore, they
should both be switched to the opposite state when reconfiguring the non-volatile data. In

order to realize the writing operation, a bi-directional writing current | should be

write
generated by a CMOS-based circuit. In the following paragraphs, we will present in details
two writing structures as well as the logic gate implementation for controlling the direction of

writing current.
2.2.2.1 Structures of the writing circuit

The four-transistor (4T) writing circuit is illustrated in Figure 2.14(a). It is mainly composed

of two PMOS transistors and two NMOS transistors, i.e., B, , and N,,. Two MTJs are

serially connected by the electrodes T2. During the writing operation, only one PMOS

transistor (e.g., P,) and one NMOS transistor (e.g., N,) will be open, generating a writing

current passing from V,,, to the ground.

The six-transistor (6T) writing circuit is illustrated in Figure 2.14(b). It has three PMOS
transistors and three NMOS transistors, i.e., B, , and N, ,. Theelectrode T2 of MTJ, is

connected with the electrode T1 of MTJ,. When performing the writing operation, P, ;

and N, areturned ON while N, , and P, areturned OFF, or vice versa.

Vdda
34
J0 MTJI
Vo . V1 \
—[p0 - Din
) — ] WE
V_| ALl V3 V0
Torite
= Gnd
(a) (b) (©

Figure 2.14 (a) 4T writing circuit (b) 6T writing circuit (c) Logic gate part for controlling the
activation and the direction of writing current
As mentioned above, the direction of the writing current is controlled by opening the

corresponding transistors through four bias voltages V, ,. In order to simplify the design,
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these voltages are generated by two signals and a logic gate part, containing three NOT logic
gates and two NOR logic gates, as shown in Figure 2.14(c). WE is the activation signal and

Din determines the direction of the writing current. The corresponding truth table is shown

in Table 2.2. For both 4T and 6T writing circuits, MTJ, and MTJ, are switched to:

- anti-parallel state and parallel state if V, =V, ='0" and V,=V,="1";

- parallel state and anti-parallel state if V,=V,="1" and V,=V,="0".

There are three combinations of signals WE and Din:

e If WE="0", all the transistors are closed and there is no current passing through the

MTJs regardless the value of Din.

e If WE="1" and Din="0", V,, will be ‘0’and V, , will be ‘1. For the 4T writing
circuit, only B, and N, are open, creating a current flows from the top of MTJ, to
the top of MTJ,. For the 6T writing circuit, B, and N, are open while other
transistors are closed. A current passing from T1 to T2 of MTJ, and another
current passing from T2 to T1 of MTJ, will be created. After a certain delay,

MTJ, will be switched to anti-parallel state and MTJ, will be parallel state.

e If WE="1" and Din="1", a reverse current will be generated MTJ, and MTJ, in

both writing circuits will be switched to parallel and anti-parallel state, respectively.

Table 2.2 Operation mechanism of the full writing circuit

Inputs Intermediate signals MTJ state
WE | Din | Vo | Vi1 | Vo | V3 | MTJy, | MTJ,
0 1 0 - -

0 1 1 AP P

1 1 1 0 0 P AP

2.2.2.2 Simulation and performance analysis of the writing circuits

We simulate the writing circuit with a supply voltage V,,, of 1.2 V. All the three cases listed

in Table 2.2 are included in Figure 2.15. Switching takes place only when WE ='1' and

Din controls the switching from P to AP or from AP to P. When comparing the two writing
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structures, the 4T writing circuit has simpler structure with two less CMOS transistors.

However, the 6T writing circuit can be integrated for energy saving since it generates larger

writing current and smaller writing time than those of the 4T writing circuit when keeping the

same circuit area.

s1Y WE ’ Enable writing
> 0.0
2 L0 ‘0 ? ¢ 1 0
> 0.0]
§lz VO <oFF” | “ON” | “OFF”
81.0 . ” “OFF” “ ”
S0 OFF ON
glz V2 “OFF” ,‘OFF,, I “ON”
ELO “OFF” “ON” “OFF”
> 0.0
1.0
g Prallel 3 Antipralll —» Pralle]
£ Sate MTI1 y -
NES Anti-prallel - Prallel - Anti-prallel
0.0 50 10.0 15.0 20.0 25.0 30.0
time (ns)

Figure 2.15 Simulation of the writing circuit. “ON” or “OFF” means that corresponding

transistor is open or closed.

In the hybrid logic circuit, long writing delay of MTJ (when compared to the reading delay ~

ps) is an obstacle for achieving the requirement of high frequency operation. Reducing of the

critical current is one solution to reduce the writing time. Another method is to increase the

writing current. From the circuit-level, there are two ways to achieve higher writing current:

1) Increasing the supply voltage vdda. According to Eq. 2.14, a higher supply voltage

leads to larger writing current, and thus less time is needed to switch the state of MTJs.

However, the power consumption is higher.

2) Increasing the transistor size. The resistance of NMOS and PMOS transistors in ON

state is inversely proportional to the width (w ) [8]. Therefore, we can both increase

the writing current and reduce the writing delay at the expense of more area overhead.

Vdda
Ry + R, +Rpp +Rp

write ~

Eq. 2.14

where R and R are the resistances of NMOS and PMOS transistor in ON state.
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2.2.3 Full hybrid MTJ/CMOS circuit

By combining the PCSA-based reading circuit and the writing circuit, hybrid MTJ/CMOS
logic circuits can be designed. As shown in Figure 2.16, the 1-bit data stored in a pair of MTJs
can be sensed by the PCSA circuit and written by the 4T or 6T writing circuit. In order to
realize the writing operation without disturbing the outputs, two separating transistors N,

and N, contribute to insulating the MTJ cells from the sensing part and thus preventing the

writing current from passing through the sensing part during this phase.

vdd PCSA
T
_WEN PO P2 F)— P3 PI P—SEN
Dout Qm Dout
o<} Qm out
o DC

Separating transistors

Figure 2.16 Full schematic of the reading/writing circuit
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Figure 2.17 Simulation of the full reading/writing circuit
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Figure 2.17 shows the full simulation of both sensing and switching operations. It should be
noted that reading and writing share the same current path. Therefore, the switching operation
should be performed when SEN ='0', that is to say, during the pre-charge phase. In Figure
2.17, the state of MTJO is switched from AP to P and then back to AP, whereas that of
MTJ1 is switched from P to AP and then back to P. D, ='0" is obtained during the first

and third reading phases (or discharge phases) and D,, ='1' during the second reading

phase. The way to separate the current path for reading and writing operations by the

three-terminal MTJ device will be introduced in Section 3.3.3.2.
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2.3 Multi-context hybrid MTJ/CMOS circuit

The hybrid technology has shown its potential applications in both memory and logic
implementations for energy saving because the unused blocks can be completely powered off
without data lose. However, the aforementioned hybrid circuit with peripheral write/read
circuit can only store and write 1-bit non-volatile data. It performs relative low density and the
data is vulnerable. Multi-context (or multiple bit) hybrid logic architecture (see Figure 2.18),
which has multiple non-volatile bits forming configuration plane for fast switching between
contexts, has drawn much attention in logic designs [122], [123]. It provides further
area-efficient property owing to the 3-D integration of multiple MTJs above the CMOS logic
circuits. Moreover, the data security can be improved compared to the single-bit MTJ logic
circuits. Data can be stored in two or more MTJs embedded in the same circuit. When an error
occurs, the system can retrieve data from the nearby memory cell in which the same data was

stored.

Figure 2.18 3-D structure of hybrid MTJ/CMOS integrating several memory cells (MTJs)

In the following paragraphs, multi-context hybrid MTJ/CMOS circuit will be proposed. Its
advantages and disadvantages will be discussed, followed by structure-level and circuit-level

optimizations.

2.3.1 Asymmetric structure based on pre-charge sense amplifier

(asym-PCSA) and its reliability issues

Figure 2.19(a) shows the basic multi-context hybrid MTJ/CMQOS structure integrating four
contexts, where PCSA is used to evaluate the logic result. Different from the traditional way
that stores 1-bit data in a couple MTJs with complementary states, this structure uses a

reference MTJ (M, ) to detect the non-volatile data stored in the storage MTJs (M, ,). The

ref
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reference and storage MTJs keep the same round shape. Less power is consumed to switch
only one MTJ during the writing operation instead of two. Switching between four contexts
can be achieved by configuring a 2 to 4 (2-4) decoder, allowing only one NMOS selection
transistor to be open while the other three selection transistors are kept closed. Therefore, one

out of four MTJs (e.g, M,) is selected. The resistance of the reference MTJ (R, ) should be

ref
between R, and R,,. In our design, this is realized by using a reference MTJ whose

diameter (i.e., 40 nm) is larger than that of the storage MTJs (i.e., 32 nm). This reference MTJ

should always keep in anti-parallel configuration.
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Figure 2.19 (a) Schematic of multi-context hybrid MTJ/CMOS asymmetric structure based on
PCSA (asym-PCSA) (b) Sneak paths problem in the asym-PCSA structure

This structure exhibits the performances of ultra-low power, area-efficiency and fast access
speed. A low-power magnetic flip-flop (MFF) based on this structure was proposed in one of
our publications [88]. The full schematic of this MFF is shown in Appendix A. However, the

asym-PCSA structure faces several critical reliability issues:

a) Asymmetric sensing operation: In such structure, all the storage MTJs are placed on the
same side while only one reference MTJ is placed on the other side. Therefore, several
sub-branches are connected to each other as illustrated in Figure 2.19(b). During the

reading operation, except for the current (1,...,) flowing through the addressed MTJ
sub-branch (e.g., M, ), some sneak currents ( I, ) flowing through the closed
sub-branches (e.g., M, ;) are not negligible due to parasitic capacitances. The

functionality of PCSA basically depends on the differential current of two paths. These
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sneak currents might drastically affect the current difference between the two branches,
leading to wrong evaluation of the logic result and significantly limit the sensing number

of storage memory cells.

b) Highly scaled technology process: The increasing process variations in ultra-deep
submicron technology (e.g., 28 nm) result in significant deviation of both MTJ and CMOS
transistor parameters, leading to big offset of the sensing circuit [124].

These issues are difficult to overcome and they can completely perturb the sensing operation
if there are not any mitigation solutions in ultra-deep submicron technology. For this reason,

we will propose some optimization methods in the following sections.
2.3.2 Structure-level optimization

2.3.2.1 PCSA based symmetric structure (sym-PCSA)
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&
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Figure 2.20 Schematic of multi-context hybrid MTJ/CMOS symmetric structure based on
PCSA (sym-PCSA)

To overcome the asymmetric sensing problem and mitigate the influence of the
aforementioned sneak currents, we propose a symmetric sensing structure. In such

configuration, there are M storage MTJs (e.g., M=2 in Figure 2.20) and a reference MTJ on

each side of the sense amplifier. It should be noted that M, and M, shares the same
size and configuration. During the sensing operation, only a reference MTJ (e.g., M,,,) on

one side and a storage MTJ (e.g., M, ) on the opposite side are selected.
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This design allows the disturbance of the total sneak currents from two branches to be

drastically mitigated (see Eq. 2.15 and Eq. 2.16). Thanks to the balanced structure, the sneak

currents of the closed sub-branches (e.g., M, and M, ;) on both sides are nearly the same.
Therefore the sensing currents of the left branch 1, and the right branch I, depend mainly

on the currents passing through the selected paths (e.9., M, and M,).

N-1
O I

=1+ 2N Eq. 2.15

sneak _L_i
_ N-1
IR - IO +zi:0 Isneak_R_i Eq- 2.16

where N is the number of the closed sub-branches on one side of the structure (e.g., N =2

in Figure 2.20), I, and I, are the currents passing through the two branches of the
structure. |, is the current passing through M ., and |, is the current passing through

M,. | and | are the sneak currents passing through the closed sub-branches

sneak _L_i sneak _R_i

on both sides.

This symmetric structure may improve significantly the scalability of the hybrid architecture.
However, it has no impact on reliability, which is mainly dominated by the sensing circuit (i.e.,
PCSA) in the ultra-deep submicron technology. Therefore we will further propose a higher
reliability sensing circuit based on the symmetric structure.

2.3.2.2 Symmetric structure based on separate pre-charge sense amplifier
(sym-SPCSA)

To overcome the scaled technology process issues, double-tail sensing amplifiers are proposed
[125], e.g., separated pre-charge sense amplifier (SPCSA). They achieve indeed better
reliability performance. However, few solutions have been designed particularly for ultra-deep
submicron hybrid MTJ/CMOS logic circuits. In our work, SPCSA is first used for reliable
reading of non-volatile data stored in MTJs [126]. In this sub-section, a new multi-context
sym-SPCSA structure, which combines the symmetric structure and SPCSA, is proposed (see
Figure 2.21). The main difference between the PCSA and SPCSA is that SPCSA with two
discharge tails allows separating the discharge phase from the evaluation phase. In addition,

with two inverters (1V, and 1V,) inserted between the discharge part and the evaluation part,
the small current difference (due to limited TMR ratio) in the discharge phase is amplified
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before entering the evaluation phase. Thus, the sensing margin (denoted as the voltage
different or the current difference which will be described in the following paragraphs) is
greatly increased to tolerate the process variations.

vdd
T .
‘°":’I"’P 1 MP 3::' CLK Pre-charge part
1 MP7
_____ _fOutt __ |
Tail 2
T —I Evaluation part
vdd
MP4Ij|°— CLK _°|EMP5 Pre-charge part
[ NMOS switch selection ]
| l l | Discharge part
<M1 M3 EemMrcf0  Mref] gm MOt M2
I | l |
Tail 1 <— M"i@ |-CLKP
Gnd

Figure 2.21 Schematic of multi-context hybrid MTJ/CMOS symmetric structure based on
separated pre-charge sense amplifier (sym-SPCSA), which has three parts: pre-charge part,
evaluation part and discharge part.

Three phases (pre-charge phase, discharge phase and evaluation phases) for one sensing

operation of the sym-SPCSA structure can be described as follows:

e During the pre-charge phase (CLK =CLKP ='0"), MN, are closed while MP, , are

turned ON and they charge both nodes A (A+ and A—) and Out (Out+ or
Out—)to V,.Nodes B (B+ and B-) are then discharged to the ground through

inverters 1V, and IV,. Transistors MN, , are then turned OFF. Therefore, there is
no current passing from V,, to the ground in both discharge and evaluation parts.

e During the discharge phase (CLK =CLKP ='1"), both A+ and A-— nodes begin to
discharge but with a different time rate. That is because the sensing current is inversely
proportion to the resistance of MTJ and the addressed MTJs on two sides have
different resistance values. As a result, a differential voltage (AA) between A+ and
A— is created, which generates, after the propagation delay of the inverters, a

differential voltage at the B nodes (AB). This leads to a different turn-on time for
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the transistors MN, and MN,.

e During the evaluation phase, MN, and MN, keep ON, enabling the output nodes to
discharge. Once one of the output nodes (Out+ or Out—) reaches the threshold
voltage of the back-to-back cross-coupled inverter (MN,/MP, or MN,/MP,), the
other output (Out— or Out+) will be pulled up to V,, (logic “1”), and this specific

output continues to discharge to the ground (logic ‘0’). In this way, output stage

generates the small voltage difference AB into digital signals.

It should be noted that the separating transistors, which are necessary in the PCSA based
structures, are not required in the SPCSA based structure. Once the discharge is finished,

CLKP can be reset to logic ‘0’ to close MN,. As MP, . are also closed (CLK ='1"), the

MTJ sub-branches can be completely separated from the sense amplifier. Therefore, writing

and reading can take place in the same phase with a delay controlled by CLK and CLKP.
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Figure 2.22 Signal behavior of the multi-context sym-SPCSA circuit

The simulated waves, where the voltage differences AA and AB are clearly illustrated, are

shown in Figure 2.22. It confirms the two reading operations of data stored in M, (in
antiparallel state) and M, (in parallel state). 1) During the pre-charge phases, nodes A and

Out are pre-charged to 1 V while nodes B are pulled down to 0 V. 2) During the first
reading phase (Reading 1), A— discharges faster than A+, and thus B— reaches the
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threshold of NMOS transistor faster than B+ . As a result, logic ‘1’ and ‘0’ can be read at the
output Out+ and Out—. 3) During the second reading phase (Reading 2), B+ reaches
the threshold of NMOS transistor faster since A+ discharges in a faster speed. Finally,

Out+="0" and Out—="1" are obtained.
2.3.2.3 Comparative discussion

Transient and MC statistical analyses are performed by using the MTJ model and a
STMicroelectronics 28 nm bulk CMOS design kit [127] to exhibit their functionalities and
effectiveness. Some major performances (e.g., delay, energy, size, scalability and reliability)

of the three structures are obtained and concluded in Table 2.3.

All three structures can operate at a high frequency as they maintain a propagation delay
lower than 200 ps, thanks to the fast dynamic sensing approach. Besides, they perform low
sensing power, which reaches nearly negligible level (~ fJ). The asymmetric structure
(asym-PCSA) exhibits poor scalability and at most five MTJs can be integrated, while the
symmetric structures (sym-PCSA and sym-SPCSA) show good prospect in embedding a large
number of MTJs, e.g., 32 MTJs. The sym-SPCSA structure shows almost half less error rate
and 14.2% smaller sensing time compared to the asym-PCSA structure, with all transistors
kept in the minimum size. Thus it exhibits the best reliability and sensing speed. However, its
reading energy is nearly four times larger than the PCSA-based structures (asym-PCSA and

sym-PCSA) due to its two current paths.

Table 2.3 Comparison of three multi-context hybrid MTJ/CMOS structures

Performances asym-PCSA | sym-PCSA | sym-SPCSA
Delay time (ps/bit) 160 162.7 139.6
Energy (fJ/bit) 1.21 1.24 5.32
Size 14T 15T 23T
MTJ number limitation <6 MTJs > 30 MTJs > 30 MTJs
_ MTJ_AP 30.4% 29.8% 15%
Bit (eég’é)rate MTJ_P 32.2% 34.6% 19.5%
Average BER 31.3% 32.2% 17.25%

More specifically, we focus mainly on the reliability performance. The sensing BER values in

Figure 2.23 are the average values for detecting MTJ in two states. It is a crucial parameter to
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evaluate the robustness of a hybrid logic circuit. 1000 runs of MC simulation by considering
the variations of CMOS transistors and MTJ model have been performed to obtain the curves,
illustrating that sym-PCSA has similar performance compared to asym-PCSA, except that it
liberates the limitation on the memory cells (< 6 MTJs). As can be seen, sym-SPCSA structure
exhibits the best error rate when maintaining the same area overhead compared to the other
two structures. In practical applications, we can choose from the three structures based on the
application-oriented requirements to obtain the best performance trade-off including area,

power, latency and reliability.
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Figure 2.23 Sensing error rate reduces rapidly with the increase of TMR value
2.3.3 Circuit-level optimization

In the previous sub-sections, we have proposed two structures (i.e., sym-PCSA and
sym-SPCSA) to improve the sensing scalability and reliablity. We propose several
optimization methods to further improve the reliability of the multi-context hybrid
MTJ/CMOS circuits including CMOS transistor sizing, dynamic reference MTJ selection and
multi-Vt strategy.

2.3.3.1 CMOS transistor sizing

The CMOS transistors in the hybrid MTJ/CMOS logic structure, such as the discharge
transistor and the separating transistors, play different roles and induce different reliability

issues. In this part, we give some basic ideas of reliability improvement of the three structures
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by varying the size of different transistors.

The resistance of NMOS transistor in the open state (or ON state) is inversely proportional to
its width (W ). Larger W, therefore, leads to lower resistance, providing larger sensing
currents and sensing margin to overcome the offset or mismatch (caused by process

variations). However, the resistance of the discharge transistor (MN, in Figure 2.19(a),

Figure 2.20 and Figure 2.21) becomes too small to affect the sensing currents if W exceeds a
certain value (~300 nm). Hence, BER becomes less sensitive to the size of the discharge
transistor. This is confirmed by the simulation results shown in Figure 2.24(a). Figure 2.24(b)

represents the BER with respect to the width of separate transistors (MN, and MN, in

Figure 2.19(a) and Figure 2.20). It can be concluded that larger separating transistor size is
expected to obtain less sensing errors for the PCSA based symmetric and asymmetric
structures. It has been mentioned that the separate transistors are not necessary for the SPCSA
structure, and therefore the curve of BER with respect to the separate transistors are neglected.
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Figure 2.24 Sensing bit error rate (BER) with respect to (a) the discharge transistor (b) the
separating transistors

2.3.3.2 Dynamic reference MTJ selection

In conventional circuits, the reference cell is formed by putting in parallel two serially
connected MTJs, as shown in Figure 2.25. This reference cell suffers loss of reliability as the
four-MTJ structure has much more variations. Besides, it can be seen in Eq. 2.3 that the TMR

ratio is variable and it decreases as the reading bias voltage V,, increases. The four-MTJ

ias
reference cell has larger range of TMR ratio variation because two MTJs with opposite
configurations are connected in series.
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r

bR E R

Rp < Reer <Rap

Figure 2.25 Resistance of the reference resistance corresponding to the intermediate resistance
Rret, the parallel low resistance Rp and the anti-parallel high resistance Rap
In our proposed hybrid MTJ/CMOS design, instead, only one MTJ kept in anti-parallel state

(i.e., M ) acts as the reference element. Based on equations Eg. 2.2 and Eq. 2.4, the

ref

resistance of M is lower than the storage MTJ when M has a larger diameter. This

configuration allows keeping the same structure on both sides of the circuit, providing
symmetrical sensing paths of both branches. In order to obtain the best sensing margin

between I, and I, the resistance value of M should be equal to R =(R,, +R,)/2.
For example, R, and R,, of the storage MTJs with the diameter of 32 nm are 6.43 kQ and
16.09 kQ, respectively. Then, the size of M, should be set to 38 nm or 39 nm to obtain a

resistance value approximate to 11.26 k€ according to the simulations. This can be achieved

by varying the surface of M .
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RMTJ(KQ)

Figure 2.26 MTJ resistance (Rmt;) distribution obtained from the Monte-Carlo simulation
(1000 runs). Rp, Rap and Ry represent the resistances of storage MTJ in parallel state and
anti-parallel state and reference MTJ, respectively.

However, the process variations make the resistances R,, R,, and R, deviate from the
designed values. Figure 2.26 shows an example of MC simulation histogram for both high

resistance and low resistance (R,, and R;) of the storage MTJ, and the resistance of the

62



CHAPTER 2 HYBRID MTJ/CMOS CIRCUIT DESIGN

reference MTJ (R, ). The same bias voltage is applied to three types of MTJ, i.e., storage

MTJ in parallel and anti-parallel state with a diameter of 32 nm, reference MTJ in anti-parallel

state with a diameter of 40 nm. It can be seen that R,, has a much larger distribution than
R, . Therefore the value of R, should be smaller than the designed value (that keeps R

in the exact middle of R, and R,;) to keep a BER balance to read MTJ in two states.

Table 2.4 shows that with the increasing size of M, , the errors for reading the MTJ in

anti-parallel state slightly decreases while that for reading the MTJ in parallel state increases.

This is because the resistance of the reference MTJ decreases when its diameter increases,

creating a larger resistance difference between R and R,, (AR =R,,-R,) and a

smaller difference between R, and R, (AR,=R, —R,). Thus a proper selection of the
reference MTJ size is important to reduce the average BER, while keeping a similar BER for
sensing MTJ in two states (parallel and anti-parallel). Table 2.5 presents the best M

choices of three structures for reliability enhancement.

Table 2.4 Simulations of three structures by varying the size of Mt

Bit error rate (BER)
M.t Size

Inm | Rret/ kQ asym-PCSA sym-PCSA sym-SPCSA

Rap Rp Rap Rp Rap Rp
35 13.45 44.6% 21.5% 41.1% 23.6% 31.8% 7.3%
36 12.71 41.4% 23.7% 38.6% 26.1% 28.1% 8.4%
37 12.03 38.1% 25.6% 36.3% 28% 24.3% 11.1%
38 11.41 35.6% 27.9% 33.4% 29.8% 20.4% 13.8%
39 10.83 32.3% 30.5% 31.7% 33.2% 18.1% 16.7%
40 10.3 30.4% 32.2% 29.8% 34.6% 15% 19.5%
41 9.8 28.7% 33.7% 28% 36.7% 23% 23%

Table 2.5 Best Ms Size of three structures

Structure Diameter of M Average BER
asym-PCSA 40 nm 31.3%
sym-PCSA 38 nm 31.6%
sym-SPCSA 40 nm 17.25%
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2.3.3.3 Multi-Vt design strategy

The threshold voltage (Vt) is one of the main CMOS parameters that affect device
performances. As mentioned in [128], a single Vt design can no longer meet application goals
in most 28 nm production SOC designs due to significant variations. Consequently, it
becomes necessary to implement multi-Vt strategy in MTJ based logic circuit design. Two or
three levels of Vt is a good choice for multi-Vt optimization. Implementing more than three
levels V1 cells often introduces more challenges in variation control cross all signoff corners.
This part of work uses the multi-Vt strategy, which assembles two types of CMOS transistors

in the same structure, for the purpose of reliability optimization.

We have done a full study of the transistor combinations of two levels Vt cells, called “rvt”
and “Ivt”, of the three structures. Here, “rvt” represents regular transistor and “Ivt” denotes
low threshold voltage transistor, respectively. In order to obtain the best reliability of the three
proposed structures, we look for the best multi-Vt combinations. For the asym-PCSA structure,

higher reliability can be achieved when the NMOS transistors MN, , and PMOS transistors
MP, , are of “rvt” type while the others are of “Ivt” type. For the sym-PCSA structure, only
the NMOS transistors MN, , and PMOS transistors MP, , are expected to use the type

“rvt”. Moreover, all the transistors should use the low Vt type in order to perform good

reliability for the sym-SPCSA circuit.

2.3.3.4 Combination of the three reliability optimization methods

40 T T T
BER after integrating the three reliability
optimization design methodes
‘o = = = BER without reliability optimization
30 | 1
g
A 20 | ]
m
10 1
0 I I
50 100 150 200 250

TMR (%)
Figure 2.27 BER of the sym-SPCSA structure versus TMR ratio
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More simulations have been done to realize further reliability enhancement by incorporating
all the aforementioned methods in the multi-context circuits. The PCSA based structures are
able to realize nearly zero sensing error with a TMR ratio of 200% by quadrupling the circuit
area, while the sym-SPCSA structure performs area-efficiency as it only needs to double the
area to achieve the “nearly zero sensing error” requirement for logic application. The
optimized results of the sym-SPCSA structure are shown in Figure 2.27 with blue solid curve.
The red dotted line presents the BER results without any optimization.

Other methods can be integrated to optimize the reliability performance of multi-context

hybrid circuit. For example, we can use a couple of MTJs that are in complementary states

(e.9., M, and M, in Figure 2.28) to store one bit. The sensing margin is maximized.

However, the density is decreased since the number of MTJs is nearly doubled.

Iy

[ NMOS switch selection ]
] L1
%Ml %M3 éMS $M7 Moé MZ% M4é MG%
D VY W U G S —
EI— CLK

Gnd

Figure 2.28 Schematic of the non-volatile storage part for reliable multi-context hybrid
MTJ/CMOS circuit. Two MTJs in opposite states store 1-bit data.

Magnetic random access memory (MRAM) is one of the most important applications of MTJ
devices. We implement the design of a novel MRAM, where the storage data is locally sensed

by using the multi-context hybrid MTJ/CMOS circuit discussed in this section.
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2.4 Design of 1KB magnetic random access memory using spin

transfer torque switching mechanism (STT-MRAM)

DIPMEM project is leaded by CEA-LETI, and other partners involved in this project are
SPINTEC, IEF, IM2NP, LIRMM and CMP. It aims at demonstrating the advantages of
emerging non-volatile memories integrated in logic blocks in processor in terms of ultra-low
power consumption, high reliability and data security. The ambition of DIPMEM project is to
realize a demonstrator of an embedded processor with two resistive memory technologies,
STT-MRAM and ReRAM. As part of this project, a 1 kilobyte magnetic random access
memory using spin transfer torque switching mechanism (1KB STT-MRAM) for embedded
processor is designed and validated by using the PMA STT-MTJ model, STMicroelectronics
28nm FDSOI CMOS design kit and STT-MTJ back-end process brought by SPINTEC.

241 MRAM architecture

=
M
3 > el
8 //
Row Address mmp 8
3
(a4
| » Word lines
— ~TBit lines
Read/Write Circuit
Vv v v v vy
Column Address —»‘ Column Decoder

I Data In/Out

Figure 2.29 Memory array architecture

As illustrated in Figure 2.29, the general MRAM architecture is composed of a memory array
and peripheral circuits [129], [130]. The peripheral circuits include sense amplifiers for data
reading, write drivers for data programing and row/column decoders for word/bit selection.
There are two main issues caused by this architecture: 1) there is a large number of logic gates

in the complicated row/column decoder in order to address a specific cell in a large memory.
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This increases not only the area overhead but also the addressing delay; 2) for a mass memory
(> 1 Kb), long word/bit lines increase the propagation delay as well as read/write power

consumption due to increasing line capacitance.

In order to deal with the aforementioned issues and realize high speed embedded memaory, we
propose a novel MRAM architecture shown in Figure 2.30. The 1KB memory array is divided
into 64 subarrays, and each subarray (16B array) includes four lines and 32 columns
(4-word-length-32-bit-width). The length of local lines is greatly reduced. The “Predecoder”
block, whose inputs are 8-bit row address Addr[0: 7], generates signals SA[0:3], SB[0:3],

SC[0:3] and SD[0:3]. The “BL_select” block is activated only when BE ='1", selecting

one byte to be read or written.

CLK R —
> ) I: sense : sense
RE >
WE
. ¢ Y
Din[0:31] a h
> sense
SAJ0:3
03] MRAM Dout[0:31]
Addr]0:7 SB[0:3] e
T predecod 03 | 1KB
redecoder | SC[0:3] T somse
SD[0:3]
%k_‘_/
BE Iy
BL[0:31] I
BS[0:3] BL_select >
'\—J I
—
I
| ————————————————————— -l e e e e e e e _— e —_—— - |
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I Minimum  BL[0:31] SA[0:3] |
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Figure 2.30 Structure of the proposed 1kB MRAM

During the read/write operation, only one 16B array is activated by intermediate signals
SD[0:3], SC[0:3] and SBJ[O0:3]. For instance, the first subarray is selected with SD[0]="1",
SC[0]="1" and SB[0]='1". The sense amplifier and the write drivers are no longer shared by

all the storage cells in the same column, but by 4-bit memory cells in the same column of this
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subarray. In other words, there are 32 read/write circuits in each 16B array. Signals SA[0: 3]

are therefore used for selecting one out of four lines in the 16B array (for example, the first
line is chosen when SA[0]='1"). Only 3-bit column address BS[0:3] is necessary in this
architecture, selecting one word to be read or programmed. In our design, the minimum
red/write unit is one byte (or 8 bits). This number can be changed by designers (e.g., 16 bits or
32 bits) according to different applications, which will de detailed in the following subsection.
One transmission gate and one CMOS buffer constitute the output driver.

There are two types of signals, i.e., control signals and data signals. Read/write control signals
RE and WE specify the memory operations. Read operation takes place when RE ='1'
and CLK ='1", that is, the intermediate signal Sense is ‘1’. Write operation (or programing

operation) is performed when WE ="1". Other signals are listed in Table 2.6.

Table 2.6 List of control signals and data signals

Name Description IN/OUT
CLK Synchronous clock signal IN
RE Enable reading IN
WE Enable writing IN
BE Enable selecting a word for reading/writing IN
Addr<2:9> Row address IN
BS<0:3> Column address IN
Din<0:31> Input data to be stored IN
Dout<0:31> | Output read data ouT

In the following, we will explain all the blocks in details: their functionality, circuit-level

design and layout.
2.4.2 Memory blocks design

2.4.2.1 Memory unit

As mentioned before, 4-bit storage cells are embedded in the same local sense amplifier and
share the same writing circuit. Figure 2.31 shows the transistor level schematic, which is

designed based on the multi-context hybrid MTJ/CMOS circuit. It is composed of four parts:

> 4-bit storage part: each 2T/2MT]J bit cell includes a pair of MTJs (e.g., M, and M,
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in complementary states) to store 1-bit non-volatile data and two transistors (e.g.,

P, and B,) to conduct/block the sub-branches. The control signals WL[0:3] and the

control mechanism will be described in Section 2.4.2.2.

> Read circuit: PCSA is used to detect magnetization configuration of MTJs. One more

discharge transistor N, is added to provide two-tail writing, that is, there are two

writing currents passing through the MTJs places on two sides.

> Write circuit: two 4T write circuits are used for generating different writing currents

lyie . @nd | to switch the magnetization of MTJs. WE and BL][i] are active

write_R

signals and Din[i] controls the switching direction (P->AP or AP->P), where i
(0->31) is the bit number.

» Output circuit: The sensed output on node Qm is transmitted to D_. through an

out

output circuit. [i] equalsto Qm only when BL[i]="0". Otherwise, the output is

Ol.It

with high impedance.

Read circuit —Vdd

Cﬂqpomk——qmmk— "'D—0|P12

.
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Figure 2.31 Schematic of the 1kB MRAM memory unit

MTJs can be fabricated in the back-end of the CMOS process from the metal level 6 (M6),
last metal level of the STMiceoelectronics 28 nm FDSOI technology (see Figure 2.32(a)). The
advantage of this fabrication process is that MTJs do not take much area. However, the
contact necessary to connect MTJs with CMQOS transistors is large due to the fabrication
characteristics available at the laboratory SPINTEC. As shown in Figure 2.32(b), the
connection layers “LIG_INF” and “LIG_SUP” are connected onto the bottom and top of MTJ.

“VIAL_MAG” connect the M6 and “LIG_INF”, and “VIA2_MAG” connect “LIG_INF” and
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“LIG_SUP”.
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MT)J post-process
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> CMOS process | | A
(STMicroelectronics) LIG_INF LIG_SUP

@ ()

Figure 2.32 (a) Hybrid MTJ/CMOS process. MTJ is integrated above CMQOS circuit from
metal level 6 (M6) (b) Layout of the MTJ including MTJ nano-pillar, lower connection layer
(LIG_INF) and upper connection layer (LIG_SUP)

Figure 2.33 is the full layout of this memory unit. Even though the CMOS circuit occupies
small area, the layout area (68.755 pm?®x13.604 pm?) is large, owing to large contacts
“LIG_INF” and “LIG_SUP”. Two verification tools, Design Rules Checking (DRC) and
Layout Versus Schematic (LVS), are used for the layout of each block and then the full 1KB
MRAM. DRC helps designers to verify whether the layout satisfies the design rules of CMOS
process as well as the MTJ back-end process, for instance, the minimum space between two
metal layers. LVS allows designers to confirm whether the designed layout corresponds to the

original circuit schematic.

13.604 pm

I
RSN

AR,

68.755 pm

Figure 2.33 Layout of the memory unit. It has an area of 68.755 pm?x13.604 um?. ST, DT,
SpT represent the selection transistors P4-P1;, discharge transistors N,-Ns, separating
transistors N4-Ns, respectively. WS, SA, OC represent the write circuits, sense amplifier and
output circuit.

The following structures are implemented in regular CMOS technology.

2.4.2.2 Local decoder
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The 16B page is composed of 32 memory units and a decoder. The local decoder allows
generating word line selection signals. With SB, SC, SD are equal to ‘1’, the 3-input
AND logic gate allows selecting one specific 16B array. Only one of the selection signals
WL[0:3] will be ‘0’ depending on the configuration of SA[0:3]. For example, WL[0]="0"
and WL[1:3]="111" when SA[0]="1" and SA[1:3]="000". The logic circuit includes four
NAND logic gates and four buffers. The schematic of the local decoder and the layout are

shown in Figure 2.34 and Figure 2.35, respectively.

SA[0]—

B
2D Db

B

B

SA[2]-

SA[3]

Figure 2.34 Schematic of the local decoder circuit

wr 809'C

3.388 pm

Figure 2.35 Layout of the local decoder and its area is 3.388 um?x2.608 um>.

2.4.2.3 Pre-decoder block

The “Pre-decoder” block decodes 8 inputs Addr[0:7] into 16 address buses by using four 2-4
CMOS based decoder (see Figure 2.36 and layout in Figure 2.37). As mentioned above, a 16B
array is activated by 12 address buses SD[0:3], SC[0:3] and SB[0:3]. Then the output

signals SA[0:3] of the “Pre-decoder” block select one word line to be read or written.
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. 2-4 .
Addr[0:1] — CMOS Decoder |~ SA[0:3]

. 2-4 .
Addr[2:3] CMOS Decoder [ SB[0:3]

. 2-4 .
Addr[4:5] CMOS Decoder [~ SC[0:3]

Addr[6:7] | cpos Decoder F— SPI0:3]

Figure 2.36 Schematic of the 8-16 pre-decoder circuit

2.704 pm

© 9.86 pm

Figure 2.37 Layout of the 8-16 pre-decoder and its area is 9.86 pm?x2.704 um>.
2.4.2.4 Byte selection block

Each word line is composed of 32 bits and can be divided in to four bytes by the byte

selection signals BL[0:31]. It should be noted that BL[i]="0" enables the output circuit and
the write circuit of the i™ bit in a line (see Figure 2.31). The byte selection block (BL_select)

and its layout are shown in Figure 2.38 and Figure 2.39.

BSE)E] :} BL[0:7]

BSBE] :} BL[8:15]
BSEE] :} BL[16:23]
BSEE] :} BL[24:31]

Figure 2.38 Schematic of the bit line selection block (BL_select)
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w 90°¢

9.808 jm

Figure 2.39 Layout of the byte selection block (BL_select). Its area is 9.808 pm?x3.06 pm?.

e If the enable input BE="'0", all outputs BL[0:31] are ‘1’ regardless of the input
combination BS[0:3].

e |If BE="1", this block performs NAND operation and allow a certain number of memory

cells to be read or written. By controlling signals BL[0:31], designers can read or

program 8 bits (or 1 byte), 16 bits (or 2 bytes) or 32 bits (or 4 bytes), which increases the
design flexibility.

2.4.3 Simulation of the basic blocks and the full 1KB MRAM

The functionality of the memory unit, peripheral blocks and full 1LKB MRAM are validated by
using the STMicroelectronics 28 nm FDSOI CMOS design kit and the PMA STT-MT]J
compact model. The parameters of the STT-MTJ model are modified to reflect the reality of

the fabrication process for magnetic devices: diameter D =200 nm, tunnel magnetoresistance
ratio TMR=0.4, resistance area product RA=15Qxum?, Gilbert damping coefficient
a =0.01, saturation field in the free layer M, =19800 Oe and the out of plane magnetic
anisotropy H, =1433 Oe. 1 V supply voltage is applied to the whole circuit for searching,

reading and writing. The simulated resistance of MTJ is about 477 Q in parallel state and 668

Q in anti-parallel state.
2.4.3.1 Simulation of the basic blocks

Each basic blocks forming the MRAM has been extensively simulated and evaluated before

simulating the entire structure.
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Figure 2.40 shows the transient simulation of the memory unit presented in Figure 2.31.
WL[0]="0" while other word line selection signals WL[1:3] are set to ‘1’, allowing data ‘1’
to be written into a pair of MTJs (M, /M, ). The writing time and writing power consumption
are 74.5 ns and 124.7 pJ with the optimized CMOS transistors size. OUT ='1" is obtained
when RE is set to ‘1’ and enables reading the data stored in MTJs. Simulation shows that

this PCSA-based memory circuit has read speed of ~660 ps and read energy of ~371.7 nW
(@5 MHz).

s CLK
> 25

-25 tW
2 State_M0
s Parallel Anti-Parallel

RE
< Reading

010“““‘“20‘0.0““““_‘40‘0.0
time (ns)

Figure 2.40 Transient simulation of the 4-bit memory unit

Figure 2.41 shows the simulation of the “Pre-decoder” block. Two-bit address inputs
determine four-bit outputs, for example, SA[0]='1" and SA[1:3]="000" if Addr[0:1]="00";
the first word line is selected to be read or programmed. All the array selection signals SB[0],
SC[0], SD[0] are equal to “1” if Addr[2:7]="000000", activating the first 16B array in the
MRAM.

-Addr<2:7>=000000"
Jo0o00000 | Addr<T>='0, Addr<0>="0" 10101010 Addr<1>='"1", Addr<0>=0" 01010101 Addr<1>=10, Addr<0>="1" 1111111 Addr<1>='1", Addr<0>="1" 000000 + Addr<0:7>

] 1000 SAD>="T" 0010 SA<>=T" 0100 SAST>=T 0001 SAB=T 1000 +SA<0:3>
Jaooo SB<0>="1" 0010 0100 0001 1000 +SB<0:3>
] 1060 SC<0>="1" no1d 0100 oool 1000 +8C<0:3>
] 1000 SD<0>="T" 0010 0100 Q001 1000 +SD<0:3>
................ UL L B L L O L R
0.0N 50N 100N 15.00 200N 25.0M 300N 35.00 40.0N
Tirre (5)

Figure 2.41 Simulation of the “Pre-decoder” block

Figure 2.42 shows the simulation of the byte selection block (BL_select). This block is
enabled between M, and M,. The first 8-bit outputs BL[0:7] are obtained to be
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“00000000” when BS[0]='1", which enables read/write of the first octet in a line. BS[1],
BS[2] and BS[3] determine the read/write of the other three octets.
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Figure 2.42 Simulation of the byte selection block (BL_select)

After demonstrating the full functionality of each block, we get further to the whole structure

evaluation of the proposed MRAM.

2.4.3.2 Functional simulation of 1KB MRAM
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Figure 2.43 (a) Input address combination for bit/byte read and write validation (b) Input
address combination for random read and write validation

In this sub-section, we validate the functionality of the 1LKB MRAM.

1- One byte reading and writing: first, the combination of the row address Addr[0:7]
and column address BS[0:3] are “00000000” and “1000”, the first byte 1B[0] in the
first word line 4B[0] of the subarray 16B[0] is activated (see Figure 2.43(a)).

2- Random reading and writing: second, we validate the random access of the 1KB
MRAM. As can be seen in Figure 2.43(b), the lowest bits Addr[0:1] are changed
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from 00" to “10”, switching between the context in two lines of one 16B[0] page.
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Figure 2.44 Simulation of the 1LKB MRAM for single bit programing and reading
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Figure 2.45 Simulation of the 1KB MRAM for one byte programing and reading

As shown in Figure 2.44, Din[0]="1" is written into the first bit of 1B[0] when WE ='1",
and then Dout[0]="1" is obtained in the reading mode when RE ='1". Figure 2.45 shows the
simulation of 1 byte reading and programing. 1) In the programing mode, for example, 8-bit
input data “10101010” are written into eight pairs of MTJs by CMOS-based writing circuits. 2)
In the reading mode, RE is set high while WE is set low. Data stored in these MTJs are
read out ( Dout[0:7]="10101010") when meeting the rising edge of clock signal CLK . Then
in the next pre-charge phase ('P2'), no switching current passing through the MJTs since

WE keeps to be ‘0’. Therefore, the same output results “10101010” is obtained in the next
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discharge phase ('D2").

It is worth noting that output data stays the same even in the pre-charge phase of PCSA-based

reading circuit. This is because the output driver is blocked if CLK ='0" by signals sense

and its complement sense (see Figure 2.30). Simulation results show that the proposed
peripheral circuits have row addressing time t, ~1.74 ns and column addressing time
t;, ~ 880 ps. 32 PCSA circuits perform sensing operation but only eight are output through
output driver with a delay of 2.78 ns and dynamic energy of 0.033 W @100MHz.

In the second test, input data *1” and ‘0’ are respectively written into the first bit in the first
line 4B[0] and the second line 4B[1] of the subarray 16B[0] during the period (1) and (2)
(see Figure 2.46). After the point M,, RE se set high to enable reading the MRAM. WE

is set low, hence, there will be no more writing. The stored data are read out in (3) and (4)

with the output data Dout[0]='1" and Dout[0]="0", respectively. It confirms the switch

between different storage memory cells.
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Figure 2.46 Simulation of the 1KB MRAM for random programing and reading
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2.5 Conclusion

In this chapter, the compact model of PMA STT-MTJ was presented. It will be used in the
following chapters for magnetic logic circuit design. PCSA is used to detect the magnetization
configuration of MTJ, and 4T/6T writing circuits aim at switching the magnetization
configuration of MTJ. By combining the reading and writing parts in the same circuit, the

basic hybrid MTJ/CMOS circuit was designed and analyzed.

In order to ensure high reliable logic operations, structure-level and circuit-level optimizations
of the multi-context hybrid MTJ/CMOS circuit were proposed. From the structure perspective,
two multi-context hybrid MTJ/CMQOS structures were proposed to integrate several MTJ
nanopillars, i.e., sym-PCSA structure and sym-SPCSA structure. The former allows
eliminating the limitation on the number of integrated MTJs of the conventional asymmetric
structure, but with no advantages on reliability enhancement. The later one integrates a novel
sensing circuit based on the symmetric structure to efficiently address the reliability issue
caused by the scaled technology, which can hardly be achieved with the PCSA circuit. The
evaluation results show that the proposed sym-SPCSA structure exhibits the best BER,
whereas it consumes more power to perform the sensing operation. Some circuit-level design
strategies were proposed to further optimize their reliability performance. The sym-SPCSA
structure can reach a BER of zero by incorporating the three reliability design optimization

methods with less area overhead than the other two PCSA based structures.

Finally, we proposed the design of a 1KB MRAM, which is based on the multi-context hybrid
MTJ/CMOS circuit. A “Pre-decoder” block generates 16 address buses to select one line (32
bits). After that, a byte selection block is used for addressing a corresponding word (e.g., 8
bits) to be read or written. By using the MTJ model with modified parameters and the
STMicroelectronics 28 nm FDSOI CMOS design kit, we validated its performances of
addressing time (~ 1.74 ns), read time (~ 2.78 ns), read energy (~ 0.033 W/8 bits @100 MHz),
write time (~ 74.74 ns) and write power consumption (~ 5.08 nJ/8 bits). The write time is
relatively high due to the MTJ fabrication limitation of SPINTEC.

78



Chapter 3 Design of non-volatile logic circuits

3.1 General logic-in-memory (LIM) arChiteCtUIe ............covvvviiiiiiieiceeceee e 81
3.2 Design and theoretical analysis of non-volatile 10gic gates .........c.cccocveeerievinieiiiiienenns 83
3.21 Non-volatile AND/NAND gate (NV-AND/NV-NAND) ......ccccoorrniiiriiicse, 83
3.2.1.1 General NV-AND/NV-NAND structure and optimized structure-1.............. 83

3.21.2 Optimized NV-AND/NV-NAND StruCture-2 .........ccoovvvvivirrriseeeeeeenenens 85

3.21.3 Optimized NV-AND/NV-NAND Structure-3 ..........ccoovrrrrrrnresseeeeeens 86

3.22 Non-volatile OR/NOR gate (NV-OR/NV-NOR)..........ccceoeriimririririiiiiesc s, 87
3.2.3 Non-volatile XOR/NXOR gate (NV-XOR/NV-NXOR).......ccccoerirrrrrrrrrrrenenn. 88

3.3 Design and optimization of low-power non-volatile full-adder (NVFA)........cccccovvvnnene 90
331 L-DIEINVFA ettt ettt ettt sttt e et naaas 90
3.3.1.1 Structure and theoretical analysis of 1-bit NVFA ..., 90

3.3.1.2  Performance analysis and COMPAriSON.........cccourreririrerirenninineniseseseee e 86

3.3.2  MUILI-DIENVFA ..ot 95
3.3.2.1  Structure of 8-DIt NVFA ... s 95

3.3.22  Simulation of 8-DIt NVFA ..o 98

3.3.2.3 Layout Implementation and Performance AnalysisS...........c.cccocevrrernnnnnne. 101
3.3.2.3.1 Layout of the proposed 8-bit NVFA ..........c.ccooveeececccccceees 101

3.3.2.3.2 Performance summary and COMPAriSON..........cccceeueueururreeeeeereeens 102

3.3.2.3.3  Reliability @nalysis ... 104

3.3.3  Optimizations Of NVFA ...t 106
3.3.3.1  Circuit-level Optimization............ccccoeueueeeiiieiie e 106
3.3.3.1.1 \oltage-mode sensing Circuit (VMSC)......cccorrrerrnnreeeceeeens 107

3.3.3.1.2  Performance analysis..........ccoceviriririiiiiiiiiiiieesse s 109

3.3.3.1.3  OptimMIZEd VIMSC ........oeiiccee e 111

3.3.3.2  Device-level optimization ............cccccceeiiiiiiiiiiii e 112
3.3.3.21 Spin-Hall-assisted STT MTJI model...........ccoooiiiiiice 113

3.3.3.22 NVFA based on MTJ with spin-Hall assistance ............ccccccoeevvvriririnne, 114

3.3.3.2.3  Simulation and diSCUSSION .........covriiiiririnieiririrerieee e 116

B4 CONCIUSION ..ottt 119

79



CHAPTER 3 DESIGN OF NON-VOLATILE LOGIC CIRCUITS

As technology node shrinks below 45 nm, high static and dynamic power have become the
major miniaturization obstacles for today’s computing systems due to the increasing leakage
currents and long data traffic between memory chip and logic units [75], [131]. Emerging
hybrid logic-in-memory (LIM) architecture, where spintronics nanodevices are distributed
over the logic-circuit plane, has recently been investigated to ensure ultra-low power and
ultra-short interconnection delay. In such architecture, logic and memory functions are merged

into the same spintronics nanodevices.

In order to fully take advantage of this architecture, the implemented non-volatile memory
elements should have the capabilities of short access time (<10 ns), quasi infinite endurance
(e.g., >10"), small dimension and compatible resistance value with CMOS transistors (several
kilohms) [123], [132]. STT-MTJ is an available candidate that can satisfy all the requirements
and allow one to design hybrid non-volatile LIM-based circuits with high performances and
new functionalities. Easy 3-D back-end integration of MTJs on top of CMOS technology
[133], [134], [135] greatly shortens the distance between the memory and logic chips from
millimeters to micrometers [136]. Consequently, this significantly reduces not only area

overhead but also dynamic transfer power and latency compared to conventional systems.

Arithmetic logic unit (ALU) is one of the most important core execution parts in a central
processing unit (CPU). In this chapter, LIM-based non-volatile ALU, combining MTJs with
CMOS transistors, will be presented for low-power processor. The body of this chapter is
composed of three sections. The general LIM architecture is introduced in the first section.
Then, in the followings section, design and theoretical analysis of non-volatile logic gates
(NVLGS), including NOT, AND, OR and XOR logic gates, are detailed. In the third section,
low-power single-bit non-volatile full-adders (NVFA), the basic block of ALU, is presented
and compared with the conventional CMOS-only FA to confirm its low-power advantage. The
effect of discharge transistor size in the reading circuit, MTJ resistance-area product (R-A)
and TMR ratio on the delay time and dynamic power performances have been analyzed. In
order to extend the single-bit NVFA to multi-bit case and also to realize full non-volatility,
8-bit NVFA architecture is then presented, where all the input signals are stored in MTlJs.
Three possible structures are proposed with respect to different locations of non-volatile data.
Finally, voltage-mode sensing circuit (VMSC) and NVFA based on MTJ with spin-Hall
assistance are proposed as a potential alternative to optimize the performances of NVFA in

terms of area overhead, reliability and power consumption.
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3.1

General logic-in-memory (LIM) architecture

As shown in Figure 3.1(a), the general logic-in-memory (LIM) architecture is mainly

composed of three parts:

1)

2)

3)

A current-mode sense amplifier (SA) to detect the currents of two branches and to
evaluate the logic result on outputs. PCSA, whose operation mechanism has been

described in Section 2.2.1, is used as the SA part in the design of hybrid logic circuits.

A writing block to program the data stored in non-volatile memory cells. It generates a

bi-directional writing current 1, large enough to write the MTJs.

A logic network (LN) that performs the computation [137], [138]. LN contains MTJs
that keep the non-volatile inputs and a CMOS logic tree for volatile inputs in order to
keep an area-power-efficient advantage. In this case, the volatile logic data can be
driven by high processing frequency contrarily to the non-volatile data, which should

be changed with a relatively low frequency, i.e., they are quasi-constant for computing.

NMOS transistors and MTJs are the main components of LN (see Figure 3.1(b)).

NMOS transistor is used as variable resistor, whose resistance is controlled by external
volatile input voltage ( X ) applied to the gate (G) terminal. If X ='1", NMOS

transistor is conducted with a low resistance (R, ~ kQ). Otherwise, NMOS transistor

is blocked and has a high resistance (R, ~ GQ2).

MTJ cell is used not only as a storage element but also as an operand. The MTJ has a

low resistance (R, or R ) and stores logic data ‘1’ (Y ='1") when it is in parallel
state. If MTJ is in anti-parallel state, its resistance becomes high (R,, or R, ) and it

stores logic data ‘0’ (Y ='0"). The values of R, and R,, can be controlled by

changing the size of MTJ, and the resistance difference between two resistances

depends on the TMR ratio.

By configuring the LN, different logic functions can be realized such as AND gate, XOR gate,

etc. Two complementary outputs (z and z') correspond to two opposite logic values are

produced, providing differential logic operations. The reading current (I, or 1) is inversely

proportional to the total resistance (R, or R;) of the left or right branch in the LN. Thus, the
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outputs are determined by the reading currents. If the current of the left branch is larger than

that of the right branch (1_>1;), output results on nodes z and z' are ‘1’ and ‘0,

respectively. In contrast, z='0" and z'="1" if I <I;.
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external inputs outputs
X ={X}. X}, X, X3, X1, X{ } Complementary Z ={21.21.2. 23,20 73}
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Figure 3.1 (a) Schematic of the logic-in-memory (LIM) architecture (b) Components in the
logic network (LN)

Even though the reading (I, and 1) and writing currents (1, ) are produced in different

paths for independent read/write operations, they flow through the same MTJs. Therefore, the
reading currents should be design to be much smaller than the writing current (hundreds of
micro-amperes) to avoid accidently writing during the read operation. Besides, there should

be no steady current between the supply voltage (V,, ) and the ground during the “idle” state.

PCSA is a promising candidate to satisfy all the requirements thanks to its low sensing current
(tens of micro-amperes) and dynamic current-mode sensing, as it has been shown in Chapter 2
[23], [139].
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3.2 Design and theoretical analysis of non-volatile logic gates

As discussed above, different logic operations can be realized by designing the CMOS logic
tree shown in Figure 3.1(a). The output results of LIM-based logic circuits depend on the
resistance configuration of both types of data in the logic network. Therefore, in this section,
we design the basic non-volatile logic gates shown in Figure 3.2 and then analyze the impact

of resistance configuration on logical operations.

For the non-volatile NOT gate (NV-NOT) and the logic operation BUF (NV-BUF), there is

only one input data that is stored in a pair of MTJs. For this reason, there is no need for the

>
®

>

[= >

>

7/
>

= [>

Figure 3.2 Symbols of logic gates

CMOS logic tree. We assume that the logic data ‘1’ is stored in non-volatile state when the
MTJ on the left side is parallel while the MTJ on the right side is anti-parallel. Other 2-input
logic gates shown in Figure 3.2 need more complex design consideration to realize the
corresponding logic function while keeping simpler structure. In the following sub-section,

non-volatile AND/NAND gate will firstly be introduced and analyzed as an example.

3.2.1 Non-volatile AND/NAND gate (NV-AND/NV-NAND)

3.2.1.1 General NV-AND/NV-NAND structure and optimized structure-1

According to the truth table shown in Table 3.1, Eq. 3.1 and Eq. 3.2 can illustrate the logic
function of AND/NAND logic. Figure 3.3(a) shows the LN structure designed directly from

these equations. Nodes Qm, Qm and M are connected to the PCSA part, which will not
be shown in all the following circuit schematics for simplifying the view. The left branch (LB)
is constituted of an MTJ cell and a NMOS transistor connected in series. The right branch
(RB) is composed of three sub-branches (RB,—RB,) that are connected in parallel. The
bottoms of all the left branch and right sub-branches are connected to the common node M .

Any resistive level of MTJ allows correct non-volatile AND/NAND function. However, the
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numerous NMOS transistors and MTJ cells lead to large die area. In particular, it needs

complex writing circuits for programing the non-volatile data.

Table 3.1 Truth table of AND/NAND logic gate

A B | Qm(AND) | Qm (NAND)
0 0 0 1
0 1 0 1
1 0 0 1
1 1 1 0
Qm=AB Eq. 3.1
Om=AB=A+B=AB+AB+AB Eq. 3.2

Qm

Optimized structure-1 Optimized structure-2 Optimized structure-3
(a) (®) (c) d

Figure 3.3 (a) General structure of the logic network for NV-AND/NV-NAND logic circuit (b)
Optimized NV-AND/ NV-NAND structure-1 (c) Optimized NV-AND/ NV-NAND structure-2
(d) Optimized NV-AND/ NV-NAND structure-3

For the advanced CMOS technology [140], R,, ~kQ and R, ~GQ. Thereby, R, is
much larger than R,, (~kQ) of MTJ and it determines directly the whole resistance of series
connection. If A='0', RB, or RB, dominates the resistance of the right branch and the
impact of RB, can be neglected. If A='1', RB, dominates the resistance of the right
branch. Thereby RB, is critical, but one of the two sub-branches RB, or RB, can be
deleted from the structure. In order to simplify the structure, we keep RB, and obtain the

optimized structure-1 (see Figure 3.3(b)).
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3.2.1.2 Optimized NV-AND/NV-NAND structure-2

The structure can be further optimized (structure-2) to be one MTJ for the right branch (see

Figure 3.3(c)) with the condition that R, is much larger than R,, in the current

technology. The equivalent resistance of the left and right branches can be expressed as

RAR;
R.=R,+R; and R; = RA+R7+R§'

A

Table B.1.a in Appendix B exhibits the truth table of structure-2 and the resistance
configuration to allow correct AND logic function. When R, >R, the output Qm="0"; on
the contrary, Qm="1". We can find that there are two uncertain cases. Depending on the
resistance values of NMOS transistors and MTJs, the relationship between R, and R; is

different, driving the result to the correct values or not. Table B.1.b illustrates resistance

conditions to identify the uncertain cases for the optimized structure-2. It demonstrates that

the difference between R,, and R, should be in the range {~mQ, ~ GQ}, which is large

enough for MTJ devices.

Transient simulations have been performed to confirm this conclusion by using STT-MTJ
compact model and CMOS 40 nm design-kit [140]. Figure 3.4 shows that the circuit of
optimized structure-2 performs correctly the AND logic whatever the input configurations
“00”, “01”, “10” or “11” are appliedon A and B.
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Figure 3.4 Transient simulation for optimized AND logic structure-2
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3.2.1.3 Optimized NV-AND/NV-NAND structure-3

The parallel connected NMOS transistors respectively driven by data A and A (see Figure
3.3(c)) can be deleted considering the logic design strategy according to Eq. 3.3. As can be
seen from Table B.1.a in Appendix B, the resistance of the right branch will always be the

same whatever the input values of A and A. Therefore, structure-2 can be further
optimized and we can obtain simpler structure-3, where there is only one transistor in the left
branch of the CMOS logic tree (see Figure 3.3(d)). The total resistance of the left and right

branches can be expressedas R =R, +R; and R; =R..

Qm=(A+A)B=B Eq. 3.3

By comparing the total resistance of the logic network shown in Table B.1.c and Table B.1.d,

we can conclude that the resistance difference between R,, and R, should be in the range
{Ron Roee} to ensure the AND logic, which is much more rigorous than the range of

optimized structure-2.

We performed transient simulations to validate the optimized structure-3. In Figure 3.5, an
error appears when A and B are both ‘1’. This is caused by low resistance value of MTJ

and limited TMR ratio, which is out of the acceptable range of the optimized structure-3.
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Figure 3.5 Transient simulation for the optimized NV-AND/NV-NAND structure-3. An error
appears as input data AB ="11".
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When comparing all the optimized structures for AND/NAND logic operation, the optimized
structure-2 and structure-3 saves one MTJ cell and thus consuming less writing power.
Although the optimized structure-3 performs further area-efficiency, it is adapted to the MTJ

cell in condition that the MTJ resistance meets the range criteria.

We use the same way to design and analyze the non-volatile OR/NOR logic gate and the

non-volatile XOR/NXOR logic gate in the following two sub-sections.
3.2.2 Non-volatile OR/NOR gate (NV-OR/NV-NOR)

The truth table of OR/NOR logic is shown in Table 3.2. The general structure shown in Figure
3.6(a) of this logic gate is designed directly from Eq. 3.4 and Eq. 3.5. The optimized method
(structure-1) shown in Figure 3.6(b) is similar to that of the NV-AND/NAND gate, which

eliminates the sub-branch LB,.

Table 3.2 Truth table of OR/NOR logic gate

A B Qm (OR) | Qm (NOR)
0 0 0 1
0 1 1 0
1 0 1 0
1 1 1 0
Qm= AB+ AB+ AB Eq. 3.4
Qm=AB Eq. 3.5
Qm Qm Qm Qm
Al
B

Optimized structure-1  Optimized structure-2 Optimized structure-3
(a) (b) © CY

Figure 3.6 (a) General structure of the logic network for NV-OR/NV-NOR logic circuit (b)
optimized NV-OR/ NV-NOR structure-1 (c) optimized NV-OR/ NV-NOR structure-2 (d)
optimized NV-OR/ NV-NOR structure-3
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The second optimized structure (structure-2) is shown in Figure 3.6(c) with one less MTJ in
the left branch. Table B.2.a in Appendix B exhibits the truth table of the optimized
NV-OR/NV-NOR structure-2 and the resistance configuration to allow correct OR logic
function, and Table B.2.b illustrates resistance conditions to identify the two uncertain cases.

It has the same range of R,, —R, as the optimized NV-AND/NV-NAND structure-2, i.e.,
{~ mQ, ~ GQ}.

For the optimized structure-3 (see Figure 3.6(d)), the comparison of total resistances in the
logic network and the resistance condition of the uncertain cases are listed in Table B.2.c and
Table B.2.d. In order to ensure correct OR logic operation, the resistance difference between

R, and R, should be inthe range {R,, R}

3.2.3 Non-volatile XOR/NXOR gate (NV-XOR/NV-NXOR)

The general structure of non-volatile XOR/NXOR circuit shown in Figure 3.7(a) is designed
based on the truth table Table 3.3 and the arithmetic equations Eqg. 3.6 and Eq. 3.7. This
structure is suitable for all input configurations, however, needs large energy and writing

circuit area to change the state of four MTJs.

Table 3.3 Truth table of XOR/NXOR logic gate

A B Qm (XOR) | Qm (NXOR)

0 0 0 1

0 1 1 0

1 0 1 0

1 1 0 1
Qm=AB + AB Eq. 3.6
Qm=AB+AB Eq. 3.7

We can find that during the reading operation, Qm and Qm will never access the same

MTJ cell (B or B) whatever the value of A and A. We can then obtain the optimized
structure integrating only two MTJs, as shown in Figure 3.7(b). The optimized
NV-XOR/NV-NXOR structure has a complex CMOS logic tree, where four transistors are
cross-connected 2 by 2. In order to obtain the equivalent resistance of two branches, we did a
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series of circuit transformations. And the resistance difference between the two branches can

be described by Eq. 3.8, where the factor R, is a positive function of R,, R

Z 1

Ry and
R . Itis obtained by the Kirchhoff’s current law [141] and Y-A transform described by Arthur

Edwin Kennelly in 1899 [142]. The resistance difference depends on the values of A and B.

Therefore, this optimized structure is suitable for all MTJs even with small TMR ratio.

Qm Qm

gl

Qm

-

os]

Optimized structure
(a) (b)
Figure 3.7 (a) General structure of the logic network for NV-XOR/NV-NXOR logic circuit (b)
optimized NV-XOR/ NV-NXOR structure

AR =R, -Ry =R (Ry-R)(Rg -Ry), Ry >0 Eq. 3.8
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3.3 Design and optimization of low-power non-volatile full-adder
(NVFA)

A single-bit full-adder (FA) is a three-input (A, B, C;) two-output (SUM , C,) circuit
(see Figure 3.8). It is the basic building unit to perform arithmetic operation in a central
processing unit (CPU). Therefore, the investigation of non-volatile full-adder (NVFA) is
important for the purpose of building low-power high-density processors. This block can be

connected to others to reform a more complex function.

A B

o

Ci —>{ Full-Adder

—> SUM

— Co

Figure 3.8 Symbol of single-bit full-adder (FA)

3.3.1 1-bit NVFA

Several single-bit NVFAs based on non-volatile memory have been proposed and exhibit
satisfying properties [90], [137], [143]. However, the use of capacitance for data sensing and
magnetic field for data programming limits further miniaturization. The PCSA-based NVFA
proposed in [137] could lead to ultra-low power and high density ICs. But the inherent heating
of this structure is contrary to power saving objective. In order to overcome these issues, we

propose a novel 1-bit NVFA.
3.3.1.1 Structure and theoretical analysis of 1-bit NVFA

The CMOS logic tree of the designed NVFA is designed according to Eq. 3.9-Eq. 3.12.

SUM = A®@B@®C, = ABC, + ABC, + ABC, + ABC, Eq. 3.9
SUM = ABC, + ABC, + ABC, + ABC, Eq. 3.10

C, = AB+AC, +BC, Eg. 3.11

C, = AB+AC, +BC, Eq. 3.12
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For SUM logic, the CMOS tree corresponds directly to the logic relationship among the
inputs A, B and C,, we can simply adapt it to the general structure with a couple of
complementary MTJs (see Figure 3.9). Based on the same strategy that we used in the case of
simple non-volatile XOR logic gates, AR of SUM sub-circuit can be calculated by Eqg. 3.13

and the R isapositive functionof R,, R;, Ry, Ry, R, and R-.

Qm Qm

M

Figure 3.9 Structure of the logic network for SUM sub-circuit

AR=R_-Rg =Ry (Ra-R.)(Rg-R)(R.-R), Ry >0 Eq. 3.13

Itis a little more difficult for CARRY/C, logic as there is the term AC, in the logic function

Eq. 3.11 that cannot be adapted to the general LIM structure. It can be inferred that the impact

of the term AC, on the resistance is equivalent to a sub-branch connecting PCSA and the
discharging transistor, Table B.3.a in Appendix B shows the truth table and the resistance
configuration of the CARRY logic as well as the AC, and A_C, tails. We can find that
whatever the value of A and C,, the sub-branches AC, have no impact on the output. If
A and C, are different, the resistance of the two sub-branches is the same; if they are the

same, their comparison corresponds to that of R_ and Rg, which is always true for MTJs. This

allows the term AC, to be deleted from Eq. 3.11 and we can obtain the CARRY logic circuit

shown in Figure 3.10(a). In this structure, two NMOS transistors are parallel connected and
then serially connected with an MTJ. Based on the analysis of difference input cases, AR

should be in the range of{0, ~ GQ}, which is large enough for the current MTJ technology.
Another CARRY sub-circuit structure is shown in Figure 3.10(b), where two NMOS
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transistors are connected in series on both sides. After analyzing the resistance condition of
this structure for CARRY logic (see Table B.3.d and Table B.3.e), we find that structure-2 also
has a large resistance range {0,~ G Q}.

Qm  Qm
Iy

1o I

[e<}

M
Structure-1 Structure-2
(@ (®)

Figure 3.10 Logic network for CARRY sub-circuit (a) structure-1 (b) structure-2

Truth table of SUM and CARRY logic

A | B | Ci |SUM| Co
0/]0 |0 0|0
0 [0 |1 1 0
0|10 1 0
0|1 1 0 1
110 |0 1 0
110 |1 0 1
1|10 0 1
1|1 1 1 1

= 4T writing circuit —
Gnd Gnd

SUM sub-circuit CARRY sub-circuit

Figure 3.11 Full schematic of the 1-bit non-volatile full-adder (NVFA)

Figure 3.11 shows the full circuit of 1-bit NVFA by combining the SUM sub-circuit and the

structure-1 of the CARRY sub-circuit. A (A: the complement of A) and C (a: the

complement of C,) are volatile inputs and B (B) is non-volatile input. CLK synchronizes

the results of this computing unit as the clock. The MTJs in both SUM sub-circuit and
CARRY sub-circuit are always in opposite states to ensure the necessary high sensing speed
and they are serially connected with a common central point. In order to program the MTJ
cells, we use two 4T writing circuit described in Section 2.2.2.1.
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Figure 3.12 illustrates the simulation of the 1-bit NVFA by using the MTJ compact model
introduced above and the CMOS 40nm design kit [140]. The time-dependent behaviors of

outputs (SUM and C,) confirm the logic functionality of a full addition. For instance, for
the operation A='1',B="0",C, ='0", the result SUM is ‘1’ and no carry propagates; for the

operation A='1',B="'0",C, ='1", the result is ‘0’ for SUM and ‘1’ for CARRY.
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Figure 3.12 Functional simulation of 1-bit NVFA at 40 nm technology node
3.3.1.2 Performance analysis and comparison

The delay time and dynamic energy are generally two crucial parameters to evaluate the
performance of computation system. We have studied the effects of three possible factors: the

size of discharge transistor (N, and N in Figure 3.11), MTJ resistance-area product (RA)

and TMR ratio. Figure 3.13(a) demonstrates the performance dependence of this NVFA in
terms of delay and dynamic power on the size of discharge transistor. We can find a tradeoff
between the speed and power performance by varying the die area. A larger discharge
transistor can drive a higher sensing current and faster amplification of PCSA circuit, but it
generates more energy. Figure 3.13(b) shows the RA dependence for this NVFA. By
decreasing RA, the delay time becomes shorter while keeping a relatively steady dynamic
power performance since the current is larger. This confirms that using a low RA gives
better speed. We also investigate the dependence between TMR ratio and NVFA performance.
Figure 3.13(c) shows that higher speed is possible by increasing the TMR ratio while the

dynamic energy changes slightly. According to the above analyses, a MTJ with lower RA
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and higher TMR ratio is expected to perform fast computation while keeping nearly the same

dynamic energy.
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Figure 3.13 The dependence of propagation delay time (red solid line) and dynamic energy
(blue dotted line) on the (a) width of discharge transistor (W) (b) MTJ resistance-area product
(RA) (c) TMR ratio

We compare the 1-bit NVFA with conventional CMOS-only FA taken from the standard cell
library in terms of sensing time, dynamic power, standby power, data transfer energy and die
area (see Table 3.4). Thanks to the 3-D integration of MTJ, the die area of this design is
advantageous compared to those of the CMQOS full-adder. The data transfer energy becomes
much lower thanks to the shorter distance between memory and computing unit. However, its
energy-delay product (EDP) exceeds that of a CMOS full-adder by approximately 10% since
it takes more time for PCSA amplification process. Thanks to the non-volatility of MTJ, the
new chip can be powered off completely and this allows the standby power to be reduced
significantly down to 0.75 nW. There is neither capacitance for the data sensing and nor
magnetic field for data programming in this new structure beyond the previous structures [90],
[137], [143]. Therefore, this design allows efficient area minimization and is suitable for
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advanced fabrication nodes below 65 nm.

Table 3.4 Comparison of the 1-bit NVFA with CMOS-only FA

Performance CMOS FA NVFA
Sensing time 75 ps 87.4 ps
Dynamic power (@500MHz) 2.17 pyW 1.98 yw
Standby power ~nW ~0[144]
Data transfer energy > pJ/bit < fl/bit
Die area 46T 38T +4 MTJ

3.3.2 Multi-bit NVFA

Single-bit NVFA based on the LIM architecture has been investigated in the previous
sub-section. However, this FA is partial non-volatile. For the purpose of extending single-bit
NVFA to multi-bit structure and realizing full non-volatility, 8-bit NVFA architecture is
presented in this sub-section, where all the input signals are stored in MTJs. Three possible

structures are proposed with respect to different locations of non-volatile data.
3.3.2.1 Structure of 8-bit NVFA

Three 8-bit NV-FAs are proposed where different the locations of non-volatile data are
analyzed. Full structural schematics as well as the locational distributions of non-volatile data
are illustrated in Figure 3.14. The architecture of 8-bit NVFA is composed of one half-adder
(HA) and seven FAs serially connected, performing addition operation of two 8-bit words A

(A, —A) and B(B,-B,). A and B are all stored in non-volatile states while carry-in
C,(i+1) is connected to the previous carry-out C_(i). The final 9-bit output includes eight

SUM bits (SUM, -SUM, ) and one CARRY bit (C,,). It should be noted that the first

out

structure (Structure-1) is designed based on traditional CMOS-only HA and FA, while the
other structures, i.e., Structure-2 in Figure 3.14(b) and Structure-3 in Figure 3.14(c), use the

aforementioned non-volatile FA and HA to perform addition operation.

In Figure 3.14(a), two 1-bit non-volatile flip-flops (NVFF) and a register are added to input
and output nodes of each CMOS-only addition cell, resulting in large area overhead and
energy consumption. NVFFs are used to generate and store non-volatile input A and B.In
Figure 3.14(b), Structure-2 stores input A and B in MTJs that are embedded in NVFFs

and non-volatile adders, respectively. The number of NVFFs is thus reduced from sixteen to
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eight. The use of registers dedicates to CARRY transition between two additions. There is no

need to add latch circuits at the outputs (SUM and C_.) since the non-volatile adders are

out
naturally synchronized. In Figure 3.14(c), Strucutre-3 is able to store 8-bit input data A with
sixteen MTJs and read by a multi-bit NVFF, which saves more area than Structure-2. The

disadvantage is that only 1-bit data (e.g., A,) can be read or written during one operation.

The CMOS switches are controlled by three external signals S,S;S, through a CMOS-based

3-8 decoder.
-1 Bit 1-it 1-bit bt Thit | [ 1bit
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Figure 3.14 Locational distributions of non-volatile data and full schematics of the proposed
8-bit NVFA structures (a) Structure-1: A and B are stored in non-volatile flip-flops (NVFFs)
(b) Structure-2: 8-bit data B are stored in MTJs embedded in non-volatile adders while data A
are stores in 8 NVFFs (c) Structure-3: 8-bit data A are all stored in an 8-bit NVFF circuit for
area cost reduction

Input A of the Structure-2 is stored in 1-bit NVFFs, while that of the Strucutre-3 is stored in
a 8-bit NVFF. The 1-bit NVFF can be designed from the hybrid MTJ/CMOS circuit shown in
Figure 2.16, by adding a CMOS latch at the output buffer for data transition. The 8-bit NVFF,
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however, is a little different from the multi-context hybrid MTJ/CMOS circuit shown in
Figure 2.20. As can be seen from Figure 3.15, the MTJs on two sides are completely separated

and one more discharge transistor MN, is added. In such configuration, two MTJs are

programmed in individual current-flow path. The raison is that the 4T writing circuit is not
practical anymore for the 8-bit NVFF due to the extra NMOS transistors for MTJ selection.
The size of writing transistors will be largely increased in order to generate a big enough
current for MTJ switching, which leads to significant area overhead and limited writing

current increase.

vdd
T
%a{ MPO  MPT )o- -o( MP2  MP3 )o%
Output | Slave |Qm Qm
Register °<} {>C
smmmmmmmmmmemee—aaa MNO I
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i M S0 1 ; '
'3 I 81— 3-8 ')‘ CMOS Switch Structure i :
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LK)
Gnd Gnd

Figure 3.15 Full schematic of 8-bit NVFF. During a sensing operation, only one out of eight
NMOS transistors in the left sub-branch and another in the right sub-branch are turned ON to
connect the upper PCSA part with the addressed MTJs.

Traditional 1-bit CMOS-only HA and FA, the basic addition cells of Structure-1, are taken
from the standard cell library of STMicroelectronics 28 nm design kit (see Appendix C). We
use the NVFA shown in Figure 3.11 to perform addition operation of Structure-2 and
Structure-3. According to the equations Eq. 3.14 and Eq. 3.15, the SUM sub-circuit and the
C, sub-circuit of NVHA can be designed from the NV-XOR logic gate and the NV-AND

logic gate, respectively (see Figure 3.16).
SUM _NVHA=AB+AB Eq. 3.14

C, NVHA=AB Eq. 3.15
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Figure 3.16 CMOS logic tree diagrams of 1-bit NVHA
3.3.2.2 Simulation of 8-bit NVFA

Transient simulations are performed at CMOS 28 nm technology node to validate the
functionalities of the proposed 8-bit NVFAs. TMR(0) is set to 200%. The diameter of the

MTJs is 32 nm and the MTJ resistances are R, ~6.2kQ and R,, #18.6 kQ2.

Figure 3.17 shows the logic behavior simulation of the 1-bit NVFF. In this simulation, two
MTJs (MTJ, and MTJ,) are initialized at logic ‘1’ and ‘0’, respectively. During the first
cycle, write enable signal WE ="'0"' and no writing current passes through the MTJs.
Non-volatile data stored in MTJs is read and propagated to Qm node during the evaluation
phase (E) with a delay as low as 132 ps. This data is then propagated to Output node of the
slave latch when CLK meets a falling edge. During the pre-charge next phase, writing
operation is activated (WE='1") and the configuration of MTJ, is switched from

anti-parallel to parallel. The previously detected output data is retained during this phase.
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Figure 3.17 Transient simulation of the 1-bit NVFF. Qm and Output are signals before and

after the slave latch.
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Figure 3.18 shows the transient simulation of the 8-bit NVFF, where all the combination of
signals S,—S, are used for sequential reading of the MTJ pairs. Only 1-bit data can be read
or written during one cycle. This circuit has a higher sensing time (~—~170 ps) than the 1-bit

NVFF since there is one more transistor for MTJ selection in each current path, which reduces

the sensing current.
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Figure 3.18 Transient simulation of the 8-bit NVFF (*01010101” are stored in the MTJs as an
example)

Figure 3.19 shows the simulation waveforms of the proposed 8-bit NVFA (Structure-1).
During period (1), inputs A and B integrated in NVFFs are programmed when
CLK ='0" and then evaluated when CLK ='1'. During period (2), data are first transferred
to the inputs of adders through slave registers, and then performing the adding operation when

meeting a rising edge of CLK . The final results, SUM, and C,,, are transferred to outputs

through two registers during period (3). Serial addition is then performed cycle-by-cycle. For
example, two 8-bit words A, — A, ="00000001" and B, -B,="11111111" are applied to

the circuit, it is confirmed that the expected outputs are observed as SUM,='0",
SUM,='0", SUM,='0", SUM,='0'", SUM,='0', SUM,='0'", SUM,='0",
SUM, ='0"', C,, ="1". Thus, Carry bit from the lowest bit propagates all the way through to

the highest bit and the whole propagation chain is activated.
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Figure 3.19 Functional simulation of the synchronous 8-bit NVFA (Structure-1)
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Figure 3.20 Functional simulation of the synchronous 8-bit NVFA (Structure-2 and
Structure-3)

The proposed 8-bit NVFA (Structure-2 and Structure-3) have the same time-dependent
behaviors of outputs, shown in Figure 3.20. The only difference is the time when the data

stored in NVFFs are evaluated and then transferred to the inputs of adders. 8-bit data A, — A,
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for Structure-2 are all evaluated during period (1), while those for Structure-3 are read
cycle-by-cycle. The carry bit from the lowest bit propagates all the way through to the highest
bit after nine cycles. Transient simulation shows the addition of two 8-bit words “00000001”

and “11111111” and the expected outputs are observed as SUM, —SUM, ="00000000" and

C,: ='1" atthe end of the calculation.

3.3.2.3 Layout Implementation and Performance Analysis

3.3.2.3.1 Layout of the proposed 8-bit NVFA

Hybrid MTJ/CMOS process can be used for 8-bit NVFA where MTJs can be embedded above
the CMOS circuits. Figure 3.21 shows the layout of a 1-bit NVHA cell, which is composed of
a 1-bit NVFF, a 1-bit NVHA and a slave register. Its effective area is about 24.81um?. The full
layout of the three proposed 8-bit NVFA circuits are then carried out. The overall sizes of the
proposed 8-bit NVFAs are about 218.74 um?, 219.46 um? and 194.96 um?, respectively. The
layout of CMOS-only HA and FA are taken from the standard cell library of

STMicroelectronics 28nm design Kit.

Structure-3 becomes more advantageous in size when increasing the number of bits because
more adders can share the same multi-bit NVFF and the 3-8 decoder. This can be confirmed
by Figure 3.22, which shows the sizes of the three NVFA structures versus the number of
addition bits. For instance, the total area of the 32-bit NVFA based on Strucutre-3 is reduced
by 23.37% and 24.46% of that based on Structure-1 and Structure-2, respectively.

NV-FF Slave register ~ Sense Amplifier NV-FF writing circuit NV-HA Slave register
MTJs

e ] g
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Figure 3.21 Layout of 1-bit NV-HA using CMOS 28 nm design kit
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Figure 3.22 Size of the three proposed synchronous 8-bit NVFAs with respect to the number
of addition bit (N)

3.3.2.3.2 Performance summary and comparison

Simulations have been carried out to understand the advantages and shortcomings of the
proposed 8-bit NVFA structures. Table 3.5 summarizes the simulation results. When
compared to Structure-1 and Structure-2, Structure-3 shows advantages in terms of die area
because it has the less NVFFs than other structures. This advantage becomes more significant
with the increase of bit since more non-volatile adders can share the same 8-bit NVFF and 3-8
decoder. In order to perform an 8-bit addition of two 8-bit words, Structure-2 and Structure-3
consume respectively 16.1% and 34.1% less dynamic energy than Structure-1. Non-volatile
adders (with simple PCSA-based circuit) consume less energy during the read operation by

reducing the number of current paths from V,, to Gnd when compared to the CMOS-only

adders.

We then compare their performances with those of the 8-bit NVFA based on domain wall
(DW) racetrack memory (RM) presented in [98]. The proposed NVFAs need larger area
overhead owing to the combination of NVFFs with NVFAs. However, they show advantage in
terms of latency and power consumption. RM based NVFA consumes 50 times dynamic
power more than the proposed NVFAs (Stucuture-1, 2 and 3) since energy needed for
nucleation and propagation is too large with current technology. It also has a large delay of
one operation of about 2.1 ns due to DW nucleation (—~1.2 ns) and motion (~0.7 ns). Since
the proposed NVFAs and previously proposed RM based NVFA are fully non-volatile, they

can be powered off during the “idle” state to reduce static power consumption (or standby
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energy) and power them on instantly without data loss.

Table 3.5 Comparison of different 8-bit full-adders

2 Dynamic energy
Parameter Area (um?) | Latency (ns) (pJ/8 bits)
Structure-1% 218.74 0.14 1.039
Structure-2° 219.46 0.15 0.8718
Structure-3% 194.96 0.18 0.6845
RM based NVFAY 34 2.1 50.39

a) Structure-1 uses CMOS-only adders to perform adding operation. Input data A;-A, and B;-B, are
stored in non-volatile states and generated by sixteen NVFFs.

b) Structure-2 integrates input data B;-B, in non-volatile adders, and generates input data A;-A, by
eight NVFFs.

c) Structure-3 performs further area efficiency by using the 8-bit NVFF to store and sense the 8-bit
input data A-A,.

d) 8-bit NV-FA based on domain wall (DW) racetrack memory (RM) proposed in [98] (@65 nm).

Writing power consumption and writing delay are also two critical factors to determine the
performances of integrated circuits. For the purpose of updating the stored A and B,
Structure-1 and Structure-2 use the 4T writing structure. Different from these structures,
Structure-3 has more complicated writing methods: 1) 4T writing structure is used for writing
data B . Therefore, there is only one current path for switching a couple of MTJs, which store
the 1-bit data in non-volatile state. 2) 8T writing structure is employed for writing inputs data
A. The current path is separated into two to create a higher writing current and reduce the
writing latency, and each has three transistors and one MTJ. Moreover, only two MTJs in the
8-bit NVFF of Structure-3 are selected during one sensing phase, thus the programing of

stored inputs A, —A, must be bit-by-bit. On the contrary, the other two structures,

Structure-1 and Structure-2, can read or write A, — A, by eight NVFFs at the same time.

A study of the tradeoff among the width (W) of transistors, switching speed and power
dissipation have been made to find out optimal operation point (see Figure 3.23). It can be
seen that both latency and power decreases quickly as W increases when W <1 um and then
they slightly go down. Since the resistance of CMOS transistor in the open state is inversely
proportional to its width (W), the increase of width leads to lower resistance, providing

higher writing speed.
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Figure 3.23 Delay and power consumption for writing a pair of MTJs. Blue solid and red
dotted lines present the simulation results of 4T writing circuit and 8T writing circuit.

3.3.2.3.3 Reliability analysis

In order to evaluate the reliability of the proposed 8-bit NVFAs against the process variations,
we did full MC simulations (1000 times) of all the basic addition cells. We consider the
CMOS process variations and 3% MTJ process variations (TMR ratio, free layer thickness
and oxide barrier thickness). As can be seen in Figure 3.14, each cell of Structure-1 is
composed of a CMOS-only adder, two 1-bit NVFF and two registers. Each cell of Structure-2
can be divided into three parts: a NV adder, a 1-bit NVFF and a register. For Structure-3, a

NV adder, a register and an 8-bit NVVFF are used to perform each adding operation.

Figure 3.24 shows the dependence of reading bit error rate (BER) on size of transistors (W)
of adders and flip-flops. BER is the error percentage when performing the read/calculation
operation. It can be seen that BER can be significantly reduced by increasing the circuit area.
For instance, by doubling the circuit size, BER becomes lower than 2.5% for calculating

SUM (BER _SUM ) and 0.3% for calculating CARRY (BER _C,) of the 1-bit NVHA cell in

Structure-2. Therefore, the proposed 8-bit NVFAs can reach the ultra-high reliability
requirement at the expense of die area. From the device-level, higher TMR value can result in
fewer errors. For example, for the 1-bit NVHA cell of Structure-2, BER_SUM (BER_C,)

decreases greatly from 34% (20.7%) to 24.1% (10.5%) as TMR increases from 100% to
200%.
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Figure 3.24 (a) Bit error rate (BER) of the SUM circuit part with respect to the width of
transistors (W) in each adder cell (b) BER of the CARRY circuit part with respect to the width
of transistors in each adder cell

We then investigate the effect of supply voltage (V,,) on BER of each basic addition cells.
Figure 3.25 shows the MC simulation results by varying the supply voltage from 0.7 V to 1.1
V. Simulations show that low supply voltage V,, causes low sensing currents, improving
energy efficiency of logic circuits at the expense of speed, which is acceptable for applications.
Nevertheless, the sensing margin becomes smaller with the reduction of V,,, leading to

higher sensing BER.

As mentioned above, reliability is a key factor for the logic circuits because error correction

blocks are not easy to be embedded. In order to realize full non-volatility for the LIM-based

NVFA, local storage cells (i.e., NVFFs shown in Figure 3.14) are necessary. Even though we

can reduce the BER by increasing the size of CMOS transistors, the overall area will be
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significantly increased. Therefore, new structure/circuit that can replace the NVFF need to be
investigated. Moreover, long switching_delay of MTJ (~ ns compared with the sensing delay ~
ps) greatly limit the computing frequency if the non-volatile data is changed very often.
Spintronics devices that can reduce the writing time will be more advantageous for high
frequency logic applications. In order to solve these issues and improve the performances of

the NVFA, we then study the optimization approaches from the device and circuit levels.
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Figure 3.25 (a) BER of SUM circuit part with respect to supply voltage (Vqq) (b) BER of
CARRY circuit part with respect to Vg

3.3.3 Optimizations of NVFA
3.3.3.1 Circuit-level optimization

Several voltage-mode memory cells are proposed in [77], [145], [146] for content addressable
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memory (CAM) or filed-programmable gate array (FPGA). However, these cells need
complicated writing circuit. In this section, we propose a simple and reliable voltage-mode
sensing circuit and integrate it into the NVFA to replace the NVFF shown in Figure 3.14.

3.3.3.1.1 Voltage-mode sensing circuit (VMSC)

As shown in Figure 3.26, the proposed 2T/2MTJ memory cell is composed of two MTJs in
differential modes, one NMOS transistor and one PMOS transistor connected in series. The
connected node M is joined with a CMOS latch which converts V,, to V, or Gnd. M,
and M, have the same configuration except for that they are in complementary states, i.e.,

one MTJ has high resistance while another one has low resistance. They form a voltage

divider. V,, depends on the characteristics of the series connected two MTJs.

o ——— i — ———————

[
|
I
WE 3 \
: Write Control :
:% Circuit :
|
. l
I I
| I
I |
I :
\
N N _ 7
TTTT T T T T = CMOS latch
Bi-directional STT writing circuit Gnd

2T/2MT]J cell

Figure 3.26 Proposed voltage-mode sensing circuit (VMSC) integrating 2T/2MTJ cell
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Figure 3.27 Equivalent resistance of the VMSC

To read the 1-bit storage data, a supply voltage V,, is applied to the cell, generating a static
reading current | passing through the cell (see Figure 3.27). V,, is either high when the
resistance of M, (R;) is less than that of M, (R)), or low when R, is more than R,.
CMOS latch amplifies the voltage V,, at the junction M. V,, can be calculated with Eq.

3.16 and Eq. 3.17 in these two cases.
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e Vy;="1 when Ry=R <R =R,;:

Via X (Ry +Ry)

Vy, =V, = Eg. 3.16
M~ MR +R. +R, +R,
e V,,;='0" when R,=R,>R =R_:
vy, =V, = Yo < (Ru TR Eq. 3.17

"Ry +R, +R, +R,

where V., is the output voltage at node OUT, R, and R, are respectively the ON
resistances of NMOS transistor and PMOS transistor, R, and R, are respectively the

resistances of MTJ in parallel and anti-parallel states.

To write data into the MTJs, 4T writing circuit with two NMOS (N, and N,) and two
PMOS (P, and P,) transistors is employed. In order to write data ‘0’ into the corresponding
MTJs, write enable signal WE ="1' and Data='0'. B, and N, are turned ON while P,
and N, are turned OFF, forming a current loop. To write logic ‘1°, a reversed writing current

is generated by setting Data="1" and thus transistors P, and N, will be open.

This architecture realizes a simple read/write system. Note that the transistors, i.e., N, and
P, play different roles during the read ans write modes. When reading data, the additional
resistances R, and R, reduce the reading current, thus alleviating the unintentional write
issues. When performing write operation, RE is kept to be low to close N, and P,

separating the MTJs from V,, and Gnd.

Timing diagram of the voltage-mode sensing circuit is shown in Figure 3.28. The width of P,
(W _PR,) is 200 nm while that of N, is in minimum size (80nm). M, and M, in Figure

3.26 are initialized at anti-parallel state and parallel state, respectively. When RE ='1', it can

read from the figure that V,, (385.81 mV) is smaller than the threshold voltage of the latch

and OUT ='0". WE is then set to 1 V, switching the configurations of the two MTlJs.
During the second read period, V,, (592.04 mV) becomes larger than the threshold voltage

of the latch. After amplification with the latch, we can obtain an output signal of 1 V
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corresponding to the input data ( Data).
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Figure 3.28 Simulation of the VMSC. Sy and S; represent the state of Mg and My, respectively.
Data is sensed if RE="1" or written if WE="1".

Figure 3.29 illustrates the structure of the proposed NVFA using 2T/2MTJ cells
(2T/2MTJ-NVFA). Different from the NVFA presented in Figure 3.14, 2T/2MTJ-NVFA has

two voltage-mode sensing circuits (instead of MFFs) to store and generate input data A and
C, (and their complements A and a). The carry-in input C, can also be directly

connected with the carry-out output of other arithmetic unit to form more complex functions.

NVFA — SUM

VMSC |A B B[
L[>0JK

Figure 3.29 Full schematic of fully non-volatile NVVFA using VMSCs

3.3.3.1.2 Performance analysis

We first analyze the sensing of 2T/2MTJ cell. Figure 3.30 demonstrates the influence of width

of PMOS transistor B, (W _P,) on the static sensing current (1) and the sensing margin
(AV,,). The supply voltage here is 1 V. It shows that bigger W _P, leads to larger Av,,,
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which is advantageous for reliable sensing. However, the resistance of transistor becomes
smaller and hence |, gets closer to the critical writing current of MTJ (~50 pA). For
instance, |, >40pA when W exceeds 200 nm. An unintentional writing may occur during

read operation due to the increasing process variations at ultra-deep submicron node. Besides,

AV,, increases with higher TMR ratio because it is easier to distinguish the states of

serially connected MTJs.

220 T

2001 .
_________________________________ 440

1801 135

AVm(mV)
Is (pA)

160 <130

14 1%

20

Q) Py g S S SN S .

0 250 300
W_P 0 (nm)

1 1
100 150

N

Figure 3.30 Sensing margin and sensing current of the 2T/2MTJ cell versus the width of Py

Table 3.6 presents simulated results of the 2T/2MTJ-NVFA when ABC, are initialized to
“101”. Simulations have been conducted under supply voltages (V,,) varying from 1 V to

0.75V. It can be seen that lower V,, leads to larger sensing latency. Both static sensing

currents for reading input A or B and total dynamic current for performing adding

operation are smaller with the decrease of V,,, thus less energy is required.

MC simulations show that the BER (error percentage for reading the data stored in the MTJs)
of the proposed VMSC is nearly zero, which can hardly be reached by the PCSA-based MFF
without much area overhead. From Table 3.6, we can find that the 2T/2MTJ-NVFA becomes
less reliable when the supply voltage decreases from 1 V to 0.75 V. This can be explained as:

1) Lower V, results in smaller AV,,; 2) The dynamic sensing currents for calculating
SUM and C, becomes smaller when V,, is lower, leading to smaller current difference

between two branches of both SUM sub-circuit and CARRY sub-circuit. When V,, is lower
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than 0.7 V, BER is simulated to be bigger than 40% for SUM sub-circuit and 30% for
CARRY sub-circuit. By tripling the circuit area, the 2T/2MTJ-NVFA can reach a low BER
smaller than 1%.

Table 3.6 Simulation results of the 2T/2MTJ-NVFA with V4 varying from 1V to 0.75 V

Vaa/ V 1 0.95 0.9 0.85 0.8 0.75
T_SUM (ps) 224.1 238.3 254.7 277.1 304.9 379.2
T_C, (ps) 130.6 139 149.6 162 181.6 209.3

Static current I (LA)? 39.58 35.85 32.02 28.07 23.99 19.68

Operation energy (fJ/bit) 26.13 22.93 20.13 15.49 15.43 14.79

BER _SUM 4.9% 6.7% 9.1% 13% 17.4% | 29.3%

BER_C, 11.1% | 12.6% | 15.3% | 18.7% | 22.4% | 25.6%

& Static sensing current for reading 2T/2MTJ cell
3.3.3.1.3 Optimized VMSC

The static sensing approach of the proposed VMSC has a constant current passing through the
MTJs during the reading operation, resulting in high sensing energy consumption. In order to

solve the high power issue, we propose the optimized circuit with a self-enable control circuit

(see Figure 3.31). During the reading operation, once outputs SUM (or C,) and SUM (or

C_O) are different, the transistors in the 2T/2MTJ cell will be closed, and then the sensing

&/SUMj RE =
Co/SU CLKP

Figure 3.31 Self-enable control circuit for the optimized VMSC

operation is disabled.

The simulation result of the NVFA with the optimized VMSC is illustrated in Figure 3.32. It

can be seen that once the SUM is different from SUM (detected at the point T,), the

static current is cut-off without disturbing the outputs SUM and SUM . In this way, this

circuit can greatly save the energy for low-power computing system.
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Figure 3.32 Simulation of the NVFA using the optimized voltage-mode sense amplifier
3.3.3.2 Device-level optimization

Previously proposed NVFAs are mainly based on MTJs switched by spin transfer torque
(STT). Even though they show advantages in reading speed and reading energy, they suffer
from low writing speed and high writing power dissipation because STT switching requires a
large incubation delay at the initial process. In order to achieve high-speed operation,
transistors of the writing circuit should be enlarged, resulting in not only large area overhead
but also high risk of MTJ barrier breakdown. Another solution is to reduce the critical write

current 1.,, which, however, decreases the thermal stability barrier.

Recently, spin-Hall effect (SHE) and Rashba effect were proposed to solve this issue [63],
[64], [147], [148]. Among them, spin-Hall-assisted STT switching was proposed to achieve
high-speed write operation in the perpendicular-anisotropy MTJ [66], [148]. As can be seen in
Figure 3.33(a), an MTJ is fabricated at the top of a heavy metal strip (B-W) with its free layer

in contact to the metal strip. Two currents, STT writing current 1. and SHE writing current
|, are combined to switch the magnetization of free layer. I, is responsible for
generating the conventional STT, while I . can inject a spin current into the free layer due

to the SHE in heavy metal [60]. The injected spin current exerts a so-called spin Hall torque
which can assist the STT to ease the switching of MTJ. Therefore, the STT writing current can

be limited to a relative small value while keeping high write speed. Moreover, the writing
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voltage of MTJ can be greatly reduced to improve its endurance.
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Figure 3.33 (a) Three-terminal MTJ device structure (b) Time evolution of
perpendicular-component magnetization (m;) driven by the combination of STT and SHE
writing currents (upper), and the single STT writing current (lower)

3.3.3.2.1 Spin-Hall-assisted STT MTJ model

For the spin-Hall-assisted STT switching, the magnetization dynamics of free layer of MTJ is
described by a modified Landau-Lifshitz-Gilbert (LLG) equation [148], as

—:—]//,lomx Heff +am x%_T_épJSTTm X(mxmr)

ot Eqg. 3.18

—&nIsHEM*(M=ogpe |

where m and m, are unit vectors along the magnetization orientation of the free layer and
reference layer, respectively. Jo;; and Jg,. are STT and SHE write current densities,
respectively. SHE is the polarization direction of spin current induced by SHE. Hg¢ is the

effective field. More details about other coefficients can be found in [148].

Numerical simulation based on Eq. 3.18 indicates that two requirements are mandatory for a
fast spin-Hall-assisted STT switching [148]: first, J,. must be large enough to produce
sufficient spin-Hall torque to eliminate the incubation delay of the conventional STT; second,
Jge must be removed at an appropriate time in order that STT continues to achieve
deterministic switching. Figure 3.33(b) shows a comparison of the time evolution of m,

(perpendicular-component magnetization in the free layer of MTJ) between spin-Hall-assisted

STT switching and the conventional STT switching. It can be seen that the former achieves
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faster magnetization switching than the latter thanks to the elimination of incubation delay.

A spice-compatible model for the proposed spin-Hall-assisted MTJ has been developed in
[148]. It integrates Brinkman model [106], Slonczewski model [149], and aforementioned
LLG equation to describe the tunneling resistance and magnetization switching, respectively.
It is programmed in Verilog-A language and provides a feasible interface between MTJ
signals and CMOS circuits (see Appendix D). Table 3.7 shows the critical parameters used in

the following simulations.

Table 3.7 Parameters of the spin-Hal-assisted STT MTJ model used in fitting functions

Description Default value
Oxide barrier thickness 0.85 nm
Free layer thickness 0.7 nm
MTJ surface 40 nm x 40 nm
Heavy metal volume 50 nm x 40 nm x 3 nm
Resistance-area product 10 Q-pm?
TMR ratio with V=0 150%
MTJ thermal stability factor 30
Spin Hall angle 0.3
MTJ resistances ~6 kQ, ~15kQ
Heavy metal resistance ~833Q

3.3.3.2.2 NVFA based on MTJ with spin-Hall assistance

The NVFA based on MTJ switched by spin-Hall-assisted STT (STT+SHE NVFA) is
illustrated in Figure 3.34. The reading circuit (Part 1 in Figure 3.34) of the STT-SHE NVFA is
the same as the STT-based NVFA. But it has a more complex writing circuit, which is

composed of STT PMOS transistor (B, or PB,), STT NMOS transistor (N, or N,), SHE
PMOS transistor (P, or P,) and SHE NMOS transistor (N, or N,). STT and SHE
transistors are used to generate STT and SHE writing currents, respectively. V¢, and V.
control the direction of SHE and STT write currents. N, and N, are connected onto

terminals T, while P, and P, are connected onto the terminals T, .
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Figure 3.34 Schematic of the STT+SHE NVFA

To write data, both SHE and STT writing currents are firstly applied. SHE writing current
should be removed after a short duration and finally the deterministic switching is achieved by
STT [148]. Figure 3.35 presents the equivalent resistor networks as well as current directions
during the two write phases (i.e., before and after SHE writing current is removed). Initially,

we assume that MTJ, is in anti-parallel configuration and MTJ, is in parallel configuration.
Their corresponding resistances are denoted as R,;;, and Ry, Ry, —Rys and Roy—Ro,

are the resistances of the NMOS transistors N, —N, and PMOS transistors P, —P,.

e During the first writing phase, P, and N, are closed while other transistors are open.
For both MTJs, SHE writing current flows from terminal T, to T,. STT writing
current of MTJ, flows from bottom (free layer) to top (conference layer), while that
of MTJ, flows from the top to the bottom (see Figure 3.35(a)). As can be seen in

Table 3.7, the resistances of MTJs are much larger than that of metal strip. Therefore,

I should be smaller than I . when all the transistors are in minimum size. For
MTJ,, by increasing the width (W) of STT NMOS transistor N, or decreasing that
of SHE NMOS transistor N,, Il will increase while Iy, will decrease. For
MTJ,, bigger W of STT PMOS transistor P, and smaller W of SHE PMOS

transistor P, resultin larger I, andsmaller I, .
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e During the second phase (SHE writing current is removed), only N,-N,, P, and P,
are open. Writing current flows from T, to T, for MTJ, and from T, to T, for

MTJ,, as shown in Figure 3.35(b).

1 R Is"’", Ry
Ry 2Rpw A I Gnd
(@ vdd
2 T3
T o 1 i Gnd
’ ERﬂ'W Lstiro RN0
Rps IS”’, R

1
- WMH nd
||
Vdd T2 T3

— I
RP2 Lepm %Rﬂ-W :

Reo Ry Rugw . Ru
©  vdd-\NA~NNNA— NN\ —~~VV\ I Gnd

RP3 R lRﬁ-W Ryz
) VadFN\ANAEAAN—AAN AN Gnd

Figure 3.35 Equivalent resistor networks and write current directions (a) for switching MTJ,

before Isyeo is removed (b) for switching MTJ; before Isye; is removed (c) for switching
MTJ after Isygo is removed (d) for switching MTJ; after Isyes is removed.

3.3.3.2.3 Simulation and discussion

Figure 3.36 confirms the functionality of the STT+SHE NVFA at CMOS 28 nm technology

node including reading and programing operations. m or m, , represents the

2.0
perpendicular component magnetization in the free layer of MTJ, or MTJ,. MTJ is in
anti-parallel state if m, =—1; or in parallel state if or m, =1. Data ‘1’ is stored when MTJ,
is in parallel state and MTJ, is in anti-parallel state. Otherwise, input data C, is ‘0’. MTJs
are programmed after four periods, switching the non-volatile input data C, from logic ‘0’ to

logic “1’. All the input patterns ABC, are applied to the SUM and CARRY sub-circuits. It is

confirmed that the expected outputs, i.e., SUM and CARRY, are observed as “00”, “10”, “10”,
“01”, “10”, “01”, “01” and “11”, respectively.

Figure 3.37 presents the simulations curves of one programing operation, which can divided
into four parts. In part (1), all the transistors of the writing circuit are closed and MTJ is

initialized in parallel configuration. No I, or I, passes through the MTJs. In part (2),
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I and Iy, are generated and Iy, plays a dominant role during this period. After a
short duration of 350 ps, SHE current is removed and STT continues to complete the
switching during part (3). In part (4), z-component magnetization (m,) switched to 1’ when
the state of MTJ is changed from anti-parallel to parallel (AP—P); or ‘0’ when the state of

MTJ is changed from parallel to anti-parallel (P— AP), and then stays stable.
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Figure 3.36 Simulation of the STT+SHE NVFA

125 ) () ® @
£ 0758 v SHE p \
> 025 /

V_SHE n

—
(\2)
e
~
w

350 ps
0.5
§ 0.0 Anti-parallel Parallel

V_SHE n

054 mz
€ 00 Parallel Anti-parallel
> 05

0.0 0.5 1.0 s 20 25 3.0
time (ns)

P—AP

\

Figure 3.37 Simulation of MTJ switching. m,=1 represents that the relative magnetization
orientations of two ferromagnetic layers are parallel, while m,=0 represents that they are
anti-parallel.
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Simulation results show that both cases operate at ultra-high speed and low power
consumption (0.948 ns and 77 fJ the case for AP—P, 0.981 ns and 83 fJ for the case P—AP).
The differences in writing time and energy dissipation originate from the different resistances
of MTJs in complementary states. Therefore, a 1ns STT pulse assisted by a 0.35 ns SHE pulse
is expected to switch the magnetization of free layer of an MTJ. The width (W) of writing

circuit transistors (N,—N, and PB,—P, in Figure 3.34) are fixed at 4X, while other

transistors are kept in minimum size (X = 80 nm).

We compare the STT+SHE NVFA with the conventional NVFA switched by STT (STT
NVFA). In order to achieve the same write time as the proposed NVFA (<1 ns), STT NVFA
need to increase the size (W) of write circuit transistors to 20X (~1.6 um), resulting in large
area overhead. In this case, voltage applied to MTJ becomes larger than 500 mV, which can
easily damage the MTJ barrier.

Table 3.8 shows the performance comparison of STT+SHE NVFA and STT NVFA. The size
(W) of writing circuit transistors in STT NVFA are set at 300 nm in order to keep the same
circuit area as the STT+SHE NVFA. Simulation results show that STT+SHE NVFA has
advantages in delay and energy when keeping the same circuit size. For performing an adding
operation including write and read, the proposed NVFA needs 38% less operation time (read
time + write time) and 30.8% less energy than STT NVFA.

Table 3.8 Comparison of STT+SHE NVFA with STT NVFA

STT+SHE NVFA STT NVFA
Read time (ps) 137.7 151
Read energy (fJ) 1.23 1.33
Write time AP-P 0.948 1.654
(ns/bit) P->AP 0.981 1.62
Write energy AP->P 77 116.4
(f/bit) P->AP 83 115.2
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3.4 Conclusion

In this chapter, we proposed logic/arithmetic circuits based on the LIM architecture. Storage
and logic functions are merged into MTJs, which largely reduces the transfer energy and delay.
The basic NVLGs were first proposed by integrating the MTJs into the current-mode sense
amplifier, i.e., PCSA. We then presented a novel design of NVFA architecture. The effect of
discharge transistor size, MTJ resistance-area product (RA) and TMR ratio have been
respectively studied. It was compared with the conventional CMOS-only FA, confirming its

performance advantages of die area and power consumption.

In order to extend the single-bit NVFA to multi-bit case and realize full non-volatility to
promise nearly zero standby power and instant ON/OFF, three possible synchronous 8-bit
NVFA structures were proposed according to the location of non-volatile data and system
requirements. All their input data are stored in non-volatile state. Even though the first
structure of 8-bit NVFA (Structure-1) performs high reading frequency and small area, it
consumes high reading energy. The second structure (Structure-2) addresses this problem by
replacing the CMQOS-only adders by non-volatile ones. This configuration reduces eight
NVFFs. Structure-3 further reduces the power consumption as well as area by storing by
using the 8-bit NVFF. One major shortcoming of this structure is that eight cycles are needed

to read or write the 8-bit data.

After that, we improved the performances (reliability and writing power dissipation) of the
NVFA. From the circuit level, a novel voltage-mode sensing circuit is investigated for reliable
reading against the process variations. Non-volatile data is stored in a 2T/2MTJ memory cell,
which can be read with low reading BER smaller than 1%. From the device level, NVFA
integrating MTJ switched by spin-Hall-assistance STT was proposed. In such configuration,
STT writing is assisted by a current passing through the heavy metal below the MTJ due to
SHE. The STT+SHE NVFA can achieve ultra-fast switching (<1 ns) and low energy (<100 fJ).
The endurance of oxide barrier is largely enhanced as the requirement of lower write voltage.
When keeping the same area, STT+SHE NVFA saves 38% operation delay and 30.8% energy
dissipation to perform an addition including writing and reading operations. It shows great

potential in high-frequency and low-energy applications.
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Content addressable memory (CAM) is a computer memory that is widely used in many
applications such as network routers, processors, etc. It compares the search data with a table
of storage data and then output the match location. The mainstream SRAM-based CAM is
presented in Figure 4.1, which consists of m words, and each word has n bits. There is a

match line corresponding to each word ML, ., connected with a sense amplifier. A pair of

search lines (e.g., SL, and E) correspond to 1-bit search data. There are mainly two types

of storage cell (e.g., NOR type and NAND type), where the storage data is remained in two
cross-coupled inverters. During the search operation, the search word is loaded to the search
data drivers and then onto the search lines. The match line will be discharged to the ground if
there exists one or more “Mismatch” or remained at high level if all bits match the search
data.

L
E—&
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o
z —IZ
N
w}
I
| =
U||U|
PP |

NOR type NAND type
L o o |
\ I
1 1
—_ — Vo
SLo SLo SL1 SL; SLa \”1 SLa

Encoder

Sense
Amplifiers

| Search data drivers |

t

Figure 4.1 Conventional content addressable memory (CAM) and two types of core cells
(NOR type and NAND type) [150]

Many research teams propose techniques to reduce the dynamic energy of CMOS-based CAM
[151], [152], [153]. However, they still suffer from high standby power issue due to the

leakage current, especially as technology node shrinks below 45 nm. Moreover, CMOS-based
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CAM cannot be of high density because logic operation and data storage are performed in
separate circuits [154]. Non-volatile CAM (NVCAM) based on spintronics devices such as
MTJ is an efficient solution for the above problems.

In this chapter, we propose a NVCAM as one of the applications of LIM architecture. In this
NVCAM, multiple MTJ cells used for storage and logic function share the same comparison
circuit to provide area efficiency. Two types of magnetic decoders (MDs) are designed for
word line selection. By using an industrial 28 nm FDSOI CMOS design kit and the PMA
STT-MTJ compact model, we validate the functionality of the NVCAM and evaluate its

performance merits.
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4.1 Structure of NVCAM

Figure 4.2 illustrates the structure of four-word-width-four-word-depth NVCAM. The match
line (ML ) is pre-charged through the pre-charge PMOS transistor (T ) when the signal PRE

is activated. When a word (e.g., “0100™) is searched, PRE is set high and the first word
(Word,) will be loaded. With the response of “Mismatch”, the next word (Word,) will be

addressed and so on until a “Match” is detected.

The CMOS-based comparison circuit and writing circuit are shared by storage cells in the
same column for area efficiency (see Figure 4.3). The CAM cell has five parts: PCSA for
detecting the magnetization of MTJs and output the comparison result, 4-bit non-volatile

memory part (M, ,), a writing circuit to change the state of MTJ, a CMOS logic tree (N, 4)

for building up a XOR logic network along with the MTJs (presented in Section 3.2.3) and a

pass transistor (N, ) to determine the critical path between ML and the ground. A couple of
complementary MTJs (e.g., M, ;) are used to present binary data and loaded by switch
transistors (e.g., Ny, ,,). S, 5 are signals used for controlling the ON/OFF state of the

switch transistors N, .

vdd
Eq ﬂ;p SLO SLO  SL1 SL1  SsL2 SL2  SL3 SL3
1 1 1 1
| |Comparison | |Comparison | | |_|Comparison| | | |Comparison| |
Circuit || Circuit Circuit Circuit
| | | |
2T/2MTJ 2T/2MT]J 2T/2MTJ 2T/2MT]
Word 0 cell cell cell cell
|| | 1 | |
2T/2MT]J 2T/2MT]J 2T/2MTJ 2T/2MT]
Word 1 cell cell cell cell
| || || |
2T/2MTJ 2T/2MTJ 2T/2MTJ 2T/2MT]J
W2 cell cell cell cell
1 [ 1 || | |
Word 3 2T/2MTJ 2T/2MT]J 2T/2MT]J 2T/2MT]J
on cell cell cell cell
PRE—|d bl—PRE 1>RE—|Hl bI—PRE PRE—“%‘L bI—PRE PRE—|d bI—PRE
CAM cell 0 CAM cell 1 CAM cell 2 CAM cell 3

Figure 4.2 Structure of the proposed non-volatile content addressable memory (NVCAM)
with 4x4 array
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Figure 4.3 Schematic of the basic CAM cell. SL; represents the search line, where i is the
number of word line.

Search operation (or comparison operation) is performed by comparing the search data on the
search lines (SL ) with the data stored in MTJ cells. The NVCAM has two phases:

Pre-charge phase: Signals SEN and PRE are at low voltage, pre-charging match

line (ML), nodes A and B to V,,. Node Qm (and its complement Qm) is then
pulled down to the ground through the output inverter 1V, (and 1V,), closing the
pass transistor N, . Thus, there is no path between ML and the ground. Discharge

transistors (N, and N, ) are turned OFF and the comparison operation is disabled.

Comparison phase: SEN and PRE are turned high, closing the pre-charge
transistors F,, P, and T,.Nodes A and B begin to discharge at different speeds.

According to the resistance difference between two branches, one output (e.g., Qm)
will be pulled up to V,, , while the other one (e.g., Qm) will continue to discharge to
0 V. When the stored data equals to the search data, Qm will be 0 V and close the
pass transistor N,. ML will hold the charge when all the bits in a word match the

search lines SL,—SL,. Otherwise, ML will be discharged to the ground, denoting a

mismatch. The corresponding truth table (see Table 4.1) summarizes the relationship

among the stored data, search data and match result.
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Table 4.1 Operation mechanism of the CAM cell

Stored Data Search Match
D om No Resul
(M, Mr) | NV data ata esult
0 Gnd Closed Match
(P, AP) 0 '
1 Vd Open Mismatch
0 Vd Open Mismatch
(AP, P) 1
1 Gnd Closed Match

M_ and Mg are MTJ placed in the left branch and right branch, respectively. SD represents the
corresponding stored data.

For writing a pair of MTJs, transistors N, and N,, separate the memory part from the

PCSA circuit and the CMOS logic tree to minimize their influence on the writing current.
WE is the activation signal and Data controls the direction of the writing current. In the

case of switching the MTJs in the left branches (M ) to parallel state (P) and the MTJs in the

right branches (M) to anti-parallel state (AP), data is set to ‘0" and vice versa.

4.2 Simulation and performance analysis of NVCAM

Functional simulation of CAM cell integrating four contexts (see Figure 4.3) is carried out by
using the Cadence Spectre simulator (@28 nm technology node). Figure 4.4 shows the timing

diagram of reading and writing operations. The first context stored in M,—-M, (M, isatP

state and M, is at AP state to store data ‘0’) has been loaded with S, turns high while the

other switch signals stay low.

- During the first read phase “Read 1, the output value is ‘0’ (Qm="'0") since the

stored data and the search data on search line (SL ) are both ‘0’.

- During the second read phase “Read 2”, Qm turns ‘1’ because the stored data (‘0’) is
different from the search data on SL (‘1’). Pass transistor N, is then open and

discharges ML to the ground.

- When SEN ='0', WE="1" and Data="'1", of M, and M, are switched to be in

AP state and P state, respectively. The corresponding storage data is now ‘1’, which

matches again the search data ‘1’. The expected output value Qm="0" is obtained

during the third read phase “Read 3”.
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Figure 4.4 Transient simulation of the basic CAM cell. S_ Mg and S_M; represent the states of
MTJs (Mo and My).

Table 4.2 Performance comparison of different CAMs

Proposed | RM-CAM | DW-CAM | MTJ-CAM | SRAM-CAM
CAM [155] [156] [157] [158]
Technology 28 nm 65 nm 90 nm 0.18 um 45 nm
Searchdelay | 0.11ns | ~0.45ns 5ns 5ns 0.306 ns
(i /E?/igch) ~3.2 ~12 ~30 7.1 0.533
Static power No No No No Yes
Cell area 19/N+2 11/N+2 12T 8T 8T

N represents the number of word line

Table 4.2 summarizes the performance comparison among different magnetic CAMs and the
optimized CMOS-based CAM. The search operation of the NVCAM needs only 110 ps,
thanks to the fast sensing of PCSA circuit. The energy consumption in case of “Mismatch”
(which is larger than the case of “Match”) is as low as 3.2 fl/bit/search. The attractive feature
of non-volatile magnetic CAMs is the non-volatility, which can eliminate the standby power
in power-off state. Even though SRAM-based CAM proposed in [158] shows low search
energy, it still suffers from high static power issue because power must be supplied to
maintain the storage data. MTJ-based CAM proposed in [157] uses voltage mode sensing.
That is, a continuous static current is applied when comparing the storage data with the search

one. The proposed NVCAM, on the contrary, provides dynamic sensing and gives better
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energy save. Same as RM-CAM in [155], comparison circuit of context NVCAM is shared by
several MTJs to optimize the cell area. Figure 4.5 shows that area efficiency becomes more
significant when increasing the word number. Multi-context NVCAM promises fast context

switching because all the storage elements are directly connected with the comparison circuit.

25} SRAM-based CAM -
Multi-context CAM 4 x1 content set
4 content set
2 L ,
Comparison Memory cell .

circuit

Y
T

Area/bit
Normalized bY SRAM—-based CAM are
(0,

o
(8,
T

o
N

Number of words

Figure 4.5 Bit-cell cost versus the number of words

In the following, we will focus on the reliability performance of the NVCAM. We consider
the CMOS process variations and 3% process variations of MTJ, including TMR ratio, free
layer thickness and oxide barrier thickness. As the basic element of NVCAM, we performed
MC simulation of the PCSA-based CAM cell shown in Figure 4.3. Figure 4.6(a) shows that
BER decreases greatly from 39% to 0.6% with the TMR ratio increases from 50% to 350%.
This can be explained by larger resistance difference between two correspondent MTJs leads
to larger sense margin between two branches. Therefore, larger TMR should be provided for
reliable sensing. Figure 4.6(b) shows the BER values with respect to the size of different
transistors in the CAM cell. It is confirmed that larger transistor size leads to lower BER.
Each curve is realized by configuring the size of corresponding transistors (e.g., discharge

transistors T,.) while all the other transistors are always kept to the minimum size. Here,

T,, Is the separating transistor (N, and N,) shown in Figure 4.3. T, is the discharge

sep

transistor (N, and N,). T, is the transistor constituting the CMOS logic tree (N5 —Nj).

T,, 1s the NMOS transistor in two inverters (N, and N,). By increasing the size of

inv
transistors in the comparison circuit, resistances in two branches can be decreased and in turn
sense margin Al = |Ireago - lreaq1| 1S INCreased. Further MC simulations show that this 4x4
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NVCAM can reach nearly zero BER by tripling its overall area.

50 100 150 200 250 300 350 1 60 1 éo 260 zéo

360 350 460 450
TMR(%) W (nm)
@ (b)

Figure 4.6 Sensing bit-error-rate (BER) of the CAM cell with respect to (a) the TMR value
with all the transistors kept in minimum size (b) the size (W) of different transistors in the
comparison cell with TMR(0)=150%

We need decoder to control the signals S;—S, (see Figure 4.3) and switch between the

contexts. The mainstream CMOS-based decoders need power to keep data. If an unexpected
power-off occurs, new logic operation has to be re-executed after the input data is retrieved
from the memory block. However, as the previous data is lost, everything has to be started
again with additional transfer energy and latency loss. The search operation of the NVCAM
needs to start from the very beginning, which greatly reduces the performances of the circuits.
Non-volatile decoder that can store data by using MTJs is a solution for this issue. And we
propose for the first time magnetic decoder (MD) to address the word to be compared or

written.
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4.3 Magnetic decoder (MD) for word line selection

Two MDs, i.e., decoder based on shift register (SRMD) and decoder based on counter (CMD),
serve as switching circuit for the NVCAM. The former has four MFFs and four 2-1
multiplexers connected in series. The latter is composed of a CMOS-based counter and a 2-4
decoder cell. Both MDs allow retaining the selected word location even in power-off state.
Moreover, designers are able to choose one certain line to compare with the search data or to

rewrite the storage data according to specific requirements.

4.3.1 MD based on shift register (SRMD)

4.3.1.1 SRMD circuit design

_______ vaa 777
NN ety
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— Circui%

RW |
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D 2:1~D 2:1>p 21>y 2:1
MFFQ MFF1 MFF2 MFF3 @
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CLk (01009
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Figure 4.7 (a) Schematic of the magnetic decoder based on shift register (SRMD) for word
line selection (b) State diagram of SRMD (S3S,S:So) (c) Magnetic flip-flop (MFF) using a
couple of MTJs that are always in complementary states

Figure 4.7(a) shows the structure of SRMD, whose basic element is MFF. S (Selection

signal for NVCAM) is activated (S ='1") when M, is in anti-parallel state and M, is in

parallel state. Table 4.3 summarizes its two function modes.
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In Mode-1 (RW ="1"), all the outputs S;,—-S, equal to the inputs D, ,—-D,.,,
selecting a certain word line in the memory table of the NVCAM to be loaded or to be

written.

In Mode-2 (RW ="0"), it works as a circular shift register, searching word line-by-line.
Data stored in MTJs are firstly initialized by setting the control signal SET to low

voltage. All the outputs S, —S, equal to ‘0’ except S,, which equals to ‘1’ instead.
When SET s turned to be “1’, the output of each stage (e.g., S,) is connected to the
input of MFF of the next stage (e.g. MFF,) on the low voltage of a clock pulse. It

should be noted that S, is feed back to the MFF of the least significant stage

(MFF,).
Table 4.3 State table of the SRMD
RW SET S3next S2next S1next SOnext
Mode-1 1 X Dins Din, Diny Ding
0 0 0 0 0 1
Mode-2
0 1 S, Si So S3

X means don't’ care, that is, either ‘0" or ‘1’ is a valid value

4.3.1.2 Simulation and analysis of SRMD

Figure 4.8 shows the transient simulation waveforms of the SRMD including three parts:

1)

2)

In the initialization phase when SET is low, “0001” are written into MTJs in

MFF, - MFF, during the first pre-charge phase (P1) and detected during the first

evaluation phase (E1).

In shift register phase, SET is forced high and RW stays low. The previous output
S, ="1" is written into the next MFF, during the second pre-charge phase (P2), and

the next output S, is detected to be ‘1’ during the second evaluation phase (E2) and
so on. In this way, data ‘1’ propagates from the least significant bit (S, ) all the way to
the most significant bit (S;) on each rising edge of a clock pulse. Data “1” will be
written back into MFF, when S, ="1". This MD allows the proposed NVCAM to be

searched line-by-line until a “Match” is detected.
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3) In the third phase, RW turns high, writing input data Din, —Din, into the MFFs.

When a word “1000” is applied to Dins.o, it is conformed that the expected outputs are

observedas S,="1", S,="'0", §,='0", S,="'0".
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Figure 4.8 Transient simulation of the SRMD

4.3.2 MD based on counter (CMD)

4.3.2.1 CMD circuit design

100.0

125.0

As shown in Figure 4.9(a), the second MD based on counter uses a 2-4 decoder cell, whose

inputs are connected with the outputs of a CMOS-based counter. Same as the SRMD, the MD

based on counter (CMD) works in two modes:

* In Mode-1 (RW ="1"), outputs Q,—-Q, equal to inputs D, ,-D,;.

= |n Mode-2 (RW ='0"), we switch from one selected word to the next one (or context

switching), which is realized by the CMOS-based counter (see Figure 4.9(b)),

following the state diagram shown in Figure 4.9(c).
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Figure 4.9 (a) Schematic of the magnetic decoder based on counter (CMD) (b) Structure of
the CMOS-based counter (c) State diagram of the CMOS-based counter (Q1Qo)

We propose the first 2-4 decoder cell, where the output data is restored in non-volatile devices
(e.g., MTJs). Figure 4.10 illustrates the structure of the 2-4 decoder cell, containing two inputs

(Q, and Q,), four outputs (S,-S,), two read/write control signals (CLK and WE), two

selection signals (SB and SE) and four PCSA-based MD cells. Four NMOS transistors

(N, —N,,) compose the dynamic decoder logic part, and two MTJs always in complementary

states store the output data S. N, —N, are mode selection transistors.

| NO IA T_Circuit
i

Truth table of 2-4 decoder

WE - ,' Q |0]1(0]1
\ .
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Q{0 so |1]olo]o
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Figure 4.10 Schematic of the non-volatile 2-4 decoder cell

By activating or deactivating the selection signals SE (for non-volatile data sensing mode,
Mode 1) and SB (for CMOS-based dynamic decoder, Mode 2), the proposed MD cell

performs two discharge modes during the evaluation phase (CLK ="1").
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e InModel (SE="1" and SB="0"), the sensing currents pass the sub-branches composed

of N,—N,. S will be ‘1’ only if both inputs A and B are ‘0. In this case, both N,
and N,, are open, enabling a sensing current passing through the right branch while the

left branch is blocked. QR is then discharged to the ground.

e InMode?2 (SE="'0" and SB="1"), two MTJs are loaded. S will be ‘1’when M, isin
anti-parallel state and M, is in parallel state. Output signal S is directly connected to

the writing circuit and controls the direction of the writing current.

Writing operation takes place when CLK is low and the activation signal WE is high. In

the case of S='0", M, is written into parallel state and M, into anti-parallel state, and

vice versa. The 2-4 decoder cell promises area saving by sharing the same sense amplifier for
normal CMOS-based dynamic decoder mode and non-volatile data sensing mode. Moreover,
due to the symmetric structure, the impact of the sneak current is reduced and the sensing
operation is more suitable. Based on these achievements, general K to 2 (or K-2*) decoders

can also be built (K is the number of inputs).
4.3.2.2 Simulation and analysis of SRMD

Figure 4.11 shows the simulation of the PCSA-based MD cell with 1 V supply voltage for
sensing, 1.2 V for MTJ writing. Inputs A and B are both initialized to ‘0’. SE is first
activated to perform dynamic decoder mode (Mode 1). S ="1" can be obtained on the output

node, which is then backed up into M, and M, during the following pre-charge phase.

Output data ‘1’ can be recovered by sensing the states of MTJs after a sudden power-off
during “Read Mode 2”. Finally, inputs A and B are switched to ‘1’ at the point M, and
the output S is now ‘0’ during the third discharge phase.

The proposed PCSA-based MD cell can achieve high sensing speed (~122.9 ps for “Mode 1”
and ~137.5 ps for “Mode 2” when keeping the sensing energy low (~5.92 fJ for Mode 1
and ~4.76 fJ for Mode 2). The dynamic sensing currents passing through M, and M,
are ~7.33 pJA and ~11.37 pA, respectively, which are much smaller than the critical

writing current 1., (~50 pA).
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Figure 4.11 Transient simulation of the basic MD cell

The simulation of the 2-4 decoder cell (see Figure 4.10) including all possible input cases
(QQ,="00""01""10""11") is shown in Figure 4.12. Each case includes two read
operations (“Read Model” and “Read Mode2”) and one writing operation. For instance, the

expected outputs S, —S, ="0001" are obtained when two inputs are both ‘0” (“Case 1”).
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Figure 4.12 Simulation of the 2-4 MD (see Figure 4.10)

Full simulation of the CMD is illustrated in Figure 4.13. When signal CLR="0", QQ, is
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initialized to “00” through the CMOS-based counter. S, will be *1” while other outputs are

‘0’ when meeting a rising edge of the clock signal CLK . During period (2), data ‘1’

propagates from S, all the way to S,, and then back to the least significant bit after four

cycles. RW turns high in (3) to directly choose the fourth line with Din Din, ="11".
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Figure 4.13 Transient simulation of the CMD (see Figure 4.9(a))

As discussed above, the PCSA-based circuit promises ultra-low read currents to avoid
erroneous writing during the sensing phase. However, this also leads to low sensing margin
(Al') and relatively high sensing BER. Besides, the proposed 2-4 decoder cell cannot meet
the requirement of large resistance difference between two branches for reliable sensing, due

to limited TMR value. Simulation results show that Al =~ 9.73 pA (or 9.07 pA) and BER
=15.2% (or 17.8%) with M, = AP (or P), M, =P (or AP) and all the transistors (N, — N,,

and P, —P;) in minimum size.

In the following, we study the impacts of two main factors, i.e., the TMR ratio and the size of
different transistors, on the sensing performance and find ways to improve the reliability of
the proposed 2-4 MD through MC simulations. As it can be seen in Figure 4.14(a), the sensing
BER decreases greatly from 36.4% (37.4%) to 1.2% (2.4%) when the TMR ratio increases
from 50% to 350% with M, = AP (P), M, =P (AP). Figure 4.14(b) shows the BER values

with respect to the size of different transistors, where T ., and T, represent the MTJ

selection transistors (N, and N,) and discharge transistor (N,). It confirms that larger
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transistor size leads to lower BER. Further MC simulations show that nearly zero BER can

be reached with T,

«_wm = Tgs = 560 nm, while all the other transistors are kept in minimum

size.
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Figure 4.14 Sensing bit-error-rate (BER) of the MD cell with respect to (a) the TMR value (b)
the size (W) of different transistors in the comparison cell
When comparing two proposed MDs, SRMD has less area overhead due to its simpler circuit.
However, it may consume much more power and long data transfer delay (~ns) because 4-bit
outputs S, —S, are written to the next stage (MFF) during each cycle. That is, there are four
parts of writing energy for switching the data stored in MTJs. CMD can significantly reduce
the writing energy thanks to its two-mode function mechanism. Data is backed up to MTJs or

not according to specific applications.
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4.4  Full implementation of NVCAM with switching circuit

The full function of the proposed multi-context NVCAM and its access circuit (SRMD or
CMD) is demonstrated in Figure 4.15. In our simulation, data stored in four words are
initialized to be “0000” , “1111”, “1010” and “0101”. When PRE ='0" (“P1”), the match

line ML is pre-charged to V,, . Search word (“0101” as an example) is loaded on the search
lines SL,—-SL,. The first storage word (Word,) is addressed by SRMD or CMD. When
PRE="1" (*C1”), Word, is compared against the search word with a response of “Miss”.
Afterwards, S, is enabled to load Word,, and so on. Simulation waves show that only the
last word (Word,) matches the search data because ML maintaining unchanged during the

fourth comparison phase (“C4”).

iPRE

1.04

V(V)

P1 C1 P2 C2 P3 C3 P4 c4

0.0

] ML
1.0 '_‘}—
= Miss Miss Miss Match
0.0
0.0 20.0 40.0 60.0 80.0

time (ns)

Figure 4.15 Full simulation of the proposed multi-context NVCAM. “P” and “C” represent
the pre-charge phase and the comparison phase, respectively.

As discussed above, the proposed NVCAM loads word line-by-line for writing or comparing
with the search word. Since four bits share the same comparison and writing circuits, MDs are
investigated to switch the addressed word. This search approach promises to save energy
because the non-addressed memory cells, that are waiting to be searched, do not need to be
sensed once a “Match” is detected. However, it needs longer comparison time than the parallel
search approach, which limits its use in some applications that require high speed. As shown
in Figure 4.16, we propose a multi-context NVCAM structure, where each CAM cell is
composed of a comparison circuit integrating several non-volatile memory cells (4 in Figure
4.16). When performing a search operation, all the storage words are compared with the

search word and output “Match” or “Miss” on match lines ML, - ML, .
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Figure 4.16 Four-set multi-context NVCAM structure. Sety is activated as an example.

The multi-context NVCAM can be used in translation lookaside buffers (TLB) [156]. Search

operation is performed after one context set is loaded. For instance, Set, is selected in Figure
4.16. Other content sets (Set, —Set;) store data of inactivate processes. When process is

switched, data correspond to the next process is loaded. If the number of set is increased, the

search power consumption keeps low because only the selected set for the active process will

be compared.
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45 Conclusion

In this chapter, we designed an NVCAM with the capabilities of low bit-cell cost, high search
speed (110 ps), low dynamic power (~ 3.2 fl/bit/search) and nearly zero standby energy. It is
an application combining the multi-context hybrid MTJ/CMOS and LIM architecture. For the
2-input non-volatile logic circuits investigated in Chapter 3, the non-volatile input is stored in
MTJs that do not change very often, while the volatile input is able to be changed with a high
frequency by CMOS-based circuit. The proposed NVCAM is exactly the case. It takes the
advantages of non-volatility of MTJs and changeable search data. Multiple contexts share the

same comparison circuit, leading to higher density and fast switching.

In order to store the search location of the NVCAM in non-volatile state, two magnetic
decoders, i.e., SRMD and CMD, were developed for word line selection. If there is an
occurrence of unexpected powered off, search operation starts again from the stored line

instead of the beginning of the comparison sequence. Hence, the overall energy is reduced.

Multi-context NVCAM was finally proposed to realize parallel search for high speed
requirement. However, it also suffers from high search energy issue since all the words are
simultaneously compared against the search word. By integrating several-bit non-volatile data
in the same comparison circuit, the multi-context NVCAM can search the selected content set

while remaining the unselected sets for inactive processes for further energy saving.
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General conclusion

This thesis aims at designing and simulating the non-volatile logic circuits integrating MTJs
not only as storage cells but also as operands. A 1KB MRAM and NVCAM were proposed
based on the multi-context hybrid MTJ/CMOS circuit as well.

The background and theory of spintronics were first presented. We studied the current
research and development of MTJ (especially the increasing of TMR ratio), its writing
approaches and applications in memories and logic circuits. High TMR ratio (> 600% at room
temperature) makes it easier to detect the state of MTJ (parallel or anti-parallel) by
CMOS-based circuits (e.g., PCSA). Among various switching approaches, STT writing
approach shows good performances on power dissipation, scalability and speed.
Spin-Hall-assisted STT writing approach features higher writing speed and lower writing
energy, but it needs more complex circuit design when combined with the CMQOS technology.
On this basis, MTJ has been used in both memory (e.g., MRAM) and logic design. For the
logic application, LIM architecture opens a way to bring the non-volatile memories directly
into the logic circuit. This architecture greatly shortens the communication distance, and

hence reducing the transfer delay and energy.

The model of PMA STT-MTJ, which was used as the key element in our circuit design, was
presented. We learned the physical models integrated in this model, the way to combine it
with the CMOS circuits and different simulation methods. And then we validated this model
by DC, transient and MC simulations on Cadence platform. Hybrid MTJ/CMOS structure was
analyzed including reading (i.e., PCSA) and writing circuits. Multi-context hybrid
MTJ/CMOS circuit was designed for further area efficiency, where several storage memory
cells share the same reading and writing circuit. In order to solve the issues caused by the
asymmetric structure, symmetric structure and SPCSA reading circuits were proposed. By
using the multi-context hybrid MTJ/CMOS structure and the MTJ model, we designed and
validated a novel 1KB MRAM, which was part of our work for the DIPMEM project.

Logic and arithmetic circuits based on the LIM architecture were designed by using the MTJ
model. After the design and analysis of NVLGs, we focused on the conception and
improvement of NVFA, which is the largest part in the thesis. First, the structure of 1-bit
NVFA was detailed, followed by the study of the effect of three factors, i.e., discharge
transistor size, MTJ resistance-area product (RA) and TMR ratio, on the operation delay and

energy. It was shown that larger area, lower RA and higher TMR ratio were expected for
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high-speed and low-power operation. When compared to the CMOS-based FA, NVFA showed
advantages on static power consumption and die area due to 3-D integration technology.
Second, we proposed and compared three structures of 8-bit NVFA which realizes full
non-volatility and enables addition of two words. Finally, we optimized the NVFA in terms of
reliability and writing speed/energy. From the circuit-level, voltage-mode sensing circuit
using 2T/2MTJ memory cell can replace the magnetic flip-flop to store, read and write one
binary data of NVFA. According to the MC simulation results, this circuit had nearly small
sensing errors (<1%) thanks to larger sensing margin. From the device-level,
spin-Hall-assisted STT writing was applied to a three-terminal MTJ device, replacing the
two-terminal MTJ device in the FA. Simulation results showed that this writing approach had
switching time smaller than 1 ns and switching power consumption lower than 100 fJ, which
can hardly be reached with the STT writing mechanism. Besides, lower write voltage was

required, thus the endurance of oxide barrier can be enhanced.

The LIM architecture was also applied to the design of NVCAM. In each CAM cell, there was
1-bit data stored in the memory cell and 1-bit data coming from the search lines. This
NVCAM had advantages in search speed and power consumption when compared to other
CAMs. Two magnetic decoders (MDs) were designed for word line selection. In such MDs,
the search location can not only be chosen but also stored in MTJs for data security. Search
operation could start from one certain line instead of the very beginning, saving large amount
of search energy. Another structure of non-volatile CAM called multi-context NVCAM was

finally proposed for parallel search.

We propose some points to improve our work and continue the research on non-volatile logic

circuits.

First, we have only integrated the process variations of MTJ and stochastic switching in this
model. Other phenomenon can be considered for the future work such as temperature
fluctuation, dielectric breakdown phenomenon and sub-volume activation effect, etc. The
temperature fluctuation may influence the robustness of the hybrid MTJ/CMOQOS circuits based
on current-mode sense amplifier. In non-volatile logic circuits, a large writing current is
necessary to meet the requirement of high-speed computing, which however, increases the
risk of MTJ barrier breakdown. For this raison, breakdown phenomenon also needs to be
integrated in this model and considered when evaluating the performances of the hybrid

circuits.

Second, the limitation of two-terminal MTJ device is that it has the same reading and writing
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current path. If we replace all the transistors in the CMOS logic tree (A, K, C, and a)

of the FA, a lot more CMOS transistors need to be added in order to separate the MTJ during
the writing operation. Therefore, the PCSA-based reading circuit is no more practical. The
spin-Hall-assisted STT writing approach cannot solve this problem because it still needs
writing current (| ) passing through the MTJ stack during writing operation. An optimized
sensing circuit should be designed. Otherwise, other writing mechanisms or spintronics

devices that can completely separate the read and write current paths need to be developed.
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Appendix A Schematic of the multi-context magnetic
flip-flop (MFF)
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] 1
\ 1

| 2
U i-Ct RO T Y '““(é}‘f*;';fa?nhas. -

T e

NMOS switch selectlon

PR

SE—l MN2

(@) CMOS \olatile D-latch (b) 4-bits STT-MRAM including sense amplifier circuit (¢) STT
writing circuit (d) Self-enable control circuit (e) Power gating (PG) cell using sleep p-MOS
transistor (header switch) [88]

(a) Three transmitter gates (TG, ,) dedicate to transfer data between the CMOS flip-flop (CFF)
and the STT-MRAM. CFF receive data from the computing unit if RB="'0", and load data
stored in one of the MTJs (M,_,) if RB="1".

(b) Sensing operation is performed when SE =W, ="1" and SWE ="1". One of the NMOS
switches is turned ON by A, and A .

(c) 4T writing circuit is applied to the MFF. During the writing operation, S\N_E=‘O',
transistors MN, and MN; are turned OFF.

(d) The fixed writing pulse is replaced by a sequence of self-enabled read/write operations.
The writing operation is activated only when CKP="1", SE="1" and the input data Qs is
equal to the current stored data Qm.

(e) During the standby mode, signal sleep is activated, disabling both writing and reading

operations. It should be noted that the current CFF state should be stored in the local storage
memory cell (MTJ) before completely powering off.
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Appendix B Resistance comparison of the logic network

Table B.1.a Truth table of the optimized NV-AND/NV-NAND structure-2

Equivalent
A R Rr resistance Qm
comparison
R, R
0 Rore+R 4 RoTR OFF+R°N +R, R, >R, 0
OFF ON
R,R
0 R R, ﬁﬁL R uncertain | uncertain
OFF ON
R, R
OFF ON
R,R
1 Roy*R5 — -+ R, uncertain uncertain
ROFF+RON

Table B.1.b Resistance condition of the optimized NV-AND/NV-NAND structure-2

A B Condition Qm
R2
R, —-R,=TMRxR, < OFF 0 (correct)
0 1 OFF+RON
RZ
R, —R, =TMRxR, > £ 1 (error)
OFF+RON
R2
R, —R, =TMRxR, > o 1 (correct)
1 1 OFF+RON
R2
R, —R, =TMRxR, < on 0 (error)
OFF+RON

Table B.1.c Truth table of the optimized NV-AND/NV-NAND structure-3

Equivalent
A B Ry Rr resistance Qm
comparison
0 0 ROFF+RAP RP RL>RR 0
0 1 RoeeTR5 Rap uncertain uncertain
1 0 RontRap Re R >Rg 0




1 1 RontR5 R uncertain uncertain

Table B.1.d Resistance condition of the optimized NV-AND/NV-NAND structure-3

A B Condition Qm
Ry —R,=TMRxR, <R 0 (correct)

° ' Ry —R,=TMRxR, >R 1 (error)
R, —Rp =TMRxR, >R, 1 (correct)

' ' R, —Rp =TMRxR, <R, 0 (error)

Table B.2.a Truth table of the optimized NV-OR/NV-NOR structure-2

Equivalent
A B Ry Rr resistance Qm
comparison
0 0 M+R R_. +R : :
Rop +R o AP on TR uncertain uncertain
OFF
R,R
0 1 ﬁ'FRP RontRap R.<Rg 1
OFF ON
1 0 M+R R +R : :
Ry Ry AP orr TR, uncertain uncertain
OFF
R,R
1 1 ﬁ*JQP Rore R ap R.<Rg 1
OFF ON

Table B.2.b Resistance condition of the optimized NV-OR/NV-NOR structure-2

A B Condition Qm
R2
R, —R,=TMRxR, >——9__
orr FRon 0 (correct)
0 0
R2
R, —R, =TMRxR, < on 1 (error)
OFF+RON
RZ
R, —R, =TMRxR, < OFF 1 (correct)
1 0 ROFF-I-RON
RZ
R, —R,=TMRxR, > OFF 0 (error)
OFF+RON
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Table B.2.c Truth table of the optimized NV-OR/NV-NOR structure-3

Equivalent
A Ry Rr resistance Qm
comparison
0 R RovtRe uncertain uncertain
0 R, RontRap R_.<Rgq 1
1 R RoetRp uncertain uncertain
1 RP ROFF+RAP RL<RR 1

Table B.2.d Resistance condition of the optimized NV-OR/NV-NOR structure-3

A B Condition Qm
Ry —R, =TMRxR, >R, 0 (correct)

° ° Ry —R, =TMRxR, <R, 1 (error)
Ry —R,=TMRxR, <R 1 (correct)

' ° Ry —R,=TMRxR, >R 0 (error)

Table B.3.a Truth table and resistance configuration of CARRY/C, logic

A | B | C; | Resistance Comparison | C, | Left sub-branch AC; | Right sub-branch A_C,

0/0]0 R >Rg 0 2Rk 2R,y

0 0 1 RL >R R O ROFF + RON RON + ROFF

0|1]0 R, >Ry 0 2R e 2R,

0|11 R, <Rg 1 Roer + Ron Ron + Roer

1/0(0 R L >R R 0 RON + ROFF ROFF + RON

110]1 RL<RR 1 2RON 2ROFF

1 1 0 R L <R R l RON + ROFF ROFF + RON

1111 R, <Rg 1 2R,y 2R

Table B.3.b Truth table of the optimized CARRY/C, structure-1
Equivalent
B Ci Ry Rr resistance Qm

comparison
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R R
0 0 %+RAP %+RP R >R; 0
Ry R Ry R
0 1 OFF " *ON R OFF " “ON + R R >R 0
I:QOFF + I:QON AP ROFF + RON i - R
Roee Row ; ;
1 0 > + R T+ Rup uncertain uncertain
Roc R R, R
1 1 OFF " "ON + R OFF " “ON R R <R 1
I:\)OFF + RON i I:\)OFF + I:\)ON o - R
Ry R Ry R
0 O OFF " “ON R OFF " “ON + R R >R 0
I:QOFF + I:QON AP ROFF + RON i - R
Row Rore i i
0 1 T+ Rup > + R uncertain uncertain
R, R R R
1 O OFF " "ON + R OFF " *ON R R <R 1
ROFF + RON i ROFF + RON . - R
R R
1 1 %+RP %F +Ryp R, <Rg 1
Table B.3.c Resistance condition of the optimized CARRY/C, structure-1
A B Ci Condition Qm
R.+—R
R, —R, =TMRx Rﬁ% 0 (correct)
0 1 0 R R
RAP—RP:TMRXRP>% 1 (error)
ROFF - RON
R, —Rp =TMRx RP<T 1 (correct)
1 0 1 R__R
R, —R,=TMRxR, >% 0 (error)
Table B.3.d Truth table of the optimized CARRY/C, structure-2
Equivalent
B Ci Ry Rr resistance Qm
comparison
0 0 2ROFF +Ryp 2RON +Rp R >Rg 0
0 1 RON + ROFF + RAP RON + ROFF + RP RL>RR 0
1 0 2Ry +Rp 2Ry + Rap uncertain uncertain
1 1 Ron + Roee +Rp Ron + Roer + Ryp R, <Rg 1
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0 0 Ron + Roee + Rap Ron + Roee + Rp R >Rg 0
0 1 2Ry + Ryp 2Ry + R, uncertain uncertain
1 0 Ron + Roee + Rp Ron + Rore + Rap R <Ry 1
1 1 2R, + R 2Ry + Ry R_<Rg 1

Table B.3.e Resistance condition of the optimized CARRY/C, structure-2

A B Ci Condition Qm
R, —R, = TMRxR,<2(R, —R¢y) | 0 (correct)
0| 110
R, —R, =TMRxR,>2(Ro- —Rgy) | 1 (error)
R, —Rp = TMRxR,<2(Ro —Rey) | 1 (correct)
1] 0|1
R, —Rp = TMRxR,>2(Ror —Rey) | 0 (error)
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Appendix C Basic addition cells used in the 8-bit NVFA
(Structure-1)

1'
A|_ ot
(a)
e
vdd vdd vdd vdd vdd vdd A<1| Gnd
%E AL 240 | 240 240 S0 i«ig
-4 - 0 | I o | EOURY
n 9L S S0
I e G
Gu o o o  om  am

(b)
(a) CMOS-only half-adder (HA) (b) CMOS-only full-adder (FA)
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Appendix D Source code of the spin-Hall-assisted STT MTJ

model

Property: IEF, UMR8622, Univ.Paris Sud-CNRS
Authors: Zhaohao WANG, Weisheng ZHAO, Jacques-Olivier Klein and Claude
Chappert [159]

“resetall
“include "constants.vams"
“include "disciplines.vams"

[IMTJ Shape definition
“definerec 1

“define ellip 2

“define circle 3

“define e 1.6e-19 // Elementary Charge

“define m 9.11e-31 // Electron Mass

“define uB 9.274e-24 // Bohr Magnetron Constant
“define u0 1.256637e-6 // VVacuum permeability
“define hbas 1.0545e-34 // Planck's Constant
“define kB 1.38e-23 // Boltzmann Constant

module model(T1,T2,T3,Tmz);

inout T1,T2,T3;
electrical T1,T2,T3; // Actual terminals corresponding to pinned layer and W strip

output Tmz;
electrical Tmz; // Virtual terminal for monitoring the Magnetization

electrical Tx; // Internal node amongst T1~T3

parameter real alpha=0.03; // Gilbert Damping Coefficient

parameter real P=0.62; // Electron Polarization Percentage

parameter real eta=0.3; //Spin Hall angle

parameter real Hk=8e4; // Out of plane Magnetic Anisotropy in A/m

parameter real Ms=9eb5; // Saturation Field in the Free Layer in A/m

parameter real PhiBas=0.4; // The Energy Barrier Height for MgO in electron-volt
parameter real Vh=0.5; // Voltage bias when the TMR(real) is 1/2TMR(0) in Volt
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parameter integer

parameter real
parameter real
parameter real
parameter real
parameter real
parameter real

parameter real
parameter real
parameter real

parameter integer

parameter real
parameter real

parameter real
parameter real

SHAPE=2 from[1:3]; // Shape of MTJ

tsl=0.7e-9 from[0.5e-9:3.0e-9]; // Height of the Free Layer in meter
a=100.0e-9; // Length in meter
b=100.0e-9; // Width in meter
r=50e-9; // Radius in meter
tox=8.5e-10 from[8e-10:15e-10];

PAP=1 from[0:1]; // Initial state of the MTJ, 0 = parallel, 1 =
anti-parallel
T=300; // Room temperature in Kelvin
RA=10e-12 from[5e-12:15e-12];
ohm-m2
rho = 2e-6; // Resistivity of W in ohm-m
sim_step = 1e-12; // Simulation time step in second

// Height of the Oxide Barrier in meter

TMR=1.2; /I TMR(0) with Zero Volt Bias
---------------------- W strip Parameters-----------------=-m-emsommmmmm ¥
d=3e-9; // Thickness in meter

I=120e-9; // Length in meter
w=100e-9; // Width in meter
-------------- State Parameters of MTJ and W----------=--=----mmmmemmeee %/

// Resistance area product of MTJ in

[ e Variables--------------mmm oo */
real FA; //Coefficient used in Brinkman model

real gamma; //GyroMagnetic Ratio

real surface; [IMTJ surface area

real V12,V13,V23; //\Voltages across two terminals

real Rp; //IMTJ Resistance when the relative magnetization is parallel

real R_MTJ; //Real resistance of MTJ

real R_W; //Resistance of W

real theta,phi; //Angle of magnetization

real delta_phi,delta_theta; //Change of angle

real delta_aver; //Root square average value of theta deviation

real V_MTJ; //Voltage across the MTJ from top layer to bottom layer

real ksi; //Coefficient used in LLG equation

real J STT; /[Current density for STT

real J_SHE; /ICurrent density for SHE

real mz; //Magnetization in z direction

real E_thermal; //Thermal stability energy

real t_previous; //Recording the simulation time

analog begin

[ e initial conditions------------=-==-=--m-mmcm oo

@(initial_step)begin
if (SHAPE==1)

surface=a*b;

/ISQUARE
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else if (SHAPE==2)
surface="M_PI*a*b/4.0; //ELLIPSE
else begin
surface="M_PI*r*r; //ROUND
end

gamma = 2* uB/"hbas; //GyroMagnetic Ratio

ksi = gamma* hbas/(2* e*tsI*Ms); //Coefficient used in LLG equation

E_thermal = 0.5* u0*Ms*Hk*tsl*surface; //Thermal stability energy

delta_aver = sqrt(2.0* ' kB*T/E_thermal);  //Root square average value of theta
deviation

[IMTJ resistance under zero bias
FA=3.3141e-7/RA;
Rp=(tox/(FA*sqgrt(PhiBas)*surface))*exp(2*sqrt(2* m* e*PhiBas)*tox/ hbas);

R_W = rho*I/(d*w); //W strip resistance

/nitial angle and mz
phi ="M_PI;
if (PAP==0) begin

theta = delta_aver;

end
else begin

theta = "M_PI-delta_aver;
end
mz = cos(theta);
$display("PAP=%d,mz=%g,theta=%g,Rp=%g,R_W=%g",PAP,mz theta,Rp,R_W);
t_previous = $realtime;

end

/[Calculation of MTJ resistance

V(TX) <+ (0.5*V(T1)*R_W+(Rp*(1+(V(T1)-V(TX))*(V(T1)-V(TX))/(Vh*Vh)+TMR)/
(1+(V(T1)-V(TX)*(V(T1)-V(Tx))/(Vh*Vh)+0.5*(1+mz)*TMR))*(V(T2)+V(T3)))/
2*(Rp*(1+(V(TL1)-V(TX)*(V(TL)-V(TX)/(Vh*Vh)+TMR)/(1+(V(T1)-V(Tx))*
(V(T1)-V(Tx))/(Vh*Vh)+0.5*(1+mz)*TMR))+0.5*R_W);

R_MTJ = Rp*(1+(V(T1)-V(TX))*(V(T1)-V(TX))/(Vh*Vh)+TMR)/(1+(V(T1)-V(Tx))*
(V(T1)-V(Tx))/(Vh*Vh)+0.5*(1+mz)*TMR);

/ICalculation of current

I(T1,Tx) <+ ((V(T1)-V(TX))/R_MTJ);
I(T2,TX) <+ (2*(V(T2)-V(TX))/R_W);
I(T3,Tx) <+ (2*(V(T3)-V(Tx))/R_W);

/[Calculation of STT and SHE current density
J_STT =-I(T1,Tx)/surface;
if (V(T2)>V(T3))
J_SHE = min(abs(I(T2,Tx)),abs(1(Tx,T3)))/(w*d);
else if (V(T2)<V(T3))
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J_SHE = -min(abs(1(T3,Tx)),abs(I(Tx,T2)))/(w*d);
else begin

J SHE =0;
end

/[LandauL.ifshitzGilbert equation including STT torque and SHE torque
if (analysis("'tran™)) begin
delta_phi = ($realtime-t_previous)*(1.0/(1+alpha*alpha))*(gamma* u0*Hk*
cos(theta)-alpha*ksi*P*J_STT-ksi*eta*J_SHE*(alpha*cos(theta)*
cos(phi)-sin(phi))/sin(theta));
delta_theta = ($realtime-t_previous)*(1.0/(1+alpha*alpha))*(-alpha*gamma* u0*
Hk*cos(theta)*sin(theta) - ksi*P*J_STT*sin(theta)-ksi*eta*J_SHE*
(alpha*sin(phi)+cos(theta)*cos(phi)));
phi = phi + delta_phi;
theta = theta + delta_theta;
t_previous = $realtime;
$bound_step(sim_step);
end

/[Limit the theta

if(theta > "M_PI-delta_aver)
theta = "M_PI-delta_aver;

else if (theta < delta_aver)
theta = delta_aver;

/[Output mz
mz = cos(theta);
V(Tmz)<+mz;

end
endmodule
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Appendix E Résume en francais

Chapitre 1 Etat de I’art

La spintronique vise a exploiter la propriété du spin des électrons et a créer de nouveaux
dispositifs. L'origine de la spintronique remonte aux années 1970. Mais il n'a pas été utilisé
dans des applications pratiques en raison des limites de la technologie et de I'équipement
jusqu'a la découverte de I'effet de magnétorésistance géante (MRG) par Albert Fert en 1988 et
Peter Griinberg en 1989. Le premier capteur commercial basé sur MRG a été annoncé en 1994.
Aujourd'hui, le capteur basé sur MRG est utilisé dans le stockage de données, les applications

biologiques, les applications spatiales, etc.

L'effet de magnétorésistance tunnel (MRT) a été observe par Julliere dans la jonction
Fe/Ge/Co en 1975. Une jonction tunnel magnétique (JTM) est principalement constituée d'une
fine couche isolante et deux couches ferromagnétiques (FM) (voir Figure R.1(a)). Une couche
ferromagnétique (couche de référence) est a aimantation fixee, tandis que I’autre couche
ferromagnétique (couche de stockage) est a aimantation libre. En raison de I'effet MRT, JTM
peut présenter deux états, paralléle (P) et antiparalléle (AP), correspondant a une résistance
faible et élevée en modifiant l'orientation relative de magnétisation de deux couches
ferromagnétiques (voir Figure R.1 (c)). JTM peut étre commuté entre deux états par des

champs magnétiques externes ou un courant d'injection.

«—> Free FM layer
Oxide barrier ‘
) Reference FM layer *
a)

( ®)
<4+—>
' Anti-parallel (AP) : Ry
FE—
—> | ¥ A e—
Parallel (P) : Rp B

—< >

©

Figure R.1 Structure de la jonction tunnel magnétique (JTM) et I’effet de magnétorésistance
tunnel (MRT)
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Le ratio de MRT, qui caractérise I'amplitude du changement de résistance, est défini par Eq.
R.1. C’est montré que 604% du ratio de MRT a été observé avec la jonction CoFe/MgO/CoFe.

TMR = =
Re Re Ghpp Ghp

Eq.R.1

Le mécanisme de commutation induit par le champ magnétique est une approche d'écriture
pour la premiere génération de MRAM. Cette approche souffre de deux problemes principaux.
Tout d'abord, le courant nécessaire a la commutation est trop elevé (~ mA), ce qui entraine
une consommation élevée, une faible densité et une faible extensibilite. En outre, la
perturbation & demi-sélectivité est un autre inconvénient. La commutation assistée par
thermique a été proposée pour surmonter les problemes. Néanmoins, JTM doit étre refroidi
apres une opération de commutation avec une durée de refroidissement relativement longue (~
ns). Pour cette raison, Cette approche ne peut pas satisfaire aux exigences de haute vitesse

pour les applications de logique ou de registre.

1 Lap—p>Ico

FL >
----—-. ,
RLE —— — 3 R

RL Barrier FL RL Barrier FL

< +/ -1

Y

Figure R.2 Commutation de couple de transfert de spin (CTS)

Une autre approche est basee sur le couple de transfert de spin (CTS). La commutation de la
magnétisation de la couche de stockage dans deux cas est illustrée a Figure R.2, en supposant
que le courant injecté de couche de stockage est positif. Par rapport aux autres approches de
commutation, CTS n'a besoin que d'un courant bidirectionnel et la densité de courant soit
faible (10°~10° A/cm?). Ce mécanisme d'écriture simplifie le circuit d'écriture, tout en
conservant une puissance plus faible et une densité plus élevée. JTM avec anisotropie

magnétique perpendiculaire (p-JTM) (voir Figure R.1(b)) a un courant critique inférieur et une
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vitesse de commutation supérieure a celle d’i-MTJ lors de la méme stabilité thermique.

L'effet de Spin Hall (ESH) est une autre fagon pour commuter la magnétisation de la couche
de stockage par un courant d'injection. Un dispositif magnétique a trois électrodes a été
proposé, ou une bande de métal lourd (par exemple, Ta, Pt) est placé sous la couche de
stockage. Lorsqu'un courant traverse le métal, les électrons avec différentes directions de spin
sont dispersés dans des directions opposées. Le couplage spin-orbital convertit le courant de
charge en courant de spin perpendiculaire, générant un couple appelé couple de spin-orbite

(CSO) pour faciliter I'inversion de la magnétisation.

MRAM est une des applications de spintronique trés importantes. Par rapport aux autres
technologies de mémoire, MRAM combine les caractéristiques de non-volatilité, d'endurance

illimitée pour lecture/écriture (> 10™ cycles), de temps rapide (<10 ns) etc.

Les systéemes d'aujourd’hui sont principalement construits sur l'architecture de John von
Neumann. La partie logique et la mémoire sont des fonctions distinctes, et elles sont reliées
par des interconnexions complexes avec une distance de transfert relativement longue (voir in
Figure R.3(a)). Cela entraine généralement un délai de transfert prolongé (ou une faible
vitesse d’opération) et une dissipation de puissance de transfert élevée (~ 1pJ/bit/mm). En
outre, comme les mémoires (par exemple, SRAM) sont volatiles, elles ont toujours besoin
d'énergie pour conserver les données. En effet, les courants de fuite de sous-seuil et de grille
augmentent, et les problemes de puissance élevee sont devenus les principaux inconvénients
des circuits logiques CMQOS. Pour cette raison, la réduction de la puissance statique et
dynamique ainsi que le délai d'interconnexion deviennent deux objectifs majeurs pour le

systeme de prochaine génération.

Spintronics memory

(MTIJs)
v~ g T
L1 caches L2 caches
‘ Si
Instruction Main memory
@ (b)

Figure R.3 (a) Diagramme de l'architecture classique de Von Neumann. Les mémoires et les
unités logiques sont séparées et connectées par bus et mémoires cache (b) structure 3-D

Figure R.3(b) présente le circuit logique basé sur l'architecture logique-en-mémoire (LEM).
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Afin de profiter pleinement des circuits logiques non-volatils, les dispositifs spintroniques
devraient combiner les caractéristiques de la vitesse élevée, de I'endurance illimitée, de la
petite taille et de la compatibilité avec la technologie CMOS. JTM est adapteé pour étre intégré
a des circuits logiques et de mémoire conventionnels. Récemment, des circuits innovants
basés sur des circuits hybrides JTM/CMOS ont été présentés. Par exemple, la table de
recherche magnétique et le flip-flop magnétique ont été introduites pour le circuit logique

programmable.
Chapitre 2 Conception de circuit hybrid JTM/CMOS

Afin de concevoir de nouveaux circuits mémoires et logiques basés sur la technologie hybride
JTM/CMOS, nous utilisons un modele compact développé par le groupe NANOARCHI a
I'IEF (Institut d'Electronique Fondamentale). Figure R.4 montre le symbole JTM. L’électrode
virtuelle state est utilisée pour identifier la configuration de magnétisation de JTM. La
sortie de cette électrode (V) Sera de 0 V (ou 1 V) si le JTM est en état paralléle (ou état

antiparalléle).

i I
r—— - - - - = | ¢P+AP

| State oy AAP—)P

Figure R.4 Symbol du modéle JTM

Les JTMs peuvent étre intégrés dans un amplificateur en mode de courant qui détecte ses
configurations magnétiques. Il a été confirmé que I'amplificateur de détection de pré-charge
(ADPC) effectue la meilleure vitesse de détection, consommation d'énergie, surface et fiabilité,
en comparaison avec d'autres amplificateurs de détection. Figure R.5 montre le schématique
du circuit de lecture basé sur I’ADPC. Deux JTMs & états complémentaires sont placés dans
deux branches et stockent de donnée binaire. Les données stockées dans les JTMs sont

détectées et amplifiees aux sorties Qm et @
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Figure R.5 Schéma de I'amplificateur de détection de pré-charge (ADPC)

Selon la valeur du signal de commande SEN, le circuit ADPC fonctionne en deux phases:

phase de pre-charge et phase d'évaluation. Pendant la phase de pré-charge (SEN ='0"), les
deux nceuds Qm et Q_m sont tirés jusqu'a Vdd (voir Figure R.6 (a)). Pendant la phase
d'evaluation (SEN ='1"), N, est activé, ce qui permet au courant de lecture de passer les
deux JTMs (voir Figure R.6(b)). Nous supposons que, MTJ, et MTJ, sont respectivement

initialisés a I'état parallele et antiparallele, Qm seront tirés jusqu'a V,, ou logique '1', alors

que Q_m continuera a se decharger (voir Figure R.6(c)).

Vdd Vdd vdd
i0| 0 P2 ID— P3 P k)— —O| PO P2 F— P3 PI F)— —(4 P0 P2 F)— —O| 3 Pl IOl
'Qm ‘0’ Qm Qm ‘1’
ol [ MQF ll, P L
MTJo & é MIJI  MTJO &= & MIJI MI{JO £ . J\ﬁlgl
i N2 1' N2 l' N2

Gnd Gnd Gnd
@ (b) (c)

Figure R.6 Trois états pour I'opération de détection d’ADPC

Les résultats de simulation montrent que le circuit de détection basé sur ADPC a un délai de
lecture inférieur a 200 ps et la dissipation d'énergie aussi faible (~2 fJ) avec une fréquence de

500 MHz. Le temps de lecture peut étre encore réduit en augmentant la taille des transistors
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ou le ratio MRT de JTM. En outre, grace a la détection dynamique et aux petits courants
traversant les JTMs, qui sont beaucoup plus bas que le courant critique de commutation (~50
nA), une ecriture erronee pendant l'opération de détection peut étre évitée. La fiabilité du
circuit de lecture peut étre améliorée en augmentant la valeur du ratio MRT ou la largeur des
transistors CMOS.

Afin de réaliser I'opération d'écriture, un courant d'écriture bidirectionnel doit étre généré par
un circuit CMOS. Le circuit d'écriture a quatre transistors (4T) est illustré a Figure R.7(a).
Pendant I'opération d'écriture, un seul transistor PMOS et un transistor NMOS seront ouverts,
générant un courant d'écriture. Le circuit d'écriture a six transistors (6T) est illustré a la Figure

R.7(b). Lors de I'exécution de I'opération d'écriture, B, , et N, sontactivésalorsque N, ,
et P, sont désactivés, ou vice versa. Les tensions V, , sont générées par deux signaux et les

portes logiques (voir Figure R.7(c)). WE est le signal d'activation et Din détermine la
direction du courant d'ecriture. Le temps d'écriture peut étre réduit en augmentant la tension

d'alimentation ou la taille des transistors.

Vdda Vo 70
[ MTI0 MTIL T SR No Vo V2
V1 |f‘ Tl| |T1 :] V3 1 V3 Vo
Mo & Iwnte M V2
é —=
V3| =F
= Gnd
C)) ®) ©

Figure R.7 (a) 4T circuit d'écriture (b) 6T circuit d'écriture (c) Portes logiques pour contréler
I'activation et la direction du courant d'écriture

En combinant le circuit de lecture et le circuit d'ecriture, le circuit hybride JTM/CMOS
peuvent étre congus (voir Figure R.8). Afin de réaliser I'opération d'écriture sans perturber les
sorties, deux transistors de séparation contribuent a isoler les JTMs de la partie de détection et

empéchent ainsi le courant d'écriture de traverser la partie de détection.
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Figure R.8 Schéma complet du circuit de lecture/écriture

L'architecture logique hybride a plusieurs contextes (ou multi-bit), qui comporte de multiples
bits non-volatiles pour la commutation rapide entre les contextes, fournit une propriété
supplémentaire en fonction de la surface en raison de l'intégration des JTMs au-dessus des

circuits logiques CMOS. En outre, la sécurité des données peut étre amélioree.

Figure R.9(a) montre la structure multi-bit intégrant quatre contextes. Cette structure utilise

une JTM de référence (M, ) pour détecter les donneées non-volatiles stockées dans les JTMs

de stockage (M, ,). La résistance de la JTMs de référence (R, ) devrait étre entre R, et

ref

R,» . La commutation entre quatre contextes peut étre réalisée en configurant un décodeur 2-4,

ce qui permet d'ouvrir un seul transistor de sélection tandis que les trois autres transistors sont

fermeés.

La structure asym-ADPC fait face a plusieurs problemes critiques de fiabilité: 1) Pendant
I'opération de lecture, a I'exception du courant (1., ) traversant la sous-branche adressée
(par exemple, M,), des courants parasites (1., ) traversant les sous-branches fermees (M, ,)

ne sont pas négligeables en raison de capacités parasites (voir Figure R.9(b)). 2) Les
variations de processus croissantes entrainent une déviation significative des parametres du

transistor et de JTM, menant a un grand décalage du circuit de détection.
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Figure R.9 (a) Schéma de structure asymétrique multi-bit (asym-ADPC) (b) probléme des
courants parasites

Pour surmonter le probléme de la détection asymeétrique et atténuer l'influence des courants
parasites, nous proposons une structure de détection symétrique. 1l existe M JTMs de stockage
(par exemple, M=2 dans Figure R.10) et une JTM de référence de chaque c6té. Cette

conception permet d'atténuer radicalement la perturbation des courants parasites.
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Figure R.10 Schéma de la structure symétrique multi-bit basée sur ADPC (sym-ADPC)

Pour surmonter les problemes liés au processus technologique, nous proposons une nouvelle
structure (voir Figure R.11). L’amplificateur de détection de pré-charge séparé (ADPCS) a
deux queues de decharge pour séparer la phase de décharge de la phase d'évaluation. Pendant

la phase de décharge (CLK =CLKP ='1"), les deux nceuds (A+ et A—) commencent a se
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décharger mais avec un taux de temps différent. En conséquence, une tension différentielle
(AA) entre A+ et A— est créée, ce qui génére une tension différentielle aux nceuds B.
Pendant la phase d'évaluation, MN, et MN, maintient ON, ce qui permet aux nceuds de

sortie de se décharger. Les ondes simulées, ou les différences de tension AA et AB sont

clairement illustrées, sont représentées sur Figure R.12.
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Figure R.11 Schéma de la structure symétrique multi-bit basée sur un amplificateur de
détection de pré-charge séparé (sym-ADPCS)
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Figure R.12 Simulation du circuit sym-ADPCS
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Les trois structures peuvent fonctionner a haute fréquence car elles maintiennent un délai de
propagation inférieur a 200 ps, grace a I’approche de détection dynamique rapide. En outre, ils
produisent une faible puissance de détection, qui atteint un niveau presque négligeable (~ fJ).
La structure asymétrique (asym-ADPC) présente une faible évolutivité et au maximum cing
JTMs peuvent étre intégrés, tandis que les structures symétriques (sym-ADPC et sym-ADPCS)
présentent de bonnes perspectives pour intégrer un grand nombre de JTM, par exemple 32
JTMs. La structure sym-ADPCS a presque la moitié moins d'erreurs et 14.2% plus petit temps
de detection par rapport a la structure asym-ADPC, avec tous les transistors restant dans la
taille minimale (voir Table R.1). Il présente la meilleure fiabilité et la meilleure vitesse de
détection. Cependant, son énergie de lecture est presque quatre fois plus grande que les
structures basées sur ADPC (asym-ADPC et sym-ADPC) en raison de ses deux chemins de

courant.

Table R.1 Comparaison de trois structures multi-bit

Performances asym-ADPC | sym-ADPC | sym-ADPCS
Temps (ps/bit) 160 162.7 139.6
Energie (fJ/bit) 1.21 1.24 5.32
Taille 14T 15T 23T
Limitation du nombre de JTM <6JTMs >30JTMs >30JTMs
JTM_AP 30.4% 29.8% 15%
Taux(gs)”e“r JTM_P 32.20% 34.6% 19.5%
TD moyen 31.3% 32.2% 17.25%

Chapitre 3 Conception de circuits logiques non-volatiles

L'architecture générale de logique-en-mémoire (LEM) se compose principalement de trois
parties: 1) un amplificateur de détection (AD) pour détecter les courants de deux branches et
pour évaluer le résultat logique sur les sorties, 2) un bloc d'écriture pour programmer les
données stockées dans des cellules de mémoire non-volatiles, 3) un réseau logique (RL) qui
effectue le calcul (voir Figure R.13). RL contient des JTMs qui conservent les entrées
non-volatiles et un arbre logigue CMOS pour des entrées volatiles. JTM est utilisée non

seulement comme élément de stockage mais aussi comme opérande.
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Figure R.13 (a) Schéma de l'architecture logique-en-mémoire (LEM) (b) Composants dans le
réseau logique (RL)

En configurant le RL, différentes fonctions logiques peuvent étre réalisées telles que la porte
ET, OU et XOR, comme montré dans Figure R.14. Les JTMs sont toujours dans des états
opposés pour assurer la vitesse de détection élevée et ils sont connectés en série avec un point

central commun.

1¢6|I_n I?m
A A0 R AL
B B
M
(@) (b) (©)

Figure R.14 Structure générale du réseau logique (RL) pour (a) la porte ET non-volatile (b) la
porte OU non-volatile (c) la porte XOR non-volatile

Figure R.15 montre le circuit complet d’additionneur complet non-volatile (ACNV) 1-bit en

combinant le sous-circuit SUM et le sous-circuit CARRY. Nous comparons I’ACNV avec
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I’AC basé sur la technologie CMOS (voir Table R.2). Grace a l'intégration 3-D de JTM, le
surface de cette conception est avantageuse par rapport a celle de I’AC basé sur CMOS.

L'énergie de transfert de données devient beaucoup plus faible grace a la distance plus courte

entre la mémoire et I’unité logique.

Truth table of SUM and CARRY logic

A | B | Ci [SUM]| Co
000 0|0
00 |1 1 0
0110 1 0
0|1 1 0 1
1 10|0 1 0
110 |1 0 1
1|10 0 1
1|1 1 1 1

— 4T writing circuit =
Gnd Gnd
SUM sub-circuit CARRY sub-circuit

Figure R.15 Schéma complet de I'additionneur complet non-volatile (ACNV) 1-bit

Table R.2 Comparaison d’ACNV 1-bit avec AC base sur CMOS

Performances CMOSAC ACNV
Temps de détection 75 ps 87.4 ps
Puissance dynamique (@500MHz) 2.17 pW 1.98 yw
Puissance standby ~nW ~ 0 [144]
Energie de transfert de données > pJ/bit < fl/bit
Surface 46T 38T +4JTM

Pour étendre I’ACNV 1-bit a la structure multi-bit et & réaliser une non-volatilité compléte,
trois ACNVs 8-bit sont proposes. Les schémas structurels complets ainsi que les distributions
de données non-volatiles sont illustrés a Figure R.16. L'architecture d’ACNV 8-bit est
composée d'un demi-additionneur (DA) et de sept ACs en connexion en série, exécutant une
opeération d'addition de deux mots de 8 bits. Il convient de noter que la premiere structure
(Structure-1) est congue en fonction de DA et AC basé sur CMOS, tandis que les autres

structures utilisent les DAs et les ACs non-volatiles pour effectuer une opération d'addition.

Par rapport a Structure-1 et Structure-2, Structure-3 montre des avantages en termes de

surface car elle présente moins de flip-flops que d'autres structures. Cet avantage devient plus
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significatif avec l'augmentation de bit puisque plus d’additionneurs non-volatiles peuvent
partager le méme décodeur. Structure-2 et Structure-3 consomment respectivement 16.1% et

34.1% moins d'énergie dynamique que Structure-1 (voir Table R.3).

1-blt 1-bit Tbit 1-bit Toit | [ 1bit
1-bit NVFF| CMOS HA |1-bit NVFF
AT BT Al Bl A0 BO
- - ) - 1-bit - 1-bit
7 cpos Fa STF— =+ c«n MO8 Fa Gt cw CMOS HA
—=> sum? suM1 SUMO
-Register -Reglsler Register
1-bit NVFF| CMOS FA |1-bit NVFF * * [ Register |
Cout SUM7 SUM1 SUMo
Structure 1
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1-bit 1-bit
1-bit NVFF |1-bit NVHA NVFE NVFF NVFE
- -ZMTJ
== = SuM7 A7 SUM1L Al SUMO A0
1-bit 1-bit F 1-bit
Co7 NVFA CiTk— s = Col NVFA Cil -1 Regist co0 NVHA
% \Jj B7 MTJ Bl MTJ \L BO_MTJ
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Jj B7_MTJ B1_MTJ BO_MTJ
Structure 3
SUM7 Cout see SUM1 SUMo
(©

Figure R.16 Les distributions locales des données non-volatiles et des schémas complets des
structures ACNV 8-bit (a) Structure-1: A et B sont stockées dans des flip-flops non-volatiles
(b) Structure-2: B sont stockées dans des JTMs intégrés alors que A sont stockées dans 8
flip-flops non-volatiles (c) Structure 3: A sont stockées dans un flip-flop non-volatile de 8 bits

Table R.3 Comparaison de différents I’additionneur complet de 8 bits

Paramétre Surface (um?) | Temps (ns) Ener(g;g /(éyl;lii\sr;nque
Structure-1 218.74 0.14 1.039
Structure-2 219.46 0.15 0.8718
Structure-3 194.96 0.18 0.6845

La cellule de mémoire proposée (2T/2JTM) est composée de deux JTMs, un transistor NMOS
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et un transistor PMOS connecte en série (voir Figure R.17). M, et M, ont la méme

configuration, sauf qu'ils sont dans les états complémentaires, c'est-a-dire qu'une JTM a une

résistance élevee tandis qu'une autre a une faible résistance. V,, dépend des caractéristiques

de deux JTMs. Pour lire la donnée de stockage d’un bit, une tension d'alimentation est

appliquée, générant un courant de lecture statique I;. V,, est soit éleve lorsque la résistance

de M, (R,)estinférieureacellede M, (R)), oufaible quand R, estsupérieurea R .
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Figure R.17 Circuit de détection de mode de tension (CDMT)
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Figure R.18 Marge de détection et courant de détection de la cellule 2T/2JTM par rapport a la
largeur de Py

Figure R.18 démontre l'influence de la largeur du transistor PMOS sur le courant de détection

statique et la marge de détection. Il montre que le plus grand W _P, conduit a un plus grand

AV,,, ce qui est avantageux pour une détection fiable. Cependant, la résistance du transistor
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devient plus petite et 1 se rapproche du courant d'écriture critique de JTM (~50 pA). Une

écriture involontaire peut se produire pendant I'opération de lecture en raison des variations de
processus. Cela entraine également une forte énergie. Afin de résoudre ces problémes, nous

proposons le circuit optimisé avec un circuit de contrble (voir Figure R.19). Pendant
I'opération de lecture, une fois que les sorties SUM (ou C,) et SUM (ou C_O) sont

différentes, les transistors seront fermés, puis I'opération de détection est desactivée.

&/SUMj RE _

Co/SUM ) > )—| >oRE
CLKP

Figure R.19 Circuit de contréle

Les ACNVs précédemment proposés sont principalement bases sur les JTMs commutés par
CTS. Bien qu'ils présentent des avantages dans la vitesse de lecture et I'énergie de lecture, ils
souffrent d'une faible vitesse d'écriture et d'une forte dissipation de la puissance d'écriture car
la commutation CTS nécessite un grand temps d'incubation lors du processus initial. La
commutation CTS assistée par Spin-Hall a été proposée pour obtenir une opération d'écriture
a grande vitesse. L’ACNV base sur JTM commuté par CTS assistée par spin-Hall (CTS+ESH
ACNV) est illustré dans Figure R.20. Le circuit de lecture (Partie 1) du CTS+ESH ACNV est

identique a ACNV base sur CTS. Mais il a un circuit d'écriture plus complexe. Vg, et Vg,

controler la direction des courants d'écriture.
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Figure R.20 Schéma de CTS + ESH ACNV

Les résultats de la simulation montrent que CTS + ESH ACNV présente des avantages en

temps et en énergie lors du maintien de la méme taille de circuit. Pour effectuer une opération
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comprenant I'écriture et la lecture, I’ACNV proposée nécessite 38% moins de temps de

fonctionnement (temps de lecture et temps d'écriture) et 30,8% moins d'énergie.

Chapitre 4 Mémoire adressable par contenu non-volatile
(MACNV)

La mémoire adressable par contenu (MAC) est largement utilisée dans de nombreuses
applications telles que les routeurs réseau, les processeurs, etc. Elle compare le mot de
recherche avec sa mémoire puis renvoie I’adresse ou le mot a été trouvé. Le mot de recherche
est d’abord chargeé sur les lignes de recherche. La tension sur la ligne de sortie sera déchargée
s'il existe un ou plusieurs bits qui sont différent du mot de recherche. La tension reste a un
niveau elevé si tous les bits correspondent au mot de recherche. La MAC basée sur CMOS
souffre d'un probleme de puissance élevée et d'une faible densité en raison du courant de fuite.
MAC non-volatile (MACNYV) basé sur des dispositifs spintroniques tels que JTM est une

solution efficace pour ces problemes.
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Eq ﬂ;p SLO SLO  SL1 SL1  SL2 SL2  SL3 SL3
1 1 | |
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Figure R.21 Structure de la mémoire adressable par contenu non-volatile (MACNV)

Nous proposons un MACNV comme une des applications de I'architecture LEM. Plusieurs
JTMs utilisées pour le stockage et la fonction logique partagent le méme circuit de

comparaison pour assurer l'efficacité de surface. Figure R.21 illustre la structure de MACNV.

ML est pré-chargee par le transistor PMOS (T, ) lorsque le signal est activé. Quand un mot
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(par exemple, "0100") est recherché, le premier mot (Word,) sera chargé. S’il est différent du

mot de recherche, les mots suivants seront adressés jusqu'a ce qu'un correspond mot soit

trouveé.

Le circuit de comparaison et le circuit d'écriture sont partagés par des cellules de stockage
dans la méme colonne (voir Figure R.22). L'opération de recherche (ou l'opération de
comparaison) est effectuée en comparant le mot de recherche avec les données stockées dans
les JTMs. ML tiendra la charge lorsque tous les bits correspondent aux lignes de recherche
SL, - SL,. Sinon, ML sera déchargé.

Left branche (M) E Right branche (My)
Véd
+
ML SE—N0| PO P2 E-o| P3 PI |oSE—N
I‘V:fl:l m A : m Sense amplifier
: {aHaﬁw
: CMOS logic tree
SLi |85 No] F——[w7 w] |-sLi_~
2T/2MTJ storage cells

WIE Dlata WE Data

|1
S3 S2 S1 S2
g —|I'§7—||§5—|N13—| AR Ly
e e

? M1 M3 _ M5 _ M7 Circuit
1 . 1 ]

L i i
SEN SEN

N3 N4

Gnd Gnd

Figure R.22 Schéma de la cellule MAC basique. SL; représente la ligne de recherche, ou i est
le nombre de lignes de mots.

Table R.4 Mécanisme d'opération de la cellule MAC

Donnée stockée ,
A Donnee de Qm N Résultat
(M., Mg) | _ Donnee recherche 0
' non-volatile
0 Gnd Fermé Match
(P, AP) 0 -
1 Vd Ouvert Mismatch
0 V4 Ouvert Mismatch
(AP, P) 1 -
1 Gnd Fermé Match

Table R.4 résume la relation entre les données stockées, le mot de recherche et le résultat de
comparaison. L'opération de recherche de la MACNV ne nécessite que 110 ps. La
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consommation d'énergie est aussi faible que 3.2 fl/bit/search. La MACNYV multi-bit promet
une commutation rapide du contexte car tous les éléments de stockage sont directement
connectés au circuit de comparaison. L'efficacité de la surface devient plus significative lors

de l'augmentation du nombre de mots.
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Figure R.23 (a) Schéma du décodeur magnétique basé sur le registre a décalage (RDDM) (b)
Diagramme d'état de RDDM (S3S,S:1So) () Flip-flop magnétique utilisant deux JTMs qui sont
toujours dans les états complémentaires
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Figure R.24 (a) Schéma du décodeur magnétique basé sur le compteur (CDM) (b) Structure
du compteur basé sur CMOS (c) Schéma d'état du compteur basé sur CMOS (Q1Qo)

Deux décodeurs magnetiques (DMs), c'est-a-dire un décodeur basé sur le registre a décalage

(RDDM) et le décodeur basé sur le compteur (CDM), servent de circuit de commutation pour

la MACNV (voir Figure R.23 et Figure R.24). Les deux DMs permettent de conserver

I'adresse du mot sélectionné, méme en état de coupure. En outre, les concepteurs peuvent
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choisir une ligne particuliere pour comparer avec le mot de recherche.

Conclusion

Cette these vise a concevoir et a simuler des circuits logiques non-volatiles intégrant les JTMs
non seulement comme cellules de stockage mais aussi comme opérandes. Pour I'application
logique, l'architecture LEM ouvre la voie d'intégrer les mémoires non-volatiles directement
dans le circuit logique. Cette architecture réduit considérablement la distance de

communication, réduisant ainsi le délai de transfert et I'énergie.

La structure hybride JTM/CMOS a été analysée, y compris les circuits de la lecture et
d'écriture. Le circuit multi-bit a été concu pour une plus grande efficacité de la surface, ou
plusieurs cellules de stockage partagent le méme circuit de lecture et d'écriture. Afin de
résoudre les problemes causés par la structure asymétrique, la structure symétrique et les

circuits de lecture ADPCS ont été proposés.

Les circuits logiques et arithmétiques basés sur lI'architecture LEM ont été concgus en utilisant
le modéle de JTM. La structure de I’ACNV 1-bit a été détaillée, suivie de I'étude de I'effet de
différents facteurs sur le temps de fonctionnement et I'énergie. Par rapport a I’AC basée sur
CMOS, I’ACNV a montré des avantages sur la consommation d'énergie statique et la surface
en raison de la technologie d'intégration 3-D. Ensuite, nous avons proposé et compare trois
structures d’ACNV 8-bit qui réalisent une non-volatilité complete. Enfin, nous avons optimisé

I’ACNV en termes de fiabilité et de performance d'écriture.

L'architecture LEM a également été appliquée a la conception de MACNV. Il a eu des
avantages dans la vitesse de recherche et la consommation d'énergie par rapport a d'autres

MACs. Deux décodeurs magnetiques ont été concus pour la sélection de ligne de mots.
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Conception et développement de circuits logiques de faible consommation et fiables basés
sur des jonctions tunnel magnétiques a écriture par transfert de spin

Résume - Les dispositifs de spintronique, tels que la jonction tunnel magnétique (JTM) écrite
par transfert de spin, sont largement étudiés comme une solution pour aider a repousser les
limites a venir dans la miniaturisation des circuits électroniques, en particulier la
consommation statique causée par la diminution de la taille des dispositifs CMOS.
L'architecture logique-en-mémoire (LEM) hybride permet de réduire le temps et la
consommation dynamique de transfert entre la mémoire et la logique. Cette thése consiste a
concevoir des circuits logiques et mémoires, en combinant les technologies JTM et CMOS.

En utilisant un modéle compact JTM et le design-kit CMOS de STMicroelectronics, nous
étudions des circuits hybrides JTM/CMOS 1-bit et multi-bit. Une mémoire MRAM basée sur la
structure JTM/CMOS hybride est proposée. Puis, basés sur le concept de LEM, des circuits
logiques/arithmétiques non-volatiles (NOT, AND, OR, XOR, ainsi qu’un additionneur
complet) sont congus, analysés et optimisés. Enfin, une mémoire adressable par contenu
non-volatile (MACNV) et deux architectures de décodeurs magnetiques pour la sélection de
ligne sont proposeées.

Mots Clés: Spintronique, transfert de spin, jonction tunnel magnétique, circuits hybrides
JTM/CMOS, circuits logiques/arithmétiques non-volatiles.

Design and development of low-power and reliable logic circuits based on spin-transfer
torque magnetic tunnel junctions

Abstract - Spintronics devices, such as spin transfer torque based magnetic tunnel junction
(STT-MTJ), are under intensive investigation to overcome the static power issue caused by the
shrinking of CMOS technology. Hybrid logic-in-memory (LIM) architecture allows reducing
latency and dynamic power due to long data traffic. This thesis focuses on the design of hybrid
MTJ/CMOS logic circuits and memories.

By using a compact STT-MTJ model and the STMicroelectronics CMOS design kit, we design
and optimize the single-bit and multi-bit hybrid MTJ/CMOS circuits. Magnetic random access
memory (MRAM) based on the multi-context hybrid MTJ/CMQOS structure is proposed. Then,
based on the LIM concept, non-volatile logic/arithmetic circuits are designed and analyzed
including NOT, AND, OR, XOR and full-adder (FA). Furthermore, we optimize the FA from
the circuit-, structure- and device-level. Finally, LIM-based non-volatile content addressable
memory (CAM) and magnetic decoders are designed.

Keywords: Spintronics, spin transfer torque, magnetic tunnel junction, hybrid
MTJ/CMOS circuits, non-volatile logic/arithmetic circuits.
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