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#### Abstract

The application of quantum physics to the information theory turns out to be full of promises for our information society. Aware of this potential, groups of scientists all around the world have this common goal to create the quantum version of the computer. The first step of this ambitious project is the realization of the basic block that encodes the quantum information, the qubit. Among all existing qubits, spin based devices are very attractive since they reveal electrical read-out and coherent manipulation. Beyond this, the more isolated a system is, the longer its quantum behaviour remains, making of the nuclear spin a serious candidate for exhibiting long coherence time and consequently high numbers of quantum operation.

In this context I worked on a molecular spin transistor consisting of a $\mathrm{TbPc}_{2}$ singlemolecule magnet coupled to electrodes (source, drain and gate) and a microwave antenna. This setup enabled us to read-out electrically both the electronic and the nuclear spin states and to coherently manipulate the nuclear spin of the Terbium ion. I focused during my Ph.D. on the study of the spins dynamic and mainly the $3 / 2$ nuclear spin under the influence of a microwave pulse. The first step was to measure the energy difference between these states leading in a second time to the coherent manipulation of the three nuclear spin transitions using only a microwave electric field. To further characterize the decoherence processes that break the phase of the nuclear spin states, I performed Ramsey and Hahn-echo measurements. These preliminary results show that we were in presence of three qubits with figure of merit higher than two thousands, thus meeting the expectations aroused by the use of a nuclear spin as the basic block of quantum information.

More than demonstrating the qubit dynamic, I demonstrated that a nuclear spin embedded in the molecular magnet transistor is a four quantum states system that can be fully controlled, a qudit. Theoretical proposal demonstrated that quantum information processing such as quantum gates and algorithms could be implemented using a $3 / 2$ spin. I focused on a research algorithm which is a succession of an Hadamard gate, that creates a coherent superposition of all the nuclear spin sates, and an unitary evolution, that amplified the amplitude of a desired state. It allows a quadratic speed-up to find an element in an unordered list compared to


classical algorithm. During my Ph.D., I demonstrated the experimental proof of feasibility of this Grover like algorithm applied to a multi-levels system. The first step was to experimentally create coherent superposition of two, three and four states. Then I measured coherent oscillations in between a 3 state superposition and a selected state which is the signature of the research algorithm implementation.

In summary, this Ph.D. exposed the first quantum search algorithm on a single-molecule magnet based qudit. These results combined to the great versatility of molecular magnet holds a lot of promises for the next challenge: building up a scalable molecular based quantum computer.

## Résumé

La physique quantique appliquée à la théorie de l'information se révèle être pleine de promesses pour notre société. Conscients de ce potentiel, des groupes de scientifiques du monde entier ont pour objectif commun de créer un ordinateur utilisant les principes de la mécanique quantique. La première étape de cet ambitieux cheminement menant à l'ordinateur quantique est la réalisation du bloc de base de l'encodage quantique de l'information, le qubit. Dans le large choix de qubits existants, ceux utilisant un spin sont très attrayants puisqu'ils peuvent être lus et manipulés de façon cohérente uniquement en utilisant des champs électriques. Enfin, plus un système est isolé, plus son comportement demeure quantique, ce qui fait du spin nucléaire un sérieux candidat dans la course au long temps de cohérence et donc aux grands nombres d'opérations quantiques.

Dans ce contexte, j' ai étudié un transistor de spin moléculaire. Ce dispositif, placé dans un réfrigérateur à dilution assurant des mesures à 40 mK , est composé d'une molécule magnétique $\mathrm{TbPc}_{2}$ couplée à des électrodes (source, drain et grille) et à une antenne hyperfréquence. Il nous a permis de lire à l'aide d'une mesure de conductance, à la fois l'état de spin électronique et nucléaire de l'ion Terbium. Ma thèse se focalise sur l'étude de la dynamique de ces spins et plus particulièrement celle du spin nucléaire $3 / 2$ sous l'influence d'un champ micro-onde. La première étape consiste à mesurer la différence d'énergie entre ces quatre états de spin nucléaire pour ensuite parvenir à manipuler de façon cohérente ses trois transitions en utilisant uniquement un champ électrique. Pour caractériser davantage les processus de décohérence à l'origine de la perte de phase des états quantiques, j'ai réalisé des mesures Ramsey et Hahn-echo révélant des temps de cohérence de l'ordre de 0.3 ms . Ces résultats préliminaires montrent que nous sommes en présence de 3 qubits ayant une figure de mérite supérieure à deux mille, répondant ainsi aux attentes suscitées par l'utilisation d'un spin nucléaire comme bloc de base de l'information quantique.

Plus que démontrer expérimentalement la dynamique de trois qubits, ces mesures nous prouvent qu'un spin nucléaire intégré dans une géométrie de type transistor à aimant moléculaire est un système à quatre états contrôlé de façon cohérente. Des propositions théoriques démontrent qu'un traitement quantique de l'information, telle que l'application de portes quantiques et la réalisation d'algorithmes, peut être implémenté sur un tel système. Je me suis concentré sur un algorithme de recherche. Il s'agit de la succession d'une porte Hadamard, qui crée une superposition cohérente de tous les états de spin nucléaire, et une évolution
unitaire qui amplifie l'amplitude d'un état désiré. Il permet une accélération quadratique de la recherche d'un élément dans une liste non ordonnée comparée à un algorithme classique. Pendant ma thèse, j' ai apporté la preuve expérimentale de la faisabilité de cet algorithme de Grover sur un système à plusieurs niveaux. La première étape a été de créer une superposition cohérente de deux, trois et quatre états par l'application d'une impultion radio-fréquence. Enfin, j'ai mesuré une oscillation cohérente entre une superposition de trois états et un état sélectionné qui est la signature de l'implémentation de l'algorithme de recherche.

En résumé, cette thèse expose la première implémentation d'un algorithme quantique de recherche sur un qudit de type aimant moléculaire. Ces résultats, combinés à la grande polyvalence des molécules magnétiques, sont autant de promesses pour la suite de ce défi scientifique qu'est la construction d'un ordinateur quantique moléculaire.
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## Chapter 1

## Introduction to quantum information

### 1.1 Motivation

As explained by Richard Feynman [1], taking the example of a room position, the easiest way to encode an information is the use of a two states system. These two states can be either a colour, a water flow, an electronic flow, a magnetic moment or whatever you can imagine. When the information is encoded, you want to control it in different ways: storing, reading, manipulating or transmitting it. Nowadays computers are based on this idea and use different physical two classical states systems to play with the information depending on what we want to do with. For example, to store the information, you will prefer a magnetic moment because of its memory properties whereas you will prefer an electrons flow to perform fast operation because of their speed. All information processes of today computers can be explained using classical mechanic while since 1900 [2] we now that quantum theory offers a much better description of Nature than the classical one. In the $80^{\prime} s$, pioneers of quantum information $[1,3,4]$ start to thing about this idea: What about using the power of quantum mechanic to treat the information [5] ? The idea of this new information theory is to generalize the Church-Turing hypothesis [6] to its quantum level : " A quantum Turing machine can efficiently simulate any realistic model of computation" [7]. More than accelerating calculations by decreasing the complexity of a given problem, the quantum computer might be able to solve problems that are unbreakable for a classical computer with finite time and resources [8]. The power of a quantum computer lies in its capability to be in all states simultaneously by using superposition principles (a quantum operation influences the complete superposition of states) and to create quantum interferences. The realization of an operational quantum computer is one of the most ambitious technological goals of today's scientist. Even if the will of drawing a predefined road for fundamental research is a strange idea, the community
defined seven steps to reach this goal [9].

The first step is to develop the basic element of this new computer, a two quantum states system, the so-called qubit. As for the classical computer, because a two states system is the most fundamental system you can find, one can imagine many of them. In section 1.2, we will make a brief overview of these systems that experimentally demonstrate to be suited qubit, trying to understand the advantages and drawbacks of each one to perform quantum operations and to build a quantum machine. After identifying the new information media, we will examine the second step along this road : the treatment of it using quantum algorithm to solve concrete problems (section 1.3). I will not treat the other steps that are mainly dealing with error code correction [10]: quantum non destructive measurements for error code correction, logical memory with longer lifetime than physical qubits, operations on single logical qubits, algorithms on multiple logical qubits to finish with a fault-tolerant quantum computation.

### 1.2 Qubit System

A qubit is a quantum system which can be described by a two-dimensional Hilbert space. The basis states are $|\uparrow\rangle$ and $|\downarrow\rangle$ and a pure qubit states can be put in any arbitrary linear superposition of this basis, represented as $|\psi\rangle=\alpha|\uparrow\rangle+\beta|\downarrow\rangle$, where $(\alpha, \beta) \in \mathbb{C}$ with the normalization $|\alpha|^{2}+|\beta|^{2}=1$. As a result, every pure qubit state can be written as:

$$
\begin{equation*}
|\psi\rangle=e^{i \gamma}\left\{\cos \left(\frac{\theta}{2}\right)|\uparrow\rangle+e^{i \phi} \sin \left(\frac{\theta}{2}\right)|\downarrow\rangle\right\} \tag{1.1}
\end{equation*}
$$

The global phase $\gamma$ can be ignored and set arbitrarily to zero being irrelevant to the qubit manipulation. All the dynamic can be then expressed using two angles $(\theta, \phi)$, enabling a graphical representation of this pure state on the so-called Bloch-sphere (figure 1.1). On this sphere, the north (south) pole represents the $|\uparrow\rangle(|\downarrow\rangle)$ state and the equator represents an equal superposition of the two states: $\frac{1}{\sqrt{2}}\left(|\uparrow\rangle+e^{i \phi}|\downarrow\rangle\right)$.

Many fields of physics are concerned by the realization of a qubit: atomic and molecular physics, quantum optics, nuclear and electron magnetic resonance spectroscopy, superconducting electronics, quantum-dot physics... In order to decide whether or not a quantum mechanical system is suited, DiVincenzo formulated five criteria [11].

- A scalable physical system with well characterized qubits : The state must be described as a normalized superposition of two states and the internal Hamiltonian of the system must be


Fig. 1.1 Bloch sphere representation of a quantum bit. Eq. 1.1 show that only 2 parameters $(\theta, \phi)$ are needed to identify a qubit states, as a results any quantum superposition of two states can be visualized as a point on the surface of the sphere. The north pole and the south pole are the two levels of the qubit $|\uparrow\rangle$ and $|\downarrow\rangle$.
known.

- The ability to initialize the state of the qubits to a simple fiducial state: the state of the qubit has to be prepared before each computation.
- Long relevant decoherence times: the qubit must be protected from decoherence by isolation from the environment.
- A universal set of quantum gate : the manipulation of a quantum state must be performed with reasonable precision and much faster than the decoherence time.
- A qubit specific measurement capability: the final state of the qubit must be read-out with a sufficiently high precision.

He also gives two other criteria relating to the communication of quantum information. In brief a good qubit is a two states quantum system that can be initialized, manipulated faster than its decoherence time and read-out. In this sentence, the main difficulty of quantum computation is exposed. On one hand we want a well isolated system to preserve the coherence and on another hand we want a system that can be manipulated and read-out. Several systems met the criteria, the idea of this section is not to provide an exhaustive list of all these qubits but to understand our line of thought, starting from the ion trap and finishing with molecular magnet.


Fig. 1.2 Quantum information pioneers experiments. In 1996, Wineland's group, working on ion traps (a), create the first experimental Schrödinger cat [12] and Haroche's group study the decoherence processes (b) using photons in a cavity [13]

One of the experimental pioneers of quantum information is the group of David Wineland. In 1978 they cooled down a $\mathrm{Mg}^{2+}$ ion confined in a Penning trap using the radiation-pressure techniques [14] and they produced there first Schrödinger cat in 1996 [12]. The same year, the group of Serge Haroche observed Rabi oscillation of Rydberg atoms in the vacuum and in small coherent fields stored in a cavity [15]. They also did the first measurement of the decoherence process time [13]. Both Wineland and Haroche were awarded the Nobel Prize in physics in 2012. These fantastic experiments demonstrate the fundamental possibility of performing basic quantum calculation and are still ongoing active research domain. Nevertheless, both systems are experimentally very demanding and at the same time nano-fabrication techniques develop, opening the road to the solid state qubit systems which offer more perspective for scalability.

A nano-fabricated promising candidate to realize a qubit is superconducting quantum circuit based on Josephson junctions. This innovative idea of using macroscopic electrical circuit to do quantum manipulation comes from Anthony James Legget [18]. The electronic dynamics in this SIS junction is described by the Cooper-pair number and the phase difference across the junction which are conjugate observables. Depending on its design, it is possible to fix one variable resulting in a "charge" or a "phase" qubit. In 1985, the quantification of the phase difference across the junction was observed [19]. Few years latter, in 1999, Nakamura managed to perform coherent manipulation of these macroscopic states in a charge qubit [16]. Great progress in this field have been done in term of coherence time to go from 3 ns , for the first Nakamura qubit, to 0.1 ms using transmon qubit [17] and in term of geometry by entangling three qubits [20,21]. The main intrinsic limitation of this qubit is


Fig. 1.3 Superconducting qubit. (a) In 1999 Nakamura et al. measured the first coherent manipulation of a qubit using a superconducting macroscopic circuit [16]. Nowadays, people coupled this qubit to structure such as cavity or resonator to increase the qubit properties [17]. (b) Here is a picture from Martinis website, showing a superconducting qubit coupled to a resonator.
their typical size of several $\mu m$ that makes them extremely sensitive to external noise.

To decouple the qubit from its environment, the first idea is to decrease its typical size. Loss in 1998 proposed [24] the idea of using the spin of an electron inside a quantum dot as a two states quantum system. Since they are much smaller than superconducting circuits, they couple less strongly to the environment, but at the same time they are also harder to measure. A 2D confinement of the electron is obtained thanks to the electronics properties in GaAs/AlGaAs heterostructure. It is then possible to form quantum dots in this two-dimensional electron gas by applying negative voltages to metallic surface gates. The first single-shot read-out of an electron spin inside a quantum dot was reported in 2004 [25]. Two years later the coherent manipulation of an electron spin in a GaAs quantum dot was presented by Koppens et al. [26] using magnetic field and by Pioro-Ladriére et al. using only an electric field [27]. The intrinsic spin bath of host nuclear spins in these materials, coupled through the hyperfine interaction to the electronic spin of the quantum dot, was the primary limit to achieve long spin coherence times in these systems (inhomogeneous dephasing time of few tens of $n s$ in GaAs [28]). This limitation has been reduced through the use of dynamical decoupling protocols measurements that can extend the useful coherence time up to $200 \mu s$ [29]. The geometry of these quantum dot are 2D scalable by building array of qubits. In 2012 Shulman et al. [23] demonstrated the entanglement of two qubits in such a structure.


Fig. 1.4 Electronic spin qubit in quantum dot. (a) SEM photography of a double quantum dot with a microwave excitation that ensure a coherent manipulation of the qubit [22]. (b) SEM photography of the structure that showed the first entangled electronic spin qubit [23] .


Fig. 1.5 Nuclear spin qubit. (a) Nitrogen-Vacancy system structure representation [30]. (b) Single molecular magnet transistor picture, this system demonstrate the first manipulation of a nuclear spin using an electrical field [31]. (c) SEM photography of a microwave line use to manipulate a ${ }^{31} \mathrm{P}$ donor in silicon nuclear spin qubit [32].

Another material for electronic spin manipulation is diamond. It supports a plethora of optically active point defects, many of which are paramagnetic and could therefore serve as spin qubits. In 1997, nitrogen-vacancy (NV) defect in diamond, consisting of a substitutional nitrogen atom adjacent to a vacancy in the diamond crystal, was observed [33] and gained much interest in experimental quantum physics because it behaves much like a single ion in a robust solid-state not strongly interacting environment. The NV centre, in its negatively charged ground state, is an electron spin triplet, the state of which can be initialized and measured simply through optical excitation and fluorescence detection, respectively [30]. The properties of this material, an extremely high Debye temperature and the large band gap, endow NV centre spins with remarkable coherence properties that persist up to room temperature. Nowadays, fast manipulation (sub-nanosecond) of this electronic spin [34] enables more than one million coherent operations within the NV centre's spin coherence time.

A key feature of NV centre spin qubits is to enable access not only to the electronic spin state but also to the individual nuclear spins of the intrinsic nitrogen atom and proximal ${ }^{13} \mathrm{C}$ nuclei. Indeed, when some of the quantum information community tries to increase the quality of the electronic spin environment, using spinless material like ${ }^{28} \mathrm{Si}$ or ${ }^{12} \mathrm{C}$ [35-37], others try to use a spin which is much less coupled to its environment: the nuclear spin which has a magnetic moment 3 orders of magnitude smaller than the electronic one [38]. Here again, more isolated means harder to detect. The fundamental idea is the same for all these systems: an indirect measurement of the nuclear spin states through the hyperfine coupling to an electronic spin. For NV centre, they demonstrated that this nuclear spin qubits can be initialized [39], measured non-destructively in a single shot [40], and even entangled [41]. Scientists demonstrated operating spin [42] and nuclear [32, 43] spin qubits also in silicon based devices, using ${ }^{31} \mathrm{P}$ impurity. Finally, and here is the subject of this thesis, read-out [44, 45] and coherent control of a nuclear spin was demonstrated in single-molecule magnet using electrically driven resonance [31]. We focus our study on the $\mathrm{TbPc}_{2}$ in a transistor system. In this molecule the Pc ligands work as a read-out dot under the influence of the Terbium ion spin. In addition, the specific geometric and electronic properties of it offer interesting manipulation and coherence times. Moreover, the great diversity of molecules in addition to their massively parallel synthesis are full of promises for scalable quantum information processing.

The above non exhaustive list of qubit systems show how prolific were the two past decades in term of fundamental research. I do not want to compare and classify them to know which one is the best to build the first quantum computer for two distinct reasons. First, the
list of criteria is so large (figure of merit, scalability, difficulties of production, information transfer, working temperature...) and hard to weight. Second point, the number of different system we use today to play with the classical information is the best example to call for a diversified research in term of quantum information system. Each system could be the best for a specific quantum application: fast calculation, long memory, simulation, sensing etc.

### 1.3 Quantum Information Processing

The main objective of Quantum Information Processing (QIP) is to implement coherent control on qubits with quantum gates. In the previous part we have seen how different are the investigating qubits. As a result, the physical phenomena used to achieve the desired manipulation of a quantum state can be also very varied. For example, if qubits are encoded in spins, the manipulation is performed by varying an applied magnetic or electric field. If the qubit is encoded in an internal excitation state of an ion, the gate operation can be achieved by varying the irradiation time of a laser beam. The common point of all these systems is that they are governed by Schrödinger's equation:

$$
\begin{equation*}
i \hbar \frac{\delta|\psi\rangle}{\delta t}=H|\psi\rangle \tag{1.2}
\end{equation*}
$$

To preserve the normalization of the state during the operation, the evolution must be unitary i.e. described by a time independent Hamiltonian. QIP is a succession of unitary matrices $U$ describing quantum gates which are related to the physical processes by which they are achieved via the equation $U=e^{-\frac{i H t}{\hbar}}$. Here is an other promising fundamental thermodynamic gain for the future of computation: if we use only reversible gates, no energy needs to be dissipated to perform those gate operations.

### 1.3.1 Quantum gates

The first example of non-trivial single qubit gates are the Pauli matrices, $\sigma_{x}, \sigma_{y}$ and $\sigma_{z}$ (eq. 1.3). These matrices represent the rotation of the vector in the Bloch sphere respectively around the $\mathrm{x}, \mathrm{y}$ and z axis.

$$
\sigma_{x}=\left(\begin{array}{cc}
0 & 1  \tag{1.3}\\
1 & 0
\end{array}\right) \quad \sigma_{y}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right) \quad \sigma_{z}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

The application of the $\sigma_{x}$ flips the qubit state, $\sigma_{y}$ does the same with an additional phase when $\sigma_{z}$ flips the phase. These transformations are experimentally performed for all the systems described in secction 1.2 and will be explained in details in section 6.1. Pauli matrices form, with the identity, a basis for the vector space of $2 \times 2$ Hermitian matrices. These, with the standard multiplication law for matrices, form a group isomorphic to $\mathrm{SU}(2)$. As a result, every single qubit gate G can be decomposed on these matrices:

$$
\begin{equation*}
G=\frac{1}{2}\left(\operatorname{Tr}[G] I d+\operatorname{Tr}\left[G \sigma_{x}\right] \sigma_{x}+\operatorname{Tr}\left[G \sigma_{y}\right] \sigma_{y}+\operatorname{Tr}\left[G \sigma_{z}\right] \sigma_{z}\right) \tag{1.4}
\end{equation*}
$$

In this context the use of the Bloch sphere reveals itself extremely helpful. This is easily illustrated by examining the effect of $\sigma_{x}$. As an introduction with this concept of rotation in the Bloch-sphere, it is interesting to see if $\sigma_{x}$ is a quantum NOT gate? The NOT gate has the effect of mapping a state at the North pole of the Bloch sphere into a state at the South pole and vice versa. It is natural to extend the definition of a NOT gate to be the operation that maps a qubit $|\psi\rangle$ into its antipodal state $\left|\psi^{\perp}\right\rangle$ :

$$
\begin{align*}
|\psi\rangle & =\cos \left(\frac{\theta}{2}\right)|\uparrow\rangle+e^{i \phi} \sin \left(\frac{\theta}{2}\right)|\downarrow\rangle  \tag{1.5}\\
\left|\psi^{\perp}\right\rangle & =\cos \left(\frac{\pi-\theta}{2}\right)|\uparrow\rangle+e^{i(\phi+\pi)} \sin \left(\frac{\pi-\theta}{2}\right)|\downarrow\rangle \\
& =\sin \left(\frac{\theta}{2}\right)|\uparrow\rangle-e^{i \phi} \cos \left(\frac{\theta}{2}\right)|\downarrow\rangle \tag{1.6}
\end{align*}
$$

Now that we have the expression of antipodal state we can compare it with the state after a $\sigma_{x}$ gate:

$$
\sigma_{x}|\psi\rangle=\left(\begin{array}{ll}
0 & 1  \tag{1.7}\\
1 & 0
\end{array}\right) \cdot\binom{\cos \left(\frac{\theta}{2}\right)}{e^{i \phi} \sin \left(\frac{\theta}{2}\right)}=\sin \left(\frac{\theta}{2}\right)|\uparrow\rangle+e^{-i \phi} \cos \left(\frac{\theta}{2}\right)|\downarrow\rangle \neq\left|\psi^{\perp}\right\rangle
$$

One thus observed that $\sigma_{x}$ is the quantum analog of the NOT gate for the states $|\uparrow\rangle$ or $|\downarrow\rangle$ but not for an arbitrary pure quantum state. A deeper investigation of this question shows that there is no quantum analog to the NOT gate, another example on how caution we should be when using classical vocabulary to describe the quantum world.

A single qubit gate of great interest, with no classical analog, is the Hadamard gate. When operating on one of the basis states $|\uparrow\rangle$ or $|\downarrow\rangle$ it sends it to the equatorial plane of the Bloch sphere. Because of the reversibility, on subsequent application, we obtain the original


Fig. 1.6 Non exhaustive list of single qubit gate showing how they transform an input state.
state. The Hadamard gate is written in the matrix form as

$$
H=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & 1  \tag{1.8}\\
1 & -1
\end{array}\right)
$$

This rather simple gate is one of the most useful in quantum computation. Indeed, starting from a basis state, the Hadamard gate creates a coherent superposition of all states and makes possible the use of quantum parallelism.

Complex QIP requires bigger Hilbert space than the one provided by a single qubit. The most naive idea to increase the dimension of a Hilbert space is to increase the number of states of the system. If you coherently control all the transition of a N states system, so that you can create a coherent superposition of all these states, you can apply complex gates. This solution is the one I used during my thesis, playing with a single $3 / 2$ nuclear spin. These relatively large spin systems are of great interest as proof of feasibility for quantum operation. Nevertheless the Hilbert space dimension increasing as $2 n+1$, where n is the spin value. This linear evolution may be a strong limitation if another quantum property is not accessible. Indeed an exponential growth is possible by mixing several qubits. Considering a two qubits system, its Hilbert space is:

$$
\begin{equation*}
\xi_{s}=\xi_{1} \otimes \xi_{1} \tag{1.9}
\end{equation*}
$$

i.e. the tensor product of the qubit 1 Hilbert space $\xi_{1}$ and qubit 2 Hilbert space $\xi_{2}$. One can demonstrate that the four eigenstates of this Hilbert space are

$$
\begin{equation*}
\frac{(|\uparrow, \downarrow\rangle-|\downarrow, \uparrow\rangle)}{\sqrt{2}} \tag{1.10}
\end{equation*}
$$

that corresponds to the singlet state: $|0,0\rangle$ in the $\left|S, m_{s}\right\rangle$ representation and

$$
\begin{equation*}
|\downarrow, \downarrow\rangle ; \frac{|\uparrow, \downarrow\rangle+|\downarrow,| \uparrow\rangle\rangle}{\sqrt{2}} ;|\uparrow, \uparrow\rangle \tag{1.11}
\end{equation*}
$$

that corresponds to the triplet state: $|1,-1\rangle ;|1,0\rangle ;|1,1\rangle$ in the $\left|S, m_{s}\right\rangle$ representation. As a result, a state of the system will be a linear superposition of these four states:

$$
\begin{equation*}
|\Psi\rangle=\alpha \frac{(|\uparrow, \downarrow\rangle-|\downarrow, \uparrow\rangle)}{\sqrt{2}}+\beta|\downarrow, \downarrow\rangle+\gamma \frac{|\uparrow, \downarrow\rangle+|\downarrow, \uparrow\rangle}{\sqrt{2}}+\delta|\uparrow, \uparrow\rangle \tag{1.12}
\end{equation*}
$$

Where a classical computer encodes two informations with two bits (value of bit 1, value of bit 2 ) a quantum computer encodes four informations in two qubits ( $\alpha, \beta, \gamma, \delta$ ). A generalization at $n$ qubit leads to an Hilbert space dimension of $2^{n}$ that is growing exponentially.

Get back to the Hadamard single qubit gate: If you prepare $n$ qubit in their fundamental states $|\uparrow\rangle$ and apply to each qubit in parallel its own Hadamard gate, then the state produced is an equal superposition of $2 n-1$ states :

$$
\begin{equation*}
H|\uparrow\rangle \otimes H|\uparrow\rangle \otimes \ldots \otimes H|\uparrow\rangle=\frac{1}{\sqrt{2^{n}}} \sum|x\rangle \tag{1.13}
\end{equation*}
$$

Where $|x\rangle$ stand for the basis of the full system Hilbert space. Equation 1.13 shows how, by applying simultaneously a Hadamard gate to each qubit of the basis, a coherent n-qubits superposition, containing $2^{n}$ eigenstates, can be created. It is one of the most important tricks of quantum computing as it gives the ability to load exponentially many indices using only polynomial operations.
Even if I could present other quantum gates operating on a $2^{n}$ states system, the aim of this introduction is not to give an exhaustive list. Thus, I will present in the following how from a massively superposed state, we would solve concrete problem using massively parallel algorithms.

### 1.3.2 Quantum algorithm

In 1985, David Deutsch [5] proposed the first quantum algorithm. It is a finite succession of gate applied to an input state that can be implement on a quantum computer. Since this proposition, a lot of efforts have been devoted to the realization of a working quantum computer. In order to better understand how powerful this quantum treatment of the information could be, I will present in the following a simple example.

There exists a rigorous way of defining what makes an algorithm fast or slow [46]. This relies on how does the computation time increases with increasing size of the input. If the time taken to execute the algorithm increases not faster than a polynomial function of the size of the input, then it is said to be fast. A naive example can illustrate this idea: if one is asked to solve the two following problems:

$$
\begin{align*}
& 3 \times 5=?  \tag{1.14}\\
& ? \times ?=21 \tag{1.15}
\end{align*}
$$

One instantaneously finds the solution. When now one is asked to solve:

$$
\begin{align*}
421 \times 307 & =?  \tag{1.16}\\
? \times ? & =160451 \tag{1.17}
\end{align*}
$$

The first will take certainly less than one minute when the second might take an hour. This is because we know fast algorithms for multiplication, but we do not know fast algorithm for factorization. As a result when the complexity of the problem increases, performing a multiplication is still possible but factorization becomes much more tricky. We do not know if a fast classical algorithm exists for factorization problem even if there is much interest in finding. Indeed, the problem of factorization underpins the security of many public key. Nowadays after two years of calculation, a classical algorithm manages to factorize a 232 -digit numbers [47]. What we know is that a quantum algorithm can solve this problem exponentially faster. This is the so-called Shor's Algorithm [48, 49] which is well detailed in [50]. It is mainly based on number theorem that states that there exists a relation between the periodicity of a particular function and the factor of an integer. Where Shor's algorithm is more efficient than a classical one is to find out this periodicity. It is a great example of quantum algorithm because it is based both on quantum superposition and interferences to reduce the complexity of the problem from exponential to polynomial. This discovery attracted considerable attention from banks and security agencies. Indeed the promise of an implementation of this algorithm is huge: breaking the RSA cryptosystem [51] or any other
form of secret informations. IBM group of California presented the first proof of feasibility of this algorithm in 2001 by factorizing $15=5 \times 3$ using nuclear magnetic resonance (NMR) on seven spin $1 / 2$ embedded in a molecule [52]. Other groups performed the same factorization [53-55] and more recently, an experiment went one step further: using photonic qubit, they factorized 21 [56]. Nowadays, the main goal of the different groups working in this field is to implement architectures with at least 50 qubits. Indeed, when dealing with factorization, a quantum computer integrating 20 to 30 qubits can be simulated on a modern classical computer [57].

Searching an element in an unordered list is another concrete problem that can be solved by a quantum computer. A classical computer would take $O(N)$ operations to search an object among N , whereas, a quantum search algorithm could find it in $O(\sqrt{N})$ operations. This algorithm was first formulated by Lov Kumar Grover [58, 59]. Using $n$ qubits, he demonstrated that, by encoding the information on the phase of one state and applying quantum gates, he could find an element in a unordered list of $2^{n}$ elements faster than any classical algorithm. It is maybe the easiest one to understand and different lectures demonstrate it so I will not explain here in details the succession of quantum gates that one need to apply to the system. The general idea is to increase, at each iteration, the population of the searched element which, at the beginning, is labelled by having a different phase from the others. After $\sqrt{N}$ iterations, the full state gets close to the desired state, so that when you measure the final state system you find it with the largest probability. In 1998, Edward Farhi [60], presented another method where the search element is no more marked with a different phase but a different energy from the others. The second important difference comes from the process that increases the population of the desired state. Instead of applying $\sqrt{N}$ iterations of duration independent of N , we apply at once a unitary evolution that is $\sqrt{N}$ time dependent. This last quantum gate induces a coherent oscillation between the fully superposed state and the desired state. Few years later, Michael Leuenberger and Daniel Loss [61] presented the possibility to use this analog Grover's algorithm on a nuclear spin $n(N=2 n+1$ elements list), which I will experimentally demonstrate in section 7 of this thesis. It is important to note that other groups solved this problem using NMR implementation [62, 63]. Today, the size list record is $\mathrm{N}=8$ [64], showing once again the scalability problem of quantum computation.

There exist two others algorithm that have been implemented: the quantum annealing which solves Ising spin model problem [65] using the D-Wave system and the HHL algorithm that solves linear equation. This last algorithm has been implemented both in bulk optic system with photon qubit $[66,67]$ and on a 4 qubits NMR experiment [68]. These three
experiments showed the feasibility of solving a $2 \times 2$ linear equation system. Moreover, there has been rapid progress in discovering quantum algorithms with varied applications such as eigenvalue and Gauss sum estimation [69, 70], boson sampling [71], numerical gradient estimation [72] etc... Showing, if necessary, that besides the fact that this research field is a fantastic playground to test and understand quantum experiments, it is also always evolving to find the most optimized quantum algorithm and quantum systems.

### 1.4 Thesis outline

My Ph.D. work was dedicated to the study of the read-out and manipulation of an isolated nuclear spin embedded in a single-molecule magnet in order to implement the Grover search algorithm. We made use of a three terminal transistor geometry, in which the nuclear spin is electrically detected using a read-out quantum dot and electrically manipulated via AC Stark effect. The idea of my thesis outline is to present the different experimental and theoretical mandatory steps forward the demonstration of the Grover's algorithm.

- In chapter 2, I will concentrate on the heart of the system, the $\mathrm{TbPc}_{2}$ single-molecule magnet. After a brief description of the composition and the structure, the interactions responsible for the observed magnetic properties of the device will be discussed. We shall see how these properties can be tuned using external magnetic and electrical fields.
- In chapter 3, I will describe the setup that enabled all the experimental results shown after. Starting from the dilution refrigerator, I will explain each important part of the experiment which was added to this refrigerator in order to fabricate and measure a molecular spin-transistor: measurement lines, 3D-vector magnet, sample holder and microwave generators.
- In chapter 4, I will detail the fabrication process in order to realize a single molecular magnet transistor. The nanofabrication processes as well as the molecular deposition and the electromigration technique will be presented. I will mainly focus on the sample I have been measuring to prove the Grover's algorithm but also on the sample I developed for the next generation of an all electrically and magnetic controlled single nuclear transistor. The final part of this chapter will be devoted to the presentation of the different measurements we usually perform to ensure the realization of a single molecular magnet spin transistor.
- In chapter 5, I shall present the scheme of the direct read-out of a single electronic spin leading to the indirect read-out of a single nuclear spin. This technique enables to record the nuclear spin trajectory giving access to the life time of this single quantum object. The life time of the electronic spin will be also investigated as a function of the magnetic field applied to the system.
- In chapter 6, I will focus on our ability to control each nuclear spin transition. Rabi, Ramsey and Hahn-echo measurement will be presented using an RF elecrical field. A model will be presented to explain our limitation $(300 \mu \mathrm{~s})$ in the coherence of the system. Finally, to demonstrate that we can fully control the four levels nuclear spin, I will present single and double coherent pump-probe measurements.
- In chapter 7, the Grover's algorithm will be discussed in details. In a theoretical part we will see that it consists of two quantum gates that have to be implement on a fully coherent controlled system. I will then present the experimental realization of these gates, demonstrating the first implementation of the Grover's algorithm using a single nuclear spin.


## Chapter 2

## $\mathbf{T b P c}_{2}$ Molecular Magnet

In this chapter, I present the physical properties of the metal-organic complex called bisphthalocyaninato terbium(III), in order to understand how the different interactions induced by its structure and the external environment make this molecule a system of great interest for application in nano-spintronics [73] and quantum information processing [61].

### 2.1 Composition and structure

The terbium double-decker is a lanthanide Single Molecular Magnet (SMM) that derives its name from its resemblance to the double-decker air-plane: an ion trapped in between two phthalocyanine ( Pc ) ligands. The magnetic moment of the molecule arises from a single terbium ion $\left(\mathrm{Tb}^{3+}\right)$ located in the centre of the molecule. This ion is 8 -fold coordinated to


Fig. 2.1 Side view (a) and top view (b) of the $\mathrm{TbPc}_{2}$. The pink atom is the $\mathrm{Tb}^{3+}$ ion, which is 8 -fold coordinated to the nitrogen atoms (blue). The black and the white atoms are respectively the carbon and the hydrogen.
the nitrogen atoms that are part of the Pc. Each Pc plan is composed of 8 nitrogen atoms and 32 carbon atoms. The two Pc ligands are structurally rotated from each other by an angle $45^{\circ} \pm 2^{\circ}$ so that in a first approximation the symmetry in the vicinity of the $\mathrm{Tb}^{3+}$ ion is $\mathrm{C}_{4}$. We will see in the section 2.3.3 that this angle is crucial for the $\mathrm{Tb}^{3+}$ electronic spin properties. The fact that the ligands encapsulate the $\mathrm{Tb}^{3+}$ is of great interest to conserve both the structural integrity as well as the magnetic properties even when sublimated at 820 K on a copper surface [74].

## $2.2 \mathbf{T b}^{3+}$ ion

Naturally attained ${ }^{159} \mathrm{~Tb}$ is one of the 22 elements with only one natural abundant isotope. With an atomic number of 65 , it is situated within the lanthanide series in the periodic table of elements. The electronic structure of Tb is $[\mathrm{Xe}] 4 f^{9} 6 s^{2}$. The 4 f shell is not completely filled and is responsible for its paramagnetism. It is located inside the $6 \mathrm{~s}, 5 \mathrm{~s}$, and 5 p shell and therefore well protected from the environment. Like most of the lanthanides, Tb releases three electrons to form chemical bonds. These three electrons consist of two 6 s electrons, which are on the outer most shell and therefore easy to remove, and one 4 f electron. 4 f electrons are most of the time inside the 5 s and 5 p shell, but they cannot come very close to the core neither, resulting in a smaller ionization energy than for 5 s and 5 p electrons. Thus, the electronic structure of the $\mathrm{Tb}^{3+}$ is $[\mathrm{Xe}] 4 f^{8}$. The nucleus is stable and composed of 65 protons and 94 neutrons resulting in a nuclear spin $\mathrm{I}=3 / 2$.

The energetic position of the different orbits and levels of the terbium ion is affected by several interactions, namely, the electron-electron interaction $H_{e e}$, the spin orbit coupling $H_{s o}$, the ligand field potential $H_{l f}$, the exchange interaction $H_{e x}$ and the hyperfine-coupling $H_{h f}$. Moreover, the properties of the SMM will be affected by external fields: the magnetic field will directly play on the electronic spin energy when the electric field will tune the hyperfine coupling. We will investigate these different interactions in the following part.

### 2.3 Internal interaction

We investigate the effect of the different interactions in the $\mathrm{TbPc}_{2}$. The summary of the different energy scale involved in Tab. 2.1, shows that the intensity of these interactions cover 4 orders of magnitude. I will present them from the most to the less intense.

| Interaction | Typical energy |  |  |
| :---: | ---: | ---: | ---: |
| Electron-electron | 30 THz | 1500 K | 120 meV |
| Spin-orbit | 3 THz | 150 K | 12 meV |
| Ligand-field | 300 GHz | 15 K | 1.2 meV |
| Exchange | 30 Ghz | 1.5 K | $120 \mu \mathrm{eV}$ |
| Hyperfine | 3 GHz | 150 mK | $12 \mu \mathrm{eV}$ |

Table 2.1 Energy scale of the different internal interactions involved in the $\mathrm{Tb}^{3+}$.

### 2.3.1 Electron-electron

The electron-electron interaction is the strongest of all interactions and is mainly responsible for the orbital energies and the shell filling. The latter is well explained by the three Hund's rules:

1. The first rules can be understood in terms of Coulomb repulsion: electrons with the same spin have to be in different orbitals due to the Pauli principle. Since they are in different orbitals, they are in average further apart from each other, resulting in a reduced Coulomb repulsion. The electrons within a shell are arranged such that their total spin $S$ is maximized.
2. The second rule also originates from the Coulomb repulsion. Electrons with similar angular momentum are revolving more synchronous and avoiding each other therefore more effectively. For a given spin, the electrons are arranged within the shell such that their total angular momentum $L$ is maximized.
3. The third rules arises from minimizing the spin-orbit coupling energy and cannot be explained easily with hand-waving arguments. For less than half-filled sub-shells the total angular momentum $J=|L-S|$, whereas for more than half-filled sub-shells the total angular momentum $J=|L+S|$.

In order to fill up the 4 f shell of $\mathrm{Tb}^{3+}$ we start with rule number one by putting seven electrons with spin up in the seven different orbitals and therefore maximize the spin S. The last electron is put in the $\mathrm{m}_{l}=3$ state according to the second rule. This already results in the final shell filling with a total spin $S=7 \times 1 / 2-1 / 2=3$ and an angular momentum $L=3+2+1+0-1-2-3+3=3$.

Fig. 2.2 Electronic configuration of the 4 f shell resulting from the Hund's rules $L=S=3$.

### 2.3.2 Spin-orbit

The spin-orbit interaction is the coupling of the electron's spin $\mathbf{s}$ with its orbital motion about the nucleus. In the semi-classical picture, owing to its orbital motion, the electron experiences in its frame a magnetic field $\mathbf{B}_{\mathbf{1}} \propto \mathbf{l}$ proportional to the electric field of the nucleus and the orbital moment $\mu_{\mathbf{I}}=\mu_{\mathbf{B}} \mathbf{I}$ of the electron associated with its intrinsic spin. Applying the correspondence principle leads to the spin-orbit Hamiltonian $H_{s o}=\zeta l s$, where $\zeta$ is the one-electron spin-orbit coupling parameter.

Since $\mathrm{Tb}^{3+}$ has eight electrons in the 4 f shell we have to consider more than just one spin and orbital momentum. If, however, the coupling between different orbital momenta $H_{l i-l j}=a_{i j} l_{i} l_{j}$ and the different spins $H_{s i-s j}=b_{i j} s_{i} s_{j}$ is large compared to the spin-orbit coupling $H_{l_{i} s_{i}}$, the momenta themselves couple first to form a total $\operatorname{spin} S=\sum_{i} s_{i}$ and a total orbital momentum $L=\sum_{i} l_{i}$, then these couple to yield the total momentum $\mathrm{J}=\mathrm{L}+\mathrm{S}$. The Hamiltonian then simplifies to:

$$
\begin{equation*}
H_{s o}=\lambda(r) \mathbf{L} \mathbf{S} \tag{2.1}
\end{equation*}
$$

This Hamiltonian lifts the degeneracy of $\left|\mathbf{L} \mathbf{M}_{\mathbf{S}}\right\rangle$ spectral terms into multiplets $|\mathbf{L S J M} \mathbf{J}\rangle$ with $|\mathbf{L}-\mathbf{S}| \leqslant \mathbf{J} \leqslant \mathbf{L}+\mathbf{S}$. According to the sign of $\lambda$ the ground multiplet is either $|\mathbf{L}-\mathbf{S}|$ of $\mathbf{L}+\mathbf{S}$ ( $3^{r d}$ hund's rules). In case of $\mathrm{Tb}^{3+}$ the ground multiplet is ( $\mathbf{L}=\mathbf{3}, \mathbf{S}=\mathbf{3}, \mathbf{J}=\mathbf{L}+\mathbf{S}=\mathbf{6}$ ) which is $2 \mathrm{~J}+1=13$ times degenerate. Since the spin-orbit contribution to the electron energy is small with respect to the electron-electron interaction, first-order perturbation theory can be applied. The calculation detailed in [75] gives the final expression of the spin-orbit Hamiltonian:

$$
\begin{equation*}
H_{s o}=\zeta\left[L_{z} S_{z}+\frac{1}{2}\left(L_{+} S_{-}+L_{-} S_{+}\right)\right] \tag{2.2}
\end{equation*}
$$

Calculation of $\zeta$ gives $\zeta=-336 \mathrm{~K}$ and diagonalizing the Hamiltonian results in the eigenvalues as shown in figure 2.3. The calculated eigenvalues and the experimentally obtained ones [76] fit very well except for $\mathrm{J}=6$, where higher order perturbation theory is necessary. The important information here is the observation of a large energy splitting between the new ground state $\mathrm{J}=6$ and the new first excited state $\mathrm{J}=5$ of 2900 K [77]. Due to this large gap in energy, one can simplify the calculation of the magnetic properties by only considering the


Fig. 2.3 (a) Due to spin orbit coupling, the total spin $S$ couples to the total orbital momentum L , resulting in a total momentum $\mathrm{J}=\mathrm{L}+\mathrm{S}$ with $(2 \mathrm{~S}+1)(2 \mathrm{~L}+1)$ states. (b) Calculated and measured eigenvalues with $\zeta=-336 \mathrm{~K}$. The simulated values were shifted vertically to coincide with the values taken from [76]. The spin-orbit coupling lifts the degeneracy of the 49 states resulting in seven different multiplets with $J=6$ as a new ground state.

13 ground states. The large splitting between the ground state and the first excited state is a general property of rare earth ions and increases with the atomic number [78].

### 2.3.3 Ligand field

The ligand-field theory describes the electrostatic interaction between the coordination centre of a complex and its ligands, leading to a modification of the electronic states of the former. Since the 4 f shell of the lanthanide is situated inside the 5 s and 5 p shell, it is to a large part protected from its surrounding environment. However, the effect on the energy levels is still of the order of a few hundred Kelvin and acts as a perturbation on the spin-orbit coupling. The calculation detailed in [75] starts from the general expression of the electrostatic potential created by the ligand and introduces Stevens operators to finally gives the expression of the ligand-field Hamiltonian:

$$
\begin{equation*}
H_{l f}=\sum_{k=0}^{\infty} \sum_{q=-k}^{k} A_{k}^{q}\left\langle r^{k}\right\rangle u_{k} O_{k}^{q} \tag{2.3}
\end{equation*}
$$

The Stevens operators $O_{k}^{q}$ are linear combinations of the total angular momentum operators and are detailed in appendix A. The symmetry of the $O_{k}^{q}$ is identical to the spherical harmonics $Y_{k}^{q}$, where $k-q$ is the number of nodes in the polar direction and $q$ the number of

| $u_{2}$ | $u_{4}$ | $u_{6}$ |
| :---: | :---: | :---: |
| $\frac{-1}{99}$ | $\frac{2}{16335}$ | $\frac{-1}{891891}$ |


| $A_{2}^{0}\left\langle r^{2}\right\rangle$ | $A_{4}^{0}\left\langle r^{4}\right\rangle$ | $A_{4}^{4}\left\langle r^{4}\right\rangle$ | $A_{6}^{0}\left\langle r^{6}\right\rangle$ | $A_{6}^{4}\left\langle r^{6}\right\rangle$ |
| :---: | :---: | :---: | :---: | :---: |
| $595.7 K$ | $-328.1 K$ | $14.4 K$ | $47.5 K$ | $0 K$ |

Table 2.2 The Stevens factors and the ligand-field parameters for $\mathrm{TbPc}_{2}$ [80] [81].
nodes in the azimuthal direction with $-k \leqslant q \leqslant k$. The matrices for $q=0$ have only diagonal elements, whereas for $q \neq 0$ off-diagonal elements occur, introducing a coupling between different states of the ground multiplet. The term $O_{0}^{0}$ has spherical symmetry and gives rise to a constant potential which can be omitted.

Now we turn to the case of $\mathrm{TbPc}_{2}$. Since all f-electron states are parity odd, only even $k$ values are allowed. The value of k are limited to 6 since matrix elements of $\mathrm{Y}_{k}^{q}$ between electron states are orbital quantum numbers 1 and $l^{\prime}$ are non zero solely for $\left|l-l^{\prime}\right| \leqslant k \leqslant l+l^{\prime}$. In our case, $l=l^{\prime}=3$, we can limit the allowed k values to 2,4 , and 6 . Furthermore, due to the local approximate $\mathrm{C}_{4}$ symmetry of $\mathrm{TbPc}_{2}$ the only remaining q values are $q=0,4$. With these considerations the ligand field Hamiltonian of the $\mathrm{TbPc}_{2}$ becomes:

$$
\begin{align*}
H_{l f}^{T b P c_{2}}= & \left\langle r^{2}\right\rangle u_{2} A_{2}^{0} O_{2}^{0} \\
& +\left\langle r^{4}\right\rangle u_{4}\left(A_{4}^{0} O_{4}^{0}+A_{4}^{4} O_{4}^{4}\right)  \tag{2.4}\\
& +\left\langle r^{6}\right\rangle u_{6}\left(A_{6}^{0} O_{6}^{0}+A_{6}^{4} O_{6}^{4}\right)
\end{align*}
$$

The set of ligand-field parameters that reproduces both the NMR and the magnetic susceptibility experimental data [79] is presented in Table 2.2.

The operators $O_{k}^{0}$ contains the operator $J_{z}$ up to the power of k and introduces a strong uniaxial anisotropy in the z-direction. As a result, the degeneracy between $\left|J, m_{j}\right\rangle$ and $\left|J, m_{j \pm n}\right\rangle$ is lifted, whereas due to the even powers of $J_{z}$ the $\left|J, m_{j}\right\rangle$ and $\left|J,-m_{j}\right\rangle$ states remains degenerate. The ligand field induces an energy gap of a few hundred Kelvin between the ground state $|6, \pm 6\rangle$ and the first excited state $|6, \pm 5\rangle$. Therefore, already at liquid nitrogen temperature, the magnetic properties of this complex are almost exclusively determined by the new ground state doublet $|6, \pm 6\rangle$. If we replace the terbium ion by another rare earth ion like $\mathrm{Dy}^{3+}, \mathrm{Ho}^{3+}, \mathrm{Er}^{3+}, \mathrm{Tm}^{3+}$, or $\mathrm{Yb}^{3+}$, this energy gap decreases depending on the ion under investigation (figure 2.5).


Fig. 2.4 Energy evolution of the $\left|J=6, m_{j}\right\rangle$ states as the function of the k term in the ligand field Hamiltonian, (a) $k=2$, (b) $k=2,4$ and (c) $k=2,4,6$. The energy is set to zero for $|6, \pm 6\rangle$ with the full Hamiltonian.

The off-diagonal terms $O_{4}^{4}$ and $O_{6}^{4}$ emerge from the slight misalignment between the two phthalocyanine ligands, which are not exactly rotated by 45 degrees (section 2.1). The term $O_{4}^{4}$ contains the operators $J_{4}^{+}$and $J_{4}^{-}$, which mixes the ground state doublet and lift their degeneracy by $\Delta \simeq 1 \mu K$. This so-called avoided level crossing gives rise to quantum tunnelling of the magnetization, which will be developed in section 5.1.

### 2.3.4 Hyperfine

As explained in section 2.2, the nucleus of the terbium ion possesses an inherent angular moment $I=3 / 2$, resulting in an additional magnetic dipole moment:

$$
\begin{equation*}
\mu_{I}=g_{I} \mu_{N} \mathbf{I} \tag{2.5}
\end{equation*}
$$

with $g_{I}=1.352$ the Landé factor of the nucleus [82] and $\mu_{N}$ the nuclear magneton. This magnetic moment interacts via dipole coupling with the magnetic moment $\mu_{J}$ created by the total angular momentum $J$. The Hamiltonian accounting for this interaction is formulated as:

$$
\begin{align*}
H_{h f-d i p} & =\mathrm{A} \mathbf{I J}  \tag{2.6}\\
& =\mathrm{A}\left[\mathbf{I}_{\mathrm{z}} \mathbf{J}_{\mathrm{Z}}+\frac{1}{2}\left(\mathrm{I}_{+} \mathbf{J}_{-}+\mathrm{I}_{-} \mathbf{J}_{+}\right)\right] \tag{2.7}
\end{align*}
$$



Fig. 2.5 $\left|6, m_{j}\right\rangle$ energy depending on the lanthanide of the molecule.
with A being the hyperfine constant. To second order, the nuclear spin possesses an electric quadrupole moment which makes it sensitive to electric field inhomogeneities, such as produced by the electrons in the 4f orbitals. The Hamiltonian which accounts for this interaction can be written as:

$$
\begin{align*}
H_{h f-q u a d} & =\mathrm{P}(\mathbf{I} \mathbf{J})^{2}  \tag{2.8}\\
& =\mathrm{P}\left[\mathrm{I}_{\mathrm{z}} \mathrm{~J}_{Z}+\frac{1}{2}\left(\mathrm{I}_{+} \mathbf{J}_{-}+\mathrm{I}_{-} \mathbf{J}_{+}\right)\right]^{2} \tag{2.9}
\end{align*}
$$

with P being the hyperfine quadrupole constant. Neglecting the higher terms contribution, the hyperfine Hamiltonian is now simply the sum of the magnetic dipole interaction and the electric quadrupole contribution.

$$
\begin{equation*}
H_{h f}=\mathrm{A} \mathbf{I} \mathbf{J}+\mathrm{P}(\mathbf{I} \mathbf{J})^{2} \tag{2.10}
\end{equation*}
$$

For the terbium ion, the two parameters A and P have been determined on an assembly via $\mu$-SQUID measurements [81] and at the single molecular magnet level as presented in Sect. 6. These two results are presented in Tab. 2.3. Due to the hyperfine interaction each electronic ground state is split into four. The splitting of the electronic levels are unequal due to the quadrupole contribution of the hyperfine interaction and calculated as 2.448 GHz , 3.129 GHz and 3.811 GHz as depicted in section 2.6.

From these two independent measurements, on an assembly and on a single $\mathrm{TbPc}_{2}$, we can draw these two conclusions:

|  | A | P |
| :---: | :---: | :---: |
| Assembly (Micro-SQUID) | 24.5 mK | 14.4 mK |
| Single (SMMT) | 25.03 mK | 16.35 mK |

Table 2.3 Magnetic dipole and electric quadrupole hyperfine constant for the terbium ion according to [81] ( $\mu$-SQUID) and to Sect. 6 (SMMT).


Fig. 2.6 Energy spacing between the 4 nuclear spin states.

- values of A and P are comparable ( $\pm 6 \%$ ), showing that these hyperfine constants are robust.
- The value of the quadrupole term is large, resulting in a strong anharmonicity of these three different nuclear spin resonances, which is of great interest for quantum information processing as we will see in section 6.


### 2.4 External field interaction

All the internal interaction being presented, we will see how the energy of the different quantum states depend on the external fields we can apply. External magnetic fields are generated using a home-made 3D-vector magnet (Sect. 3.4). The maximum magnitude is of the order of 2T in each direction. The electric field is applied via the local back gate of the sample or via the source and drain electrodes and its typical intensity is $1 \mathrm{~V} / \mathrm{nm}$ for the back gate (inducing DC Stark effect, section 6.4.2) and $1 \mathrm{mV} / \mathrm{nm}$ for the source and drain (inducing AC Stark effect, section 6.4.2). The energies obtained with these intensities are given in Tab. 2.4 and have to be compared with the values of the internal interaction of Tab. 2.1.

| Interaction | Typical Energy |  |  |
| :---: | ---: | ---: | ---: |
| Zeeman at 1 T | 15 GHz | 700 mK | $60 \mu \mathrm{eV}$ |
| DC Stark 1 V.nm | 1 MHz | $50 \mu \mathrm{~K}$ | 4 neV |
| AC Stark 1 mV.nm |  |  |  |
|  | 300 kHz | $12 \mu \mathrm{~K}$ | 1 neV |

Table 2.4 Energy scale of the different external interactions involved in the $\mathrm{Tb}^{3+}$.

### 2.4.1 Magnetic: Zeeman

From classical mechanics it is known that a magnetic moment $\boldsymbol{\mu}$ exposed to an external magnetic field $\mathbf{B}$ will change its potential energy by $E_{p o t}=-\mu \mathbf{B}$. The quantum mechanical equivalent is called the Zeeman effect. To calculate the Zeeman energy we write down the Hamiltonian:

$$
\begin{equation*}
H_{Z e e}=g \mu_{B} \mathbf{J B} \tag{2.11}
\end{equation*}
$$

where $g$ is the Landée factor, $\mu_{B}=e \hbar / 2 m_{e}$ the Bohr magneton, and $\mathbf{J}=\mathbf{L}+\mathbf{S}$ the total angular momentum of the system. In the case of a free electron with $\mathbf{J}=\mathbf{S}$ and $\mathbf{B}=\left(0,0, B_{z}\right)$, the Zeeman Hamiltonian becomes:

$$
\begin{equation*}
H_{Z e e}=g \mu_{B} S_{z} B_{z} \tag{2.12}
\end{equation*}
$$

with $S_{z}$ being the Pauli matrix. Diagonalizing this Hamiltonian at different magnetic fields results in figure 2.7 (a), which is referred to as the Zeeman diagram. The important information here is that the spin degeneracy is lifted at $\mathbf{B} \neq \mathbf{0}$.

As explained in section 2.3, in the case of the terbium double-decker, the electron are no more free but subject to internal interaction. Because of the electronic configuration and the large spin-orbit coupling, the Zeeman diagram is obtained by diagonalizing $H_{\text {full }}$ in the $\left|J=6, m_{j}\right\rangle$ basis:

$$
\begin{equation*}
H_{f u l l}=H_{l f}+H_{h f}+H_{Z e e} \tag{2.13}
\end{equation*}
$$

The result of this diagonalization for different magnetic fields parallel to the quantification axes is presented in figure 2.7 (b).

As the nuclear spin magnetic momentum is much lower than the electronic one ( $\mu_{N} \approx$ $\mu_{B} / 1836$ ), the energy difference in between the nuclear spin state for a given electronic state is nearly constant ( $\approx 1 \mathrm{mK}$ for 1 T ) as shown in figure $2.7(\mathrm{c})$.


Fig. 2.7 Zeeman diagram for a free electron (a) and for the $\left|6, m_{j}\right\rangle$ states of the $\operatorname{TbPc}_{2}$ (b). We clearly observe the large energy gap in between $|6, \pm 6\rangle$ and $|6, \pm 5\rangle$ states leading to an Ising spin model at cryogenic temperature. (c) Zeeman diagram for the lower electronic states $\left|J=6, m_{j}= \pm 6, n\right\rangle$. (d): Zoom on the blue square of (c), due to the off-diagonal term in the ligand field Hamiltonian, for a given nuclear spin state, the wave-function is slightly mixed leading to an anti-crossing $\Delta=1.2 \mu \mathrm{~K}$.

### 2.4.2 Electric: Stark

The Stark effect is the electric analogue to the Zeeman effect, a particle carrying an electric dipole moment will change its potential energy by $E_{p o t}=-\mu_{e} \mathbf{E}$. To calculate the Stark energy we write down the Hamiltonian:

$$
\begin{equation*}
H_{S t}=-\boldsymbol{\mu}_{e} \mathbf{E} \tag{2.14}
\end{equation*}
$$

For the molecular magnet, this interaction will mainly impact the hyperfine coupling constant A. Even if this effect will be presented in details in section 6, I would like here to briefly introduce the different steps we have to take into account to derive the influence of $\mathbf{E}$ on A. First, from the isolated $\mathrm{Tb}^{3+}$ ion, we consider the effect of the ligand field as a perturbation on the electronic configuration. Then, the Stark effect is treated as a perturbation on the ligand field ground states. Thus, an expression connecting the mixing of the ground states wave-function with $\mathbf{E}$ can be obtained. Afterwards, we evaluate the hyperfine interaction with the mixed ground states. Finally, we derive the expression correlating the electric field $\mathbf{E}$ with the change of the hyperfine constant A. This effect have two different outcomes depending on the frequency domain we investigate:

- the DC Stark effect tunes the resonance.
- The AC Stark effect drives the resonance.


## Chapter 3

## Experimental setup

During my Ph.D. I often asked myself: what "difficult" means in experimental physic ? Many answers are possible, but one is :"working at the limits of your experimental setup". All the results presented in sections 5, 6 and 7 were obtained thanks to experimental techniques mainly developed by Eric Eyraud and Wolfgang Wernsdorfer for the dilution refrigerator part (section 3.1), Christophe Lepoittevin and Franck Balestro for the DC measurement circuit (section 3.3), Christophe Hoarau, Stefan Thiele and I for the microwave generation (section 3.5), Stefan Thiele and Yves Deschanels for the 3D vector magnet (section 3.4) and Didier Dufeu, Julien Jarreau, Stefan Thiele, Wolfgang Wernsdorfer and I for the sample holder (section 3.2). Thanks to this coordinated work, we managed to keep at 40 mK a single molecular magnet transistor during more than 4 years, performing transports measurements and applying DC and AC fields with a great stability. I worked on four different setups during my Ph.D. I will only focus on the one with which I could acquire the main results I will present in the next chapters. An overview of this experiment is presented in figure 3.1 and I will now develop the main parts starting with the inverse dilution refrigerator.

### 3.1 Inverse dilution refrigerator

To explore the quantum properties of a molecular spin transistor, the effective temperature of the electrons going through the device has to be much lower than the typical energy of the molecular system. As explained in the previous section, the typical energy scale of the different interactions occurring in the system is below 1 K . Besides this low working temperature, we need a setup that cools down as fast as possible, for statistic reasons, and provides a spacious low temperature stage. All these constraints make indispensable the use of a home-made Inverse Dilution Refrigerator (IDR) that offers a 20 cm stage at 40 mK in less than 3 hours with a cooling power of $200 \mu \mathrm{~W}$. The basic working principle of this IDR is


Fig. 3.1 Photographies and schematic of the experimental setup. The inverse dilution refrigerator (a), the power supplies of the vector magnets (b), the microwave generation part (c) the voltage source and measurement Adwin (d) and the signal transducer (e). These different elements are connected as shown in the schematic of the experiment (f).
explained in the following paragraphs.

The IDR consists of six different thermal stages, each encapsulated by another with higher temperature. Vacuum isolates one level from another so that each stage is a radiation shield for the next inner lying. To cool down the IDR, two independent cooling circuits operate simultaneously.

The secondary open cycle cooling circuit replaces the liquid ${ }^{4} \mathrm{He}$ bath of conventional cryostat. It operates with liquid ${ }^{4} \mathrm{He}$, which is injected from a dewar underneath the IDR into the so-called 4 K box. Since the dewar is slightly over pressured, a sufficiently large ${ }^{4} \mathrm{He}$ circulation is established to guarantee a steady state operation. An additional pump inside the circuit is only needed during the cool down from room temperature, since high cooling power and hence high flow rates are necessary. The liquid helium inside the 4 K box is used to cool the 4 K stage, whereas the vapour created by the boiling liquid ${ }^{4} \mathrm{He}$ is ejected into a spiral counter-flow heat-exchanger. While leaving the cryostat, it gradually cools down the primary cooling circuit as well as the 20 K and the 100 K stages. The 170 L dewar providing ${ }^{4} \mathrm{He}$ to this secondary open cycle needs approximately to be refilled every nine days.

The primary cooling circuit is a closed cycle, containing a mixture of $\simeq 20 \%$ of ${ }^{3} \mathrm{He}$ and $\simeq 80 \%$ of ${ }^{4} \mathrm{He}$. It is subdivided into a fast and slow injection, both entering the IDR via the counter-flow heat exchanger. Due to the cooling power extracted from the secondary circuit ${ }^{4} \mathrm{He}$ coming from the 4 K box, the gas is gradually cooled down to 4.2 K . Afterwards, the fast injection is directly thermalized onto the 1 K stage and leaves the cryostat via the mixing chamber, the discrete exchangers, and the still. It has a larger cross section than the slow injection and is used to have a fast precooling of the colder parts of the cryostat to 4.2 K during the cool down from room temperature. The slow injection on the other hand is used for the condensation of the mixture followed by the steady state operation. In order to condense the mixture, an external compressor pressurizes the gas to 4Bar before injecting it into the heat exchanger of the cryostat. Leaving the latter at a temperature of 4.2 K , it passes through a second heat exchanger, which is terminated by a flow impedance. The resulting pressure gradient leads to a Joule-Thomson expansion and lowers the temperature of the gas by $\approx 2 \mathrm{~K}$ before entering the still. Then, the mixture flows through a set of continuous and discrete heat exchangers before being injected into the mixing chamber.

External primary pump and roots decrease the pressure inside the mixing chamber below 0.1 mbar , allowing for another adiabatic expansion, which results in the condensation of the


Fig. 3.2 (center) Photography of the fully wired inverse dilution refrigerator. (a-c) Current leads for the superconducting vector magnet consisting of copper (a), high temperature superconducting (b), and low temperature superconducting cables (c). (d) Cold stage showing the DC and microwave connectors. The sample holder (not shown) is situated in the centre of the cold stage. (e-g) Important parts of the primary and secondary cooling circuit showing the still (e), the 4 K box (f), and the counter flow heat exchanger (g) [75].
mixture. The cold gas evaporating from the liquid is pumped out through the numerous heat-exchangers to cool down the incoming mixture. Hence, more and more gas condenses, gradually filling up every part from the mixing chamber to the still with liquid. At a temperature of $\simeq 800 \mathrm{mK}$, a phase separation into a lighter ${ }^{3} \mathrm{He}$ rich phase and heavier ${ }^{3} \mathrm{He}$ dilute phase takes place inside the mixing chamber. The diluted phase expands from the bottom of the mixing chamber to the still. It contains mainly super-fluid ${ }^{4} \mathrm{He}$, which can be viewed as inert and noninteracting with the ${ }^{3} \mathrm{He}$. Nevertheless, the vapour inside the still contains, despite the high concentration of ${ }^{4} \mathrm{He}, 97 \%$ of ${ }^{3} \mathrm{He}$ due to its low boiling point. By pumping on the still and re-injecting the gas in the ${ }^{3} \mathrm{He}$ rich phase, $\mathrm{a}^{3} \mathrm{He}$ circulation is established. In order to maintain the equilibrium concentration, ${ }^{3} \mathrm{He}$ from the rich phase is pushed into the diluted phase. This is an endothermic process, providing the cooling power to cool down to mK temperatures. This process can also be viewed as an evaporation of liquid ${ }^{3} \mathrm{He}$ from the rich into the diluted phase since the ${ }^{4} \mathrm{He}$, which requires heat and continues even to the lowest temperatures since the concentration of ${ }^{3} \mathrm{He}$ in the diluted phase remains finite. The base temperature of the cryostat is only determined by residual heat leaks and remains usually lower than 20 mK for most of the IDRs.

### 3.2 Sample Holder

The sample holder is the link between the sample and the cryostat. As presented in figure 3.3 (a), it consists of three parts:

- the chip carrier that has to be removable to glue and microbound the sample.
- The connectors in order to plug in the chip carrier
- The radiative shield that covers the chip carrier.

Here I will describe in the following the sample holder I designed during my Ph.D. It is inspired from the one used in the setup of Stefan Thiele [75]. This new chip carrier was designed to have:

- twenty-four DC lines: they are connected to the DC measurement lines via a modified 36 Pin PCI Express connector. We use only 28 pins, 14 of each side of the chip carrier. I chose to keep the PCI Express because it shows a good stability in time even with a lot of cooling cycles all over my Ph.D.
- Three $50 \Omega$ matched broadband waveguides: they are connected via 3 SMP connectors mounted in between the 2 PCI express connectors. This clip like connector ensures a


Fig. 3.3 The chip carrier consisting of six indipendent layers. The top layers contain 3 Microwaves coplanar lines and the others layer provides 24DC lines (a). The different layers are connected as show in the schematic using copper filed LASER drilling represented in orange in (b). The transmission $s_{1-2}$, measurement from the two SMA connector of the two external line, shows a minimum of transmission of -18 dBm , this loss mainly comes from the microbounding that connect the two $50 \Omega$ matched lines.
transmission from DC to 26.5 GHz and a convenient connection to the sample holder. Finally, 3 SMP-SMA wires are trapped in between the two parts of the radiative shield and make the connection from the SMP chip carrier to the SMA connector of the IDR.

In order to fit with the 3D vector magnet, the width of the chip carrier has to be less than 3.6 mm . Moreover, it consists of three coplanar waveguides and twenty four DC lines. To integrate all these lines as close as possible to the sample and thereby minimize aluminium bonding length, we use a multi-layer chip carrier. The top layer is used for the three coplanar waveguides. A $\varepsilon_{r}=10.2$ dielectric (Rogers in 3.3 (b)) minimizes the dimension of the lines while maintaining a $50 \Omega$ impedance. 12 DC lines come from the layer MID2 and 12 others via the layer MID4. All these lines come out close to the sample on the TOP layer using copper filled LASER drilling. Each layer is isolated from the other using ground layer (MID1, MID2 and MID3) and FR4 dielectric. It results in a 1.4 mm thick 3.6 mm wide at the top part and 3.9 cm wide at the bottom part chip carrier. This latter dimension is the minimum size to adjust 2 PCI express and 3 SMP connectors. The different layers of the
chip carrier are presented in figure 3.3 (a). It can be easily clip to the radiative shield and the mechanical stability is ensured by the PCI connectors. Finally a home-made connector electrically connects the PCI express to the Canon like connectors of the IDR.

### 3.3 DC measurement circuit

One of the funniest thing of my thesis was to "see" and to manipulate quantum properties "only" by performing conductance measurements. Starting from the sample holder, I will then describe the DC measurement circuit to finish with Adwin, a real time data acquisition and voltage generator.

### 3.3.1 Filtering

We want to minimize the noise that goes to the sample in order to enhance the lifetime and coherence time but we also want to minimize the noise of the out-coming signal to maximize the visibility of the physical phenomenon. It exists three main noise sources interfering with the experiment:

- the electro-magnetic radiation: it is produced by any wireless communication system (Wifi, mobile phones, television, GPS etc) or by improperly shielded power sources like any switching power supply or transformer. Its typical frequency ranges from few Hz to GHz.
- The Johnson-Nyquist thermal noise: it is the electrical equivalent of Planck's blackbody radiation. The noise power in Watts is given by $P=k_{B} T \Delta f$, where $k_{B}$ is the Boltzmann constant, $T$ the temperature and $\Delta f$ the frequency bandwidth.
- The vibrational noise: produced mainly by pumps and environment. It can be minimized by vibrational low pass filters like concrete or T-shape metal plate. Its typical frequency ranges from Hz to hundreds of Hz .

For the DC measurement, we have to filter the 24 lines coming from the sample holder. Two kinds of filter are used:

- the discrete low temperature $\Pi$-filters. They attenuate the remaining electromagnetic noise and should have a negligible series resistance in order to be compatible with the electromigration (see section 4.2). Their cut-off frequency $f_{0}$ is around 1 MHz at cryogenic temperatures. It ensures enough bandwidth for the electromigration
technique. Since they will be mounted inside the cryostat, their size should of course be as small as possible. Finally a good stability over the cooling cycle is needed. We selected the $\Pi$-filter from EMI Inc. with the X7R dielectric.
- The continuous Eccosorb filters from low temperature to 300 K . Above 1 GHz discrete filters become transparent due to parasitic effects and continuous filters are required. Many different types of high frequency low pass filter exist, the fine-grain metal powder filters, thin coaxial cables, or lithographically fabricated meander lines. Recently, wires surrounded by Eccosorb, which is a microwave absorbing material, were tested under cryogenic conditions [83]. Based on the space-efficiency of this last technique and its filtering properties [75] we chose Eccosorb coated wires as high frequency attenuators. The filter was made out of 24 superconducting wires (to keep a low series resistance) made out of NbTi filaments embedded in a constantan matrix. They were coated with Eccosorb, and enclosed in a CuNi tube of 1.5 mm external diameter. The first meter of the tube is gradually thermalized from 300 K down to 40 mK , while the rest is thermalized to the 40 mK stage to attenuate all thermal noise sources.


### 3.3.2 Signal transducer

A way to curtail electromagnetic radiation and vibrations noise is to use short cables and avoid connectors wherever it is possible. Therefore, we wanted to unify the commonly used room temperature switch boxes, amplifiers, voltage dividers, and low pass filters in one signal transducer. The development was done in close collaboration with Daniel Lepoittevin from the electronics service of the Néel Institute. We developed two generations of signal transducer, the one I used during my thesis and the one we improved for the next experiments, resulting from our background.
The signal transducer was designed to be compatible with the standard dilution fridge interface ( 12 pins Jaeger connector) and the batches of electromigration junctions, which have a common source and gate (see section 4.1). Due to the geometry of the 12 pins Jaeger connector, we ended up with 10 selectable signal injections lines (drains), one signal output line (source), and one gate. To prevent large discharge currents during the installation of the chip carrier in the cryostat, which are caused by a potential difference between the junctions and the dilution fridge, there are switches to select the different drain terminals: ground, $100 \mathrm{k} \Omega$ via ground or floating. The first two positions are used when connecting the sample to the cryostat, whereas the latter is used during the experiment. The drain and gate lines have additional voltage dividers in order to increase the resolution of the data acquisition unit. In addition, an offset of $\pm 2.5 \mathrm{~V}$ or $\pm 5 \mathrm{~V}$ can be superimposed to the divided gate signal in order
to shift the measuring range by keeping the resolution constant. In the second generation of signal transducer, this offset can be tuned with a 0.1 V step, giving the possibility of dividing the gate signal at least by a factor 200. To avoid sharp transitions between different offsets or in case of electrical shut-down, a low pass filter with a time constant of 1 s is added to the summing amplifier. Furthermore, all inputs are equipped with low pass filters to reject the incoming noise. Thereby the drain inputs have a cut-off frequency of 500 Hz and the gate input a cut-off frequency of 200 Hz . The higher value of the drain inputs was needed in order to transmit the lock-in signal, which can is modulated up to a few hundred Hz .

The signal transducer contains two home made I/V convertors. An ultra low input bias current amplifier, that provides four selectable gains $10^{6}$ to $10^{9}$, is used for the electrical transport measurements. A second I/V converter is used for electromigration measurement. Its large bandwidth of 75 MHz , ensures a fast feed back loop. Its gain is selectable between $10^{2}$ or $10^{3}$, which is the optimum range for the electromigration repectively on graphen or on gold junction. A complete characterization of this signal transducer and amplifier are given in [75]. A way to increase these amplification characteristics could be the use of low temperature amplifiers. The IDR has two 12 pins Jaeger connectors allowing to cool down 20 junctions using two transducers ( 20 drains, 2 sources and 2 gates). A real time acquisition system (Adwin) allows the generation and data acquisition as presented in the following.

### 3.3.3 Real time data acquisition

## Motivation

The presented real-time data acquisition system allows to generate multiple signals with only one rack, which significantly reduces the number of ground loops and therefore the signal noise compared to a standard setup with multiple generators interfaced in parallel. In addition, one can generate a periodic signal with frequencies in the range of 10 Hz to 10 kHz . This enables the implementation of a numerical lock-in detection and makes a physical lock-in detector unnecessary. Due to the fast response time of the digital signal processor, one can reduce the measurement time by a factor 1000 compared to a standard setup controlled by a computer platform which is of great interest for the electromigration process. Finally the use of this single data acquisition allows synchronization with a precision of the order of 3 ns with the different equipments of the experiment (voltage source, magnetic fields, microwaves pulses), mandatory for our nuclear spin read-out and manipulation protocols.


Fig. 3.4 Photography of the ADwin automat showing the front panel with a 18 and 14 bit analog input cards and a 16 bit analog output card (a). Schematic of the real-time data acquisition system (b).

## Presentation

It combines analog and digital inputs and outputs with a dedicated real-time processor and real-time operation system. It has a 16 bits output card with an integrated digital/analog converter. Its voltage range is $\pm 10 \mathrm{~V}$ resulting in a step size of $20 \mathrm{~V} / 2^{16}=305 \mu \mathrm{~V}$. The input card has a resolution of 18 bits and an analog/digital converter with readout voltages ranging from -10 V and +10 V resulting in a resolution of $20 \mathrm{~V} / 2^{18}=75 \mu \mathrm{~V}$. An additional 14 bits input card with a clock frequency of 50 MHz was added to perform the electromigration using a fast feedback loop. All cards are controlled by a 300 MHz digital signal processor, which performs tasks with a precision of 3 ns . The response time in the feedback loop of the electromigration is $1.5 \mu \mathrm{~s}$ due to the execution of several lines of code. The ADwin is linked to a standard PC via an Ethernet connection that ensures datum and orders transmission. It can be programmed using NanoQt, a home-made software working on Linux, developed in our group by E. Bonet, C. Thirion and R. Picquerel. Its user interface is based on the JavaScript language and allows for the execution of user defined scripts. The great stability of this software was essential for the safety of the setup and therefore of the sample.

|  | x-coil | y-coil | z-coil |
| :---: | :---: | :---: | :---: |
| $\mathrm{I}_{\max }$ | 15 A | 14 A | 18 A |
| B at 10 A | 0.9 T | 0.8 T | 1.1 T |
| $(\mathrm{~dB} / \mathrm{dt})_{\max }$ | $\approx 1 \mathrm{~T} / \mathrm{s}$ | $\approx 1 \mathrm{~T} / \mathrm{s}$ | $\approx 10 \mathrm{~T} / \mathrm{s}$ |

Table 3.1 Characteristics of the 3 different coils.

### 3.4 Magnetic field generation

## 3D vector magnet

A single-molecule magnet carries a single magnetic moment which is at the heart of a molecular spin transistor. To measure and manipulate this single spin, external magnetic fields in arbitrary directions are needed. A way to create three dimensional fields is the use of three coils mounted in a way that provide magnetic fields perpendicular to each others, like the axes of a coordinate system. The orientation and magnitude of the magnetic field is controlled by adjusting the current through each coil so that the resulting field is the vector sum of the three respective fields.

Conventional state of the art 3D vector magnets consist of a cylindrical coil surrounded by two Helmholtz coils. In our experiment we have more constraints that compel us to develop a new design of 3D vector magnet:

- a well balance maximum field amplitude in each direction.
- A high sweeping rate.
- A compact design well adapted to the IDR but still considering enough space for the sample.
- A low inductance to reduce the Helium consumption.

The design and characteristics of the 3D magnet developed by Stefan Thiele and Yves Deschanels, represented in Table 3.1, result in a compact 3D vector magnet.

## Current leads

The current leads are the electrical link between the superconducting vector magnet and the room temperature connections outside the cryostat. Ideally, the material should be a


Fig. 3.5 Cross-section of the magnetic field distribution of the $x$-coil (a), $y$-coil (b) and $x$-coil (c). Photography of the fully mounted vector magnet (d).
very good electrical conductor but a very bad thermal conductor. Knowing this, for the low temperature part of the cryostat, i.e. at temperatures below 77 K , high temperature superconductors were used as current leads. Since superconductors are both perfect electrical conductors and very poor thermal conductors, they represent the material of choice. The high temperature part of the current leads was made of copper wires. Since the resistivity and thermal conductivity of copper varies with temperature, a design study was carried out to determine the optimal geometry. To guarantee a stable operation, an equilibrium between the wire the diameter (D), the length $(\mathrm{L})$ and the thermalization length $\left(\mathrm{T}_{l}\right)$ had to be found. Calculations lead to the results presented in Table 3.2.

Finally these current leads are connected to 3 different $\pm 20 \mathrm{~A}$ current suppliers KEPCO BOP20-20M controlled via an intput $\pm 10 \mathrm{~V}$ command generated by the ADwin. The efficiency of each coil was calculated in order to know the input voltage / field scale. For this experiment values are $2 \mathrm{~T} / \mathrm{V}, 1.8 \mathrm{~T} / \mathrm{V}$ and $1.6 \mathrm{~T} / \mathrm{V}$ respectively for $\mathrm{x}, \mathrm{y}$ and z direction.

| $\mathrm{T}\left({ }^{\circ} \mathrm{K}\right)$ | $\mathrm{L}(\mathrm{cm})$ | $\mathrm{D}\left(\mathrm{mm}^{2}\right)$ | $\mathrm{T}_{l}(\mathrm{~cm})$ |
| :---: | :---: | :---: | :---: |
| $300-200$ | 30 | 1.5 | 20 |
| $200-100$ | 25 | 0.75 | 12 |
| $>100$ | 25 | 0.5 | 16 |

Table 3.2 Wire length L , diameter D and thermalization length $\mathrm{T}_{l}$ for different temperature ranges.

### 3.5 Microwave generation

In chapter 6 and 7, depending on the experiment we want to perform, we will synthesized different microwaves sequences. I will present in the following the different apparatus and circuit used for microwave generation.

### 3.5.1 Equipment

We are not working in the strong coupling regime between our system and the microwave pulse. Indeed, the microwave pulses are generated to the sample through a microbounded antenna close to the device. The IDR transmission line is a coaxial line which external shield is thermalized on each stage via copper welding. In addition to the previously presented Adwin DAC (see section 3.3.3), we use microwave equipment to synthesized desired pulses. We can classify them into three different categories:

- Microwave Source Generator: I used three different sources. One R\&S SMA 100A (from 9 kHz to 6 GHz ), one Anritsu MG3694A (from 0.1 Hz to 40 GHz ) and one Anritsu MG3692 (from 2 GHz to 20 GHz ) as shown in figure 3.6. These sources generate a monochromatic microwave of tunable frequency $f$ and amplitude $A$. I used an external pulse to switch on (giving the amplitude $A$ ) and off (giving the amplitude $A-80 \mathrm{dBm}$ ) the signal.
- Aribitrary Wave Generator: I used two different AWGs. One Tektronix AWG 5014C shown in figure $3.6(1.2 \mathrm{GHz}$ sampling rate, 4 channels) and one Tektronix AWG 7122B ( 12 GHz sampling rate, 2 channels or 1 channel at 24 GHz sampling rate). These generators are high frequency digital analog converter that provides a microwave signal from a table of value. They enable a "dot by dot" synthetization of the signal.
- Microwave transmitter: I used a Hubersuhner SF104 SMA/SMA cable and home-made capacitive RF dividers to transmit and mix the different microwave signals.


Fig. 3.6 Microwave generation and characterization equipments. On the left from top to down. Three RF sources: R\&S SMA 100A (from 9kHz to 6GHz), Anritsu MG3694A (from 0.1 Hz to 40 GHz ) and Anritsu MG3692 (from 2 GHz to 20 GHz ). On the middle a R\&S FSQ signal analyser (from 20 Hz to 26.5 GHz ) and a Tektronix AWG 5014C 1.2 GHz sampling rate. Finally on the right a Lecroy fast oscilloscope ( 30 Ghz sampling rate).

- Characterization: I used a R\&S FSQ signal analyser (from 20 Hz to 26.5 GHz ) and a Lecroy fast oscilloscope ( 30 Ghz sampling rate) to characterize the signals both in the frequency and in the time domain before transmitting them to the sample.

With these equipments, depending on the manipulation I wanted to apply to the nuclear spin, I built up different microwave circuits as presented in figure 3.7.

### 3.5.2 Monochromatic pulse

To manipulate one qubit (only one transition) a single frequency is necessary. To tune the width and the number of pulse trains per sequence, the microwave signal $S(t)$ must be switched on and off with a precision of the order of 1 ns .

$$
\begin{equation*}
S(t)=\sum_{i} H\left(t-t_{i}\right) H\left(t-t_{i}-\tau_{i}\right) A \sin (\omega t) \tag{3.1}
\end{equation*}
$$

Where $H$ is the Heaviside function, $\tau_{n}$ and $t_{n}$ respectively the duration and the starting time of the $\mathrm{i}^{t h}$ train. All the trains have the same amplitude A. To produce this pulse, I use the circuit (a) of figure 3.7. The SMA generator is pulsed modulated by one channel of the AWG 5014. This pulse modulation ensures a power output up to 15 dBm in the "on" state and of -80 dBm in the "off" state. The resolution of this modulation is of the order of 1 ns , which is one order of magnitude below our typical smaller manipulation time. The main limitation comes from the AWG sampling rate that defined one point every 0.83 ns . Before the measurement, via the Ethernet connexion, NanoQt transmits to the AWG the table of values corresponding to the Heaviside part of equation 3.1 and 3.2. NanoQt also defines the power and the frequency


Fig. 3.7 Schematic of the three different configurations used to generate mmicrowave pulse sequences.
to the SMA generator. During the measurement, each time I need to send a pulse, Adwin triggers the AWG with a 2 V pulse. This trigger tells to the AWG to generated the previously define waveform to the microwave generator. Finally the output of the SMA generator is directly connected to the IDR microwave line.

### 3.5.3 Constant frequencies multi-chromatic pulse

To manipulate several transitions in a same pulse sequence, pulses of different transitions can be generate simultaneously or at distinct times. Therefore, the width and the number of pulse trains per frequency and per sequence must be tunable with a precision of the order of 1 ns .

$$
\begin{equation*}
S(t)=\sum_{n, i} H\left(t-t_{n, i}\right) H\left(t-t_{n, i}-\tau_{n, i}\right) A_{n} \sin \left(\omega_{n} t\right) \tag{3.2}
\end{equation*}
$$

$\tau_{n, i}$ and $t_{n, i}$ being respectively the duration and the starting time of the $\mathrm{i}^{\text {th }}$ train of pulsation $\omega_{n}$. Trains of the $\mathrm{n}^{\text {th }}$ transition have the same amplitude $\mathrm{A}_{n}$. To produce this pulse, I use the circuit (b) of figure 3.7. Each microwave generator is pulsed modulated by one channel of the AWG 5014. As for the previous circuit, this pulse modulation ensures a power output up to 15 dBm in the "on" state and of -80 dBm in the "off" state and the resolution of this modulation
is of the order of 1 ns . Before the measurement, via the Ethernet connexion, NanoQt transmits to the AWG the table of value corresponding to the Heaviside part of equation 3.1 and 3.2. The power and the frequency are define manually on the Anritsu. Because of the response time of each microwave generator, the windows offset time will be slightly different (16ns) for the Anritsu and for the R\&S channels in order to have 3 synchronize pulses before the injection in the IDR. During the measurement, each time I need to send a pulse, Adwin trigger the AWG using a 2 V pulse. This trigger signal starts the AWG waveform generation to the microwave generator. Finally a home made power divider mixes the signal coming from the microwave generator before injecting it in the IDR microwave line. The main advantages of this circuit are the high quality in the frequencies definition coming from the analog generator and the large flexibility of shapes we can synthesized. The main drawback, that forces us to use the second circuit, is the impossibility to change the generator frequency during a same pulse and to control the phase of each frequency pulse components.

### 3.5.4 Multi-chromatic with frequency modulation

We will see in section 7.3.1 that to implement the Grover algorithm we need to generate two pulse trains composed of all the transition frequencies. The only changing parameter between them is a frequency detuning $\delta_{n}$ on the $\mathrm{n}^{\text {th }}$ transition.

$$
\begin{align*}
& S(t)=A \sum_{n} H(t) H\left(t-\tau_{n}^{\text {Had }}\right) \sin \left(\omega_{n} t\right) \\
& \quad+H\left(t-\tau_{n}^{\text {Had }}\right) H\left(t-\tau_{n}^{\text {Had }}-\tau_{n}^{\text {Gro }}\right) \sin \left(\left[\omega_{n}+2 \pi \delta_{n}\right] t\right) \tag{3.3}
\end{align*}
$$

Where $\tau_{n}^{H a d}$ and $\tau_{n}^{G r o}$ are respectively the width of the first and the second pulse train. The amplitude of this pulse sequence is constant and equal to A. Notice that the phase of the second pulse train has to be equal to the one of the first. This circuit ((c) in figure 3.7) is the easiest one because it makes use only of a single channel 24 GHz sampling AWG 7122 that directly synthesis the pulse from a numerical definition. Before the measurement, NanoQt calculates the pulse value every 41 ps and send this waveform via the Ethernet connexion to the AWG. From this numerical waveform, each time NanoQt generates a 2 V trigger pulse, the AWG applies this waveform directly in the IDF microwave line. This is the most flexible way to generate microwave signals because you just have to mathematically define your waveform. Nevertheless, one can find two drawbacks. First, because the sampling rate is finite, the quality definition of an harmonic in the frequency domain is lower than an analog microwave source. It was a surprise to see that a coherent manipulation of a nuclear spin
was possible at 3.8 GHz with this generator. Second point is the power limitation. The maximum amplitude is 1 Vpp , corresponding to 4 dBm . If you only use one harmonic it is enough but it can start to be a problem if you want to use $n$ harmonics, resulting in a $1 / n$ Vpp for each harmonic. In my case $n=3$ was resulting in a power for each harmonic $\approx 0 \mathrm{dBm}$.

## Chapter 4

## Single molecular magnet transistor

Our nuclear spin detection scheme is based on a low temperature conductance measurement through a molecular magnet. To perform these measurements, one needs at least two terminals contacting the object, one for the source electrode and the other for the drain. When for a macroscopic object, a commercial circuit is good enough to perform a connexion, for much smaller objects one needs to use electrodes that are fabricated by standard lithography techniques. However, to connect a single molecule which typical diameter is about 1 nm , even the most advanced electron-beam lithography techniques fail to create gaps at this scale between two electrodes. People have then developed various experimental techniques for wiring up single molecules:

- Scanning Tunnelling Microscope (STM) (figure 4.1 (a)). After a clean deposition of molecules on a conducting surface, a STM can perform transport measurement through a single molecule by probing it [84] [85].
- Mechanical break junction (figure 4.1 (b)). This techniques enables a nanometric precision on the gap size [86]. This is of great interest to tune the coupling in between the electrodes and the molecule.
- Electromigrated break junction. A well controlled current is generated through a nanowire. The electron wind momentum is transferred to the wire's atoms and creates a nano constriction on it. This technique, used during my thesis, is developed in section 4.2. With this method, it is easy to bring close to the molecule a third terminal. This is of great interest because more than contacting a single molecule, we want to control its electromagnetic environment to tune its chemical potential and study different charge states of it.


Fig. 4.1 Scanning tunnelling microscope (a) [85], break junction (b) (IRAMIS CEA website) and electromigration (c) are the main techniques to connect a single molecule to the macroscopic world.

In this chapter, we will discuss the device fabrication and the single molecular magnet characterization. First, the nanofabrication procedure for metallic nanowires with local back-gate and microwave line will be described. Then, the electromigration technique which is used to form a nanometer-sized gap in the wire, will be explained. Finally, discussions on the characterization of the single molecular magnet transistor via usual quantum transport measurements will be given.

### 4.1 Sample nanofabrication process

To start with the fabrication of a single molecular spin transistor using the electromigration technique, I will first present the nanofabrication process. Two different processes are detailed. First the one developed previously by Nicolas Roch [87] and Romain Vincent [88]. This first generation of sample (type 1 in the following) is at the heart of the experimental results regarding to single nuclear spin manipulation. The second generation (type 2 in the following) includes a microwave line one chip and have been developed in a strong collaboration with Thierry Crozes, from the NanoFab group of the Néel Institute.

### 4.1.1 Type 1 sample

First of all, let us remind ourselves the main component of the sample and the constraints we have

- One metallic wire. The total resistance of this wire has to be minimized except where we want to open the nanogap. At this precise point, the wire dimensions have to be of


Fig. 4.2 (a) Optical picture of the sample after the first step showing the diapason like back-gate. (b) Optical picture of the sample after the third step. We clearly see the colour difference in between the gate (white) and the supply line (yellow) due to the $8 \mathrm{~nm} \mathrm{HfO}_{2}$ deposition. One can see the alignment marks in the green square. The cross, deposited during the first step, has to be adjusted in the middle of the four squares to ensure a good alignment. Each chip has an identification number related to its coordinated in the wafer. (c) Colored SEM image of (b) picture red square after the fourth step. Each drain electrode is connected to a common source electrodes resulting in twelve gold-junctions evaporated on the back-gate. A zoom in one of the junction highlights the shadow evaporation results.
the order of 100 nm large and 10 nm high. The extremity of this wire will be connected to the measurement line using micro-bouding.

- One gate oxide. On one hand, it needs to be located very close to the molecule to produce a large gate capacitance. On the other hand, we want to apply large voltages meaning that we need a high quality insulator and a gate oxide region as small as possible to avoid gate leakage. Here again, the extremity of the gate have to be large enough to be micro-bounded to the sample holder.
- A large statistic. The fact that there is no direct way to control the molecular position implies a random process in the fabrication of the molecular magnet transistor. Hence, during the nano-fabrication process we always maximize the number of junctions per sample and the number of samples we can fabricated during the same nanofabrication step.

To fulfil these main points, we will first evaporate the metallic back gate, isolated it from the nano-wire using atomic layer deposition of $\mathrm{HfO}_{2}$. Finally the nanowires will be evaporated with a given geometry that ensures a nanogap opening point on the top of the back-gate during the electromigration process.

## Local back gate

As explained in the introduction, I want to apply an electric field to the molecular magnet in order to tune its chemical potential. A possible way to do so is to fabricate a local gate near the junction. A local back-gate is preferred to top-gate or lateral gate for feasibility and efficiency reasons. A diapason like back-gate was chosen. A deep UV-lithography process is possible because the minimum size of this back gate is $3 \mu \mathrm{~m}$, much higher than the deep UV-lithography resolution limit $(\approx 1 \mu \mathrm{~m})$. Finally flat-edge are insured using a bi-layer resist.

## ${ }^{1 t}$ step process: Local-back-gate

- Take a 2 inch $\mathrm{Si} / \mathrm{SiO}_{2}$ wafer, clean it with a 1 min oxygen plasma and warm it 5 min at $200^{\circ} \mathrm{C}$ to remove carbonic dirt and water from the surface.
- First resist deposition: LOR3A spin coat, 30sec at 2000r.min ${ }^{-1}$ and 2000r.min ${ }^{-2}$ $(400 \mathrm{~nm})$, anneal 1 min at $200^{\circ} \mathrm{C}$.
- Second resist deposition: UV3 spin coat, 30sec at 4000r.min ${ }^{-1}$ and 2000r.min ${ }^{-2}$ ( 490 nm ), anneal 1 min at $130^{\circ} \mathrm{C}$.
- Insolation: dUV aligner, 50 sec at a power of $0.3 \mathrm{~mW} . \mathrm{cm}^{-2}$.
- Anneal: 1 min at $130^{\circ} \mathrm{C}$.
- Development: MF26A 35sec and deionized water 1min.
- Rinse: acetone, ethanol, isopropanol and nitrogen blowing.
- Optical microscope validation.
- Metal deposition: Titanium ( 3 nm at $0.03 \mathrm{~nm} \cdot \mathrm{sec}^{-1}$ ) and gold ( 35 nm at $0.1 \mathrm{~nm} \cdot \mathrm{sec}^{-1}$ ).
- Lift off: Minimum 2 hours in PG remover at $80^{\circ} \mathrm{C}$. Ultrasonic bath 5 sec at $20 \%$ of maximum power.


## Hafnium deposition

Parameters of the oxide insulator deposition are determined by two requirements already explained in the introduction: a large coupling with the molecule without leakage. In a first approximation, the expression of the gate capacitance is:

$$
\begin{equation*}
C_{g}=\varepsilon_{0} \varepsilon_{r} A / e \tag{4.1}
\end{equation*}
$$

where $\varepsilon_{0}$ and $\varepsilon_{r}$ are respectively the air permittivity and the oxide relative permittivity, A the molecule-gate facing surface and e the insulator thickness. To increase this coupling a thin high $\kappa$ oxide is the best choice. We chose an Atomic Layer Deposition (ALD) of 8 nm thick $\mathrm{HfO}_{2}$. Its permittivity of 24 is much higher than the $\mathrm{Si} / \mathrm{SiO}_{2}\left(\varepsilon_{r}=3.9\right)$ and $\mathrm{Al}_{2} \mathrm{O}_{3}$ ( $\varepsilon_{r}=9$ ).

## $\mathbf{2}^{\text {nd }}$ step process: hafnium atomic layer deposition

- Take the 2 inch $\mathrm{Si} / \mathrm{SiO}_{2}$ wafer, clean it using 30sec oxygen plasma and perform the $\mathrm{HfO}_{2}$ deposition using ALD.
- Temperature: $\mathrm{HfO}_{2} 90^{\circ} \mathrm{C}$, valve $150^{\circ} \mathrm{C}$, chamber $200^{\circ} \mathrm{C}$ and below chamber $150^{\circ} \mathrm{C}$.
- Cycle: $\mathrm{HfO}_{2}(15 \mathrm{~ms})$, wait ( 120 sec ), water ( 15 ms ) and wait ( 120 sec )
- Number of Cycle: 80


## Supply line

The electrical connexion of the sample to the measurement line is accomplished via a microbounding wire of $30 \mu \mathrm{~m}$ diameter in between the sample holder (section 3.2) and the sample. These supply lines consist of a 70 per $70 \mu \mathrm{~m}$ pad, to do the micro-bounding, connected to a line that goes to the centre of the chip. Because of the size of this structure (tens of $\mu \mathrm{m}$ ) we used dUV-Lithography. The alignment of this third layer with respect to the first, ensured by the alignment cross (figure 4.2), has to be better than $0.5 \mu \mathrm{~m}$ to ensure a good position of the metallic junction on the back-gate.

## $3^{r d}$ step process: Supply line

- First resist deposition: LOR3A spin coat, 30 sec at 6000 r.min ${ }^{-1}$ and 4000 r.min ${ }^{-2}$ ( 250 nm ), anneal 1 min at $200^{\circ} \mathrm{C}$.
- Second resist deposition: UV3 spin coat, 30 sec at 6000 r.min ${ }^{-1}$ and 4000r.min ${ }^{-2}$ $(430 \mathrm{~nm})$, anneal 1 min at $115^{\circ} \mathrm{C}$.
- Insolation: dUV aligner, 50 sec at a power of $0.3 \mathrm{~mW} . \mathrm{cm}^{-2}$.
- Anneal: 1 min at $130^{\circ} \mathrm{C}$.
- Development: MF26A 35sec and deionized water 1 min .
- Rinse: acetone, ethanol, isopropanol and nitrogen blowing.
- Optical microscope validation.
- Metal deposition: Titanium ( 3 nm at $0.03 \mathrm{~nm} \cdot \mathrm{sec}^{-1}$ ) and gold ( 80 nm at $0.1 \mathrm{~nm} \cdot \mathrm{sec}^{-1}$ ).
- Lift off: Minimum 2 hours in PG remover at $80^{\circ} \mathrm{C}$. Ultrasonic bath 5 sec at $20 \%$ of maximum power.


## Junctions

Now that the back-gate, the micro-bounding pads and the supply lines are fabricated, the earth of the sample can be realized: the metallic junctions. In order to have an optimal electromigration (section 4.2), the design is submitted to two constraints:

- the junction's cross section has to be of the order of $10^{3} \mathrm{~nm}^{2}$ at the thinnest position. This surface ensures a good nanometre gap and is large enough to avoid unwanted breaking during the sample mounting and cooling.
- The electric resistivity of the wire before and after this junction has to be as low as possible to ensure voltage dropping at the really junction neighbouring.

The solution we chose is an electronic bilayer resist [89] resulting in a bridge that provides, using a shadow evaporation, a 20 nm per 80 nm gold junction (figure 4.3). The thickness of the junction and the evaporation angles have to be adjusted at each electronic lithography: after the resist development, I always did a test evaporation for few chips, performed electromigration measurements to get the average breaking voltage for 20 junctions and, when the parameters ensured a high success rate, I evaporated many chips at the same time.

## $4^{s t}$ step process: Junction

- First resist deposition: PMAA-MAA $33 \%$ spin coat, 30 sec at 4000 r.min ${ }^{-1}$ and 2000 r.min ${ }^{-2}$ (290nm), anneal 5 min at $200^{\circ} \mathrm{C}$.
- Second resist deposition: PMAA $2 \%$ spin coat, 30 sec at 1400 r.min ${ }^{-1}$ and 2000r.min ${ }^{-2}$ $(110 \mathrm{~nm})$, anneal 5 min at $180^{\circ} \mathrm{C}$.
- Insolation: e-Beam "Leo" $20 \mathrm{kV}, 250 \mu \mathrm{C} . \mathrm{cm}^{-1}$.
- Development: MIBKA-IPA 30sec, IPA 5sec and IPA 1min.
- Optical microscope validation.
- Metal deposition: titanium ( 3 nm speed $0.03 \mathrm{~nm} \cdot \mathrm{sec}^{-1}$ at $0^{\circ}$ ), gold ( 9 nm speed $0.03 \mathrm{~nm} \cdot \mathrm{sec}^{-1}$ at $-30^{\circ}$ ), gold ( 9 nm at $0.03 \mathrm{~nm} \cdot \mathrm{sec}^{-1}$ at $+30^{\circ}$ ) and gold $(80 \mathrm{~nm}$ at $0.1 \mathrm{~nm} . \mathrm{sec}^{-1}$ at $0^{\circ}$ ).
Lift off: Minimum 2 hours in Acetone. Ultrasonic bath 5 sec at $20 \%$ of maximum power.


Fig. 4.3 Shadow evaporation technique illustrating sketch. (a) Bi-layer resist electronic insulation: because of a higher sensitivity and backscattered electron, the PMMA/MAA layer is more insulated than the PMMA one. (b) Resists profile after the development step. We clearly see the PMMA/MAA over-etching. (c) Shadow evaporation step to fabricate the junction. Near the two facing tips, a PMMA bridge is formed due to the PMMA/MAA over-etching process. The different colours represent the three evaporations angles.

### 4.1.2 Type 1 bis sample.

At the beginning of my Ph.D., I developed a new 5 terminals sample by adding 2 lateral gates in the vicinity of each junction. The main idea was to measure the effective coupling of this lateral gate to the molecular system in order to generate an RF electrical field to perform AC Stark manipulation. The drawback of this lateral-gate is the large distance to the molecule ( 8 nm for the back gate and 50 nm for the lateral-gate), resulting in a lower coupling. Indeed the respective slope in the stability diagram presented in figure 4.4 shows a coupling 100 times less efficient. However, even with this low coupling, calculations performed using the theory developed in section 4.3 demonstrated a good efficiency. With voltage amplitude of 10 V applied on the lateral gate we could then obtain electrical field of the order of $1 \mathrm{mV} . \mathrm{nm}^{-1}$ which is sufficiently high to do nuclear spin manipulation as explain in section 6.1.

### 4.1.3 Type 2 sample

The development of this new sample was done in collaboration with Christophe Hoarau and Thierry Crozes. The use of "we" in this section refer to them and I. This new generation of sample originates from the desire to better control the electro-magnetic environment of the molecular magnet transistor in the Gigahertz regime. As we want to investigate deeper the origin of the nuclear spin manipulation we decided to modify the design of the sample to provide to the molecular transistor an AC magnetic field as well as two perpendicular directions of AC electric field. To separately study the influence of each excitation, we have to decouple them as much as possible. Keeping in mind that we have to maximize the number of junctions per chip, we chose for the AC magnetic field to design an on chip coplanar wave-guide, ground short-cut as close as possible to the junction. This coplanar wave-guide design already demonstrated nuclear spin manipulation in silicon based sample [32]. For the electric fields, we chose to use first the local back gate. However, the gate line is low pass filtered, a micro-wave injected through this line would result in a weak signal in the vicinity of the junction. It is the reason why we chose to design an on chip pad, capacitively coupled to the back gate. Finally, we decided to keep the micro-bounded antenna. It is inductively coupled to the source and drain circuit providing the electric field in the perpendicular direction. A sketch of this new design is presented in figure 4.5. In the following, I will present each nanofabrication step to obtain the final sample presented in figure 4.9.


Fig. 4.4 Type 1 bis sample;. (a) Coloured SEM photography of the sample. Each chip possess six junctions. A zoom shows that the typical lateral-gate distance from the junction is below 100 nm . Coulomb map (details about this measurement are given in section 4.3) using the back-gate (b) and the lateral-gate (c) of the same degeneracy point. It reveals that the back gate is 2 orders of magnitude more efficient than the lateral one.


Fig. 4.5 Sample one (a) and two (b) equivalent circuit sketch. The red wires are the micro-waves lines

## RF line

For the first step, the idea is to fabricate a wave-guide in order to generate an AC magnetic field with amplitudes as high as possible in the frequency domain of the nuclear spin transition (from 2 GHz to 10 GHz ). Different designs ensure a $50 \Omega$ microwave transmission in this domain such as stripline, microstrip or coplanar wave-guide. Because we need to connect the junctions with DC lines, the design has to take only one half of the plan. Then the design needs to provide the same magnetic field to a large number of junctions. A coplanar waveguide with a short-cut in between its two lateral ground and its central line figure 4.6 ensures a magnetic field of the order of 10 mT [90] and let enough space to bring 8 junctions close to this line. The resistivity, the loss, the dimension and the nature of substrate used are in direct relation [91]. Taking this into account we chose a sapphire substrate, its large relative permittivity ( $\varepsilon_{r}=9$ ) ensures a micrometer typical size design. We decided to use an optical lithography process and more precisely a LASER lithography which enables a flexibility of design of great interest when we develop a new design.


Fig. 4.6 In this first step a 15 per 15 coplanar wave-guide matrix is fabricated. This size is well calibrated for the electron beam lithography that is used during the $2^{\text {nd }}$ and $4^{\text {th }}$ step and can be reproduced 4 times on the 2 inch substrate. We draw two different types of alignment mark, global one (yellow) on the squares of the matrix and local one (blue) near each coplanar wave-guide.

## $1^{\text {st }}$ step process: RF line

- Take a 2 inch $330 \mu \mathrm{~m}$ thick sapphire wafer, clean it with a 1 min oxygen plasma and warm it 5 min at $200^{\circ} \mathrm{C}$ to remove carbonic dirt and water from the surface.
- First resist deposition: LOR3A spin coat, 30sec at 6000 r.min ${ }^{-1}$ and 4000r.min ${ }^{-2}$ ( 210 nm ), anneal 2 min at $200^{\circ} \mathrm{C}$.
- Second resist deposition: S1805 spin coat, 30sec at $6000 \mathrm{r} \cdot \mathrm{min}^{-1}$ and $4000 \mathrm{r} \cdot \mathrm{min}^{-2}$ ( 400 nm ), anneal 1 min at $115^{\circ} \mathrm{C}$.
- Insolation: Lazer Lithography at $56 \%$ of the maximum power.
- Development: MF26A 1min and deionized water 1min.
- Rinse: acetone, ethanol, isopropanol and nitrogen blowing.
- Optical microscope validation.
- Metal deposition: Titanium ( 3 nm at $0.03 \mathrm{~nm} . \mathrm{sec}^{-1}$ ) and gold ( 150 nm at $0.1 \mathrm{~nm} \cdot \mathrm{sec}^{-1}$ ). - Lift off: Minimum 2 hours in PG remover at $80^{\circ} \mathrm{C}$. Ultrasonic bath 5 sec at $20 \%$ of maximum power.


## Local-back-gate

The second nano-fabrication step concerns the realization of the local back-gate in the close vicinity of the previous RF line. There are two main goals:

- tuning the chemical potential of the molecular magnet.
- Providing a radio-frequency pad, capacitively coupled to this local gate to create an AC electric field via the local back-gate.

Because of the high precision of the realignment procedure of the Nanobeam apparatus used for this electron beam lithography step, the width of the local back-gate can be significantly decreased compare to the type one sample ( 300 nm compared to $3 \mu \mathrm{~m}$ ). This is an important point in order to apply larger voltage to this gate without leakage to the source and drain terminals. In a first step development, we chose to bring this local gate at 500 nm from the microwave line (figure 4.7 (b)). This distance should be decreased in the future. We chose to insulate during the same step the radio-frequency contact pad at 100 nm from the back gate. The lenght of this RF line is $250 \mu \mathrm{~m}$ (figure 4.7 (b)) resulting in a calculated coupling of $10^{-13} \mathrm{~F}$. If this coupling appears to be too low, we will fabricate this RF line in another e-beam step, after deposition of the insulator. It will then be deposited on top of the local back-gate, resulting in a larger facing surface with a 8 nm thickness of dielectric in


Fig. 4.7 Optical photography of the sample after the $2^{\text {nd }}$ layer deposition. (a) To ensure a perfect alignment with the fourth layer we draw a $3 \mu \mathrm{~m}$ and $1 \mu \mathrm{~m}$ cross (blue square) and with the fifth layer we draw two 8 nm squares (yellow square). (b) Zoom on the local back-gate part of the sample, we see the 8 contacts going near ( 500 nm ) the microwave line. (c) Zoom on the 100 nm gap between the gate line and the radio-frequency pad.
between this RF line and the gate.
This e-beam step is aligned using the blue squared mark displayed in figure 4.6. To align the $4^{\text {th }}\left(5^{\text {th }}\right)$ layer, with respect to this gate, we also insolate cross (square) in the bottom (middle) edge part of the sample as shown in the blue (yellow) square of figure 4.7. Last point about this layer insolation: because the sapphire substrate is an insulator it will charge itself during the electron beam lithography, resulting in so-called "charging effects" which is a deviation of the incident electron. As a consequence it will insolate a distorted image of the initial drawing. In order to avoid this drawback, we deposited 15 nm of gold on top of the resist. An electric connection is ensured between this thin gold layer and the stage via the clip that maintains the sample on the stage. We tried to do an aluminium deposition but the aluminium etching (MF26A) was also etching the resist, conversely the gold etch leaves unchanged the resist.

## $\mathbf{2}^{\text {nd }}$ step process: Local-back-gate

- Resist deposition: PMMA $3 \%$ spin coat, 60 sec at $4000 \mathrm{r} \cdot \mathrm{min}^{-1}$ and $2000 \mathrm{r} \cdot \mathrm{min}^{-2}$ ( 160 nm ), anneal 5 min at $180^{\circ} \mathrm{C}$.
- Metal deposition: gold ( 15 nm at $0.1 \mathrm{~nm} \cdot \mathrm{sec}^{-1}$ ).
- Insolation: electron beam, $80 \mathrm{kV}, 1 \mathrm{nA}$, dose 13 .
- Metal etching: gold etch, 5 sec and deionized water 1 min .
- Development: MIBKA-IPA 1min, IPA 5 sec and IPA 1 min .
- Rinse: acetone, ethanol, isopropanol and nitrogen blowing.
- Optical microscope validation.
- Metal deposition: titanium ( 3 nm at $0.03 \mathrm{~nm} \cdot \mathrm{sec}^{-1}$ ) and gold ( 35 nm at $0.1 \mathrm{~nm} . \mathrm{sec}^{-1}$ ). - Lift off: Minimum 2 hours in acetone. Ultrasonic bath 5 sec at $20 \%$ of maximum power.


## Dielectric deposition

We chose to keep the same process as the sample one. Because of the decrease of the surface facing between the local back-gate and the source and drain terminal, a reduction of the $\mathrm{HfO}_{2}$ thickness could be done in the future in order to keep the leakage voltage to 10 V and increase the gate-molecular magnet coupling constant.

## $3^{\text {rd }}$ step process: Hafnium atomic layer deposition

- Take the 2 inch sapphire wafer, clean it with a 30 sec oxygen plasma and do the $\mathrm{HfO}_{2}$ deposition using ALD.
- Temperature: $\mathrm{HfO}_{2} 90^{\circ} \mathrm{C}$, valve $150^{\circ} \mathrm{C}$, chamber $200^{\circ} \mathrm{C}$ and below chamber $150^{\circ} \mathrm{C}$. - Cycle: $\mathrm{HfO}_{2}$ ( 15 ms ), wait ( 120 sec ), water ( 15 ms ) and wait (120sec)
- Number of cycles: 80


## DC lines

The technique used for this layer is the same as the one described for the $3^{r d}$ layer of the first sample: a bi-layer resist optical lithography. These lines provide 8 drains and 4 connected sources resulting in a common source as for the previous sample. The alignment with respect to the gate layer is obtained with the two 4 squares like alignment mark (yellow square in figure 4.8). We used a dUV quartz mask of 15 per 15 chips.


Fig. 4.8 Optical photography of the sample after the $4^{\text {th }}$ layer deposition. It is aligned with respect to the gate layer via the marks in the yellow squares

[^0]
## Junctions

Here again we chose the same technique as the one described for sample one to create the junctions: a bi-layer resist and an under shadow evaporation. As for the second step of this sample, we need to deposit 15 nm of gold on top of the resist to avoid charging effects. In order to minimize the inductive crosstalk between the microwave line and the source-drain loop we reduced the surface of this loop. The final result is presented in figure 4.9.

## $\mathbf{5}^{\text {th }}$ step process: Junctions

- First resist deposition: PMMA $33 \%$ spin coat, 30 sec at 4000 r.min ${ }^{-1}$ and 2000r.min ${ }^{-2}$ $(290 \mathrm{~nm})$, anneal 5 min at $200^{\circ} \mathrm{C}$.
- Second resist deposition: PMMA $3 \%$ spin coat, 30 sec at $6000 \mathrm{r} \cdot \mathrm{min}^{-1}$ and $4000 \mathrm{r} \cdot \mathrm{min}^{-2}$ $(140 \mathrm{~nm})$, anneal 5 min at $180^{\circ} \mathrm{C}$.
- Metal deposition: gold ( 15 nm at $0.1 \mathrm{~nm} . \mathrm{sec}^{-1}$ ).
- Insolation: electron beam, $80 \mathrm{kV}, 1 \mathrm{nA}$, dose 13 .
- Metal etching: gold etch, 5 sec and deionized water 1 min .
- Development: MIBKA-IPA 1min, IPA 5 sec and IPA 1min.
- Rinse: acetone, ethanol, isopropanol and nitrogen blowing.
- Optical microscope validation.
- Metal deposition: titanium ( 3 nm speed $0.03 \mathrm{~nm} \cdot \mathrm{sec}^{-1}$ at $0^{\circ}$ ), gold ( 9 nm speed $0.03 \mathrm{~nm} \cdot \mathrm{sec}^{-1}$ at $-12^{\circ}$ ), gold ( 9 nm at $0.03 \mathrm{~nm} \cdot \mathrm{sec}^{-1}$ at $+12^{\circ}$ ) and gold $(80 \mathrm{~nm}$ at $0.1 \mathrm{~nm} \cdot \mathrm{sec}^{-1}$ at $0^{\circ}$ ).
- Lift off: minimum 2 hours in acetone. Ultrasonic bath 5 sec at $20 \%$ of maximum power.


### 4.2 Molecular deposition and electromigration

After the sample nanofabrication, we cleave the substrate in order to keep only one chip. In the first step, we cleaned the nanowires from organic residues using acetone and isopropanol, followed by an exposure to oxygen plasma for 2 minutes. Subsequently, we dissolved 3 mg of $\mathrm{TbPc}_{2}$ crystals into 5 g dichloromethane and sonicated the solution at low power for one hour. This ensures that the remaining $\mathrm{TbPc}_{2}$ clusters are completely dissolved. Afterwards, some droplets of the solution were deposited on the nanowire chip and blow dried with nitrogen. In the next step, we glued the chip on the sample holder and established the electrical connections to the chip by microbonding aluminium wires. Subsequently, the sample was mounted inside a dilution refrigerator and cooled down. Once the sample was


Fig. 4.9 Photography of the sample at the end of the nanofabrication process. (a) Optical photography zoom in the centre of the sample. (b) SEM photography zoom on the red square of image (a) we both see the small gate-microwave pad and gate-microwave line gap. (c) Zoom on the green square of image (b), the alignment with the local back gate is perfect and the shadow evaporation ensures a thin junction. To do a SEM image on an insulated wafer, you need to deposit a thin layer of metal to avoid charging effect, here I evaporated 20 nm of aluminium which is responsible of the residues on the surface as observed on the photography.
cold, we started the electromigration to craft a nanometre gap into the nanowire.

The phenomenon of electromigration gained a lot of interest since it was found to be a reason for failure of micro-electronic devices [92]. It is a phenomenon of metal ions diffusion under the exposure of large electric fields [93]. The force applied to each metal ion can be written as:

$$
\begin{equation*}
\mathbf{F}=Z^{*} e \mathbf{E} \tag{4.2}
\end{equation*}
$$

where $Z^{*}$ is the effective charge of the ion during the electromigration and can be decomposed into:

$$
\begin{equation*}
Z^{*}=Z_{e l}+Z_{\text {wind }} \tag{4.3}
\end{equation*}
$$

where $Z_{e l}$ can be seen as the nominal charge of the ion and $Z_{\text {wind }}$ the momentum exchange effect between electrons and the ion, commonly also referred to as the electron wind [93]. In metals, only the latter contribution is responsible for the diffusion of the ion and not the electric field. Therefore, the diffusion happens in the direction of the electric current. Our electromigration procedure is inspired from the method of Park [89]: We ramp the bias voltage applied to the junction in order to get the electromigration of it. When the junction resistivity becomes higher than a certain limit (generally the quantum of resistance value $\left.R_{0}=h /\left(2 e^{2}\right)\right)$ the voltage is quickly setted back to 0 V . The fact that we polarize the break junction with a voltage instead of a current is to limit the Joule heating during the electromigration. The increasing resistance, which is expected during the migration of the metal, thus, leads to a power reduction $\left(U^{2} / R\right)$ instead of a power increase $\left(I^{2} R\right)$. Furthermore, it was shown that a large serie resistance leads to an increase of power dissipation during the electromigration [94] [95] [96], which results in larger gaps or even the complete destruction of the device. The use of superconducting wires inside the cryostat (section 3.3) reduces the total series resistance ( $120 \Omega$ measured from one connector outside the cryostat to another). Moreover, we made use of the ADwin system to establish a fast feedback loop. It continuously reads-out the resistance of the wire and turns off the polarizing voltage within $1.5 \mu \mathrm{~s}$. Since the typical time constant of the electromigration is of the order of $100 \mu \mathrm{~s}$ [97], we are able to control the size of the nanogap formation at the atomic level.

The conductance-voltage characteristic recorded during the electromigration typically looks like figure 4.10. It shows a first decrease of the conductance due to Joule heating of the metal. The subsequent increase of the conductance is caused by a rearrangement of the metallic grain boundaries, which enlarges the average grain size and therefore reduces the scattering at the grain boundaries. The following sharp drop in the conductance curve is


Fig. 4.10 (a) Conductance of the break junction during the electromigration showing the different regime (phonon resistivity, recrystallization and junction breaking) with a SEM photography of a junction before the procedure. (b) Zoom into the red square of (a) showing quantized conductance steps and a SEM photography of a nanogap after the electromigration.
caused by the migration of the gold ions, leading to the formation of a nm sized gap. During the last seconds of the electromigration (figure 4.10 (b)), we are often able to see quantized conductance steps, which arise from the current transport through the last remaining gold atoms. A scanning electron microscope photography before (figure 4.10 (a)) and after (figure 4.10 (a)) the electromigration of the junction is presented and shows the nanometer sized gap.

### 4.3 Transport measurement

To claim the building of a single molecular magnet transistor, we need to be sure that we trap a molecular magnet inside the nanogap. To do so we need to perform transport measurements through this junction. We will first see the equivalent circuit that models this single electron transistor to see its quantum transport measurement properties. Then, to be sure that we trap a molecular magnet, we will search a magnetic signature.

## Equivalent circuit

A single electron transistor consists of a conducting island or quantum dot, which is tunnelcoupled to the source and drain leads. Due to the small size of the dot the electronic energy levels $E_{n}$ are discretized. In order to observe the characteristic single electron tunnelling through the device, the resistance $R_{t}$ of the tunnel barriers should be much higher than the quantum of resistance:

$$
\begin{equation*}
R_{t} \gg \frac{h}{2 e^{2}} \tag{4.4}
\end{equation*}
$$

where $h$ is the Planck constant and $e$ the elementary charge. This condition ensures that only one electron at the time is tunnelling in or out of the quantum dot. A simple model to describe the electron transport through the dot was developed by Korotkov et al. [98], and reviewed by Kouwenhoven [99], and Hanson [100]. Therein, the quantum dot is coupled via constant source, drain, and gate capacitors ( $C_{s}, C_{d}, C_{g}$ ) to the three terminals as shown in figure 4.11 By applying a voltage to the three different terminals, the electrostatic potential $U_{e s}$ of the quantum dot is modified as:

$$
\begin{equation*}
U_{e s}=\frac{\left(C_{s} V_{s}+C_{d} V_{d}+C_{g} V_{g}\right)^{2}}{2 C_{\Sigma}} \tag{4.5}
\end{equation*}
$$

with $C_{\Sigma}=C_{s}+C_{d}+C_{g}$ and $V_{s}, V_{d}$, and $V_{g}$ being the source, drain, and gate voltages, respectively. Furthermore, due to the Coulomb repulsion, adding an electron to the quantum dot with N electrons will cost an additional energy:

$$
\begin{equation*}
U_{c}=\frac{E_{c}}{2}=\frac{e^{2}}{2 C_{\Sigma}} \tag{4.6}
\end{equation*}
$$

with $E_{c}$ being the charging energy. Accordingly, to observe single electron tunnelling, temperatures smaller than $E_{c}$ are required since, otherwise, the tunnel process can be activated thermally.

$$
\begin{equation*}
E_{c} \gg k_{B} T \tag{4.7}
\end{equation*}
$$

Putting all contributions together results in the total energy U of the quantum dot with N electrons:

$$
\begin{equation*}
U(N)=\frac{\left(-e\left(N-N_{0}\right)+C_{s} V_{s}+C_{d} V_{d}+C_{g} V_{g}\right)^{2}}{2 C_{\Sigma}} \tag{4.8}
\end{equation*}
$$

where $N_{0}$ is the offset charge. Experimentally, it is more convenient to work with the chemical potential, defined as the energy difference between two subsequent charge states:

$$
\begin{align*}
\mu_{d o t}(N) & =U(N)-U(N-1) \\
& =\left(N-\frac{1}{2}\right) E_{c}-\frac{E c}{|e|}\left(C_{s} V_{s}+C_{d} V_{d}+C_{g} V_{g}\right) \tag{4.9}
\end{align*}
$$



Fig. 4.11 .(a) Equivalent circuit of a SET. The electrostatic behaviour of the dot is modelled by capacitors to the source, drain, and gate terminals. (b) Representation of the different chemical potential of a quantum dot couple to a source and drain via tunnel junction and a gate via a capacitive coupling.
with $E_{N}$ being the energy of the $N^{t h}$ electron in the quantum dot. Notice that the chemical potential depends linearly on the gate voltage, whereas the total energy shows a quadratic dependence. Therefore, the energy difference between the chemical potentials of different charge states remains constant for any applied voltages. The energy to add an electron to the quantum dot is called addition energy $E_{\text {add }}$ and is defined as the difference between two subsequent chemical potentials.

$$
\begin{equation*}
E_{\text {add }}(N)=\mu(N+1)-\mu(N)=E_{c}+\Delta E \tag{4.10}
\end{equation*}
$$

This energy is the sum of two distinct parts:

- the charging energy $\left(E_{c}\right)$ which is purely electrostatic.
- The discrete energy of the quantum dot which is directly link to its spectrum, with $\Delta E$ being the energy spacing between two discrete energy levels.


## Coulomb blockade

The transport through the quantum dot is very sensitive to the alignment of the chemical potential $\mu$ inside the dot with respect to those of the source $\mu_{s}$ and drain $\mu_{d}$. If we neglect the level broadening of the quantum dot, then the transport through the SET can be explained with figure 4.12 (a). Notice that $V_{d s}$ and $V_{g}$ are in arbitrary units and $V_{g}=0$ when $\mu_{d o t}=\mu_{s}=\mu_{d}$.

First we want to discuss what happens for $\mathrm{V}_{d s}=0$. In this configuration, if $V_{g}<0$, the chemical potential of the dot is larger than the leads one, and the SET is in its off state. Increasing $V_{g}$ to zero will align the three chemical potentials. Electrons can tunnel in and out of the dot from both sides leading to a finite conductance and a charge fluctuation between N and $\mathrm{N}+1$. This particular working regime is called the charge degeneracy point. A further increase of $V_{g}$ will push the chemical potential of the dot below the ones of source and drain, and the SET is again in its off state, but having $\mathrm{N}+1$ electrons on the dot. Whenever the charge of the dot is fixed, the SET is in the Coulomb blockade regime since adding another electron would cost energy to overcome the electron-electron repulsion.

If we now increase the bias voltage to $V_{d s} \neq 0$, we shift the chemical potential between source and drain and open an energy or bias window of $\mu_{s}-\mu_{d}=-e V_{d s}$, and a current can be observed even for $V_{g} \neq 0$. The red line in figure 4.12 (a) corresponds to the situation where the chemical potential of the dot is aligned with $\mu_{s}$. Crossing this line will turn the SET on or off, resulting in a conductance step along the line. The slope can be calculated from the equivalent circuit by setting the potential difference between dot and source to zero and is given by $-C_{g} /\left(C_{g}+C_{s}\right)$. On the other hand, if $\mu_{d o t}$ is aligned with the drain chemical potential, the SET turns also on or off, resulting in another conductance step (blue line in figure 4.12 (a)). Its slope is of opposite sign and calculated by setting the potential difference between drain and dot to zero, resulting in $C_{g} / C_{d}$. Therefore, inside the white region the transistor is turned on, whereas inside the grey region the SET is Coulomb blocked.

The experimental measurement of this stability diagram on the sample studied in [44] is presented in figure 4.12 (b). We clearly see a gate dependence of the conductance which shows that a quantum dot is capacitively coupled to the back-gate. Then the bias voltage dependence of this conductance exhibits diamond lines coresponding to the blue and red line of figure 4.12 (a). Because of a non symmetric coupling between the source and the drain the slopes of these lines are different.

## Magnetic signature

After the stability diagram measurement we can pretend to know how to fabricate a SET but we are not sure that it is a molecular magnet transistor. In fact, during the electromigration process we do not control the position of the molecular magnet, so it is impossible to know if during the stability diagram measurement we are doing transport through a molecular magnet or a nanometre sized impurity such as a gold nanoparticule.


Fig. 4.12 Theoretical (a) and experimental (b) stability diagrams for a quantum dot. (a) Inside the grey regions the charge of the quantum dot is fixed, leading to the Coulomb blockade. Likewise, inside the white area electrons can tunnel in and out of the quantum dot. (b) Conductance measurement of a molecular magnet transistor as the function of the applied gate voltage and bias voltage. The blue (red) region define a low (large) conductance area, one clearly see the Coulomb blockade regime and the different charge degeneracy points.

A calculation of the charging energy $E_{c}$ of the quantum dot gives a first clue. This energy can easily gives an order of magnitude of its size: the higher the charging energy, the higher the charge confinement, so the smaller the quantum dot. The charging energy of a single $\mathrm{TbPc}_{2}$ ( $\approx 5 \mathrm{keV}$ ), which has a typical size of 1 nm (Sect. 2.1), is much higher than the one of a few tens of nanometre gold nanoparticule ( $\approx 1 \mathrm{eV}$ ), but those value depends also on the coupling to the source and drain electrodes.

Therefore, the only result that ensures the fabrication of a molecular magnet transistor is the presence of an hysteresis signal in the conductance as the function of the external magnetic field. As it will be explained in section 5.1, the electronic spin state has an influence on the quantum transport via an exchange coupling between this spin and the spin of the read-out dot. The main result of this effect is a bi-stable conductance value: one for the state $|+6\rangle$ and another for the state $|-6\rangle$. In addition, as explained in section 2.3.3, the $\mathrm{TbPc}_{2}$ electronic spin as a strong anisotropy and is oriented along the axis perpendicular to the two Pc plan. This axis is the so-called "easy axis" because along it, the necessary magnetic field amplitude to reverse the spin is the lower. To find this easy axis, we fixed $\mathrm{V}_{d s}=0 \mathrm{~V}$ and $V_{g}$ at a value close to the charge degeneracy point. It is where we expect the largest sensitivity as a slight variation of the quantum dot's chemical potential results in a strong modification of the conductance. Afterwards, we sweep the external magnetic field from negative to positive values (trace) and back again (retrace) while recording the conductance through the quantum dot. Thanks to the 3D vector magnet we can do this trace and retrace measurements


Fig. 4.13 Conductance difference between trace and retrace magnetic field sweep ( $\Delta g$ ) for different sweeping angles. This clearly exhibits an anisotropy and gives access to the easy axis of the molecular magnet trapped in the nanogap. It is the proof that we are in presence of a molecular magnet transistor.
along any direction. Figure 4.13 presents the conductance difference between the trace and retrace of such a measurement performed along different directions of a chosen plan with an angular step of $0.5^{\circ}$. By looking at the angular dependence of the reversal it is evident that it becomes harder to reverse the spin, as we turn the magnetic field from $H_{\|}$towards $H_{\perp}$. After this measurement we can conclude that we are performing quantum transport through a nanosized magnetically highly anisotrope object: a molecular magnet.

## Chapter 5

## Spins read-out and life time

A single electronic spin carries a magnetic moment of few $\mu_{B}$ making its detection an experimental challenge. The use of standard magnetometer on molecular magnet assembly is not suited. In this chapter I present and investigate how to directly read-out a single electronic spin using a conductance measurement through a molecular magnet transistor. A nuclear spin carries a magnetic moment three orders of magnitude smaller than an electronic one. Despite this, the specific Zeeman diagram of the $\mathrm{TbPc}_{2}$ presented in section 2.4.1 shows how we have access to an indirect nuclear spin state measurement through the electronic spin flip position as a function of the applied magnetic field.

### 5.1 Electronic spin

### 5.1.1 Direct read-out

The general spin transistor detection scheme can be split into two coupled quantum systems:

- the electronic spin arising from the 4 f electrons of the terbium $\mathrm{Tb}^{3+}$ ion. We saw in section 2.3 that, due to a strong spin-orbit coupling and the ligand field, this electronic spin can be treated as a $| \pm 6\rangle$ Ising spin in our experiment.
- A read-out quantum dot created by the Pc ligands. The $\mathrm{TbPc}_{2}$ has a spin $S=1 / 2$ radical electron delocalised over the Pc ligands planes which is close in energy to the Tb-4f states [101].

A delocalised p-electron of the Pc ligands is tunnel-coupled to the source and drain terminals, creating a quantum dot in the vicinity of the electronic spin carried by the $\mathrm{Tb}^{3+}$ ion, without affecting its magnetic properties. Furthermore, an overlap of the delocalised
p-electron system with the terbium's $4 f$ wave functions gives rise to a strong exchange coupling between the read-out quantum dot and the electronic spin, as demonstrated in the following. Because of this coupling between the two systems, the conductance through the read-out quantum dot is spin dependent, enabling an electrical and non-destructive read-out of the single electronic spin.

A fast introduction to quantum transport measurement was given in section 4.3. Here we characterize our single molecular magnet spin transistor. Notice that two other samples on which we were able to read-out the electronic spin will not be described here. The measurement of the differential conductance as a function of the source drain voltage $\mathrm{V}_{d s}$ and the gate voltage $V_{g}$ exhibits the stability diagram presented in figure 5.2. Regions coloured in red and blue are respectively high and low differential conductance values. From the general characteristics of the Coulomb diamond in figure 5.2, we obtained a conversion factor $\alpha=\delta V_{d s} / \Delta V_{g} \approx 1 / 8$, resulting in a low estimation of the charging energy $E_{C} \approx 100 \mathrm{meV}$ of the quantum dot. First, this large value is consistent with the claim that the quantum dot is created by the single $\mathrm{TbPc}_{2}$ molecular magnet. Moreover, it was shown by Zhu et al. [102] that up to the fifth reduction and second oxidation of the $\mathrm{TbPc}_{2}$ molecule, electrons are only added to the organic ligands, conserving the charge state and therefore the magnetic properties of the $\mathrm{Tb}^{3+}$ ion. On these accounts, the read-out quantum dot is most likely created by the Pc ligands.

On the right part of the charge degeneracy point, one can see the usual spin $\mathrm{S}=1 / 2$ Kondo effect observed in others single molecule transistors [103, 104]. When Pc ligands are filled with an odd number of electrons, its total spin $\mathrm{S}=1 / 2$ makes it an artificial magnetic impurity. If, furthermore, the coupling between the dot and the leads is large enough (tunnel resistances below $1 M \Omega$ ), electrons from the leads try to screen the artificial impurity by continuously flipping its spin via a tunnel process. This allows an hybridization between the leads and the quantum dot, resulting in the appearance of two peaks in the quantum dot's density of states: one at Fermi level of the source and one at the Fermi level of the drain. The conductance through the quantum dot can be explained by the convolution of the two peaks. Since at $\mathrm{V}_{d s}=0$ the source and drain Fermi levels coincide, the conductance will have a maximum. This effect can be broken by changing $V_{g}$, increasing $V_{d s}$, the temperature (giving the Kondo temperature $T_{K}$ ) or magnetic field (giving the Kondo field $B_{K}$ ).


Fig. 5.1 The phthalocyanine acts as a read-out quantum dot that is exchanged coupled to the $| \pm 6\rangle$ electronic states.


Fig. 5.2 Stability diagram of the read-out quantum dot showing the differential conductance as a function of the source-drain voltage $V_{d s}$ and the back gate voltage $V_{g}$. The Kondo peak on the right side of the Coulomb diamond indicates an odd number of electrons on the Pc ligands read-out quantum dot.


Fig. 5.3 (a) Temperature dependence of the differential conductance $\delta I / \delta V$ at $V_{\mathrm{ds}}=0 \mathrm{~V}$. Inset: Evolution of $\delta I / \delta V$ versus $V_{\mathrm{ds}}$ for a different set of temperatures. The temperatures from highest to lowest conductance were $0.1 \mathrm{~K}, 0.7 \mathrm{~K}, 1 \mathrm{~K}, 2 \mathrm{~K}, 3 \mathrm{~K}$ and 4 K . (b) Differential conductance as a function of the magnetic field $B$ and the source-drain voltage $V_{\mathrm{ds}}$. The solid lines were fitted to the maxima and extrapolated to negative magnetic fields.

To characterize this Kondo peak we first determined the Kondo temperature $T_{K}$ by measuring the differential conductance at $V_{d s}=0 V$ as a function of the temperature $T$ for a fixed gate voltage $V_{g}$ figure 5.3 (a)). By fitting the results to the empirical formula:

$$
\begin{equation*}
g(T)=g_{0}\left(\frac{T^{2}}{T_{\mathrm{K}}^{2}}\left(2^{1 / s}-1\right)+1\right)^{-s}+g_{\mathrm{c}} \tag{5.1}
\end{equation*}
$$

where $g_{0}$ is the maximum conductance, $s=0.22$ and $g_{\mathrm{c}}$ is the fixed background conductance, we obtained a Kondo temperature $T_{\mathrm{K}}=5.3 \pm 0.05 \mathrm{~K}$.

Then, to determine the configuration and strength of the coupling between the read-out quantum dot and the electronic spin carried by the $\mathrm{Tb}^{3+}$ ion, we investigated the evolution of the Kondo peak as a function of the bias voltage $V_{\mathrm{ds}}$ and the applied magnetic field $B$ (see figure 5.3(b)). A linear splitting of the Kondo peak with increasing $B$, at a rate of $124 \mu \mathrm{~V} / \mathrm{T}$, is presented in Figure 5.3b. The slope is a direct measurement of the $g$-factor $=2.15 \pm 0.1$, which is consistent with the usual spin $S=1 / 2$ Kondo effect.

However, extrapolating the linear slopes from positive to negative magnetic fields, we observed an intersection at a negative critical magnetic field $B_{c} \approx-880 \mathrm{mT}$. This is in contrast to the classical spin $\mathrm{S}=1 / 2$ Kondo effect, where $B_{\mathrm{c}}$ is always positive and directly related to the Kondo temperature $T_{\mathrm{K}}$ via: $2 g \mu_{\mathrm{B}} B_{\mathrm{c}}=k_{\mathrm{B}} T_{\mathrm{K}}$. To understand this behaviour, we use the analogy to the underscreened spin $S=1$ Kondo effect [105], where the antiferromagnetic coupling between a screened spin $S=1 / 2$ and the electrons in the leads is weakened by a ferromagnetic coupling to the remaining unscreened $\operatorname{spin} S=1 / 2$. This ferromagnetic
coupling acts as an additional effective magnetic field, which decreases the critical field from finite values to almost zero Tesla [105]. In our device, the negative value of $B_{c}$ originates from a ferromagnetic coupling between the read-out quantum dot and the terbium's electronic spin carrying a magnetic moment equal to $9 \mu_{\mathrm{B}}$. Taking into account this coupling, the relation between the critical field $B_{\mathrm{c}}$ and the Kondo temperature $T_{\mathrm{K}}$ can be modified to:

$$
\begin{equation*}
2 g \mu_{\mathrm{B}} B_{\mathrm{c}}=k_{\mathrm{B}} T_{\mathrm{K}}+a \mu_{\mathrm{B}} J_{\mathrm{z}} S_{\mathrm{z}} \tag{5.2}
\end{equation*}
$$

where $a$ is the coupling constant. Using the Kondo temperature $T_{\mathrm{K}}=5.3 \mathrm{~K}$ obtained from Eq.5.1 and the critical field extracted from the magnetic field dependence (figure 5.3 (b))), a coupling constant $a=-3.91 \mathrm{~T}$ is obtained. We emphasize that such a high value cannot be explained by a purely dipolar interaction due to the terbium magnetic moment. Indeed, the relative distance between the $\mathrm{Tb}^{3+}$ ion and the Pc read-out quantum dot is about 0.5 nm , giving a dipolar interaction of the order of 0.1 T , which is more than one order of magnitude smaller than the measured coupling constant. As an efficient exchange interaction requires an overlap of the wave functions between the electronic magnetic moment carried by the $\mathrm{Tb}^{3+}$ ion and the read-out quantum dot, this high coupling further validates the expected configuration for which the read-out quantum dot is the Pc.

We now present the measurements and the model to explain how the exchange coupling between the electronic spin state and the read-out quantum dot induces a modification of the read-out dot energy which makes the spin dependence of the differential conductance. We first define $B_{\|}$and $B_{\perp}$ being the magnetic fields applied parallel and perpendicular to the easy axis of the molecule respectively. For $V_{\mathrm{ds}}=0$ and $B_{\perp}=0$, we recorded the differential conductance as a function of $B_{\|}$on the right side of the charge degeneracy point (figure 5.4 (a)). By repeating this measurement, we obtained two distinct magneto-conductance signals, corresponding to the two electronic spin states $|+6\rangle$ (red) and $|-6\rangle$ (blue). The two measurements intersect at $B_{\|}=0$ and have a constant differential conductance difference for $B_{\|}> \pm 100 \mathrm{mT}$. To quantify the read-out fidelity of our device, we recorded the conductance values at $B_{\|}=100 \mathrm{mT}$ for 10000 measurements. Plotting the results into a histogram yielded two distinct Gaussian like distribution as presented in figure 5.4(b). The read-out fidelity was determined to $99.5 \%$ by relating the overlap of the best fits to this two distributions.

To further characterize the signal originating from the electronic spin, we determined the difference between the spin $|+6\rangle$ and $|-6\rangle$ conductance as a function of $B_{\|}$and $B_{\perp}$ figure 5.4(c)). In the red area the spin $|+6\rangle$ conductance was larger than the spin $|-6\rangle$ conductance whereas the blue area indicates the inverse scenario. At a particular combination of $B_{\|}$
and $B_{\perp}$ the signal goes to zero, which is indicated by the white region. The dotted line corresponds to the configuration of figure 5.4 (a).

To explain the magneto-conductance evolution as a function of $B_{\|}$and $B_{\perp}$, we use a semi-classical approach to describe the influence of the electronic spin $J$ on the chemical potential of the read-out quantum dot. The model considers that the read-out quantum dot possesses a spin $s$, exchange coupled to $J$ in an external magnetic field $B$. The Hamiltonian $\mathscr{H}$ of the system is given by:

$$
\begin{align*}
\mathscr{H} & =\mathscr{H}_{J}+\mathscr{H}_{s}+\mathscr{H}_{J, s}  \tag{5.3}\\
& =\mathscr{H}_{J}+\mathscr{H}_{r o d}  \tag{5.4}\\
& =\mu_{\mathrm{B}} B \cdot g_{J} . J+\mu_{\mathrm{B}} B \cdot \overline{\bar{g}_{s}} \cdot s+J . \overline{\bar{a}} . s \tag{5.5}
\end{align*}
$$

with $\overline{\bar{g}}_{s}$ and $g_{J}$ respectively the $g$-factor of the read-out quantum dot and of the electronic spin, $\overline{\bar{a}}$ the exchange coupling and $\mu_{\mathrm{B}}$ the Bohr magneton. To correspond to the experiment, the external magnetic field was simulated to be in the x -z plane with $B=\left(B_{\perp}, 0, B_{\|}\right)$, and $J= \pm 6 e_{z}$ is considered as a classical vector confined on the easy axis of the $\mathrm{TbPc}_{2}$ molecular magnet. Due to the axial symmetry of the system, we consider it as invariant under a rotation in the x-y plan. The read-out dot Hamiltonian can be consequently defined in the $(\perp, \|)$ basis as:

$$
\begin{equation*}
\mathscr{H}_{\text {rod }}=\mu_{B}\binom{B_{\perp}}{B_{\|}} \cdot \overline{\bar{g}}_{s} \cdot\binom{s_{\perp}}{s_{\|}}+\binom{J_{\perp}}{J_{\|}} \cdot \overline{\bar{a}} \cdot\binom{s_{\perp}}{s_{\|}} \tag{5.6}
\end{equation*}
$$

Because the spin $s$ of the read-out quantum dot can not be considered as a punctual electronic momentum aligned along the easy axis of terbium magnetization, the exchange interaction can not be described by a diagonal tensor. Indeed the delocalization of the electron in the ligand involves a multi-polar correction expressed in terms of coupling between the various spacial components $i . e$ off-diagonal terms in the exchange tensor $\overline{\bar{a}}$. Therefore, due to the non-symmetric coupling of the read-out quantum dot to the leads, and because no chemical environment argument can ensure an isotropic $g$-factor, the more general way to express the exchange tensor $\overline{\bar{a}}$ and the $g$-factor in the $(\perp, \|)$ basis is :

$$
\overline{\bar{a}}=\left(\begin{array}{cc}
a & \delta a_{\|}  \tag{5.7}\\
\delta a_{\|} & a
\end{array}\right) \quad \overline{\overline{g_{s}}}=\left(\begin{array}{cc}
g_{s}+\delta g_{s} & 0 \\
0 & g_{s}
\end{array}\right)
$$



Fig. 5.4 (a) Differential conductance of the read-out quantum dot at zero bias as a function of the magnetic field $B_{\|}$parallel to the easy axis of the molecule. The exchange coupling between the read-out quantum dot and the electronic $J= \pm 6 e_{z}$ spin results in a different conductance signal for the two spin orientations $|+6\rangle$ (red) and $|-6\rangle$ (blue). (b) Histogram of differential conductance values at $B_{\|}=+100 \mathrm{mT}$ for 10000 sweeps, showing two Gaussianlike distributions. From the overlap of the distributions we estimated a read-out fidelity of $99.5 \%$. (c) Conductance difference between the spin up and down as a function of the magnetic field parallel $\left(B_{\|}\right)$and perpendicular $\left(B_{\perp}\right)$ to the easy axis of the molecule. The dotted line corresponds to the configuration of (a). (d) Calculated energy difference $\Delta E_{\text {rod }}=E_{\text {rod }}^{+6}-E_{\text {rod }}^{-6}$ between the read-out quantum dot and the source and drain potential as a function of the magnetic field $B_{\|}$and $B_{\perp}$.


Fig. 5.5 Fitting parameter line as a function of $\left(\frac{\delta g_{s}}{g_{s}} ; \frac{\delta a_{\|}}{a}\right)$ giving $B_{\|}^{\text {shift }}=-0.6 B_{\perp}$.
where the notation " $\delta$ " is used for the anisotropic contributions. Subsequently, taking $s_{\perp}=\hbar \sigma_{x} / 2$ and $s_{\|}=\hbar \sigma_{z} / 2$, the Hamiltonian $\mathscr{H}_{\text {rod }}$ in the read-out dot electronic spin basis is given by:

$$
\mathscr{H}_{r o d}=\frac{\hbar \mu_{B} g_{s} B_{\|}}{2}\left(\begin{array}{cc}
1 & \left(1+\frac{\delta g_{s}}{s_{s}}\right) \frac{B_{\perp}}{B_{\|}}  \tag{5.8}\\
\left(1+\frac{\delta g_{s}}{g_{s}}\right) \frac{B_{\|}}{B_{\|}} & -1
\end{array}\right)+\frac{\hbar a J_{z}}{2}\left(\begin{array}{cc}
1 & \frac{\delta a_{\|}}{a} \\
\frac{\delta a_{\|}}{a} & -1
\end{array}\right)
$$

The eigenenergies of the read-out dot are

$$
\begin{equation*}
E_{J= \pm 6}= \pm\left[\varepsilon_{0}+2 a g_{s} \mu_{B} B_{\|} J_{z}+2 \delta a\left(g_{s}+\delta g_{s}\right) \mu_{B} B_{\perp} J_{z}\right]^{1 / 2} \tag{5.9}
\end{equation*}
$$

where $\varepsilon_{0}$ is function of $J_{z}^{2}$, meaning that the states $J_{z}= \pm 6$ are degenerated for $a g_{s} B_{\|}=$ $\delta a\left(g_{s}+\delta g_{s}\right) B_{\perp}$. This result in a shift of the crossing point in $B_{\|}$as the function of $B_{\perp}$ observed in the measurement presented in Figure 5.4c, given by :

$$
\begin{equation*}
B_{\|}^{\text {shift }}=\frac{\left(g_{s}+\delta g_{s}\right)}{g_{s}} \frac{\delta a_{\|}}{a} B_{\perp} \tag{5.10}
\end{equation*}
$$

In order to obtain the values of this off-diagonal term $\delta a_{\|}$, as well as the anisotropy of $g_{s}$, we calculated and present in figure 5.5 the position of $B_{\|}^{\text {shift }}$ as a function of $\left(\frac{\delta g_{s}}{g_{s}} ; \frac{\delta a_{\|}}{a}\right)$ where the model fit the experiment (figure5.3. c). An infinite number of doublet gives a perfect agreement with the experiment $\left(B_{\|}^{\text {shift }}=-0.6 B_{\perp}\right)$. The doublet $\left(\frac{\delta g_{s}}{g_{s}}=0 ; \frac{\delta a_{\|}}{a}=0.6\right)$ is plausible because it minimizes the Kondo anisotropy and gives a not so high exchange coupling anisotropy. The zero sensitivity region (in white in figure $5.4 \mathrm{c}, \mathrm{d}$ ), and the angle with respect to $B_{\|}$are perfectly reproduced comforting the model used to interpret the origin of the magneto-conductance signal.


Fig. 5.6 (a) Probability of observing a direct spin relaxation after waiting a time $t$ at different magnetic fields parallel to the easy axis of the molecule. The solid lines show the experimental data and the dashed lines a fit to the function $P=1-\exp \left(-t / T_{1}\right)$. (b) The characteristic relaxation times $T_{1}$, which where obtained from (a), showed an inverse qubic dependence on the parallel magnetic field, which indicated a classical relaxation behaviour mediated by phonons.

### 5.1.2 Relaxation time

I choose to present this result, obtained by Stefan Thiele [75], about the relaxation time $\mathrm{T}_{1}$ of a single electronic spin because more than illustrating the read-out technique, this $\mathrm{T}_{1}$ is an important property of the system. The process is divided in three steps:

- first, we prepare the electronic spin in its ground state $|+6\rangle$ by applying a large negative magnetic field $B_{\|}=-600 \mathrm{mT}$ (see figure 2.7. (c)).
- Second, we bring the electronic spin in its excited state by sweeping the magnetic field at $50 \mathrm{mT} / \mathrm{s}$ to $+B_{\|}$ranging from 200 mT to 400 mT . If a magnetization reversal occurred before reaching this magnetic field, the initialization was repeated.
- Third, we record the time necessary to relax back into the ground state.

Magnetic fields smaller than 200 mT were not investigated due to the inset of a competing relaxation process, making the analysis ambiguous. By repeating this procedure 100 times for each different $B_{\|}$, we obtained the probability $P$ of observing a relaxation after a waiting time $t$ (figure 5.1.2(a)). By fitting each measurement to an exponential function $P=1-$ $\exp \left(t / T_{1}\left(B_{\|}\right)\right)$, we obtained the $B_{\|}$dependence of the relaxation times $T_{1}\left(B_{\|}\right)$, ranging from 6 s to 83 s depending on the magnetic field (figure 5.5(b)).

### 5.2 Nuclear spin

Few systems managed to read-out a single nuclear spin. The difficulty lies in its tiny magnetic moment $\mu_{N}$ which is three orders of magnitude smaller than an electronic spin. As for every small physical signal, one needs to amplify it to observe it. The amplification of the signal, common to all other physical systems [40, 44, 32], is based on the hyperfine interaction. Through it, the electronic spin energy is slightly changed so that a response to a certain manipulation of the electronic spin gives different answers depending on the nuclear spin states.

In NV centre, the direct read-out of the electronic spin is performed by measuring the brightness of the impurity: high for $\left|0_{e}\right\rangle$ and low for $\left| \pm 1_{e}\right\rangle$ ). To read-out the nuclear spin, the system is first pumped into the $\left|0_{e}\right\rangle$ state using a strong laser pulse. Afterwards, a microwave pulse of precise duration and frequency is applied to inverse the population of $\left|0_{e},-1_{n}\right\rangle$ and $\left|1_{e},-1_{n}\right\rangle$. The electronic state will change from the bright to the dark state only if the nuclear spin was in the $\left|-1_{n}\right\rangle$ state. If the nuclear spin is in the $\left|0_{n}\right\rangle$ or $\left|1_{n}\right\rangle$ state, the luminescence signal remains large, conversely, it will decrease due to an electronic spin flip for the $\left|-1_{n}\right\rangle$ state. This technique, called electron spin resonance is also used in donor impurities in silicon and is under investigation for the molecular magnet transistor (section 8 ).

### 5.2.1 Indirect read-out : Quantum Tunnelling of Magnetization

In our case we do not manipulate the electronic spin via a microwave pulse but using magnetic field sweeps. To understand the nuclear spin read-out process, we need to investigate the Quantum Tunnelling of Magnetisation (QTM) effect. We first study in details the Zeeman diagram of the molecular magnet: a perturbation calculation on the ligand field exhibits a zero field splitting of the $|+6\rangle$ and $|-6\rangle$ states. Then we measure the dynamic of the electronic spin when it goes through the anti-crossing by means of a magnetic field sweep. A theoretical study of this Landau-Zener effect shows that the dynamic is governed by decoherence processes. Finally we introduce the hyperfine interaction that separates the zero field splitting into four. These four anti-crossing positions in magnetic field are nuclear spin state dependent. Therefore, recording the magnetic field of QTM yields nuclear spin state.

## Zero field splitting

We discussed in section 2.3.3 the ligand field Hamiltonian :

$$
\begin{equation*}
H_{L F}=B_{2}^{0} O_{2}^{0}+B_{4}^{0} O_{4}^{0}+B_{6}^{0} O_{6}^{0}+B_{4}^{4} O_{4}^{4} \tag{5.11}
\end{equation*}
$$

The physic emerging from the ligands is hidden in the dependence of the Stevens operator over the electronic angular moment $\mathbf{J}$. The operators $O_{m}^{0}$ contain only integer power of the operator $J_{z}$ up to the power of m . They are diagonal and introduce a strong uni-axial anisotropy in the z-direction. The operators $O_{m}^{m}$ contain integer power of the operators $J_{+}$ and $J_{-}$up to the power of m . They are off-diagonal terms and mix the states of different azimutal quantum numbers that are the eigenstates of the operators $O_{m}^{0}$. The weight of these terms in the Hamiltonian is related to the structure and the geometry of the two Pc ligands. For a structural rotation of exactly $45^{\circ}$ between the two Pc , the molecular magnet symmetry would have belonged to the dihedral group of order $4\left(\mathrm{D}_{4 d}\right)$, and the off-diagonal term would have vanished. The reported angle for the real $\mathrm{TbPc}_{2}$ is $45^{\circ} \pm 2^{\circ}$, so that the off-diagonal terms act as a perturbation in comparison with the diagonal one.

The tunnel gap in the $| \pm 6\rangle$ ground doublet emerges solely to the third order of perturbation, because only $J_{ \pm}^{4}$ operators are involved in the perturbation. According to Messiah [106], the expression of the perturbed energy is:

$$
\begin{equation*}
\varepsilon_{3}=\left(B_{4}^{4}\right)^{3}\langle \pm 6| O_{4}^{4} \frac{|-2\rangle\langle-2|+|+2\rangle\langle+2|}{\delta} O_{4}^{4} \frac{|-2\rangle\langle-2|+|+2\rangle\langle+2|}{\delta} O_{4}^{4}| \pm 6\rangle \tag{5.12}
\end{equation*}
$$

where $\delta$ is the energy difference between the states $|6\rangle \leftrightarrow|2\rangle$ and $|-6\rangle \leftrightarrow|-2\rangle$ which are equal. Knowing that:

$$
\begin{align*}
O_{4}^{4} & =\left(J_{+}^{4}+J_{-}^{4}\right) / 2  \tag{5.18}\\
J_{+}|J, m\rangle & =\sqrt{J(J+1)-m(m+1)}|J, m+1\rangle  \tag{5.14}\\
J_{-}|J, m\rangle & =\sqrt{J(J+1)-m(m-1)}|J, m-1\rangle \tag{5.15}
\end{align*}
$$

we get the following expression for the off-diagonal Stevens operator action on the states:

$$
\begin{align*}
& O_{4}^{4}|6\rangle=\quad 36 \sqrt{55}|2\rangle \quad=\alpha|2\rangle  \tag{5.16}\\
& O_{4}^{4}|2\rangle=36 \sqrt{55}|6\rangle+840|-2\rangle=\alpha|6\rangle+\beta|-2\rangle  \tag{5.17}\\
& O_{4}^{4}|-2\rangle=36 \sqrt{55}|-6\rangle+840|2\rangle=\alpha|-6\rangle+\beta|2\rangle  \tag{5.18}\\
& O_{4}^{4}|-6\rangle=\quad 36 \sqrt{55}|-2\rangle \quad=\alpha|-2\rangle \tag{5.19}
\end{align*}
$$

Injecting this in 5.12, results in:

$$
\begin{align*}
& \varepsilon_{3}(|6\rangle \rightarrow|-6\rangle)=\left(B_{4}^{4}\right)^{3}\langle 6| \frac{\alpha}{\delta}|6\rangle\langle 2| \frac{\beta}{\delta}|2\rangle\langle-2| \alpha|-2\rangle=\left(B_{4}^{4}\right)^{3} \frac{\alpha^{2} \beta}{\delta^{2}}  \tag{5.20}\\
& \varepsilon_{3}(|-6\rangle \rightarrow|6\rangle)=\left(B_{4}^{4}\right)^{3}\langle-6| \frac{\alpha}{\delta}|-6\rangle\langle-2| \frac{\beta}{\delta}|-2\rangle\langle 2| \alpha|2\rangle \tag{5.21}
\end{align*}=\left(B_{4}^{4}\right)^{3} \frac{\alpha^{2} \beta}{\delta^{2}}
$$

The perturbation Hamiltonian $B_{4}^{4} O_{4}^{4}$ at zero applied magnetic field can be written, on the ground double $| \pm 6\rangle$ basis, as:

$$
H=\left(B_{4}^{4}\right)^{3}\left(\begin{array}{cc}
0 & \frac{\alpha^{2} \beta}{\delta^{2}}  \tag{5.22}\\
\frac{\alpha^{2} \beta}{\delta^{2}} & 0
\end{array}\right)
$$

giving the tunnel gap energy:

$$
\begin{equation*}
\Delta=\left(B_{4}^{4}\right)^{3} \frac{\alpha^{2} \beta}{\delta^{2}} \tag{5.23}
\end{equation*}
$$

The final step of this calculation is to find $\delta$ :

$$
\begin{equation*}
\delta=96 B_{2}^{0}+5280 B_{4}^{0}=598.5 K \tag{5.24}
\end{equation*}
$$

From the ligand field parameters reported on table 2.2, we obtain a tunnel gap of $1 \mu \mathrm{~K}$. It clearly shows that the overlap between the $|+6\rangle$ and $|-6\rangle$ is usually small in comparison with the one induced by the Zeeman effect, except for longitudinal magnetic field below $1 \mu T$. As a result, when sweeping the longitudinal magnetic field over this anti-crossing, the spin can tunnel from one state to the other with a certain probability governed by the Landau-Zener process.

## Landau-Zener model for Quantum Tunnelling of Magnetization

By applying an external magnetic field parallel to the easy axis of the molecule, we move along the lines of the Zeeman diagram as shown in figure 5.8 (a). Every time we go through an anticrossing, the electronic spin may reverse due to a process which is referred to as the Quantum Tunnelling of Magnetization (QTM). The probability of the reversal $P_{L Z}$ is given by the Landau-Zener (LZ) formula [107, 108]:

$$
\begin{equation*}
P_{L Z}=1-\exp \left[\frac{\pi \Delta^{2}}{2 \hbar g_{J} \mu_{0} \Delta_{m_{J}} \frac{d H_{\|}}{d t}}\right] \tag{5.25}
\end{equation*}
$$



Fig. 5.7 Probability of observing a quantum tunneling of magnetization of a single electronic spin as a function of the magnetic field sweep rate $\mu_{0} d H_{\|} / d t$ for two different samples. The experimental results (red dots) were fitted to the function $P_{\text {reversal }}=1-\operatorname{Aexp}\left(B d H_{\|} / d t\right)$.
with $\Delta$ the tunnel gap energy, $g_{J}$ the $g$-factor of the spin and $\Delta_{m_{J}}$ the momentum difference between the two states. Here, we investigate this process for a single electronic spin. First the bias and gate voltage of the transistor are tuned to be at a working point which gives two different conductances for the two electronic spin states as explained in section 5.1.1. Then, in order to measure the reversal probability, the magnetic field is swept back and forth between -80 mT and +80 mT at different sweep rates. Afterwards, we calculate the probability to observe an electronic spin reversal per sweep. This measurement was performed on two samples, resulting in figure 5.7.

We found that for the smallest sweep rates the reversal probability was exponentially approaching $100 \%$, while it converged to $50 \%$ for the fastest sweep rates instead of zero as expected from the Landau-Zener model. Since this phenomenon was measured for two samples independently, this behaviour is most likely device independent and originates from an underlying physical interaction. The first idea to explain the deviation from the original theory is to investigate the relaxation and decoherence processes taking place at the anti-crossing. To answer this question, we investigated the measurements. As shown in figure 5.8, we distinguish 6 different kinds of events. Starting from the +6 states (conductance in the blue windows) :

- LZ1 : stay in the $|+6\rangle$ state
- LZ2 : jump in the $|-6\rangle$ state
- LZ3 : jump in the $|-6\rangle$ state and jump back to the $|+6\rangle$ state


Fig. 5.8 Depending if the initial state is rather up or down, the experiment gives access to the Landau-Zener (a) or the inverse Landau-Zener probability (b). The conductance (green curve) scheme shows how the different kind of events are discriminated.

The direct relaxation time is of the order of hundreds of second for a parallel field of 80 mT (see previous section 5.1.2). This is much longer than the back and forth magnetic field sweep which is of the order of two seconds so the probability of starting the sweep in the excited states is sufficiently high to be measured, giving Inverse Landau-Zener events :

- ILZ1 : stay in the $|-6\rangle$ state
- ILZ2 : jump in the $|+6\rangle$ state
- ILZ3: jump in the $|+6\rangle$ state and jump back to the $|-6\rangle$ state

Then we define the Landau-Zener $P_{L Z}$ and inverse Landau-Zener $P_{I L Z}$ probabilities :

$$
\begin{gather*}
P_{L Z}=P_{G S \rightarrow G S}=\frac{\# L Z_{2}}{\# L Z_{1}+\# L Z_{2}}  \tag{5.26}\\
P_{I L Z}=P_{E S \rightarrow E S}=\frac{\# I L Z_{2}}{\# L L Z_{1}+\# I L Z_{2}} \tag{5.27}
\end{gather*}
$$

Thanks to a theoretician-experimentalist collaboration with Filippo Troiani from the university of Modena, we simulated the system dynamics by means of a master-equation in the Lindblad form [109]:

$$
\begin{equation*}
\dot{\rho}=\frac{i}{\hbar}[\rho, H(t)]+\sum_{k}\left[2 L_{k}(t) \rho L_{k}^{\dagger}(t)-L_{k}^{\dagger}(t) L_{k}(t) \rho-\rho L_{k}^{\dagger}(t) L_{k}(t)\right], \tag{5.28}
\end{equation*}
$$

where the time-dependent Hamiltonian associated to the sweeping magnetic field is defined as:

$$
\begin{equation*}
H(t)=\frac{\alpha(t-T / 2)}{2}(|\uparrow\rangle\langle\uparrow|-|\downarrow\rangle\langle\downarrow|)+\frac{\Delta}{2}(|\uparrow\rangle\langle\downarrow|+|\downarrow\rangle\langle\uparrow|) . \tag{5.29}
\end{equation*}
$$

$\alpha$ and $T$ being respectively the magnetic field sweep rate and duration. The Lindblad operators $L_{k}$ are responsible for the incoherent components of the system dynamics. To illustrate the physical meaning of the Lindblad operator, we recall that a pure dephasing affecting the two-level system can always be described by a Lindblad operator of the form:

$$
\begin{equation*}
L=L(a, b)=\frac{1}{2 \sqrt{\tau_{d}}}(|a\rangle\langle a|-|b\rangle\langle b|), \tag{5.30}
\end{equation*}
$$

The main idea of this theoretical approach is to find the relevant basis in which we apply the dephasing process:


Fig. 5.9 (a) Direct and inverse Landau-Zener probabilities as a function of the $d B / d t$, each point correspond to 2000 sweeps to obtain the statistics. (b) Different fit obtained using the averaging Lindblad operator model, each colour correspond to a specific ratio in between the time to go through the anticrosing and the averaging time $\frac{\tau_{a c}}{\tau_{a v}}$ ( 40 in blue, 32 in red, 27 in turquoise, 23 in pink and 20 in green) for a dephasing time equal to $\frac{\tau_{a v}}{20}$.

- The diabatic basis: obtained by identifying $|a\rangle$ and $|b\rangle$ with the states $|\uparrow\rangle$ and $|\downarrow\rangle$. In this case the dephasing affects the spin-reversal probability by destroying the phase coherence between $|\uparrow\rangle$ and $|\downarrow\rangle$ at the avoided level crossing.
- The adiabatic basis: obtained by identifying $|a\rangle$ and $|b\rangle$ with the time-dependent eigenstates of the Hamiltonian $\left(\left|\lambda_{1}(t)\right\rangle\right.$ and $\left.\left|\lambda_{2}(t)\right\rangle\right)$. In this case the dephasing affects the spin-reversal probability by destroying the phase coherence between the eigenvalues at the avoided level crossing.

We then showed that for a model where dephasing takes place with respect to the diabatic basis cannot explain the observed dependence of the spin-reversal probability on the field sweep rate and specifically the increase of $P_{\uparrow \rightarrow \downarrow}$ from 0.5 to 1 for decreasing values of the sweeping rate. At the same time, a model where dephasing acts in the adiabatic basis is thus fully compatible with the behavior observed at low sweeping rates. However, it cannot explain the behavior observed for the saturation of $P_{\uparrow \rightarrow \downarrow}$ to 0.5 in the opposite limit.

In order to explain the overall dependence of the spin-reversal probability, we introduced a phenomenological model, where dephasing is defined with respect to time-dependent eigenstates of the Hamiltonian $H$, as in the adiabatic model, but now averaged over a time interval of length $\tau_{a v}$. Correspondingly, the Lindblad operator is given by:

$$
\begin{equation*}
L(t)=\frac{1}{\tau_{a v}} \int_{-\tau_{a v} / 2}^{\tau_{a v} / 2} L\left[\lambda_{1}(t+\tau), \lambda_{2}(t+\tau)\right] d \tau . \tag{5.31}
\end{equation*}
$$

Such expression results from the assumption that dephasing is mainly induced by the continuous measurement, which is characterized by a finite time resolution. Numerical simulations show that the effect of dephasing on the system dynamics critically depends on the value of $\tau_{a v}$ relative to $\tau_{a c}=\Delta \frac{d t}{d B}$, which gives the characteristic time scale over which the adiabatic states change at the anticrossing. A qualitative agreement between the experimental curves and the simulations is achieved by assuming that the system is close to adiabaticity in all the considered range of values of $\tau_{a c}$.

## Nuclear spin read-out signal analysis

So far, our only concern was to study the dynamic of the electronic spin. We then only measured the conductance before and after a magnetic field sweep in order to obtain the electronic spin orientation. However, as presented in figure 2.7 (c), the hyperfine interaction induces a splitting into four anti-crossings, which are nuclear spin dependent. As a result, each QTM events, which result in jumps of the read-out dot's conductance, can be assigned to the nuclear spin state by knowing where a conductance jump occurred during the magnetic field sweeps. Here we make an analysis of the conductance through the single molecular magnet transistor during the magnetic field sweep which results in the nuclear spin read-out methods.

Using a python post treatment program, the measurement of the conductance of hundreds of magnetic field sweep going from -60 mT to +60 mT are passed through a filter, which computed the first derivative with an adjustable smoothing over N data points. At the output of the filtered signals each jumps have been converted into peaks, which are extracted by an extrema method. To take into account only the signal corresponding the QTM events, a statistical study of the peak height of the filtered signal was performed. In results, the peaks height histogram are shown in 5.10(b), for which two distributions are clearly identifiable :

- a distribution with small jumps in the red part, corresponding to the measurement noise.
- A distribution of higher jumps in the blue part, corresponding to reversals of the magnetization.

With this histogram, we can set a threshold to filter out the jumps arising from the noise. From the selected jumps, a statistical study of the reversal fields of the magnetization is carried out. In the histogram of the magnetic field jumps value (5.10(d)), it is easy to


Fig. 5.10 (a) Zeeman diagram of the $\mathrm{TbPc}_{2}$, the colored rectangles indicate avoided level crossing between two states of opposite electronic spin and identical nuclear spin. (c) Raw data showing four measurements with a spin reversal (blue, green, red, and black curve). (b) Histogram of the maximum amplitudes of all filtered sweeps. Measurements without a spin reversal (red part) can be separated from measurements containing a reversal (blue part) by a threshold. (d) Histogram of the jump positions whose filtered maxima were within the blue rectangle of (b). The four peaks originate from conductance jumps in the vicinity of the four anticrossings and allow for the unambiguous attribution of each detected conductance jump to a nuclear spin qubit state.
identify four non overlapping peaks which correspond to the four high flipping probability fields of the molecular magnet magnetization. A comparison of this measurement with the Zeeman diagram of the $\mathrm{TbPc}_{2}$ molecule (5.10(a)) shows that each histogram peak can be associated with one of the anti-crossings identified by squares. Because the four peaks are non overlapping, we can define four magnetic field windows corresponding to the 4 nuclear spin states. As a result, the measurement of the magnetic field at which the conductance jump makes up an indirect measurement of the terbium nucleus spin state. This latter property is used in the following of this thesis to study the nuclear spin dynamic.

## Discussion on the nuclear spin measuring time

A little discussion about the measuring time using this methods can be done. What we need is to distinguish the four peaks in the conductance jump histogram. It is first necessary to sweep the magnetic field through the four anti-crossing back and forth. The field distance between the 2 further anti-crossing is about 80 mT . Because the coils have hysteresis, due to their intrinsic impedance, we need to sweep the magnetic field a bit further than the anti-crossing position. The faster we sweep, the higher the hysteresis is. Second point is that we record the QTM events, and we previously observed that the QTM probability decreases when the speed of the magnetic field sweep increases. Note that the saturation to $50 \%$ of this QTM probability for high speed sweep is a good point for us. A last point to take into account is the fact that we are using a lock-in method to measure the conductance. This technique has a certain integration time $\tau \approx 5 m s$ that limits the time resolution of the conductance jump event, so that if we sweep the magnetic field too fast we will loose the four peaks resolution. Taking into account these limitations, I swept the magnetic field over 120 mT with a rate of $100 \mathrm{mT} / \mathrm{s}$. In this limit, the QTM probability is of the order of 0.5 so that I need approximately 2 sweeps, in average, to make a nuclear spin measurement. As a result, the nuclear spin measurement time is of the order of 2.4 seconds. Maybe I could win few hundreds of millisecond per sweep but we are not so far from the experimental limit using this method. Others ideas will be developed in the outlook part of this thesis (chapter 8). This point is very limiting in our experiment because it takes hours to have enough statistic on the nuclear spin population, meaning that we need a great stability all over these measurements. The good point is that this measuring time is, as we will see in the next paragraph, much smaller than the life time of the nuclear spin states. This is crucial for quantum manipulation.

### 5.2.2 Nuclear spin lifetime

We sweep the magnetic field back and forth from +60 mT to -60 mT . If a jump occurred within a window of $\pm 7 \mathrm{mT}$ around the avoided level crossing, then it was assigned to the corresponding nuclear spin state. If, however, a jump was recorded outside this window, the measurement was rejected. We thus obtain the real-time image of the nuclear spin trajectory (figure 5.11 (a)). In order to access the nuclear spin relaxation time $\mathrm{T}_{1}$, we performed a bit by bit post-processing of this nuclear spin trajectory. Therefore, we extracted the different dwell times, i.e. the time the nuclear spin remained in a certain state before going into another one. Plotting these dwell times for each nuclear spin state in separate renormalized histograms yielded the black data points of figure 5.11 (b). Fitting to an exponential function $y=\exp \left(-t / T_{1}\right)$ gave the nuclear spin dependent relaxation times $T_{1} \approx 17 s$ for $m_{I}= \pm 1 / 2$ and $T_{1} \approx 34 s$ for $m_{I}= \pm 3 / 2$. The factor two between these 2 lifetimes comes from the number of transitions offered to the nuclear spin to relax or excite:

- if the nuclear spin is in the $|+1 / 2\rangle(|-1 / 2\rangle)$ state it can jump in the $|-1 / 2\rangle(|+1 / 2\rangle)$ or in the the $|3 / 2\rangle(|-3 / 2\rangle)$ state.
- If the nuclear spin is in the $|+3 / 2\rangle(|-3 / 2\rangle)$ state it can only jump in the $|1 / 2\rangle(|-1 / 2\rangle)$ state.

With an equal rate for each path, the lifetime is roughly inversely proportional to the number of transition paths. As a result the relaxation time $\mathrm{T}_{1}$ shows a change of approximately a factor two.


Fig. 5.11 (a) The black line show the first 2000 s of the nuclear spin trajectory. Using the signal analysis method describes in sec. 5.2.1 each conductance jump (grey dot) was assigned to the corresponding nuclear spin state. (b) Plotting the dwell times for each nuclear spin state in separate histograms led to the black data points. A further fitting to the exponential function $y=\exp \left(-t / T_{1}\right)$ (red dotted line) yielded the relaxations times $\mathrm{T}_{1}$ for each nuclear spin state.

## Chapter 6

## Nuclear spin transitions coherent manipulation

So far we have discussed the steady states properties, demonstrating our ability to read-out a single nuclear spin. Now we will consider the AC regime, starting with a general discussion about the interaction of a single spin with an explicitly time-dependant magnetic field from a theoretical point of view. We will next describe a mechanism of hyperfine Stark effect, thanks to which an electric field can be used to act on the nuclear spin. The main result of this mechanism, whose formalism was worked out with Rafik Ballou, is to give rise to an effective magnetic field on the nuclear spin, which allows both the tunability of the nuclear spin resonance, by applying a DC electric field, and a coherent manipulation of the nuclear spin, using an AC electric field.
The manipulation of quantum states is said to be coherent when their phases are well controlled. To experimentally demonstrate this specific behaviour we will present the historical Rabi oscillation measurement. Then, in order to understand the mechanisms that make the system going from a quantum dynamic to a classical one, the so-called decoherence processes, we will describe two different measurements: the Ramsey fringes and the spinecho. Finally, to slowly go from the qubit dynamic to the multi-level one, we will play with different transitions in a same pulse sequence to perform a coherent pump-probe.

### 6.1 Magnetic Field-Qubit interaction

As explained in the introduction section of this thesis, "quantum information process is a succession of unitary matrices $U$ describing quantum gates which are related to the physical processes by which they are achieved via the equation $U=e^{-\frac{i H t}{\hbar}} "$. The goal of this section
is to make the link between this equation and my experiment. The simplest case is first to consider a two-level system $|0\rangle$ and $|1\rangle$ separated by an energy $\hbar \omega_{01}$. Due to superposition principle, a state of such a system is defined as :

$$
\begin{equation*}
|\psi\rangle=\alpha|0\rangle+\beta|1\rangle \tag{6.1}
\end{equation*}
$$

with $\alpha$ and $\beta$ two complex numbers. To clarify the notation and because we will use transfer matrices, mathematically, kets stand for column vectors of a 2D Hilbert space:

$$
\begin{equation*}
|0\rangle=\binom{1}{0} \quad|1\rangle=\binom{0}{1} \Rightarrow|\psi\rangle=\binom{\alpha}{\beta} \tag{6.2}
\end{equation*}
$$

The normalization of the kets implies that:

$$
\begin{equation*}
\langle\psi \mid \psi\rangle=\|\alpha\|^{2}+\|\beta\|^{2}=1 \tag{6.3}
\end{equation*}
$$

Which is automatically satisfied if we write the states of the system in term of spherical angles (polar $\theta$, azimuth $\phi$ ):

$$
\begin{equation*}
|\Psi\rangle=\cos (\theta / 2) e^{-i \phi / 2}|0\rangle+\sin (\theta / 2) e^{i \phi / 2}|1\rangle \tag{6.4}
\end{equation*}
$$

Such a representation is very useful: a qubit state is represented by its position on a sphere of radius one (the so-called Bloch-sphere) and its time evolution can be described as the trajectory of a dot on the sphere surface.

Now, we introduce this qubit, which is a nuclear spin in our case, in an oscillating magnetic field $\mathbf{B}$. The Hamiltonian of the system writes then:

$$
\begin{align*}
H(t) & =H_{\text {qubit }}+H_{\text {int }}(t)  \tag{6.5}\\
& =\frac{\hbar \omega_{01}}{2} \sigma_{z}+g \mu_{N} \cdot \mathbf{B} \tag{6.6}
\end{align*}
$$

The magnetic field frequency is set to $\omega_{p}$ with a phase $\phi_{p}$ and the polarization is arbitrarily taken along the x axis. We further define $\Omega=g \mu_{N} B_{0} / \hbar$ so that:

$$
\begin{equation*}
H(t)=\frac{\hbar \omega_{01}}{2} \sigma_{z}-\frac{\hbar \Omega}{2}\left[e^{i\left(\omega_{p} t-\phi_{p}\right)}+e^{-i\left(\omega_{p} t-\phi_{p}\right)}\right] \sigma_{x} \tag{6.7}
\end{equation*}
$$

where $\sigma_{z}$ and $\sigma_{x}$ are the Pauli Matrices as defined in eq. 1.3. A fast analysis of this Hamiltonian shows that we have a constant rotation of the figurative point on the Bloch


Fig. 6.1 Arbitrary trajectory of a spin qubit in the laboratory frame (a) and the rotating frame (b) illustrating the merit of this transformation.
sphere around the z axis at the constant frequency $\omega_{01}$. To simplify the study of the system's dynamic, we go from the laboratory frame to the rotating frame at the frequency $\omega_{p}$ around the z axis. This amounts to the variable change:

$$
\begin{equation*}
|\hat{\Psi}\rangle=e^{i \omega_{p} t \sigma_{z} / 2}|\Psi\rangle \tag{6.8}
\end{equation*}
$$

The Bloch-sphere interpretation of this variable change is represented in the figure 6.1. The new Hamiltonian $\hat{H}$ in the rotating frame becomes :

$$
\begin{equation*}
\hat{H}=\frac{\hbar\left(\omega_{01}-\omega_{p}\right)}{2} \sigma_{z}-\frac{\hbar \Omega}{2}\left[e^{i\left(\omega_{p} t-\phi_{p}\right)}+e^{-i\left(\omega_{p} t-\phi_{p}\right)}\right] e^{i \omega_{p} t \sigma_{z} / 2} \sigma_{x} e^{-i \omega_{p} t \sigma_{z} / 2} \tag{6.9}
\end{equation*}
$$

It is hard to work out an intuitive picture with this relation. In order to understand the underlying dynamics, we will look at two particular cases, first the resonant case then the constant pulse phase case.

## Resonant interaction

In the case of a resonant interaction i.e. $\omega_{01}=\omega_{p}$, the $\sigma_{z}$ term vanishes out and the Hamiltonian can be rewritten as:

$$
\begin{equation*}
\hat{H}=-\frac{\hbar \Omega}{2}\left[\cos \phi_{p} \sigma_{x}-\sin \phi_{p} \sigma_{y}\right] \tag{6.10}
\end{equation*}
$$



Fig. 6.2 a) Evolution of the qubit state in the Bloch sphere for different values of pulse phase ( $0, \frac{\pi}{3}$ and $\frac{2 \pi}{3}$ respectively in blue, red and green)

The Schrödinger equation applied to this specific case of a time independent Hamiltonian results in an unitary evolution of the qubit state, fully described by the evolution operator $U\left(t-t_{0}\right)$ :

$$
\begin{equation*}
|\hat{\Psi}(t)\rangle=U\left(t-t_{0}\right)\left|\hat{\Psi}\left(t_{0}\right)\right\rangle \tag{6.11}
\end{equation*}
$$

Where $t_{0}$ is the moment we switch on the field-qubit interaction. Using the Schrödinger equation, we get the expression of this evolution operator :

$$
\begin{equation*}
U\left(t-t_{0}\right)=e^{-i \Omega\left(t-t_{0}\right) \sigma_{r} / 2} \tag{6.12}
\end{equation*}
$$

with $\sigma_{r}$ the rotation matrix around the r axis defined so that $\sigma_{r}=\cos \phi_{p} \sigma_{x}-\sin \phi_{p} \sigma_{y}$.

It is interesting to highlight two things in this resonant pulse limit. We recall that the measurement of the state is a projection on $\sigma_{z}$.

- If the qubit initial state is a polar state i.e. $|0\rangle$ or $|1\rangle$, the experimental observable will be pulse phase independent.

$$
\begin{align*}
\| \sigma_{z}\left|\Psi\left(t-t_{0}\right)\right\rangle \|^{2} & =\| \sigma_{z} U\left(t-t_{0}\right)\left|\Psi\left(t_{0}\right)\right\rangle \|^{2}  \tag{6.13}\\
& =\sin ^{2}\left[\Omega\left(t-t_{0}\right) / 2\right] \tag{6.14}
\end{align*}
$$

Then we will observe an oscillation of the population, the so-called Rabi oscillation, at the frequency $\Omega$.

- If the initial state is an arbitrary state, then the dynamic that we observe is impacted. This is typically what happens during a pulse phase jump.


## Constant phase pulse interaction

The second particular case is when the phase of the pulse is constant during the whole interaction. In this limit it is much easier to see the dynamic with a certain detuning between the pulse and the two-level system. The Hamiltonian in the rotating frame is now :

$$
\begin{equation*}
\hat{H}=\frac{\hbar}{2}\left[\Delta \sigma_{z}-\Omega \sigma_{x}\right] \tag{6.15}
\end{equation*}
$$

The evolution operator is the same as in 6.12 but the rotation axis is different: $\sigma_{r}=\cos \Theta \sigma_{x}-$ $\sin \Theta \sigma_{z}$, with $\Theta=\arctan \frac{\Omega}{\Delta}$ defining the angle of rotation in the ( $\mathrm{x}, \mathrm{z}$ ) plane of the Bloch sphere. For this particular case, an ansatz for the higher energy state probability does exist :

$$
\begin{equation*}
P(|1\rangle)=\frac{\Omega}{\sqrt{\Omega^{2}+\Delta^{2}}} \sin ^{2}\left(\frac{\sqrt{\Omega^{2}+\Delta^{2}}}{2} t\right) \tag{6.16}
\end{equation*}
$$

The amplitude ( $1 \mapsto \frac{\Omega}{\sqrt{\Omega^{2}+\Delta^{2}}}$ ) as well as the frequency of the oscillation $\left(\Omega \mapsto \sqrt{\Omega^{2}+\Delta^{2}}\right.$ ) are affected by this detuning. Trajectories for different detuning value are represented in figure 6.3 with their associated exited state probability evolution.


Fig. 6.3 a) Evolution of the exited state population as a function of the pulse duration for different values of detuning. b) Representation in the Bloch Sphere of the corresponding trajectory

## Qubit Manipulation

In an experimental point of view, it is important to remind this correspondence between pulse property and qubit dynamic :

- The frequency of the pulse determines the rotation angle in the $(\mathrm{x}, \mathrm{z})$ plane
- The phase of the pulse determines the rotation angle in the ( $\mathrm{x}, \mathrm{y}$ ) plane
- The lenght and the power of the pulse determine the distance travelled by the state during the pulse.


### 6.2 From magnetic to electric manipulation: Stark effect

It was experimentally found out that fast manipulation of the nuclear spin can be achieved by means of an electric field. As discussed in section 6.4 . 2 this cannot be explained by the interaction of the nuclear magnetic moment with the magnetic field created by the antenna microbounded in the vicinity of the molecular magnet transistor nor with the tunnel current through the molecule. As a matter of fact, the physics of the fast electric manipulation of the nuclear spin relies on the hyperfine Stark effect. In its more general form this interaction writes :

$$
\begin{equation*}
\left.H_{h f}=\sum_{k}\left(n T^{(k)} . e T^{(k)}\right)=\sum_{k q}(-)^{k-q} n T_{q}^{(k)} . e T_{-q}^{(k)}\right) \tag{6.17}
\end{equation*}
$$

where $n T^{(k)}$ and $e T^{(k)}$ stand for $k$-order tensor operator that act solely on the nuclear (n) and electronic (e) states respectively. This form arises from the multipole expansions of the electromagnetic interaction between the nuclear and electronic distribution of the stationary charges and the stationary currents inherent to both orbital motion and spins [110]. The charge contribution to $T^{(k)}$ has parity $(-)^{k}$ while the current contribution to $T^{(k)}$ has parity $(-)^{k+1}$. Assuming that the stationary nuclear states have well define parity, which amounts to ignore the parity violation of the weak interaction, the matrix elements of the charge (respectively current) contributions to $n T^{(k)}$ in a manifold of constant nuclear spin I vanishes out for k odd (respectively even). The matrix elements of $n T_{q}^{(k)}$ between the states $\left|I, M_{I}\right\rangle$ of a nuclear spin I are proportional to the Clebsch-Gordon coefficient $\left\langle I, M_{I}, k q \mid I, M_{I}^{\prime}\right\rangle$ according to the Wigner-Eckart theorem. They therefore are null if the conditions $0<k<2 I$ and $M_{I}+q=M_{I}^{\prime}$ are not met. In the case of the only stable isotope ${ }^{159} \mathrm{~Tb}$ of Terbium the nuclear spin of which is $\mathrm{I}=3 / 2$ this implies that the multipoles expansions are limited to magnetic dipoles ( $k=1$ ), electric quadrupoles ( $k=2$ ) and magnetic octupoles ( $k=3$ ). We will focus our attention in the following to the magnetic dipole hyperfine interaction $(k=1)$, which for electronic states restricted to the space of constant total angular momentum J, simplify into:

$$
\begin{equation*}
H_{h f}=A \mathbf{I} . \mathbf{J} \tag{6.18}
\end{equation*}
$$

Thanks again to the Wigner-Eckart theorem. In view of our ability to manipulate the Tb nuclear spin in the $\mathrm{TbPc}_{2}$ and the lack of evident explanations it appeared of most interest to investigate to which extent the interactions AII.J might be modified under an electric field $\mathbf{E}$.

The problem was approached in the Stefan Thiele thesis where it was argued that the magnetic dipole hyperfine field constant $A$ is modified by a relative amount $\Delta A / A$ estimated to $10^{-3} \mathbf{E}(\mathrm{mV} / \mathrm{nm})$ which provides the right magnitude of the effective magnetic field required to manipulated the nuclear spin. I will recall here this approach in an intuitive way. I will first discuss the magnetic dipolar hyperfine interaction. I will then emphasize the parity mixing of the $\mathrm{Tb}^{3+}$ electronic states induced by the ligand field owing to the lack of inversion center in the molecule. I will finally indicate that, although tiny, this parity mixing allows modifying the hyperfine field constant to first order in the electric field $\mathbf{E}$. As a matter of fact I will show that the dynamical manipulation of the nuclear spin by the electric field is fully explained by AC Stark hyperfine effect. A more numerical approach will be necessary in the case of the DC Stark hyperfine effect. I shall end this section with a few comments on the electric field dependence of the electric quadrupole hyperfine interactions.

### 6.2.1 Magnetic dipole hyperfine field Stark effect

## Magnetic dipole hyperfine interaction

The magnetic dipole hyperfine interaction arises from the interaction of the nuclear magnetic moment $\boldsymbol{\mu}_{n u c}$ with the magnetic field $\mathbf{B}_{\text {elec }}$ created by the surrounding electrons:

$$
\begin{equation*}
H_{h f}=-\boldsymbol{\mu}_{\text {nuc }} \boldsymbol{B}_{\text {elec }} \tag{6.19}
\end{equation*}
$$

$\boldsymbol{B}_{\text {elec }}$ consists of two contributions. The first, $\boldsymbol{B}_{\text {orbit }}$, is due to the charge motion of the electrons about the nucleus and the second, $\boldsymbol{B}_{\text {spin }}$, is generated by the spin magnetic moment of the electron. $\boldsymbol{B}_{\text {orbit }}$ is straightforwardly obtained from the Biot-Savart law, according to which the magnetic field created by a moving electron $i$ at a certain velocity $\boldsymbol{v}_{i}$ and a distance $\boldsymbol{r}_{\boldsymbol{i}}$ from the core is:

$$
\begin{equation*}
\boldsymbol{B}_{i}^{0}=\frac{\mu_{0}}{4 \pi} e \boldsymbol{v}_{i} \times \frac{\boldsymbol{r}_{i}}{r_{i}^{3}} \tag{6.20}
\end{equation*}
$$

Summing this contribution over all the electrons and using the angular momentum definition $\boldsymbol{l}_{i}=-\frac{-e}{2 \mu_{B}} v_{i} \times \boldsymbol{r}_{i}$ give the final expression of the orbital component of the magnetic field:

$$
\begin{equation*}
\boldsymbol{B}_{\text {orbit }}=-\frac{\mu_{0}}{4 \pi} 2 \mu_{B} \sum_{i} \frac{l_{i}}{r_{i}^{3}} \tag{6.21}
\end{equation*}
$$

In evaluating $\mathbf{B}_{\text {spin }}$ we must care about the case where the electrons move too close to the nucleus. The magnetic field will then show a singularity of order $r_{i}^{-3}$. The potential vector associated with a magnetic moment $\boldsymbol{\mu}_{s}^{i}$ at a distance $\boldsymbol{r}_{i}$ is

$$
\begin{equation*}
\boldsymbol{A}_{i}^{s}=\frac{\boldsymbol{\mu}_{s}^{i} \times \boldsymbol{r}_{i}}{r_{i}^{3}}=\nabla \times \frac{\boldsymbol{\mu}_{s}^{i}}{r_{i}} \tag{6.22}
\end{equation*}
$$

Which leads to the magnetic field:

$$
\begin{align*}
\boldsymbol{B}_{i}^{s} & =\nabla \times \boldsymbol{A}_{i}^{s}  \tag{6.23}\\
& =\nabla \times\left(\nabla \times \frac{\boldsymbol{\mu}_{s}^{i}}{r_{i}}\right)  \tag{6.24}\\
& =\left[\left(\boldsymbol{\mu}_{s}^{i} \cdot \nabla\right) \nabla-\frac{1}{3} \boldsymbol{\mu}_{s}^{i} \nabla^{2}\right] \frac{1}{r_{i}}-\frac{2}{3} \boldsymbol{\mu}_{s}^{i} \nabla^{2} \frac{1}{r_{i}} \tag{6.25}
\end{align*}
$$

Where the singular part has been isolated in the third term. The quantity between the hooks transform similar to a rank -2 spherical harmonic and therefore is not singular. It follows
that:

$$
\begin{equation*}
\boldsymbol{B}_{s p i n}=-\frac{\mu_{0}}{4 \pi} \sum_{i} \frac{\boldsymbol{\mu}_{s}^{i}}{r_{i}^{3}}-\frac{3 \boldsymbol{r}_{i}\left(\boldsymbol{\mu}_{s}^{i} \cdot \boldsymbol{r}_{i}\right)}{r_{i}^{5}}+\frac{8 \pi}{3} \boldsymbol{\mu}_{s}^{i} \delta\left(\boldsymbol{r}_{\boldsymbol{i}}\right) \tag{6.26}
\end{equation*}
$$

The third contribution $\frac{8 \pi}{3} \boldsymbol{\mu}_{s}^{i} \boldsymbol{\delta}\left(\boldsymbol{r}_{\boldsymbol{i}}\right)$ is the one that gives rise to the hyperfine magnetic contact interaction. It is sensitive to first order to every change of the electronic density in the vicinity of the nucleus that would be induced by an electric field, provided that the nucleus is not located at a site with inversion symmetry (otherwise the sensitivity is to second order in the electric field) [111]. It is this Stark hyperfine field effect that is exploited to manipulate the Silicon qubit [112]. In our case, because the 4 f electrons show zero probability density on the nucleus, this cannot work.
After summation of the different contributions and by substituting $l_{i}=-2 \mu_{B} \boldsymbol{s}_{i}$ and $\boldsymbol{\mu}_{n u c}=$ $g_{N} \mu_{N} \boldsymbol{I}$, we get the following expression of the magnetic dipole hyperfine Hamiltonian

$$
\begin{align*}
H_{h f} & =\frac{\mu_{0}}{4 \pi} 2 g_{N} \mu_{N} \mu_{B} \sum_{i}\left[\frac{l_{i}-\boldsymbol{s}_{i}}{r_{i}^{3}}+\frac{3 \boldsymbol{r}_{i}\left(\boldsymbol{s}_{i} \cdot \boldsymbol{r}_{i}\right)}{r_{i}^{5}}\right] \cdot \boldsymbol{I}  \tag{6.27}\\
& =a \sum_{i}\left(\boldsymbol{N}_{i} / r_{i}^{3}\right) \cdot \boldsymbol{I} \tag{6.28}
\end{align*}
$$

where $a=\frac{\mu_{0}}{4 \pi} 2 g_{N} \mu_{N} \mu_{B}$ is a constant and $\boldsymbol{N}_{i}=\boldsymbol{l}_{i}-\boldsymbol{s}_{i}+3 \boldsymbol{r}_{i}\left(\boldsymbol{s}_{i} \cdot \boldsymbol{r}_{i}\right) / r_{i}^{2}$ the operator that characterizes the way the $i^{t h}$ electron of $\operatorname{spin} \mathbf{s}_{i}$ and angular momentum $\mathbf{I}_{i}$ at a distance $\mathbf{r}_{i}$ from the nucleus interacts with the nuclear spin $\mathbf{I}$.

## Ligand field perturbation on the electronic configuration

Let us point out before some useful outcomes of the parity symmetry:

- The parity P of an electronic state is defined as $P=(-1)^{\Sigma_{i} l_{i}}$ with $l_{i}=0,1,2,3 \ldots$ for $s, p, d, f \ldots$ configurations. It follows that the parity of all the states $|\Psi\rangle$ of the ground configuration $4 f^{8}$ is -1 (even) and the parity of all the states $|\Phi\rangle$ of the first exited configuration $4 f^{7} 5 d^{1}$ is 1 (odd).
- The matrix elements of an operator O of even parity, i.e. invariant under the space inversion, are non zero solely between states with the same parity. Whereas the matrix elements of an operator O of odd parity, i.e. reversed under the space inversion, are non zero solely between states with the opposite parity


Fig. 6.4 Scheme of the Stark effect applied to the $\mathrm{Tb}^{3+}$ ion. The colour code indicates the parity: red for even, blue for odd and black when there is no parity. (a) Schematization of the electronic structure of the isolated $\mathrm{Tb}^{3+}$ ion, comprising ground state electronic configuration $4 \mathrm{f}^{8}$, composed of the states $\left|\Psi_{i}\right\rangle$, and the first excited electronic configuration $4 f^{7} 5 d^{1}$, composed of the states $\left|\Phi_{v}\right\rangle$. (b) Under the influence of odd parity components of the ligand field $\mathrm{V}_{\text {odd }}$, the ground state and excited state configurations are slightly mixed. (c) As a consequence an electric field will be able to modify the electronic ground states to first order through the Stark interaction $\mathrm{V}_{E}$.

- The position vector $\boldsymbol{r}$ is reversed by space inversion (polar vector) whereas the orbital $\boldsymbol{l}$ and $\operatorname{spin} \boldsymbol{s}$ moment are invariant (axial vectors). It follows that the dipole electric moment operator $\boldsymbol{d}$ is of odd parity while the operator $\boldsymbol{N}$ is of even parity.

We recall that the isolated $\mathrm{Tb}^{3+}$ ion ground state configuration is $4 \mathrm{f}^{8}$. The first exited state configuration is $4 f^{7} 5 \mathrm{~d}^{1}$. These configurations are split into spectral terms of total spin $S=\Sigma_{i} s_{i}$ and orbit $L=\Sigma_{i} l_{i}$ momenta by the electron correlations. Each total angular momentum $|L-S| \leqslant J \leqslant L+S$ by the spin-orbit coupling interaction. Each of these multiplet is thus symbolized ${ }^{2 S+1} \mathrm{X}_{J}$ with $\mathrm{X}=\mathrm{S}, \mathrm{P}, \mathrm{D}, \mathrm{F}$ for $\mathrm{L}=0,1,2,3 \ldots$ (spectroscopic notation). This is schematized in figure 6.4 which also shows the lowest energy multiplet of each configuration of equivalent electrons, namely ${ }^{7} \mathrm{~F}_{6}$ for the $4 \mathrm{f}^{8}$ configuration and ${ }^{7} \mathrm{D}_{5}$ for the $4 f^{7} 5 d^{1}$ configuration which is about 5.5 eV higher in energy from the ground multiplet ${ }^{7} \mathrm{~F}_{6}$. Because it is of odd parity, an electric field has zero matrix elements between the states of each configuration so will have no effect in first order. When it is embedded in the $\mathrm{TbPc}_{2}$ molecule the electronic structure of the free $\mathrm{Tb}^{3+}$ ion is modified by electrostatic interaction with the ligand electron. This leads in particular to the splitting of the ground multiplet ${ }^{7} \mathrm{~F}_{6}$ into crystal field energy levels (see section 2.2). If the $\mathrm{TbPc}_{2}$ molecule were to show a centre of symmetry on the $\mathrm{Tb}^{3+}$ ion site ( D 4 h point group) then the ligand field will be of even parity and will preserve the parity of the electronic states so that the effect of an applied electric field will be as negligible as in the case of the free $\mathrm{Tb}^{3+}$ ion. As a matter of fact because the twist of the two phtalocyanine ligands encapsulating the $\mathrm{Tb}^{3+}$ ion in the $\mathrm{TbPc}_{2}$ is not exactly $45^{\circ}$ there is no centre of inversion on the $\mathrm{Tb}^{3+}$ ion site ( C 4 point group). Accordingly to the electrostatic interaction of the $\mathrm{Tb}^{3+}$ ion with the electrons of the ligand will give rise to a ligand field which, in addition to the component of even partiy $\mathrm{V}_{\text {ligand }}^{\text {even }}$ expanding over spherical harmonics $\mathrm{Y}_{k}^{q}$ of even rank $k$, will involved a component of odd parity $\mathrm{V}_{\text {ligand }}^{\text {odd }}$ expanding over spherical harmonics $\mathrm{Y}_{k}^{q}$ of odd rank $k$. This one mixes the states $\left|\Psi_{i}\right\rangle$ of the ground configuration $4 \mathrm{f}^{8}$ with those of the excited configuration $4 \mathrm{f}^{7} 5 \mathrm{~d}^{1}$. The states $\left|\Psi_{i}\right\rangle$ are modified to first order of perturbation into:

$$
\begin{equation*}
\left|\Psi_{i}^{\prime}\right\rangle=\left|\Psi_{i}\right\rangle+\sum_{v} \frac{\left\langle\Phi_{v}\right| V_{\text {ligand }}^{\text {odd }}\left|\Psi_{i}\right\rangle}{E_{i}-E_{v}}\left|\Phi_{v}\right\rangle=\left|\Psi_{i}\right\rangle+\sum_{v} \alpha_{i}^{v}\left|\Phi_{v}\right\rangle \tag{6.29}
\end{equation*}
$$

where $E_{i}-E_{V}$ is the energy difference between the states $\left|\Phi_{v}\right\rangle$ of the $4 \mathrm{f}^{7} 5 \mathrm{~d}^{1}$ configuration and the states $\left|\Phi_{i}\right\rangle$ of the $4 \mathrm{f}^{8}$ configuration.

## External electric field perturbation on the electronic structure

The strength of the Stark hyperfine effect will crucially depend on the way the electronic structure of the molecule will be sensitive to the applied electric field. An outcome to the odd parity ligand field $\mathrm{V}_{\text {ligand }}^{\text {odd }}$ is to induce a tiny electric dipole moment $\mathbf{d}$. This one will couple to an electric field $\mathbf{E}$ through the Stark interaction $V_{E}=\boldsymbol{d} . \boldsymbol{E}$ which will modify the electronic states $\left|\Psi_{i}^{\prime}\right\rangle$ to first order of perturbation in the form

$$
\begin{equation*}
\left|\Psi_{i \varepsilon}^{\prime}\right\rangle=\left|\Psi_{i}^{\prime}\right\rangle+\sum_{j} \frac{\left\langle\Psi_{j}^{\prime}\right| V_{\varepsilon}\left|\Psi_{i}^{\prime}\right\rangle}{E_{i}^{\prime}-E_{j}^{\prime}}\left|\Psi_{j}^{\prime}\right\rangle=\left|\Psi_{i}^{\prime}\right\rangle+\sum_{j} \beta_{i}^{j}\left|\Psi_{j}^{\prime}\right\rangle \tag{6.30}
\end{equation*}
$$

Using equation 6.29 this is rewritten in the form

$$
\begin{equation*}
\left|\Psi_{i \varepsilon}^{\prime}\right\rangle=\left|\Psi_{i}\right\rangle+\sum_{V} \alpha_{i}^{v}\left|\Phi_{v}\right\rangle+\sum_{j} \beta_{i}^{j}\left|\Psi_{j}\right\rangle+\sum_{j} \beta_{i}^{j} \sum_{v} \alpha_{j}^{v}\left|\Phi_{v}\right\rangle \tag{6.31}
\end{equation*}
$$

Which gather the combined effect of the ligand field $\mathrm{V}_{\text {ligand }}^{\text {odd }}$ and an external electric field $\mathbf{E}$ on the low energy electronic states of the $\mathrm{Tb}^{3+}$ ion in $\mathrm{TbPc}_{2}$. The sum over j are the sum over the $4 \mathrm{f}^{8}$ states $|\Psi\rangle$ and the sum over $v$ are the one over the $4 \mathrm{f}^{7} 5 \mathrm{~d}^{1}$ states $|\Phi\rangle$ (see figure 6.4)

## Hyperfine splitting evaluation using $\left|\Psi_{i \varepsilon}^{\prime}\right\rangle$

An entanglement of the electronic and nuclear degrees of freedom is in principle induced by the hyperfine interaction, but these one are in general fairly weak so that the matrix elements of the different operators can be considered separately on either the electronic or the nuclear state space for each energy level. The Hamiltonian of the magnetic dipole hyperfine interaction is:

$$
\begin{equation*}
H_{h f}=a \sum_{i}\left(\boldsymbol{N}_{i} / r_{i}^{3}\right) \cdot \boldsymbol{I} \tag{6.32}
\end{equation*}
$$

We will then focus on the electronic operator $\sum_{i} N_{i} / r_{i}^{3}$ and its matrix elements between the electronic states $|\Psi\rangle$ and $|\Phi\rangle$. On the ground state $\left|\Psi_{0}\right\rangle$ we have $\left\langle\Psi_{0}\right| \sum_{i} N_{i} / r_{i}^{3}\left|\Psi_{0}\right\rangle=$ $\left\langle\Psi_{0}\right| \boldsymbol{N}\left|\Psi_{0}\right\rangle\left\langle 1 / r_{i}^{3}\right\rangle$ where $\boldsymbol{N}=\sum_{i} \boldsymbol{N}_{i}$ and $\left\langle 1 / r^{3}\right\rangle$ is a constant for a given electronic configuration. The operator $N$ is a vector then can be decomposed on spherical components $N_{q}$ ( $\mathrm{q}=-1$, $0,1)$.

The influence of the Stark effect on the hyperfine coupling can be evaluated by calculating the matrix element of the operator $\boldsymbol{N}$ on the first order perturbed state $\left|\Psi_{0 E}^{\prime}\right\rangle$ :

$$
\begin{array}{r}
\left|\Psi_{0 E}^{\prime}\right\rangle=\left|\Psi_{0}\right\rangle+\sum_{v} \alpha_{0}^{v}|\Phi v\rangle+\sum_{j} \beta_{0}^{j}\left|\Psi_{j}\right\rangle+\sum_{j} \beta_{0}^{j} \sum_{v} \alpha_{j}^{v}|\Phi v\rangle \\
\Rightarrow\left\langle\Psi_{0 E}^{\prime}\right| \boldsymbol{N}\left|\Psi_{0 E}^{\prime}\right\rangle=\left\langle\Psi_{0}\right| \boldsymbol{N}\left|\Psi_{0}\right\rangle+\sum_{v}\left(\alpha_{0}^{v}\left\langle\Psi_{0}\right| N\left|\Phi_{v}\right\rangle+\alpha_{0}^{v \star}\left\langle\Phi_{v}\right| N\left|\Psi_{0}\right\rangle\right)  \tag{6.34}\\
+\sum_{j \neq 0}\left(\beta_{0}^{j}\left\langle\Psi_{0}\right| N\left|\Psi_{j}\right\rangle+\beta_{0}^{j \star}\left\langle\Psi_{j}\right| N\left|\Psi_{0}\right\rangle\right)
\end{array}
$$

The contribution involving the product of the coefficients $\alpha_{i}^{v}$ and $\beta_{i}^{j}$ are ignored being negligible. Because $\left|\Psi_{0}\right\rangle$ and $\left|\Phi_{v}\right\rangle$ are of opposite parity and $N$ is an even operator, the contribution $\Sigma_{v} \alpha_{0}^{v} \ldots$ is equal to zero. We assume that the ligand field and electric field energy perturbation is much smaller than the energy split of the otherwise unperturbed electronic spectrum, i.e. $E_{0}-E_{j} \simeq E_{0}^{\prime}-E_{j}^{\prime}$, and that the energy splits of the exited configuration is much smaller than the energy difference between the ground and excited configuration, e.i $E_{0}-E_{V} \simeq \Delta E_{4 f^{8} \rightarrow 4 f^{7} 5 d^{1}}$. Using the closure relation $\Sigma_{v}\left|\Phi_{v}\right\rangle\left\langle\Phi_{V}\right|=\mathbb{1}$, coefficient $\beta_{0}^{j}$ can be then approximated as

$$
\begin{align*}
& \beta_{0}^{j}=\frac{\left\langle\Psi_{j}^{\prime}\right| V_{E}\left|\Psi_{0}^{\prime}\right\rangle}{E_{0}^{\prime}-E_{j}^{\prime}}  \tag{6.35}\\
&\left.=\frac{\left[\left\langle\Psi_{j}\right|+\Sigma_{\tau}\left\langle\Phi_{\tau} \left\lvert\, \frac{\left\langle\Psi_{j}\right| V_{l i g}^{\text {od }} \mid}{E_{0}-E_{\tau}}\right.\right\rangle\right.}{E_{\tau}}\right] V_{E}\left[\left|\Psi_{0}\right\rangle+\Sigma_{v} \frac{\left\langle\Phi_{v}\right| V_{\text {lig }}^{\text {odd }} \mid}{E_{0}-E_{v}}\left|\Psi_{0}\right\rangle\right.  \tag{6.36}\\
& E_{0}^{\prime}-E_{j}^{\prime}  \tag{6.37}\\
& \simeq 2 \frac{\left\langle\Psi_{j}\right| V_{E} V_{\text {lig }}^{\text {odd }}\left|\Psi_{0}\right\rangle}{\left(E_{0}-E_{j}\right) \Delta E_{4 f^{8} \rightarrow 4 f^{7} 5 d^{1}}}
\end{align*}
$$

The matrix element of the dipole magnetic hyperfine interactions on the electric field perturbed ground state $\left|\Psi_{0 E}^{\prime}\right\rangle$ writes finally

$$
\begin{equation*}
\left\langle\Psi_{0 E}^{\prime}\right| A \sum_{i}\left(\boldsymbol{N}_{i} / r_{i}^{3}\right) \cdot \boldsymbol{I}\left|\Psi_{0 E}^{\prime}\right\rangle=\left\langle\Psi_{0}\right| A J_{z}\left|\Psi_{0}\right\rangle\left[I_{z}+\sum_{j} \beta_{0}^{j} \frac{\left\langle\Psi_{0}\right| \boldsymbol{N} \cdot \boldsymbol{I}\left|\Psi_{j}\right\rangle+\left\langle\Psi_{j}\right| \boldsymbol{N} \cdot \boldsymbol{I}\left|\Psi_{0}\right\rangle}{\left\langle\Psi_{0}\right| \boldsymbol{N}_{\mathbf{0}}\left|\Psi_{0}\right\rangle}\right] \tag{6.38}
\end{equation*}
$$

Since $\Psi_{0}=| \pm 6\rangle$, this transposed in the space of the nuclear spin states $\left|I M_{I}\right\rangle$ to the additional electric field dependent Hamiltonian:

$$
\begin{equation*}
H_{h f}^{S t a r k}=\frac{\left\langle\Psi_{0}\right| A J_{z}\left|\Psi_{0}\right\rangle}{2}\left(\alpha_{+}(E) I_{-}+\alpha_{-}(E) I_{+}\right)+\alpha_{0}(E) I_{z} \tag{6.39}
\end{equation*}
$$

with

$$
\begin{equation*}
\alpha_{q}(E) \approx 4 \sum_{j} \frac{\left\langle\Psi_{j}\right| V_{E} V_{\text {lig }}^{\text {odd }}\left|\Psi_{0}\right\rangle}{\left(E_{0}-E_{j}\right) \Delta E_{4 f^{8} \rightarrow 4 f^{7} 5 d^{1}}} \frac{\left\langle\Psi_{j}\right| \boldsymbol{N}_{q}\left|\Psi_{0}\right\rangle}{\left\langle\Psi_{0}\right| N_{0}\left|\Psi_{0}\right\rangle} \tag{6.40}
\end{equation*}
$$

The first two contributions that can also be written $\alpha_{x}(E) I_{x}+\alpha_{y}(E) I_{y}$ with $\alpha_{x}(E)=\alpha_{+}(E)+$ $i \alpha_{-}(E)$ and $\alpha_{y}(E)=\alpha_{+}(E)-i \alpha_{-}(E)$ answerable to the AC hyperfine Stark effect whereas the third contribution would account for the DC hyperfine Stark effect. It is observed that not the same excited states $\left|\Psi_{j}\right\rangle$ will be involved in the two effects. The final step is to compute the matrix elements $\left\langle\Psi_{j}\right| \boldsymbol{N}_{\boldsymbol{q}}\left|\Psi_{0}\right\rangle$. It is a matter of standard use of the Racah algebra [113] to compute this within the Russel-Saunders coupling scheme (L-S coupling), by making use of the Wigner-Eckart Theorem.

### 6.2.2 Discussion on the Hyperfine interaction modulation

Equation 6.39 provides the relative change of the hyperfine coupling induced by applying the electric field. The challenge is now to estimate its magnitude.

- Because the expansion of the $d$ electron wavefunction is bigger than the one of the $f$ electrons, the crystal field experienced by the excited configuration $4 f^{7} d^{1}$ is about ten times larger [114] than the one experienced by the electrons of the ground configuration $4 f^{8}$. It is then reasonable to expect that the effect of $V_{\text {lig }}^{\text {odd }}$ amounts to around $1-2$ eV in energy. On the other hand, given the size of the dipole operator $d=-e r$, the strength of $V_{E}$ under an electric field E measured in mV is estimated in eV to $(1-2) \cdot 10^{-4} \mathrm{E}$. Finally, the excited configuration is separated from the ground one by about $\Delta E_{4 f^{8} \rightarrow 4 f^{7} 5 d^{1}}=5.5 \mathrm{eV}$. The quantity $4\left\langle\Psi_{j}\right| V_{E} V_{\text {lig }}^{\text {odd }}\left|\Psi_{0}\right\rangle / \Delta E_{4 f^{8} \rightarrow 4 f^{7} 5 d^{1}}$ thus is estimated to $(1.8 \pm 1.1) 10^{-4} \mathrm{eV}$ E, with E given in $\mathrm{mV} / \mathrm{nm}$.
- If we consider only the states of the ground multiplet $\left({ }^{7} F_{6}\right)$ and those of the first excited multiplet $\left({ }^{7} F_{5}\right)$ then only two excited states are mixed by the electric field with the ground states. Namely the states $\left|\Psi_{j=1}\right\rangle=\left|J=6, M_{J}= \pm 5\right\rangle$ at energy $E_{j}-E_{0} \simeq$ -0.06 eV and the states $\left|\Psi_{j=2}\right\rangle=\left|J=5, M_{J}= \pm 5\right\rangle$ at energy $E_{j}-E_{0} \simeq-0.27 \mathrm{eV}$. We compute the other hand $\left\langle\Psi_{0}\right| N_{+}\left|\Psi_{1}\right\rangle /\left\langle\Psi_{0}\right| \boldsymbol{N}\left|\Psi_{0}\right\rangle=\left\langle\Psi_{1}\right| \boldsymbol{N}_{-}\left|\Psi_{0}\right\rangle /\left\langle\Psi_{0}\right| \boldsymbol{N}\left|\Psi_{0}\right\rangle=$ $-1 / \sqrt{6}$ and $\left\langle\Psi_{0}\right| N_{+}\left|\Psi_{2}\right\rangle /\left\langle\Psi_{0}\right| \boldsymbol{N}\left|\Psi_{0}\right\rangle=\left\langle\Psi_{2}\right| N_{-}\left|\Psi_{0}\right\rangle /\left\langle\Psi_{0}\right| \boldsymbol{N}\left|\Psi_{0}\right\rangle=-0.41576 \mathrm{eV}$.

With these numbers, we may reasonably expect an electric field induced effective magnetic field parameter $\alpha_{ \pm}(E)$ of the AC hyperfine Stark effect of the order of $10^{-3} \mathrm{E}(\mathrm{mV} / \mathrm{nm})$ times the magnetic hyperfine field of $\approx 300 \mathrm{~T}$. Experimentally the AC hyperfine Stark effect will allow the coherent manipulation of the nuclear spin. As for the DC hyperfine Stark effect we need to find states in the $4 \mathrm{f}^{8}$ configuration with $M=6$. The first such states are only in the
multiplet ${ }^{5} \mathrm{G}_{6}$ and ${ }^{5} \mathrm{~L}_{6}$ at about 3.3 eV from the ground state. This unfortunately is too high in energy to the $4 f^{7} 5 d^{1}$ electronic configuration. So that one cannot make use of the simplified perturbation calculation. A more quantitative quantum chemical computation is therefore required to estimated the DC hyperfine Stark effect. We end this section by indicating that the electric field modulation of the charge quadrupole hyperfine interactions can be approached in a similar way. The only difference will be that in place of a vector quantity $\mathbf{N}$ one will have to deal with a tensor of rank 2 so that the states with the selection rules $\Delta M=0, \pm 1, \pm 2$ will be involved instead of $\Delta M=0, \pm 1$ as with the operator $\mathbf{N}$.

### 6.3 Experimental protocol

Classical computation follows a "Load-run-read" cycle. The quantum analog is "prepare-evolve-read". We can proceed experimentally on the nuclear spin according to the following quantum pattern:

- Preparation : Magnetic field sweep from -60 mT to +60 mT ("trace") in order to read-out the initial nuclear spin states through the position in magnetic field of the quantum tunnelling of magnetization.
- Evolution: Microwave pulse at constant magnetic field, the properties of this pulse (frequency, power, width, shape...) depend on the manipulation we want to perform.
- Reading-out: Magnetic field sweep back from +60 mT to -60 mT ("retrace") in order to read-out the final nuclear spin states.
This procedure is more than one order of magnitude faster ( 2.4 sec ) than the life time of the nuclear spin so that the relaxation probability is much shorter than the one due to the micro-wave pulse. As we will see later, the coherence time of the system is smaller than the time between the pulse and the read-out. It is thus worth keeping in mind that when we sweep the magnetic field back we are no more measuring a coherent state but a mixed state. After repeating this cycle $x$ times, and selecting only the cycle where we get a quantum tunnelling of magnetization both in trace and retrace, it is possible to create a matrix (figure 6.5). A selection of the inverse Landau-Zener events gives the same matrix with an inversion of the states. The detected nuclear spin state during the trace sweep determined the column of the matrix, whereas the retrace sweep determined the row. As a result, this matrix contains all the informations we need : the probability of being in a certain final state knowing the initial states. In the following, all the visibility are calculated with this matrix. I was always fascinated by the amount of information we could get from this matrix. For example, if the manipulation applied between trace and retrace is reversible, the matrix will be symmetric which is necessary for a quantum gate. To familiarize ourselves with this new important tool,
figure 6.5 gives few examples for different situations.

We can now discuss the number of events recorded during a measurement. To add an event in this matrix, we need to record one jump in trace and one jump in retrace both coming from a Landau-Zener event. As we explained previously in section 5.2, the probability of measurement is approximately 0.5 for a magnetic field sweep in our experimental condition because of specific features of the quantum tunnelling of magnetization mechanism. Accordingly, because the electronic spin relaxation time is large, inverse Landau-Zener appears in $1 / 3$ of the event. As a result, the total number of events in this matrix is approximately equal to the number of "prepare-evolve-read" cycles divided by six. To increase the statistics, we can take advantage of the Zeeman diagram symmetry. First is the electronic exited/ground state symmetry, meaning that the $|6, i\rangle \leftrightarrow|6, j\rangle$ transition is the same as $|6,-i\rangle \leftrightarrow|6,-j\rangle$. Using this argument, we can also take the inverse Landau-Zener events so that the number of cycles is divided by four. A second symmetry is the parallel magnetic field inversion. We can imagine to manipulate the system with a microwave pulse in between the retrace and the trace and doing the same analysis with a nuclear spin state inversion so that the number of events goes up to the number of cycles divided by two. I never made use of this second symmetry because in the environment of the single molecular magnet there are others molecules that have random orientations that can affect the nuclear spin state. I chose to do all the manipulations of my thesis at the same magnetic parallel field. It could be interesting, to probe the molecular magnet transistor environment, to perform measurements at different parallel magnetic fields.

### 6.4 Nuclear spin dynamic

### 6.4.1 Frequency calibration

The first step before starting to play with the nuclear spin states is to find the energies differences between them. Actually, we showed in section 6.1 that a coherent manipulation is possible for a pulse frequency only in the vicinity of the resonance energy ( $\delta_{f} \sim \Omega_{R}$ ). A $\mu$-SQUID measurement [79] gives a value of the transition frequency but with an uncertainty of the order of 100 MHz , much bigger than the expected resonance width. The energy of the transition can be also tuned through the hyperfine Stark effect (see section 6.2). It should in that case be kept in mind that the electromagnetic environment of a nuclear spin embedded in a single molecular magnet transistor is different from the one in the $\mu$-SQUID so that the


Fig. 6.5 (a) Initialize, manipulate and read-out measurement protocol scheme. To initialize the nuclear spin, the magnetic field $\mu_{0} H_{\|}$is swept from negative to positive values (purple curve), while checking for QTM transition. Subsequently, we kept $H_{\|}$constant (black curve) and applied a microwave (MW) pulse of different shape depending on the desired manipulation. In the end, the final state is probed by sweeping back $H_{\|}$to negative values (orange curve). (b) Matrix representation of read-out even in trace and retrace as a function of initial (trace) and final (retrace) nuclear spin states. Experimental example of this matrix when nothing is applied to the nuclear spin system (c) and when it is heated (d). Experimental example of this matrix when the nuclear spin is subject to a reversible manipulation (e) ( $\pi$-pulse on the second transition) and to a non reversible manipulation (f).
measurements can lead to slightly different transition energies.

The physical effect we want to probe is the increase of the transition rate $\mathrm{P}_{i \rightarrow j}$ and $\mathrm{P}_{j \rightarrow i}$ when the energy difference between the nuclear spin state i and j gets into resonance with the frequency of the applied field. Using the experimental procedure described in section 6.3, I decided to choose a pulse of constant amplitude $A$ and a given width $\tau$. I repeated this measurement for different frequencies with a step $\delta f$. We need to find the best values for these 3 parameters :

- The pulse duration $\tau$ : If the pulse length is smaller than the coherence time of the qubit, the manipulation will be coherent and the probabilities $\mathrm{P}_{i \rightarrow j}$ and $\mathrm{P}_{j \rightarrow i}$ might stay at zero even at resonance (for a $n-2 \pi$ pulse). To avoid this, we use a pulse width which is larger than the coherence time. At resonance, this pulse will create a mixed state giving $\mathrm{P}_{i \rightarrow j}$ and $\mathrm{P}_{j \rightarrow i}$ equal to 0.5 . The maximum time duration is limited by heating effect of the sample that increases the transition probability even out of resonance. The maximum time is also related to the power of the pulse. I chose a constant width of 1 ms for all the measurements.
- The pulse frequency step $\delta f$ : The first results obtained by S . Thiele showed a resonance shape with a width of the order of 2 MHz . I chose to select a frequency step $\delta f$ one order of magnitude smaller, namely 200 kHz .
- The pulse amplitude $A$ : it has to be high enough to be sure that the nuclear spin "sees" the pulse. On the other hand, a too high power warms the sample and decreases the life time of the nuclear spin, resulting in a high transition probability with no pulse frequency dependence which would hide the signal we are looking for. Last point about the power is that the transmission $\mathrm{S}_{1-2}$ of the RF line is frequency dependant. This means that, if I always send the same power in the line, the effective power at the nuclear spin vicinity will not be the same for different pulse frequencies. I chose to adjust this amplitude as a function of the applied frequency. The idea is to keep the transition probabilities of the 3 resonances typically at 0.1 . A lower probability means that the nuclear spin does not "see" the pulse while a higher probability could hide the signal.

The monochromatic pulse is synthesized using the Rhode \& Schwarz SMA100A signal generator with an AWG external modulation as explained in section 3.5.3. Making the assumption that the $|i-j|=2$ events are negligible in comparison with the $|i-j|=1$ ones,


Fig. 6.6 The colour code of the four nuclear spin states is represented on the left. The visibility of each transition as a function of the applied pulse frequency is shown on the right, giving the 3 transitions energy. These three signals reach approximately a visibility of 0.5 as expected and are close to the energy previously measured using a $\mu$-SQUID [81].
the probability of the $i \rightarrow j$ transition is:

$$
\begin{equation*}
P_{i \rightarrow j}=\frac{N_{i \rightarrow j}}{N_{i \rightarrow i}+N_{i \rightarrow j}} \tag{6.41}
\end{equation*}
$$

Where $N_{i \rightarrow j}$ is the number of events in the trace-retrace matrix corresponding to the i and j nuclear spin states. Because of the reversibility of this measurement $P_{i \rightarrow j}=P_{j \rightarrow i}$ so that the visibility of the transition $i \leftrightarrow j$ is defined as:

$$
\begin{equation*}
V_{i, j}=\frac{N_{i \rightarrow j}+N_{j \rightarrow i}}{N_{i \rightarrow i}+N_{j \rightarrow j}+N_{i \rightarrow j}+N_{j \rightarrow i}} \tag{6.42}
\end{equation*}
$$

Which is the sum of $P_{i \rightarrow j}$ and $P_{j \rightarrow i}$. The last thing we need to choose is the number of cycles. As I already mentioned, the probability of adding an event in the matrix (QTM during the trace and during the retrace) is approximately $25 \%$ and we have four nuclear spin states. Because we take the events of 2 states out of 4 to calculate the visibility, only one sweep over eight is used. The statistical error bar of the measurement can be estimated to $\sqrt{8 x} / x$, where x is the number of cycles. Because I want to make the difference between a 0.1 and a 0.5 transition probability (respectively for a non resonant and a resonant signal), I chose $x=500$, which gives an error of about 0.12.

The results of the measurements performed on the 3 transitions are presented in figure 6.6. We clearly observe that for each case, the visibility of the expected transition goes up to 0.5 when the visibility of the others stay approximately at 0.1 . This demonstrates that it is not a nuclear spin warming but really a resonant process. Here I choose to show the "historical" graphs, meaning that they are the ones where I detected the signal for the first time. Improved measurements can be performed using this method by increasing the number of cycles and by decreasing the frequency step. This has been later carried out to confirm the first measurement. However, these manipulations are not coherent. It is impossible to study the phase of the qubits because of the large pulse width. In the following, we will decrease the pulse duration, in order to be in the coherent limit.

### 6.4.2 Rabi Oscillation

Knowing the different resonances frequencies, we can measure the dynamic of the nuclear spin in the resonant limit as theoretically described in section 6.1 . One needs to apply our experimental protocol with a monochromatic pulse of constant power at the frequency of the transition for different pulse duration $\tau$, using the same microwave generation set up (R\&S SMA100A modulated by an AWG). We keep the same definition of the visibility as in the


Fig. 6.7 Rabi oscillation. (a) Initialize, manipulate and read-out measurement protocol scheme for the Rabi oscillation measure. (b) Trajectory of the nuclear spin qubit state in the Bloch-sphere according to the pulse duration $\tau$ for a resonant pulse. Rabi oscillations obtained by repeating the sequence described in (a) 1000 times for each $\tau$ for the first (c) the second (d) and the third transition (e). The power of the pulse used to drive the different transitions is different for each transition resulting in different Rabi oscillation frequencies.
previous section (equation 6.42). As theoretically predicted, we observe an oscillation of the visibility, the so-called Rabi oscillation (figure 6.7). These measurements are performed at different powers. The respective amplitude of these oscillations are $0.88,0.9$ and 0.9 meaning that we have good control of the three nuclear spin transitions. To go up to 1 , we need to decrease the nuclear spin measurement time for two reasons:

- It will reduce the relaxation probability of the nuclear spin between the initialization and the read-out. We clearly guess from equation 6.43 that even if we have a $100 \%$ efficient $\pi$ pulse, the maximum of visibility will not go up to one because of relaxation process. Similarly from equation 6.44 , even if we have a $100 \%$ efficient $2 \pi$ pulse, the minimum of visibility will not go down to 0 . The result on the Rabi oscillation amplitude is $2 P_{\text {relax }}=2\left(1-e^{-t_{\text {meas }} / T_{1}}\right) \simeq 0.02$.

- It will reduce the calibration time. The smaller the calibration time is in comparison with the typical stability time of the experiment, the better the parameters can be adjust to be resonant with the nuclear spin and the better the measurement will be. In few words, it is hard to catch something that moves faster than you see.


## Power dependence: AC hyperfine Stark effect

In order to confirm the fact that we deal with the dynamic of a qubit and to calculate the effective magnetic field produced by the hyperfine AC Stark effect, I measured the frequency of these oscillations as a function of the microwave pulse power. The Rabi frequency is deduced from equation 6.7, where $\Omega=g \mu_{N} B_{0} / \hbar$. Owing to the linear relation between $B_{0}$ and $\Omega$ and because the magnetic field depends on the square root of the microwave pulse power $\sqrt{P}$, we expect a linear dependence of $\Omega$ with respect to $\sqrt{P}$. I measured this power dependence only on the second resonance by fitting the Rabi oscillation over two periods for each power. The results are displayed in figure 6.8. The linear dependence of $\Omega$ with $\sqrt{P}$ is respected for small powers. However, we found a deviation from the linear behaviour for injection power higher than $16 \mathrm{~mW}(\sim 3 \mu \mathrm{~W}$ at the end of the microwave line). For multi-level


Fig. 6.8 Power dependence. (a) Map of the visibility as the function of the pulse length and power (red for high and blue for low visibility) measured on the second transition, the higher the driving power the faster the oscillation. (b) As predicted from the theory, there is a linear dependence of the Rabi frequency as a function of the square root of the pulse power $\sqrt{P}$. We loose this linearity for injection power higher than $12 \mathrm{dBm}(\approx 16 \mathrm{~mW})$.
system with a small quadrupole term, this saturation originated from the fact that a high power pulse starts to populate the higher energy level, meaning that we are no more in the regime of a qubit dynamic. In our system, even in the limit of high injected power, the number of events related to $|i-j|=2$ stay unchanged and low, meaning that the qubit approximation is still verified.

One reason could be a non-linearity in the hyperfine Stark effect. To argue this, we can extract the effective magnetic field using the relation $\Omega=g \mu_{N} B_{0} / \hbar$, with $g$ being the nuclear g -factor ( $\simeq 1.354$ for $\mathrm{Tb}[82]$ ) and $\mu_{N}$ the nuclear magneton. Results reveal astonishing value, going from 50 mT up to 400 mT . Stefan Thiele gives a good discussion about the possible origin of such high magnetic field in his thesis [75]. Three scenario are investigated to explain these high magnetic field value:

- The magnetic field could have been generated by the microwave antenna itself. A calculation gives a current of 10A in the antenna, 5 orders of magnitude higher that the estimated current of the experiment.
- The magnetic field could have been created by the tunnel current through the molecule. A rough estimation results in a required tunnel current of the order $1 \mathrm{~mA}, 6$ orders of magnitude higher that the estimated current that goes through the molecule in the experiment.


Fig. 6.9 Frequency dependence. (a) Chevron like map of the visibility as the function of the pulse length and frequency (red for high and blue for low visibility) measured on the second transition. At resonance, the oscillations are slow with a high maximum of visibility. The bigger the detuning the lower the amplitude and the faster the oscillation. The amplitude of the Rabi oscillation as a function of the pulse frequency highlights the shape of the first (b), second (c) and third (d) resonance.

- The magnetic field could have been created by the modulation of the hyperfine interaction constant as explained in section 6.2 that gives the correct order of magnitude.

This high effective magnetic field illustrates the strength of the hyperfine stark effect and argue in favour of the saturation of the Rabi frequency due to the limit of our AC Stark model based on a perturbation calculation.

## Frequency dependence : DC hyperfine Stark effect

Similarly to the Rabi oscillations as a function of the applied microwave power, we can study the oscillation as a function of the applied microwave frequency. In section 6.1, we indicated that by changing the frequency of the pulse, in the limit of a constant phase pulse, we were


Fig. 6.10 Resonance shift induced by DC Stark effect. Rabi oscillations visibility measured at different MW frequencies for three different gate voltages and for the first second and third transition receptively (a), (b) and (c). The resonance shift of the nuclear spin qubit frequency caused by the hyperfine DC Stark effect is visible on the first and the third resonance but in opposite direction. Furthermore, the gate voltage has no effect on the second transition. We need a deeper theoretical investigation to qualitatively understand these measurements and to explain the broadening of the resonance which means that the Rabi oscillation is increasing with the gate voltage.
changing the azimuthal qubit rotation angle. As illustrated in figure 6.3, this has a direct impact on the qubit dynamic: first the amplitude of the oscillation decreases as a function of the detuning. Second the frequency of this oscillation increases. I applied the protocol by steeping the pulse with $\tau$ over the 2 first Rabi period for different pulse frequency as shown in figure 6.9(a). By fitting the signal, I can plot in figure 6.9 (b), (c) and (d) the maximum of visibility as a function of the applied microwave pulse frequency, revealing the shape of the resonance.

More than confirming the qubit dynamic, this measure gives with a precision below 1 MHz (in the low driving power limit), the spectrum of the Terbium ion nucleus. It can be fitted with the hyperfine Hamiltonian discussed in section 2.3.4, meaning that the higher order polar term of the hyperfine interaction can be neglected. Now we will use this spectroscopy technique to probe the effect of an electric field on the nuclear spin states energy by measuring the resonance shape at different gate voltages. Results of these measurements are displayed in figure 6.10. A clear dependence of the nuclear resonance frequency on the gate voltage is observed. By increasing the gate voltage the first transition shifts to higher frequencies, the third one to lower frequencies when the second seems to stay unchanged. We further observed that the higher the gate voltage the faster we drive the transition for a given pulse power. For the first transition, applying a gate voltage offset of 4 mV and 8 mV resulted in a shift of $\Delta v=1 \mathrm{MHz}$ and 3 MHz respectively. Converting this frequency shift into a change of the hyperfine constant gives $\Delta A / A=3.3 \times 10^{-4}$ for $\Delta V_{g}=4 \mathrm{mV}$ and $\Delta A / A=9.8 \times 10^{-4}$ $\Delta V_{g}=8 \mathrm{mV}$. Those values are comparable with the theoretical estimates in section 6.2.1. Namely an order of magnitude of $\Delta A / A=10^{-3}$ for an electric field of $1 \mathrm{mV} / \mathrm{nm}$. The conversion of the back gate voltage into an electric field can be done using the simple formula $E=V / d$, a gate oxide thickness of 7 nm , and the screening factor of 0.2 (which is a typical value for devices created by electromigration). We have the same value for the 3rd transition but with an inverse effect and no effect on the 2nd. This means that only the $| \pm 3 / 2\rangle$ are affected, with the same amplitude, by the DC Stark effect, when in the same time the AC Stark effect ensures a manipulation of all the transitions. This points to different origins of these effects. The AC Stark effect is however fully accounted for by the model described in section 6.2. Experimentally, it is hard to make a deeper analysis of the DC hyperfine Stark effect because the gate voltage range within which we can read-out and manipulate the nuclear spin is limited to 20 mV .

### 6.5 Nuclear spin coherence time

In this section, we study the coherence of the nuclear spin transitions by considering the evolution of the qubit when it is in its equatorial plan. In the previous section, we investigated the dynamics of the qubits taking only into account the coupling of the nuclear magnetic moment to the effective magnetic field induced by the AC Stark effect. In the experiment, even if the nuclear spin magnetic moment is very low and well isolated in comparison with the electronic spin (see section 1.2), we need to investigate its coupling to the fluctuations of the environment. We consider two main sources for these fluctuations, one magnetic, through a direct coupling to the spins of the environment, and another electric, through an indirect coupling due to Stark effect. We will characterize these contributions by performing Ramsey fringes and Hahn-echo measurements.

### 6.5.1 Coherence time $T_{2}^{R}$ : Ramsey fringes

To deal with the decoherence of a quantum system, it is customary to consider the time evolution of the density matrix $\rho=|\psi\rangle\langle\psi|$ and use the Schrödinger equation:

$$
\begin{equation*}
i \hbar \frac{d \rho}{d t}=[H, \rho] \tag{6.45}
\end{equation*}
$$

H is the Hamiltonian of the qubit in the rotating frame as described in equation 6.15 . Expanding this expression for a qubit system in interaction with a microwave pulse gives the equations of motion:

$$
\begin{align*}
& \left\langle\sigma_{x}\right\rangle=\Delta\left\langle\sigma_{y}\right\rangle  \tag{6.46}\\
& \left\langle\sigma_{y}\right\rangle=-\Delta\left\langle\sigma_{x}\right\rangle+\Omega\left\langle\sigma_{z}\right\rangle  \tag{6.47}\\
& \left\langle\sigma_{z}\right\rangle=-\Omega\left\langle\sigma_{y}\right\rangle \tag{6.48}
\end{align*}
$$

Where $\Delta$ and $\Omega$ are respectively the detuning and the Rabi period as defined in section 6.1. In order to take into account the relaxation and decoherence processes, Felix Bloch extended this set of equations by adding empirical terms [115]. They are governed by two time scales:

- $\mathrm{T}_{1}$, the relaxation decay time of the diagonal component ( z axis) of the spin density matrix.
- $T_{2}$, the decoherence decay time of the off-diagonal component (x-y plan) of the spin density matrix.

These terms, illustrated in figure 6.11, result in the new equation of motion:


Fig. 6.11 Representation of relaxation $\left(\mathrm{T}_{1}\right)$ and dephasing $\left(\mathrm{T}_{2}\right)$ processes in a Bloch-Sphere.

$$
\begin{align*}
& \left\langle\sigma_{x}\right\rangle=\Delta\left\langle\sigma_{y}\right\rangle-\left\langle\sigma_{x}\right\rangle / T_{2}  \tag{6.49}\\
& \left\langle\sigma_{y}\right\rangle=-\Delta\left\langle\sigma_{x}\right\rangle+\Omega\left\langle\sigma_{z}\right\rangle-\left\langle\sigma_{y}\right\rangle / T_{2}  \tag{6.50}\\
& \left\langle\sigma_{z}\right\rangle=-\Omega\left\langle\sigma_{y}\right\rangle-\left\langle\sigma_{z}\right\rangle / T_{1} \tag{6.51}
\end{align*}
$$

In case of a free evolution $(\Omega=0)$ one can show that the solution to these equations is:

$$
\begin{align*}
\left\langle\sigma_{x}\right\rangle & =\left\langle\sigma_{x}\right\rangle_{t=0} \cos (\Delta t) e^{-t / T_{2}}  \tag{6.52}\\
\left\langle\sigma_{y}\right\rangle & =\left\langle\sigma_{y}\right\rangle_{t=0} \sin (\Delta t) e^{-t / T_{2}}  \tag{6.53}\\
\left\langle\sigma_{z}\right\rangle & =\left\langle\sigma_{z}\right\rangle_{t=0}\left(1-e^{-t / T_{1}}\right) \tag{6.54}
\end{align*}
$$

In the following we make the hypothesis, which will be verified later, that the relaxation time $\mathrm{T}_{1}$ is much larger than the decoherence one $\mathrm{T}_{2}$. We straightforwardly deduce from equations 6.53 and 6.54 that to get the information about $\mathrm{T}_{2}$ it is necessary to measure the free evolution of the operator $\left\langle\sigma_{x}\right\rangle$ or $\left\langle\sigma_{y}\right\rangle$. Whereas, as explained in the experimental protocol section 5.2.1, the measurement of the nuclear spin gives access to only $\left\langle\sigma_{z}\right\rangle$, meaning that we need to apply a series of operations, illustrated in figure 6.12 (a), to perform the required measurement:

- First a magnetic field sweep prepares the spin along the z -axis, in the $|0\rangle$ state between time $t_{1}$ and $t_{1}^{\prime}$.
- Second the spin is rotated into the equatorial plane using a microwave pulse. The duration of this pulse was adjusted to perform a $\frac{\pi}{2}$ rotation around the x -axis, which is
why this type of pulse is referred to as a $\frac{\pi}{2}$ pulse. This pulse is sent between time $t_{2}$ and $t_{2}+\tau_{\pi / 2}$.
- Third the spin is let to freely evolve during a time $\tau$, leading to the precession of the spin according to equations 6.53 and 6.54 around the z-axis at the frequency $\Delta$. This free evolution occurs between time $t_{2}+\tau_{\pi / 2}$ and $t_{2}+\tau_{\pi / 2}+\tau$.
- Fourth, between time $t_{2}+\tau_{\pi / 2}+\tau$ and $t_{2}+2 \tau_{\pi / 2}+\tau$ a second $\frac{\pi}{2}$ pulse is applied to bring the nuclear spin back in the $x-z$ plan. This pulse transforms the y component into z and leaves the x one unchanged.
- Fifth, at time $t_{3}$ the final state is read-out by sweeping back the magnetic field.

As in the case of the Rabi oscillations, many measurements are averaged to obtain the final state probability. This sequence repeated for different values of $\tau$ results in the measurement of $\left\langle\sigma_{y}\right\rangle$ and leads to oscillations with a period of $1 / \Delta$ and an exponential decay of typical time $\mathrm{T}_{2}$ as expected from equation 6.54 , the so-called Ramsey fringes.

This experimental sequence imposes the careful calibration of the $\frac{\pi}{2}$-pulses. We need to choose 3 parameters: the amplitude, the frequency and the length. I always performed the calibration in this order.

- Amplitude: due to DC Stark effect, an electrical noise in the nuclear spin environment might induce a little shift of the resonance. A too low amplitude will result in a thin resonance width. Accordingly, the detuning will not be sufficiently constant all over the measurement. In contrast, the slower the more accurate: a high amplitude reduces the pulse length that creates the coherent superposition. If however we drive the transition too fast, then a little error in the pulse length calibration or a noise on the pulse modulation, will have a huge impact on the state superposition quality. I chose an amplitude that ensures a Rabi frequency of the order of 5 MHz .
- Frequency: the oscillation frequency of the Ramsey fringes is equal to the detuning $\Delta / 2 \pi$, as indicated in equation 6.54. Therefore, in order to adjust the oscillation period, the precise position of the resonance frequency had to be obtained. This was done by measuring the visibility of the Rabi oscillations as a function of the microwave frequency. By fitting a Lorentzian to the obtained data points, we found the maximum and we detuned the microwave source of about 1 MHz in order to see Ramsey fringes with an oscillation period of the order of $1 \mu \mathrm{~s}$.

(a)

(b)




Fig. 6.12 Ramsey fringes. (a) Initialize, manipulate and read-out measurement protocol scheme for the Ramsey fringes measurements. (b) Trajectory of the nuclear spin qubit state in the Bloch-sphere during the Ramsey manipulation: The first $\pi / 2$-pulse creates the coherent superposition. The state is then rotated according to the detuning $\Delta$ during a time $\tau$. The second $\pi / 2$-pulse finally projects the state back in the read-out basis. Ramsey fringes damping obtained by repeating the sequence described in (a) 300 times for each $\tau$ for the first (c) the second (d) and the third transition (e). For reasons of measurement time, I only recorded the envelope of the Ramsey fringes at different $\tau$ which reveals coherence time of respectively $0.28 \mathrm{~ms}, 0.30 \mathrm{~ms}$ and 0.32 ms .


Fig. 6.13 Ramsey fringes at two different times, illustrating the damping of the fringes amplitude.

- Length: the final calibration step is the measurement of a full Rabi oscillation, given the amplitude and the frequency previously fixed, to determine the duration of the $\frac{\pi}{2}$ pulse. Since I chose an amplitude that ensures a 5 MHz oscillation, the typical time of this pulse is 50 ns .

I chose a quite large detuning resulting in a fast Ramsey oscillation in comparison with the coherence time. As a result, to have the full measurement I should have recorded 300 oscillations, meaning more than 3000 points. Because of our nuclear spin measurement time scale, this would have taken more than one month. It is impossible to keep the experiment sufficiently stable all over this time so I chose to record two Ramsey fringes every $30 \mu \mathrm{~s}$ (see figure 6.13) and to plot the maximum and minimum of visibility from the fits made on these two fringes as illustrated on figure 6.13. This methods gives us the information we want in less than one week: By fitting the data to $y=A *\left(0.5+e^{-t / T_{2}^{R}}\right)$ for the maximum of amplitude and $y=A *\left(0.5-e^{-t / T_{2}^{R}}\right)$ for the minimum, we extracted a dephasing time $T_{2}^{R}$ respectively equal to $0.28,0.3$ and 0.32 ms . These coherence times are encouraging, in fact they exhibit a figure of merit $\Omega_{R} T_{2}^{R}$ higher than 2000 . However, this coherence time is really far from the theoretical limit of $T_{2}=2 T_{1}$. We need to perform a deeper analysis and a new kind of measurement to understand the sources of decoherence.

### 6.5.2 Investigation of decoherence process : Hahn-echo

Decoherence process originates from the coupling of the quantum system to an external uncontrolled environment. A typical element of the environment that could break the coherence of a system is the phonon bath. In our experiment, the typical electronic temperature
is about 50 mK and the energy difference between two nuclear spin states is of the order of 120 up to 180 mK . Using a Boltzmann distribution, this gives non-negligible proportions of phonon that could interact with the nuclear spin going from 3 up to $10 \%$. A deeper study of the coherence time as a function of the environment temperature and a comparison with a model based on the Wangsness-Bloch theory [116] (single spin coupled to a phonon bath) is necessary to draw a conclusion about the relevance of this source of decoherence, which would naturally explain why the coherence time is larger for higher transition energy.

Nevertheless the major contribution of the decoherence should be awaited from the electromagnetic noise of the environment. To get as much information as possible from this noise source, we distinguish in the following model:

- the magnetic noise: In the environment of the nuclear spin there are many others spins. The closest $(\sim 0.5 \mathrm{~nm})$ are the 8 Nitrogen nuclei that carry each a $1 / 2$ spin. We can also think of the other $\mathrm{TbPc}_{2}$ molecules that are in the vicinity $(>0.5 \mathrm{~nm})$ of the molecular magnet we probe by the conductance measurement. Notice that this noise source can be reduced using a better control of the molecular deposition process.
- The electric noise: The fluctuating electric field induces a modulation of the hyperfine constant through the Stark effect, resulting in an effective fluctuating magnetic field for the nuclear spin. I anticipate 3 different sources of electric noise. First, the electrons that tunnel through the Pc ligand. Second, the charges trapped in the gate oxide. Third, bit noise of the digital to analog converter at the gate terminal. All these noise sources could be lowered by using a detection scheme not based on a transport measurement but on an optical method. In a shorter term, we want to optimize the oxide layer and to increase the stability of the DA converters using a divider as explained in section 3.3.2. The use of a battery for the back gate could also be interesting but do not offer the flexibility of the DA converters which is important to find the transistor working point.

The characteristics of these noise sources will be discussed after the derivation of the model based on the Bloch-Redfield theory [117] and on a work applied to a superconducting qubit [118]. Taking into account the magnetic and electric fluctuations, $\delta B$ and $\delta E$, during the free precession, the Hamiltonian of equation 6.15 modifies as:

$$
\begin{equation*}
\hat{H}=\frac{\hbar}{2}\left[\Delta+\frac{\delta \omega_{z}}{\delta B} \delta B+\frac{\delta \omega_{z}}{\delta E} \delta E\right] \hat{\sigma}_{z} \tag{6.55}
\end{equation*}
$$

We introduce two constants $\beta_{z}=\delta \omega_{z} / \delta B$ and $\varepsilon_{z}=\delta \omega_{z} / \delta E$ that describe the sensitivity of the nuclear spin rotation in the equatorial plan to the magnetic and electric field fluctuations. A substitution of these constants in equation 6.55 results in:

$$
\begin{equation*}
\hat{H}=\frac{\hbar}{2}\left[\Delta+\beta_{z} \delta B+\varepsilon_{z} \delta E\right] \hat{\sigma}_{z} \tag{6.56}
\end{equation*}
$$

Once having incorporated the noise sources in the Hamiltonian, we need to express the random phase accumulated during the free evolution of the Ramsey sequence:

$$
\begin{equation*}
\Delta \phi_{R}=\int_{0}^{\tau} d t^{\prime}\left[\beta_{z} \delta B\left(t^{\prime}\right)+\varepsilon_{z} \delta E\left(t^{\prime}\right)\right] \tag{6.57}
\end{equation*}
$$

We assume a Gaussian density of the noise spectrum distribution $S_{B}(\omega)$ and $S_{E}(\omega)$. The phase accumulated from these noises will be different for each measurement and will induce, as expected, the damping of the Ramsey fringes. The expression of the decay law can be calculated as follow:

$$
\begin{align*}
f_{R} & =\left\langle e^{i \Delta \phi}\right\rangle  \tag{6.58}\\
& =e^{\frac{-\left\langle\Delta \phi^{2}\right\rangle}{2}}  \tag{6.59}\\
& =\exp \left[-\frac{t^{2}}{2} \int_{-\infty}^{+\infty} d \omega\left\{\beta_{z}^{2} S_{B}(\omega)+\varepsilon_{z}^{2} S_{E}(\omega)\right\} \operatorname{sinc} c^{2} \frac{\omega t}{2}\right] \tag{6.60}
\end{align*}
$$

This expression will be compared with the experimental results later. The crucial question now is how to make a measurement that can give us more information about the noise frequency? The answer is Hahn-echo experiments, so named in honour of Erwin L. Hahn who imagined and performed it in 1950 [119]. The idea is to reduce the low frequency noise contribution of the decay law maintaining the high frequency one unchanged. The subsequent unbalance gives, as we will see in the model, a lot of informations about the noise frequency. The sequence we now apply to the nuclear spin transition, described in figure 6.15 (a), is the same as the Ramsey one with an additional $\pi$ pulse in the middle of the free evolution $\left(t=t_{2}+\tau_{\pi / 2}+\tau / 2\right.$ ). This microwave pulse acts as a time reversal in the middle of the free evolution. In fact a $\pi$ pulse along the x axis applied to an equatorial state leaves the $x$ component unchanged and reverses the $y$ one:

$$
\begin{array}{ccc}
\left\langle\sigma_{x}\right\rangle=\cos (\Delta \tau / 2) & \pi & \left\langle\sigma_{x}\right\rangle=\cos (\Delta \tau / 2)=\cos (\Delta(-\tau / 2)) \\
\left\langle\sigma_{y}\right\rangle=\sin (\Delta \tau / 2) & \longrightarrow & \left\langle\sigma_{y}\right\rangle=-\sin (\Delta \tau / 2)=\sin (\Delta(-\tau / 2)) \tag{6.62}
\end{array}
$$

Before approaching the calculation I will explain how I "see" this measurement. This vision is not rigorous but allowed me understanding it. Since I wish this thesis to be a helpful tool for the following Ph.D students I want to provide it. We imagine that the single spin phase is the position of an athlete on a track. This athlete runs during a time $\tau$ and repeats this race, always starting from the starting line, N times. The time necessary to perform this N race is called $T_{\text {meas }}$. We will repeat this experiment considering three athletes A, B and C:

- A is very regular, he always runs at the same speed all over the N races.
- B has a constant speed over each race but tires from one race to the next so that its speed during the race $\mathrm{n}+1$ is lower than the one during the race n .
- C is not regular at all, its speed is never the same during a same race and this irregular speed is not reproducible from one race to another .
Now let us examine where these athletes finish on the track depending on the race type. During a "Ramsey race" the athlete runs in the same way during time $\tau$. "A" always finishes at the same position related to his speed, " B " goes less and less far on the track when it is impossible to say anything about the final position of "C". In a "Hahn-echo race", in the middle of each race (at time $\tau / 2$ ) we ask the athletes to suddently run in the opposite direction. "A" and "B" will run back on their feet with the same speed during the same time $\tau / 2$. As a result they finish at the same position which is precisely the starting line and this all over the N races. In contrast the athlete " C " finishes once again at a random track position from one race to another. Let us now transpose this intuitive picture to the case of the nuclear spin by considering the running speed as being the detuning and the position on the track as being the nuclear spin phase.
- A is the equivalent of a spin totally isolated from noise sources. The detuning is constant so that, for the Ramsey fringes, its final position only depends on the duration of the free evolution. The fact that this is reproducible all over the N measurements means that there is no statistical broadening. As a result, because of the periodicity of the phase, we have an oscillation of the visibility without damping. In the Hahn-echo measurement, the final phase is always the same, independent from the pulse duration. As a result we have a constant visibility equal to one.
- B is the equivalent of a spin coupled to a low frequency noise source. The detuning modification is negligible during a single measurement but is not all over the N ones. The
period T of this noise can be framed by the two experimental times $\tau$ and $T_{\text {meas }}$ :

$$
\begin{equation*}
\tau \ll T \ll T_{\text {meas }} \tag{6.63}
\end{equation*}
$$

Because of this low frequency noise, we loose the reproducibility over the N measurements in the Ramsey experiment, which is necessary to get the final state probability. This creates a broadening of the final spin phase, which is the origin of the damping in the Ramsey fringes visibility. However, and here is the important point, this low frequency noise has no impact on the visibility of the Hahn-echo signal. We will see latter that it is interesting also to study the limiting case $T \approx \tau$.

- Finally C is the equivalent of a spin coupled to a noise source which is hard to characterize. This noise has at least a high frequency component ( $T \ll \tau$ ) that broadens both Ramsey and Hahn-echo final phases. Even if the low frequency noise is filtered in the Hahn-echo measurement, the final visibility is damped in both cases.

This qualitative approach is interesting to get an intuition of the spin dynamic but needs to be deepen using a quantitative model that gives the expression of the Hahn-echo damping. In the Hahn-echo experiment, the phase acquired is the difference between the two free evolutions:

$$
\begin{equation*}
\Delta \phi_{H}=-\int_{0}^{\tau / 2} d t^{\prime}\left[\beta_{z} \delta B\left(t^{\prime}\right)+\varepsilon_{z} \delta E\left(t^{\prime}\right)\right]+\int_{\tau / 2}^{\tau} d t^{\prime}\left[\beta_{z} \delta B\left(t^{\prime}\right)+\varepsilon_{z} \delta E\left(t^{\prime}\right)\right] \tag{6.64}
\end{equation*}
$$

Using the same model as for the Ramsey experiment, we obtain the expression of the Hahn-echo damping visibility as a function of the pulse duration for Gaussian densities of the noise spectrum distribution $S_{B}(\omega)$ and $S_{E}(\omega)$.

$$
\begin{equation*}
f_{H}=\exp \left[-\frac{t^{2}}{2} \int_{-\infty}^{+\infty} d \omega\left\{\beta_{z}^{2} S_{B}(\omega)+\varepsilon_{z}^{2} S_{E}(\omega)\right\} \sin ^{2} \frac{\omega t}{4} \operatorname{sinc}^{2} \frac{\omega t}{4}\right] \tag{6.65}
\end{equation*}
$$

The main difference between $f_{R}$ and $f_{H}$ comes from the function that multiplies the density noise spectrum, that gives the weight in the integral. The density plot of these two functions (see figure 6.14) reveals the main information about the two measurements. Indeed, the amplitude of this function is maximal for $\omega=0$ for the Ramsey case when it is minimum for


Fig. 6.14 Contour plots of the function $\sin ^{2}(\omega t / 2)$ (a) and $\sin ^{2}(\omega t / 4) \sin _{c}^{2}(\omega t / 4)$ (b) as a function of $\omega$ and $t$. These functions stand for the weight of the noise in the integral of the equation 6.58 and 6.65 respectively for a Ramsey and a Hahn-echo measurement. This illustrates that the low frequency noise is filtered in a Hahn-echo experiment.
the Hahn-echo case as illustrated in figure 6.14.

Because the additional $\pi$ pulse needs to have the same frequency and amplitude as the $\pi / 2$ and to be twice its length, I measured the Hahn-echo damping using the same protocol (measurement and calibration) as the one detailed for the Ramsey fringes. Nevertheless we can notice that this measurement is easier to perform for two reasons. First, because the expression of the visibility as the function of the free evolution time is no more affected by the detuning, we don't need to pay as much attention to the frequency calibration. It is only necessary to be near resonance. Second, one needs less points to fit a decay signal than an oscillating decay signal. When I need a point every 50ns to fit the Ramsey measurement, I only need a point every $2 \mu$ s for the Hahn-echo measurement. The experimental datum are displayed in figure 6.15.

Confronting the model to the measurement we can extract the electric and magnetic Gaussian noise spectrum from the Ramsey and Hahn-echo data. Before performing the fits, we can discuss the order of magnitude of the different contributions in order to limit the fitting parameter space. The magnetic noise, as explained previously, originates from neighbouring spins. I chose to model this noise with a Gaussian (as we imposed in the model) peaked at a frequency $\omega_{B}$, close to the precession of the $\mathrm{Tb}^{3+}$ ion nuclear spin, meaning low frequency


Fig. 6.15 Hahn-echo experiment. (a) Initialize, manipulate and read-out measurement protocol scheme for the Hahn-echo measurement. (b) Trajectory of the nuclear spin qubit state in the Bloch-sphere during the Hahn-echo manipulation: The first $\pi / 2$-pulse creates the coherent superposition, then the state is rotated according to the detuning $\Delta$ during a time $\tau / 2$. A $\pi$-pulse creates a reversal of the dynamics in the equatorial plan and finally a second $\pi / 2$-pulse projects the state in the read-out basis. Hahn-echo signal obtained by repeating the sequence described in (a) 1000 times for each $\tau$ for the first (c) the second (d) and the third transition (e) reveal coherence time of $2.4 \mathrm{~ms}, 1.6 \mathrm{~ms}$ and 2.6 ms , respectively.


Fig. 6.16 Theoretical damping. (a) and (b) are obtained respectively from equation 6.58 and 6.65 , they display the Ramsey and Hahn-echo damping.
in the rotating frame ( $\omega_{B} \approx 0$ ). The number of spins of the environment that couples to the nucleus might be low. This argue in favour of a narrow noise distribution for the magnetic contribution. It is harder to encircle the electric noise. As a matter of fact this originates from various phenomenon (tunnelling electron, DAC and gate oxide). The only information we have is that these noises are not coherent, resulting in a broad Gaussian. Finally, we have to access the sensitivities of the nuclear spin rotation in the equatorial plan to the magnetic and electric field fluctuation $\beta_{z}$ and $\varepsilon_{z}$. Since $\hbar \omega_{z}=g \mu B_{z}$, we deduce that $\beta_{z}$ is in the order of $64 \mathrm{MHz} . \mathrm{T}^{-1}$. In the analysis of the hyperfine Stark effect, we observed that the modulation of the hyperfine constant $\Delta \mathrm{A} / \mathrm{A}$ is in the order of $10^{-3}$ for an applied field of $1 \mathrm{mV} \cdot \mathrm{nm}^{-1}$. This modulation results in an effective magnetic field of 200 mT . We can conclude that the order of magnitude of $\varepsilon_{z}$ is $10 \mathrm{MHz} . \mathrm{nm} . \mathrm{mV}^{-1}$. Theoretical fit displayed in figure 6.16 , (a) and (b) for Ramsey and Hahn-echo damping respectively, are obtained only considering the magnetic noise contribution. The detuning of this source is fixed to 1 kHz with a width of 0.14 kHz and an amplitude of 0.8 mT . This may be due to a nearby Terbium ion. I have to performed measurement with longer $\tau$ to get more information about the electrical noise sources. Furthermore, for longer waiting time, I could measure a revival of the visibility.

The measurement of the coupling of a spin to a nuclear spin bath using the Hahn-echo sequence have been investigated with an electronic spin in GaAs structure [29] and a NV centre [120].

### 6.6 From qubit to multi level system: Coherent pump-probe

To make the transition with the final chapter where different transitions are manipulated in the same time, I want to present two measurements which I performed to make sure that different transitions can be driven in a same sequence. A great chance during the past 3 years was to be free to play as I liked with the nuclear spin device that I had in my full disposal. The measurements I am going to describe in this section are the best examples of the spirit of the scientific activity which I find important to keep in mind: doing physics for pleasure. Therefore, there is no evident applications for quantum information processing in this section. Take it just like an enjoying and pleasant little quantum game.

### 6.6.1 3 states coherent pump probe: single pump

The sequence of this measurement consists of four steps as illustrated in figure 6.17 (a). First we sweep the magnetic field to initialize the nuclear spin. Then we send a microwave pulse of duration $\tau$ with a frequency calibration that ensures a perfect resonance between the pulse and the first qubit transition $(\Delta=0)$. This pulse creates a $|3 / 2\rangle \leftrightarrow|1 / 2\rangle$ coherent superposition. Next we pump the probability of being in the red state into the green one using a $\pi$ pulse on the second qubit transition. The last step is to read-out the final state of the nuclear spin by sweeping back the magnetic field. We repeat this sequence 300 times for each $\tau$. The visibility of the different states, defined as :

$$
\begin{equation*}
V_{i}=\frac{N_{|3 / 2\rangle \rightarrow i}}{\sum_{n=3 / 2}^{-1 / 2} N_{|3 / 2\rangle \rightarrow|n\rangle}} \tag{6.66}
\end{equation*}
$$

as a function of the first pulse length $\tau$, is shown in figure 6.17 (b). Thanks to this sequence, we can measure an oscillation between the states $|3 / 2\rangle \leftrightarrow|-1 / 2\rangle$ although we are not able to directly drive this $\Delta n=2$ transition with a single pulse. After three oscillations, I decided to switch off the microwave generator. We clearly observe that we recover the oscillation between the 2 lowest energy states induced by the pulse $\tau$. Experimentally, this measurement requires two microwave generators, one for each driven transition. We used 2 channels of an AWG that switches on and off the output of generators using windows function. The calibration for this kind of measurement is twice longer in time than the one of a Ramsey or Hahn-echo because we need to tune the parameters of the two generators.


Fig. 6.17 (a) Initialize, manipulate and read-out measurement protocol scheme for the single pump-probe measure. First a pulse of duration $\tau$ is sent on the first transition, then a $\pi$-pulse is sent on the second transition to create an inversion of the population in between state $|1 / 2\rangle$ and $|-1 / 2\rangle$. (b) Single pump probe signal obtained by repeating sequence describe in (a) 1000 times for each $\tau$. We see an oscillation between the states $|3 / 2\rangle$ and $|-1 / 2\rangle$ until I stop the pump after three oscillations to recover the normal Rabi signal between the states $|3 / 2\rangle$ and $|1 / 2\rangle$.

### 6.6.2 4 states coherent pump probe: double pump

Adding a third generator to the experimental setup and using 3 channels of the AWG allows a coherent manipulation of all the nuclear transitions in a same sequence. I thought that creating a superposition in a certain space and read-out in another one was entertaining. Here the first pulse of duration $\tau$ is resonant with the second transition and creates a $|1 / 2\rangle \leftrightarrow|-1 / 2\rangle$ coherent superposition. Then I sent a $\pi$ pulse on the first and on the third transition in the same time. These pulses pump the probability of being in the $|1 / 2\rangle$ onto $|3 / 2\rangle$ and pump the probability of being in the $|-1 / 2\rangle$ onto $|-3 / 2\rangle$. Plotting the previous visibility definition generalized to 4 states as a function of the first pulse length results in figure 6.18 (b). We clearly see, as expected, an oscillation between the states $|3 / 2\rangle$ and $|-3 / 2\rangle$ with a residual oscillation of the $|1 / 2\rangle$ and $|-1 / 2\rangle$ states because the pump pulses are not $100 \%$ efficient. This double pump probe measurement demonstrate our ability to control all the transitions in a same pulse sequence and to create a coherent superposition of $\Delta n=3$ transition only by means of $\Delta n=1$ transitions coherent manipulation.

As a physicist, when you create a coherent superposition you want to measure its coherence time. How could we get this information with our experimental setup for the $|3 / 2\rangle \leftrightarrow|-3 / 2\rangle$ superposition we just performed ? As for the Ramsey fringes, the first thought we have to do is to create the superposition, then to let the system under a free evolution and finally bring it back to the initial base. It follows that the sequence, illustrated in figure 6.19 , is the same as for the Ramsey measurement of the $|1 / 2\rangle \leftrightarrow|-1 / 2\rangle$ transition with two additional pulses that make the projection in the $|3 / 2\rangle \leftrightarrow|-1 / 3\rangle$ before and after the free evolution. I tried once this measurement, which is time consuming, but the obtained final plot was too noisy to be exploited due to a too fast calibration step. The time dedicated to the experiments is precious during a Ph.D. I therefore decided not to spend too much time on this ancillary measurement and to go forward to the realization of quantum gates and quantum algorithm.


Fig. 6.18 (a) Initialize, manipulate and read-out measurement protocol scheme for the double pump-probe measurement. First a pulse of duration $\tau$ is sent on the second transition, then a $\pi$-pulse is sent simultaneously on the second and the third transition to invert the population of the states $|1 / 2\rangle$ and $|3 / 2\rangle$ and of the states $|-1 / 2\rangle$ and $|-3 / 2\rangle$. (b) Double pump probe signal obtained by repeating the sequence described in (a) 1000 times for each $\tau$. We observe an oscillation between the states $|3 / 2\rangle$ and $|-3 / 2\rangle$. Because the pumping pulses are not perfectly calibrated, a residual oscillation is visible in between the states $|1 / 2\rangle$ and $|-1 / 2\rangle$.


Fig. 6.19 Proposal of a protocol scheme for the $|3 / 2\rangle|-3 / 2\rangle$ superposition coherence time measurement.

## Chapter 7

## Grover algorithm implementation

In the previous chapter, we have seen how we could coherently manipulate a single transition of the nuclear spin states by means of electric RF pulses. Using this method, we demonstrated our ability to fully control the three qubit subsystems in good agreement with the theoretical predictions. Furthermore, measurement of the coherence time of these qubits revealed that we could perform more than two thousands operation before loosing the information about the phase of the qubit. Now we consider the nuclear spin in its wholeness, meaning that the RF pulses will not be monochromatic any more and will consist of a mixing of the different resonant frequencies. It has been argued that this fully coherent control of a 4 states quantum system, also called ququad, is a good candidate for the realisation of quantum gates and algorithms. In this chapter I will present my results about the experimental realization of a Hadamard gate and the first implementation of the Grover algorithm in a multi-level quantum system.

We first show how to choose the generalised rotating frame that renders the Hamiltonian of the multi-level system time independent. Operating in that context we then highlight the power of quantum information processing by demonstrating a polynomial speed-up, compared with a classical algorithm, to solve an every day problem: searching for a specific element in an unordered list. The theoretical parameters to solve this problem were derived thanks to a collaborative work with Karim Ferhat from the Néel institute. I will then present the experimental realisation of multi-states coherent superposition, the so-called Hadamard gate. The state obtained after the Hadamard gate will be subjected to an unitary evolution, increasing the population of a selected state. The succession of these two gates represents the experimental realisation of a quantum search algorithm.

### 7.1 Microwave pulse - multi-states interaction

In section 6.1 I presented the interaction of a qubit with a monochromatic RF magnetic field. Then, I detailed that in a $\mathrm{TbPc}_{2}$, through the hyperfine Stark mechanism, a large magnetic field can be produced by modulating the hyperfine constant with an electric field. Here we generalise this magnetic field-qubit interaction to a multi-level system (Qudit) coupled to a polychromatic magnetic field. We first express the dynamic of the system with a time independent Hamiltonian, convenient to describe quantum information process unitary evolution. Note that we can no longer use the Pauli matrices and that the Bloch-sphere representation is no longer applicable.

We start with the diagonal Hamiltonian $H_{Q u b i t}$ of a three levels system with eigenenergies $\varepsilon_{0}, \varepsilon_{1}$ and $\varepsilon_{2}$. Because of RF magnetic field, a non zero transition probability $\langle n| V|m\rangle$ between the states $n$ and $m$ has to be taken into account, resulting in the full Hamiltonian:

$$
\hat{H}=\hat{H}_{Q u d i t}+\hat{H}_{I n t}=\left(\begin{array}{ccc}
\varepsilon_{0} & \langle 0| V|1\rangle & \langle 0| V|2\rangle  \tag{7.1}\\
\langle 1| V|0\rangle & \varepsilon_{1} & \langle 1| V|2\rangle \\
\langle 2| V|0\rangle & \langle 2| V|1\rangle & \varepsilon_{2}
\end{array}\right)
$$

The RF magnetic field has to fulfill the resonant condition with $\Delta n=1$ transition. It then contains two frequencies $\omega_{1} / 2 \pi$ and $\omega_{2} / 2 \pi$ such that $\omega_{1} \approx\left(\varepsilon_{1}-\varepsilon_{0}\right) / \hbar$ and $\omega_{2} \approx\left(\varepsilon_{2}-\varepsilon_{1}\right) / \hbar$. This approximation in our system is valid because of the large quadrupole term. As a result, the terms $\langle 0| V|2\rangle$ and $\langle 2| V|0\rangle$ vanish and we can apply the rotating wave approximation on the $\Delta n=1$ transition, resulting in the new Hamiltonian:

$$
\hat{H}_{\text {app }}=\left(\begin{array}{ccc}
\varepsilon_{0} & \frac{\hbar \Omega_{1}}{2} e^{i\left(\omega_{1} t+\phi_{1}\right)} & 0  \tag{7.2}\\
\frac{\hbar \Omega_{1}}{2} e^{i\left(\omega_{1} t+\phi_{1}\right)} & \varepsilon_{1} & \frac{\hbar \Omega_{2}}{2} e^{i\left(\omega_{2} t+\phi_{2}\right)} \\
0 & \frac{\hbar \Omega_{2}}{2} e^{i\left(\omega_{2} t+\phi_{2}\right)} & \varepsilon_{2}
\end{array}\right)
$$

This Hamiltonian gives a good description of the dynamic of the system but is still time dependent. In the same way as for the qubit where we apply the $U_{Q u b i t}=e^{i \omega_{z} t}$ transformation to be in the rotating frame, we need to find a unitary transformation that will hide the explicit time dependence of the Hamiltonian:

$$
\begin{equation*}
\hat{H}_{g . r . f}=U \hat{H}_{a p p} U^{\dagger}-i \hbar U \frac{\delta U}{\delta t} \tag{7.3}
\end{equation*}
$$

We use a three parameters Ansatz:

$$
U=\left(\begin{array}{ccc}
e^{-i \omega_{a} t} & 0 & 0  \tag{7.4}\\
0 & e^{-i \omega_{b} t} & 0 \\
0 & 0 & e^{-i \omega_{c} t}
\end{array}\right)
$$

and express $\omega_{a, b, c}$ as a function of $\omega_{1,2,3}$ and $\phi_{1,2,3}$ to have a time-independent Hamiltonian. We deduce that:

$$
\begin{align*}
& \omega_{a}=\left(\omega_{1}+\omega_{2}\right) / 2+\left(\phi_{1}+\phi_{2}\right) / 2 t  \tag{7.5}\\
& \omega_{b}=\left(\omega_{2}-\omega_{1}\right) / 2+\left(\phi_{2}-\phi_{1}\right) / 2 t  \tag{7.6}\\
& \omega_{c}=-\left(\omega_{1}+\omega_{2}\right) / 2-\left(\phi_{1}+\phi_{2}\right) / 2 t \tag{7.7}
\end{align*}
$$

By injecting $\omega_{a, b, c}$ in equation 7.3 and by renormalizing the energies we obtain a timeindependent Hamiltonian in the generalized rotation frame of the 3 quantum states in interaction with the magnetic field :

$$
\hat{H}_{g . r . f}=\hbar\left(\begin{array}{ccc}
0 & \frac{\Omega_{1}}{2} & 0  \tag{7.8}\\
\frac{\Omega_{1}}{2} & \delta_{1} & \frac{\Omega_{2}}{2} \\
0 & \frac{\Omega_{2}}{2} & \delta_{2}
\end{array}\right)
$$

The magnetic field is composed of two frequencies $\omega_{1} / 2 \pi$ and $\omega_{2} / 2 \pi$ with $\delta_{1}=\frac{\varepsilon_{1}-\varepsilon_{0}}{\hbar}-$ $\omega_{1}$ and $\delta_{2}=\frac{\varepsilon_{2}-\varepsilon_{1}}{\hbar}-\omega_{2}$. The magnetic field amplitude of component $\omega_{1}$ (respectively $\omega_{2}$ ) results in an oscillation transition probability with frequency $\Omega_{1}$ (respectively $\Omega_{2}$ ) between the state 0 and 1 (respectively states 1 and 2). As expected, when we switch off the second frequency component of the magnetic field $\left(\Omega_{2}=0\right)$ we recover the same Hamiltonian as for the qubit system. This frame rotation transformation can be easily generalized to a "N" quantum states system giving the Hamiltonian:

$$
\begin{equation*}
\hat{H}_{g . r . f}=\sum_{n=1}^{N-1} \delta_{n}|n\rangle\langle n|+\frac{\Omega_{n}}{2}|n+1\rangle\langle n|+\frac{\Omega_{n}}{2}|n\rangle\langle n+1| \tag{7.9}
\end{equation*}
$$

where $\varepsilon_{0}$ is set to 0 . In the following, we will always use this generalized rotating frame to describe the dynamic of the nuclear spin. The experimental results will validate the rotating
wave approximation.

### 7.2 Hadamard Gate

### 7.2.1 Theory

Among all quantum algorithms, one distinguishes those specifically simulating quantum systems and those relying on quantum Fourier transforms, such as the Shor's algorithm for integer factorization. The third main category of quantum algorithms generalizes or incorporates the algorithm discovered in 1997 by L. K. Grover to search an element in an unsorted list. In this algorithm, each state of the Hilbert space is associated to an element of a list. Then, the probability of measuring the element we are looking for is equal to the probability of being in the corresponding quantum state. From this statement, we understand that this algorithm is based on state amplitude amplification.
The preliminary operation, common for all these quantum research algorithms, is to create a quantum database, such that the initial probability is an equipartition:

$$
\begin{equation*}
\left|\Psi_{\text {sup }}\right\rangle=\frac{1}{\sqrt{N}} \sum_{n=0}^{N-1}|n\rangle \tag{7.10}
\end{equation*}
$$

The best classical analog I found to illustrate this preliminary operation is the printing of a phone number directory using the same ink intensity for each phone number. We will see in the following that the fact that there is no phase component in the sum, meaning that the phase of all the states are equal, is primordial. One can imagine systems that are in this specific state at equilibrium, so that no preliminary operation is needed. In our case we are sure of being in a given state only after the initialisation process that projects the nuclear spin in one of its eigenstate. As a result, we need to apply a unitary evolution that, starting from this eigenstate of the system, creates the state $\left|\Psi_{\text {sup }}\right\rangle$. This quantum operation is called a Hadamard gate.

To carry out this quantum gate, it is mandatory to drive simultaneously all transitions during a certain time $\tau$, with given amplitudes and detunings such that:

$$
\begin{align*}
|\Psi(\tau)\rangle & =\hat{U}\left|\Psi_{i}\right\rangle  \tag{7.11}\\
& =e^{i 2 \pi H_{g . r . t} \tau / \hbar}\left|\Psi_{i}\right\rangle  \tag{7.12}\\
& =\frac{1}{\sqrt{N}} \sum_{n=0}^{N-1}|n\rangle \tag{7.13}
\end{align*}
$$

This apparently simple equation hides a difficulty: one needs to find, for a N elements database, a combination of $2 N-1$ parameters ( 1 for $\tau, \mathrm{N}-1$ for the amplitudes and $\mathrm{N}-1$ for the detunings). At this specific moment of my thesis, I wondered how I could solved this problem.

I got the solution through discussions with Karim Ferhat from the Néel Institute. We then decided to create an application whose interface (shown in figure 7.1) is well adapted for an experimentalist. In this application I need to choose my initial eigenstate and the number of element I want in my database ( 2,3 or 4 ). Then, to reduce the parameters space, I indicate my experimental limits on $\tau$ and $\Omega_{n}$. Finally I press the "Hadamard Gate: $\mathrm{t}, \Omega_{1}, \Omega_{2}, \Omega_{3}$ " knob and a minimisation algorithm find the best value of the different parameters ( $\tau, \Omega_{n}, \delta_{n}$ ) to get an Hadamard state.

$$
\begin{equation*}
e^{i 2 \pi H_{g . r . t} \tau / \hbar}\left|\Psi_{i}\right\rangle-\frac{1}{\sqrt{N}} \sum_{n=0}^{N-1}|n\rangle=0 \tag{7.14}
\end{equation*}
$$

The population of each states are then plotted as the function of the pulse length $\tau$ in addition with the population and phase variance (dot line). Experimentally it is necessary to know the set of parameters but it is also interesting to get an idea of the robustness of these parameters, meaning if one of the parameter is not exactly calibrated to the good value, do I have a chance to get a sufficiently nice Hadamard state at the end? To answer this question and to find "robust" Hadamard Gate, we add the possibility of plotting the populations' variance as a function of 2 chosen parameters and to see the dynamic of this variance by creating a movie. A good set of parameters will have a large minimum area in this density plot. Last option of this application is to save in a .dat file the different parameters and populations evolution, these files are then used to plot the theoretical plot. A second window which I don't present here exists on this application. It plots the evolution of population and phase as a function of time for an arbitrary sequence. This helped me a lot during my thesis. It works on Mathematica and CDF soft, we wait that CDF becomes available on android to make it downloadable.



| $\begin{aligned} & \text { چ } \\ & \text { U } \\ & \text { B } \end{aligned}$ |  |
| :---: | :---: |
|  | 离 |
|  |  |


| Initial state \| $\psi_{0}>$ : |  |  |  | $\begin{aligned} & \mathrm{t}_{\text {min }} \\ & \Omega_{1 \text { min }} \end{aligned}$ | $0$ | ns | $\mathrm{t}_{\text {max }}$ | 400 | ns |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\left\|-3 / 2>\left\|-1 / 2>\|+1 / 2>\|+3 / 2>\right.\right.$ \|h ${ }^{\text {s }}$ > |  |  |  |  |  | GHz | $\Omega_{1 \text {,max }}$ | 0.008 | GHz |
|  |  |  |  | $\Omega_{2 \text { min }}$ | 0.002 | GHz | $\Omega_{\text {max }}$ | 0.008 | GHz |
| $=0$ | 1 | 0 | 0 | $\Omega_{3 \text { min }}$ | 0.002 | GHz | $\Omega_{3 \text { max }}$ | 0.008 | GHz |


$t(n s)$

Fig. 7.1 Interface of the application developed to find the good theoretical parameters that create Hadamard gate.

### 7.2.2 Experimental realisation

To create a Hadamard state I use the microwave generation set up described in section 3.5.3. Previously, only one transition was driven in a same sequence (section 6.4 and 6.5 ), or several but not simultaneously for a given state (section 6.6). To perform the Hadamard gate, the Hamiltonian of equation 7.9 shows that a state $|n\rangle$ is driven in such a way that it could, simultaneously, goes up to $|n+1\rangle$ or goes down to the $|n-1\rangle$. Even a tiny de-synchronisation of the pulses of different frequencies will have a great impact on the dynamic. Thus, before the calibration step, I paid a deep attention to this synchronisation by measuring the pulse shape with a 30 GHz sampling LeCroy oscilloscope (see figure 3.6) before the injection in the inverted dilution fridge.

When the microwave generation circuit has been tested, we can start the calibration step in order to tune the different pulse parameters that give the detuning and transition probability frequency calculated with the application previously presented. I always use the following method for each resonance:

- switch to "RF on" mode the microwave source that generates the expected frequency and switch to "RF off" mode the others.
- Tune the pulse frequency to find the resonance of the transition by maximizing the Rabi oscillation amplitude.
- Tune the power of the pulse to find the expected Rabi oscillation frequency at resonance.
- Measure a Rabi oscillation with previously adjusted power and frequency modified by the wanted detuning value.
- Compare this Rabi oscillation (amplitude and frequency) with the theoretical plot. If this Rabi oscillation is sufficiently close to the theoretical plot I apply this method to the next transition. Otherwise, meaning that something has changed in the experiment (charge offset in the local-back gate, transmission in the microwave circuit) I start again and check the transition previously calibrated.

The better you know the experiment the faster you can calibrate it. However the limit to have a sufficiently nice Hadamard state is about two days per resonance. When all transitions are calibrated, we can start the measurements. After switching on all the microwave sources, we record the different state populations as a function of the pulse length using the experimental


Fig. 7.2 Hadamard gate. Evolution of the nuclear spin states population as function of the microwaves pulse length for a two (a) and a three (b) states Hadamard evolution. After a pulse of duration 120ns for the two measurements, the nuclear spin is in equipobable coherent superposition of respectively two and three states.
protocol explained in section 6.3 and the following definition of the visibility of the state $j$ knowing that the initial state is $i$ :

$$
\begin{equation*}
V_{i \rightarrow j}=\frac{N_{i \rightarrow j}}{\sum_{n=3 / 2}^{-3 / 2} N_{i \rightarrow|n\rangle}} \tag{7.15}
\end{equation*}
$$

This procedure has been repeated to create a 2 and a 3 states Hadamard gate as respectively displayed in figure 7.2 (a) and (b). In these two measurements, the phase of the states are not directly measured (which would require a tomography experiment). Indeed, the evolution of the population as a function of the pulse length can be fitted only by parameters that results in a phase variance vanishing at the specific time we obtain the coherent superposition.

Because the calibration procedure was too long to compare with the stability time of the experiment, I never succeeded to measure a nice 4 states Hadamard gate. Indeed this experiment requires the calibration of 7 parameters and is very sensitive to small lack of precision during the calibration process. To reduce the number of parameters, I decided to create a coherent superposition of 4 states forcing the detuning to be zero, only tuning the power of the three microwave sources. The drawback of this constraint is that it is impossible to find a set of driving parameter that cancels both population and phase variance. Figure 7.3 is the results of this measurement, showing a nice coherent superposition for a pulse length of 135 ns . This particular state is interesting in a fundamental point of view but cannot be


Fig. 7.3 Evolution of the nuclear spin states population according to the microwaves pulse length. After a duration of 135 ns , the nuclear spin is in a coherent superposition of four states. The phase of the different states are not equal in this case. This is thus not a real Hadamard gate.
used to implement the Grover algorithm because phases of states are different. An example of 4 states Hadamard gate set of parameter and state evolution is given in figure 7.1.

### 7.2.3 Ramsey fringes generalised to $\mathbf{N}$ states

As already expressed in the pump probe section, in quantum physics, when a new kind of superposition is synthesized, it is interesting to find a method that gives the opportunity to measure its coherence time. In this part, I will present a generalization of the Qubit Ramsey fringes to Qudit. The main idea is the same than for a qubit: starting from an eigenstate, a coherent superposition is first created, then, we let the system free to evolve within controlled time $\tau$, finally, the system is projected to the eigenstate basis. I will derive in the following this generalization and present a measurement performed on a three states system $\{|3 / 2\rangle$, $|1 / 2\rangle,|-1 / 2\rangle\}$.

As previously explained, a superposition of N states can be obtained by applying a Hadamard gate to the system. In order to simplify the derivation, I choose $|1 / 2\rangle$ as the initial state and the following Hamiltonian to maximize the symmetry of the dynamic:

$$
\hat{H}_{o n}=\hbar\left(\begin{array}{ccc}
0 & \Omega / 2 & 0  \tag{7.16}\\
\Omega / 2 & \Omega & \Omega / 2 \\
0 & \Omega / 2 & 0
\end{array}\right)
$$

If we apply the unitary evolution induced by this Hamiltonian on the state $|1 / 2\rangle$, we obtain:

$$
|\Psi(t)\rangle=e^{i 2 \pi H_{o n} t / \hbar}\left(\begin{array}{l}
0  \tag{7.17}\\
1 \\
0
\end{array}\right)=\frac{i e^{i \pi \Omega t}}{\sqrt{3}}\left(\begin{array}{c}
\sin (\sqrt{3} \pi \Omega t) \\
\sin (\sqrt{3} \pi \Omega t)-i \sqrt{3} \cos (\sqrt{3} \pi \Omega t) \\
\sin (\sqrt{3} \pi \Omega t)
\end{array}\right)
$$

This equation clearly shows that for $t=t_{\text {Had }}=\sqrt{3} / 6 \Omega$ the three states have identical population and phase: we obtain a Hadamard state. The next step is to switch off the pulse and wait a certain time $\tau$. The Hamiltonian of the system when the microwave is off is given by:

$$
\hat{H}_{o f f}=\hbar\left(\begin{array}{ccc}
0 & 0 & 0  \tag{7.18}\\
0 & \Omega & 0 \\
0 & 0 & 0
\end{array}\right)
$$

Because the global phase of a state has no physical meaning we fix it at 0 , resulting in the following evolution:

$$
|\Psi(\tau)\rangle=\frac{e^{i 2 \pi H_{o f f} \tau / \hbar}}{\sqrt{3}}\left(\begin{array}{l}
1  \tag{7.19}\\
1 \\
1
\end{array}\right)=\frac{1}{\sqrt{3}}\left(\begin{array}{c}
1 \\
e^{i 2 \pi \Omega \tau} \\
1
\end{array}\right)
$$

Taking into account the dephasing processes would require a treatment of the dynamic using the master equation, to the detriment of the global understanding, so they are not expressed here. However, as for a qubit, decoherence mainly occurs during the free evolution of time length $\tau$. The last step is to project the state in the eigenstate basis applying the same pulse of duration $\tau_{H a d}$ as the one used to create the coherent superposition:

$$
\left|\Psi_{f}(\tau)\right\rangle=\frac{e^{i 2 \pi H_{o n} \tau_{H a d} / \hbar}}{\sqrt{3}}\left(\begin{array}{c}
1  \tag{7.20}\\
e^{i 2 \pi \Omega \tau} \\
1
\end{array}\right)=\frac{e^{i \phi}}{3}\left(\begin{array}{c}
e^{i 2 \pi \Omega \tau}-1 \\
e^{i 2 \pi \Omega \tau}+2 \\
e^{i 2 \pi \Omega \tau}-1
\end{array}\right)
$$

The resulting state component are plotted in figure 7.4 (a). It exhibits oscillations with frequency $\Omega$ in between the state $|1 / 2\rangle$ and the two states $|-1 / 2\rangle$ and $|3 / 2\rangle$. We observe no damping in these oscillations since no decoherence was introduced in the model. As


Fig. 7.4 Three states superposition coherence time measurement. (a) Theoretical evolution of the state population ( $|1 / 2\rangle$ in blue, $|-1 / 2\rangle$ and $|3 / 2\rangle$ in red) after applying two Hadamard gates separated in time by a free evolution time $\tau$. (b) Experimental oscillations of the $|1 / 2\rangle$ population as a function of the free evolution time. (c) These oscillations are still visible for $\tau$ of the order of $25 \mu \mathrm{~s}$ but with a damped amplitude. This amplitude damping is presented on panel (d), exhibiting a coherence time for the 3 states superposition of the order of $90 \mu \mathrm{~s}$.
for the measurement presented in figure 7.4 (b), I apply the pulse sequence just presented. Since the aim is to measure the damping of the amplitude as a function of $\tau$, figure 7.4 (b) only presents the visibility of the initial state $|1 / 2\rangle$. As the oscillations are fast and the coherence time is long, I present in figure 7.4 (c) the same measurement with an offset of 25 $\mu \mathrm{s}$ on $\tau$. We can clearly observe that the oscillations are still present. I then performed the same measurements with different offset and plotted the resulting oscillations amplitude as a function of $\tau$ in figure 7.4 (d). We can extract from this measurement an approximative coherence time of $90 \mu \mathrm{~s}$. The main difficulty was to calibrate the microwave pulse to obtain the good condition on the detuning ( $\delta=\Omega$ ). Little mistakes on this calibration have a huge impact on the states population at the end of the sequence for waiting time corresponding to several phase oscillations. As a result it is hard to have a deeper analysis of the decoherence process because the ratio between calibration time and experiment stability time it too high, however this measurement demonstrates that:

- A succession of two Hadamard gates separated by a waiting time $\tau$ is a good sequence to measure the coherent time of a multi-state system.
- The coherence time of a 3 states superposition is smaller than a 2 states superposition but remains of the same order.

I would like also to add that the oscillation frequency of these fringes cannot be tuned as for a Ramsey measurement but it is fixed by the probability transition frequency induced by the microwave pulse. To avoid this problem, we could implement a Hahn-echo generalization protocol that ensures the oscillating term to be constant.

### 7.3 Grover's unitary evolution

At this point we are able to build a 3 states quantum directory. The game is now to amplify the population of a desired state to increase the probability to collapse on it during the final state read-out. To achieve this, the idea of the Grover's algorithm is to create a resonant condition in between the superposed state and the searched state. Under this condition, the system will oscillate between these two states and after a half period of oscillation will be fully in the searched state. The power of this oscillating unitary evolution is the fact that its period is $\sqrt{N}$ dependent. We will first treat this amplitude amplification gate from a theoretical point of view before demonstrating its experimental implementation.

### 7.3.1 Amplitude amplification

For a N states system, after completing a Hadamard gate, the probability of being in each state is equal to $1 / \mathrm{N}$ : the quantum directory has therefore been built:

$$
\begin{equation*}
\left|\Psi_{h a d}\right\rangle=\frac{1}{\sqrt{N}} \sum_{n=0}^{N-1}|n\rangle \tag{7.21}
\end{equation*}
$$

From this directory, the challenge is now to amplify the probability of being in a given state such that when we perform the final read-out, the system is fully in the researched state. To find a state $|s\rangle$, we need to label it. If in the sequential Grover's algorithm we identify the desired state by modifying its phase [58], in the present continuous version we mark it by giving it a certain energy $E_{g}=2 \pi \hbar \delta_{g}$ in the rotating frame, such that the Hamiltonian of the system becomes:

$$
\begin{equation*}
\hat{H}=\hbar \delta_{g}|s\rangle\langle s|+\frac{\hbar \Omega_{n}}{2} \sum_{n=1}^{N-1}|n+1\rangle\langle n|+|n\rangle\langle n+1| \tag{7.22}
\end{equation*}
$$

As explained in the article of E. Farhi and Sam Gutman [60], the main idea is to make the labelled state more visible by amplifying its population. Therefore, we aim to increase the population of $|s\rangle$ by creating a resonant condition in between the full system and the state $|s\rangle$. This resonant condition is obtained by adjusting $E_{g}$, such that:

$$
\begin{equation*}
\left\langle\Psi_{s}\right| H\left|\Psi_{s}\right\rangle=\left\langle\Psi_{\text {had }}\right| H\left|\Psi_{\text {had }}\right\rangle \tag{7.23}
\end{equation*}
$$

We can adjust the microwave powers in order to obtain the same Rabi frequency for each transition. This resonant condition results in $\delta_{g}=\Omega$. To better understand the strength of this resonant condition, it is important to study the dynamic of the system in this regime. It is clear that the dynamic of the state $|s\rangle$ will be different from the others. To take account of this difference and to simplify the derivation of the problem, we calculate the dynamic in the Hilbert space made of $|s\rangle$ and its perpendicular state:

$$
\begin{equation*}
|r\rangle=\frac{\left[\sum_{n=0}^{N-1}|n\rangle\right]-|s\rangle}{\sqrt{N-1}} \tag{7.24}
\end{equation*}
$$

The Hamiltonian of equation 7.22 in this new $\{|s\rangle,|r\rangle\}$ basis with the resonant condition $\delta_{g}=\Omega$ becomes:

$$
\hat{H}=\frac{\hbar \Omega}{N}\left(\begin{array}{cc}
N+1 & \sqrt{N-1}  \tag{7.25}\\
\sqrt{N-1} & N-1
\end{array}\right)
$$

Knowing that the initial state is $\left|\Psi_{h a d}\right\rangle=1 / \sqrt{N}|s\rangle+\sqrt{1-1 / N}|r\rangle$, we have now all the informations to derive the unitary evolution of the system in the $\{|s\rangle,|r\rangle\}$ basis:

$$
\begin{equation*}
|\Psi(\tau)\rangle=e^{i 2 \pi H / \hbar}\left|\Psi_{\text {had }}\right\rangle=\frac{e^{i \phi}}{\sqrt{N}}\binom{\cos \left(\frac{2 \pi \Omega \tau}{\sqrt{N}}\right)+i \sqrt{N} \sin \left(\frac{2 \pi \Omega \tau}{\sqrt{N}}\right)}{\sqrt{N-1} \cos \left(\frac{2 \pi \Omega \tau}{\sqrt{N}}\right)} \tag{7.26}
\end{equation*}
$$

We can now obtain from this expression the probability of being in the researched state $|s\rangle$ as a function of the unitary evolution time $\tau$. In the large N limit, we obtain :

$$
\begin{equation*}
|\langle s \mid \Psi(\tau)\rangle|^{2}=\sin ^{2}\left(\frac{2 \pi \Omega \tau}{\sqrt{N}}\right)+\frac{1}{N} \cos ^{2}\left(\frac{2 \pi \Omega \tau}{\sqrt{N}}\right) \tag{7.27}
\end{equation*}
$$

This "simple" equation is very convenient to understand the dynamic of the system. The resonant condition bring the system into an oscillating regime between the Hadamard state and the researched state. Indeed for $\tau=0+x \frac{\sqrt{N}}{2 \Omega}$ the probability of being in the research state is $1 / N$ because the system is in its Hadamard state. Whereas for $\tau=\frac{\sqrt{N}}{4 \Omega}+x \frac{\sqrt{N}}{2 \Omega}$ the system is fully in the desired state. The interesting point of this oscillation is that its period increases as $\sqrt{N}$, meaning that the first at which we are in the researched state is:

$$
\begin{equation*}
\tau=\frac{\sqrt{N}}{4 \Omega} \tag{7.28}
\end{equation*}
$$

This clearly exhibits the square root dependence of the researched time as the function of the number of elements in the database: it is the fingerprint of the Grover's algorithm. We can also notice that the faster we drive the system (by increasing $\Omega$ ) the faster we find the desired state.

### 7.3.2 Experimental Implementation

We previously demonstrated our ability to build up a 3 states quantum directory. Now, starting from an eigenstate of the nuclear spin, we have first to create the quantum directory via a Hadamard gate and second to amplify the population of a desired state using the Grover's unitary evolution. This experimental sequence is represented in figure 7.5. Thus, we will first present the needed microwave setup, then we will explain the calibration procedure to tune the pulse parameters and finally we will demonstrate the experimental Grover's algorithm implementation.


Fig. 7.5 Initialisation, Hadamard gate, Grover's unitary evolution and read-out measurement protocol scheme for Grover's algorithm implementation. First a pulse of duration $\tau_{H}$ is applied to create the Hadamard state, then a second pulse of duration $\tau_{G}$ is generated with a detuning that ensure a resonant condition in between the superposed and the researched state. Finally, the nuclear spin state is read-out by sweeping back the magnetic field.

## Microwave setup

As presented in figure 7.5, to perform the algorithm sequence, the microwave pulse is composed of two parts. One for the Hadamard gate and another for the unitary evolution. These two pulses have different frequencies. We first anticipated to use the microwave setup with an AWG and two RF sources (see section 3.5.3). The $\mathrm{N}-1$ first outputs of the AWG are used for the amplitude modulation of the sources when the $\mathrm{N}-1$ following for the frequency modulation. We experimented that, with this method, nothing worked as expected for two reasons:

- The frequency modulation is not instantaneous and takes of the order of $1 \mu \mathrm{~s}$ per Mhz of modulation. As a result one needs to wait few $\mu$ s in between the Hadamard and Grover evolution because detunings are typically of the order few Mhz. During this free evolution time, the phase of each state evolves (see section 7.4). Consequently, when the Grover pulse is applied, the phase of the states are no longer equal.
- During the frequency modulation of the microwave sources, all information about the phase of the pulse is lost. As explained in section 6.1, this phase has an impact on
the system dynamic. For example, for a qubit, the phase of the pulse is linked to the rotation angle of the quantum state in the ( $\mathrm{x}, \mathrm{y}$ ) plan of the Bloch-sphere.

To summarize, in between the Hadamard and Grover gate, no time separation is allowed and the phase of the pulses have to remain constant to get the desired dynamic. In order to satisfy these constraints, we make use of one 24 GHz sampling rate AWG that directly drives all the transitions (see section 3.5.4). Indeed, the signal $S$ is numerically defined with one point every $1 / 24 \mathrm{~ns}(\approx 41 \mathrm{ps})$ and then converted to an analog signal:

$$
\begin{equation*}
S(i)=\sum_{n=1}^{N} A_{n}\left(\Omega_{n}\right)\left[\sum_{i=0}^{24 \tau^{\text {Had }}} \sin \left(2 \pi v_{n}^{\text {Had }} i\right)+\sum_{i=24 \tau^{\text {Had }}}^{24\left(\tau^{\text {Had }}+\tau^{\text {Gro }}\right)} \sin \left(2 \pi v_{n}^{\text {Gro }} i\right)\right] \tag{7.29}
\end{equation*}
$$

with $\mathrm{A}_{n}$ the amplitude pulse's component driving the $\mathrm{n}^{\text {th }}$ transition, $\tau^{\text {Had }}$ and $\tau^{\text {Gro }}$ respectively the Hadamard and Grover unitary evolution time in nanosecond. The expression of $v_{n}$, the frequency that drives the $\mathrm{n}^{\text {th }}$ transition is defined as:

$$
\begin{equation*}
v_{n}=E_{n} / h+\delta_{n-1}-\delta_{n} \tag{7.30}
\end{equation*}
$$

This non trivial expression originates from the dynamic in the rotating frame. Experimentally the energy of the researched state is not directly changed (which could be also done through the DC-Stark effect). To effectively give a certain energy to the researched state in the generalized rotating frame, we modify the pulses frequencies (see figure 7.6).

## Calibration process

As explained in the theoretical part, there is no condition imposed on the transition rates $\Omega_{n}^{G r o}$. For experimental reason of calibration time we will take in the following $\Omega_{n}^{G r o}=\Omega_{n}^{\text {Had }}=\Omega_{n}$. However, depending on the researched state, the detuning of the Grover's unitary evolution $\delta_{n}^{G r o}$ is most of the time different from the one of the Hadamard $\delta_{n}^{\text {Had }}$.

The first calibration steps are the same as the Hadamard gate. They tune the transition rate $\Omega_{n}$ and the detunings of the Hadamard gate $\delta_{n}^{\text {Had }}$. The only additional precaution to take is to control that $\sum_{n=1}^{N} A_{n} \leq 1 V_{p-p}$, the maximum AWG output peak to peak voltage. Then, to fix $\tau_{H a d}$ and to measure the state after the Hadamard gate, I do a full measurement of the Hadamard evolution over one period. Indeed, if I only measure the population for a pulse duration $\tau$ equal to the theoretical Hadamard gate time, I cannot get the information about


Fig. 7.6 (a) Pulse and states energy diagram for a detuning applied to the state n . (b) Experimentally, we do not change the energy of a state but we modify the frequency of the applied pulses which results in the same dynamic.
the phase of the states.

Last parameters to tune are the detuning of the Grover's gate pulse $\delta_{n}^{G r o}$. These parameters are determined by the resonant condition: $\delta_{n}^{G r o}=\Omega$ if all the transitions are driven at the same speed $\Omega$ or $\delta=\frac{1}{N-1} \sum_{n=1}^{N} \Omega_{n}$ in the general case. This expression gives the theoretical value. However these detunings can be optimized by performing a last calibration measurement. It consists of measuring the researched state visibility as a function of the detunings of the Grover's evolution, using the pulse defined in equation 7.29 at the theoretical time $\tau^{G r o}$. One of these calibration measurements is presented in figure 7.7. In this case, it helps to choose the detuning value that maximizes the visibility of the third state. I did not study in details these maps but I am sure that we could spend one entire thesis on it. Now that all parameters are well tuned, the Grover's algorithm measurement can be performed.

## Grover measurements

The final and harder measurement is to prove that we can implement the Grover algorithm. To do so, we have to measure an oscillation in between the Hadamard state and the researched state. I have imposed myself to record this oscillation for the 3 different states, always


Fig. 7.7 Map of the $|-1 / 2\rangle$ state visibility as a function of the frequencies of sources that drive the first and the second transition after a Hadamard gate and an unitary evolution of a fixed duration $\tau_{\text {Gro }}$. This measurement is performed to calibrate the two frequencies of the Grover unitary evolution. We observe that for $\left(v_{1}=2.449 ; v_{2}=3.132\right)$, the visibility of the researched state is maximized.
starting from the state $|1 / 2\rangle$. Indeed, if I start the sequence with a certain state $|n\rangle$ and apply the Hadamard pulse, I could generate once again the same Hadamard pulse and, because of time reversibility of a unitary evolution, I will find back the $|n\rangle$. This is interesting but do not demonstrate the implementation of the Grover algorithm: there is no change of detuning between the Hadamard and Grover pulses.

Starting from the state $|1 / 2\rangle$, the following Hamiltonian give the desired dynamic:

$$
\begin{align*}
H_{G r o}^{|3 / 2\rangle} & =\hbar \Omega\left(\begin{array}{ccc}
0 & 1 / 2 & 0 \\
1 / 2 & -1 & 1 / 2 \\
0 & 1 / 2 & -1
\end{array}\right) \\
H_{\text {Had }}=\hbar \Omega\left(\begin{array}{ccc}
0 & 1 / 2 & 0 \\
1 / 2 & 1 & 1 / 2 \\
0 & 1 / 2 & 0
\end{array}\right) & H_{G r o}^{|1 / 2\rangle}
\end{align*}=\hbar \Omega\left(\begin{array}{ccc}
0 & 1 / 2 & 0  \tag{7.31}\\
1 / 2 & 1 & 1 / 2 \\
0 & 1 / 2 & 0
\end{array}\right)
$$

From an experimental point of view, the sequence to apply, illustrated in figure 7.5 , is the following:

- nuclear spin state initialization: Magnetic field sweep from -60 mT to +60 mT .
- Hadamard gate: Multi-chromatic microwave pulse with calibrated parameters that results in a transition rate $\Omega_{n}^{\text {Had }}$ for the $\mathrm{n}^{\text {th }}$ transition and detuning $\delta_{n}^{\text {Had }}$ during a pulse duration $\tau^{\text {Had }}$. It ensures a coherent superposition of N states.
- Grover unitary evolution: Multi-chromatic Microwave pulse with calibrated parameters that results in a transition rate $\Omega_{n}^{G r o}$ for the $\mathrm{n}^{\text {th }}$ transition and detuning $\delta_{n}^{\text {Gro }}$ during a variable pulse duration $\tau^{G r o}$.
- Nuclear spin state read-out: Magnetic field sweep from +60 mT to -60 mT .

I did not record the Hadamard evolution for each sequence in order to earn one day of measurement, which is crucial for the stability in between the calibration and the measurement. In the three cases, the population dynamic is similar to the one presented in figure 7.2. The evolution of the state population as a function of the Grover pulse length are displayed in figure 7.8 (a) (b) and (c) respectively for the Hamiltonians $H_{G r o}^{|3 / 2\rangle}, H_{G r o}^{|1 / 2\rangle}$ and $H_{G r o}^{|-1 / 2\rangle}$. We clearly see the oscillation behaviour: starting from the coherent superposition (quantum directory) the desired state population increases to reach a maximum and finally the system goes back to the superposed state. As a result, by reading out the system at this half oscillation period time, we have an amplified probability (respectively $95 \%, 80 \%$ and $80 \%$ ) to find the researched state.

The fact that this period is not the same for these three measurements is due to both theoretical and experimental reasons:

- in the high $N$ limit, all periods converge to $\frac{\sqrt{N}}{2 \Omega}$ as explained in the theoretical section 7.3.1. In the low N limit, this is not the case and the period is longer for states situated on the edge of the database.
- These measurements take several weeks during which the experimental parameters changed, mainly due to charge relaxation in the back gate. As a result, these three measurements are performed at different driving speed $\Omega$.

Finally, we clearly observed an additional low amplitude oscillation which is about one order of magnitude faster than the Grover oscillation. A periodic modulation of about one
hour of the driving speeds can explain this signal. This may originated from the electric environment of the nuclear spin that modifies the transition energy through the DC-Stark effect. A deeper study could be of great interest and the new generation of sample discussed in section 4.1.3 should annihilate or at least lower this effect.


Fig. 7.8 (a) Coherent oscillations between the superposed state and the researched state of the nuclear spin. These oscillations are presented in figure (a), (b) and (c) respectively for a researched state $|3 / 2\rangle,|1 / 2\rangle$ and $|-1 / 2\rangle$. For a $\tau_{\text {Gro }}$ respectively equals to $150 \mathrm{~ns}, 100 \mathrm{~ns}$ and 110 ns , the probability of being in the desired state is amplified.

## Chapter 8

## Conclusion and outlook

During this thesis I measured quantum properties of a single molecular magnet transistor. Starting from an experiment, developed by Stefan Thiele, with which we can coherently manipulate one nuclear spin transition I progressed step by step until the implementation of a quantum algorithm. I first focused on the measurement of the nuclear spin states energies. Knowing this energies I could performed coherent manipulations and coherence time measurements on the three transitions via Rabi oscillation, Ramsey fringes and Hahn-echo protocols. These first results revealed the great potential of single molecular magnet spin transistor: we are able to manipulate each transition with a fidelity higher than $95 \%$, Rabi frequency as high as 8 MHz and coherence time of the order of 0.3 ms , meaning that we have 3 qubits that could perform more than two thousand operations each. The next step was to manipulate different transitions within the same sequence. As a preliminary test, I measured single and double coherent pump probe. I finally implemented the quantum Hadamard gate and, when I understood the importance of the phase of a quantum state, the Grover algorithm. More than this implementation which is a proof of feasibility, this demonstrates that we fully and coherently control this single nuclear spin as a whole.

In parallel with these measurements, I developed a new generation of nanofabricated sample and a new sample holder. The idea was to acquire a better control of the difference microwave sequences we want to generate to the single molecular magnet spin transistor. Indeed, we could now apply AC electrical fields in two directions and AC magnetic field in one. I look forward to measure new molecules to validate this new generation.

I also collaborated with theoreticians to have a deeper understanding of the different mechanisms that occur in the experiment. First with Karim Ferhat, from the Néel Institute, to build up a theoretical model that describes, through an exchange coupling, the direct measure-
ment of a single electronic spin using a low temperature conductance measurement. Then with Filippo Troiani, from Nanosciences Institute of Modena, to characterize the electronic spin decoherence processes that induce an exotic Quantum Tunnelling of Magnetization probability. Finally with Rafik Ballou, from Néel Institute, to gather a deep understanding of the nuclear spin states manipulation with the hyperfine Stark effect.

A great favour of my thesis was to have plenty of dilution refrigerators (up to 3 at the same time !). I used them for my research, testing new sample geometries and new molecules ( $\mathrm{TbDyPc}_{3}$ and mononuclear trigonal bipyramidal $\mathrm{Co}(\mathrm{II})$ ) but also to do fruitful collaborations. Indeed, with Andrea Candini and Stefano Lumeti, both from Nanoscience Institute of Modena, we performed low temperature transports measurement on graphene based molecular magnet transistor that exhibited magnetic signature.

As we have seen in this thesis, the two main points we need to improve to be competitive with existing quantum information processing (QIP) systems are the read-out measurement time and the system scalability. The future of molecular magnet for QIP may be conditioned on our ability to improve these two points. I classify in three time scales the perspectives for the molecular magnet QIP:

- Short term ( $\approx 1$ year): continue to "play" with the sample investigated in this thesis. During the thesis, I often thought that I could spend a whole life on this sample, here is a short list of experiments we could try in the next mouths.
- ESR investigation: understand the dynamic of the electronic spin in interaction with a microwave pulse. We already demonstrated that this dynamic is not coherent but we still have to identify the mechanism that allows this electronic spin manipulation.
- Kane: Switching on and off the resonance of a continuous microwave pulse with a nuclear spin transition through the DC stark effect [38].
- Tomography: Control the phase of the microwave pulse in order to describe more complex nuclear spin state trajectories on the Bloch sphere.
- Quantum chaos: In classical physic, a kicked top have a chaotic dynamic. One idea to study the quantum chaos is to study the dynamic of a spin undergoing microwave kick [121].
However, all these experiments would take too much time, we should first fabricate a new sample for which the measuring time would be much faster using the idea explained in the following.
- Middle term ( $\approx 3$ years): Building up new experiments in which we use the new sample described in section 4.1.3 with new molecules. Two kind of molecular magnets would be interesting:
- One with a smaller electronic spin to do coherent electronic spin manipulation. This manipulation will be nuclear spin dependent resulting in a microwave pulse sequence to read-out the nuclear spin, as performed with NV centres in diamond and impurity in Si experiments. This new read-out scheme would reduce by three orders of magnitude the nuclear spin measurement time, going from second to millisecond domain.
- Another molecular system with more magnetic centres to study spins intrication and exponentially increase our quantum database. The best candidate is the $\mathrm{Tb}_{2} \mathrm{Pc}_{3}$.
- Long term ( $\approx 5$ years): if we want to take advantage from massive parallelism of the chemical synthesis, we have two choices:
- control the molecular magnet deposition step, in order to put a single molecular magnet on each gap of a chip having many transistors. This can be done with a dilution refrigerator Scanning Tunnelling Microscope including a 4 K preparation chamber. First, a single layer of molecular magnet would be deposited on the surface, using an electro-spay and then transfer the sample to the STM chamber to manipulate them. When the position of the molecule is optimal we could go down to 40 mK to perfom transport measurements. Another main advantage of this technique is that we can "see" the sample which is of great interest to have a deeper understanding of our nuclear-spin read-out scheme.
- Second idea is to change our detection scheme to go to a low temperature optic measurement as the NV centre community. We can hybridize to the molecular magnet a function which is a photon emitter. The frequency of these photons would be "environment" dependent. So, we can think of two typical environmental lengths. A large one, of the order of the sample size (a field gradient for example), which would lift the degeneracy in between all the molecular magnet of the sample. A short one (induced by the magnetic moment of the molecule) which would lift the degeneracy in between the different magnetic state of a given molecular magnet.

The results presented in this thesis demonstrate the potential of molecular based QIP system. We demonstrated the first experimental implementation of quantum gate and algorithm using a multi-level system. The massive parallelism of their synthesis holds a lot of promises for a scalable systems which could call, maybe one day, a molecular quantum computer.
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## Appendix A

## Stevens operators

Diagonal

$$
\begin{aligned}
O_{2}^{0}= & 3 J_{z}^{2}-J(J+1) \\
O_{4}^{0}= & 35 J_{z}^{4}-30 J(J+1) J_{z}^{2}+25 J_{z}^{2}-6 J(J+1)+3 J^{2}(J+1)^{2} \\
O_{6}^{0}= & 231 J_{z}^{6}-315 J(J+1) J_{z}^{4}+735 J_{z}^{4}+105 J^{2}(J+1)^{2} J_{z}^{2}-525 J(J+1) J_{z}^{2}+ \\
& +294 J_{z}^{2}-5 J^{3}(J+1)^{3}+40 J^{2}(J+1)^{2}-60 J(J+1)
\end{aligned}
$$

Off-diagonal

$$
\begin{aligned}
O_{4}^{4} & =\frac{1}{2}\left(J_{+}^{4}+J_{-}^{4}\right) \\
O_{6}^{4} & =\frac{1}{4}\left[\left(11 J_{z}^{2}-J(J+1)-38\right)\left(J_{+}^{4}+J_{-}^{4}\right)+\left(J_{+}^{4}+J_{-}^{4}\right)\left(11 J_{z}^{2}-J(J+1)-38\right)\right]
\end{aligned}
$$


[^0]:    $4^{\text {th }}$ step process: DC lines

    - First resist deposition: LOR3A spin coat, 30sec at 6000 r.min ${ }^{-1}$ and 4000r.min ${ }^{-2}$ $(400 \mathrm{~nm})$, anneal 1 min at $200^{\circ} \mathrm{C}$.
    - Second resist deposition: UV3 spin coat, 30sec at 6000 r.min ${ }^{-1}$ and 4000r.min ${ }^{-2}$ ( 490 nm ), anneal 1 min at $115^{\circ} \mathrm{C}$.
    - Insolation: dUV aligner, 50 sec at a power of $0.3 \mathrm{~mW} . \mathrm{cm}^{-2}$.
    - Anneal: 1 min at $130^{\circ} \mathrm{C}$.
    - Development: MF26A 35sec and deionized water 1 min .
    - Rinse: acetone, ethanol, isopropanol and nitrogen blowing.
    - Optical microscope validation.
    - Metal deposition: titanium ( 3 nm at $0.03 \mathrm{~nm} \cdot \mathrm{sec}^{-1}$ ) and gold ( 80 nm at $0.1 \mathrm{~nm} \cdot \mathrm{sec}^{-1}$ ).
    - Lift off: Minimum 2 hours in PG remover at $80^{\circ} \mathrm{C}$. Ultrasonic bath 5 sec at $20 \%$ of maximum power.

