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COMBIN ING EEG AND FMRI FOR NEUROFEEDBACK

lorraine perronnet





"�ose who believe in telekinetics, raise my hand."

— Kurt Vonnegut

"�e belief that there is only one truth and that oneself is in possession of it,
seems to me the deepest root cause of all that is evil in the world."

—Max Born

I dedicate this work to the two entities of which I am one of the sum, my
parents Robert- and -Bertille1 Perronnet 2. I owe you almost everything, I 1 Note how one is elegantly the continuity

of the other
2 And how our family name sounds as
strong as a bone

guess "almost" being the positive ∆ corresponding to the fact that the whole is
greater than the sum of its parts. Maybe we can discuss that later, now that I

have time (... really ?).
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ABSTRACT

NF is the process of feeding back real-time information to an individual about
his/her ongoing brain activity, so that he/she can train to self-regulate neural
substrates of speci�c behavioral functions. NF has been extensively studied
for brain rehabilitation of patients with psychiatric and neurological disorders.
However its e�ective deployment in the clinical armamentarium is being held
back by the lack of evidence about its e�cacy.
One of the possible reason for the debated e�cacy of current approaches

could be the inherent limitations of single imaging modalities. Indeed, most
NF approaches rely on the use of a single modality, EEG and fMRI being the
two most widely used. While EEG is inexpensive and bene�ts from a high tem-
poral resolution (millisecond), its spatial resolution (centimeters) is limited by
volume conduction of the head and the number of electrodes. Also source lo-
calization from EEG is inaccurate because of the ill-posed inverse problem. In
a complementary way, fMRI gives access to the self-regulation of speci�c brain
regions at high spatial resolution (millimeter) but has low temporal resolution
(second).
Combined EEG-fMRI has proven much valuable for the study of human

brain function, however it has rarely been exploited for NF purpose. In the con-
text ofNF, combining EEG and fMRI enables cross-modal paradigm evaluation
and validation. But more interestingly it opens up avenues for the development
of newNF approaches that would mix bothmodalities, either at the calibration
phase or to provide a bimodal NF signal. Combined EEG-fMRI poses numer-
ous challenges with regard to basic physiology, study design, data quality, analy-
sis/integration and interpretation.�ese challenges are even greater if EEG and
fMRI are both to be used simultaneously for online NF computation, because
of the real-time constraint and the di�culty to �nd a task design compatible
with EEG and fMRI’ diverging natures.
�e theoretical part of this PhDdissertation aims at identifyingmethodologi-

cal aspects that di�er between EEG-NF and fMRI-NF and at examining themo-
tivations and strategies for combining EEG and fMRI for NF purpose. Among
these combination strategies, we choose to focus on bimodal EEG-fMRI-NF as
it seems to be one of the most promising approach and is mostly unexplored.
�e feasibility of this approach was recently demonstrated and opened an en-
tire new �eld of investigation. First and foremost, we would like to address the
following questions: what is the added value of bimodal NF over unimodal NF;
are there any speci�c mechanisms involved when learning to control two NF
signals simultaneously; how to integrate EEG and fMRI to derive a single feed-
back ?�e experimental part of this PhD dissertation therefore focuses on the
development and evaluation of methods for bimodal EEG-fMRI-NF. In order
to conduct bimodal NF experiments, we start by building up a real-time EEG-
fMRI platform. �en in a �rst study, we compare for the �rst time bimodal
EEG-fMRI-NF with unimodal EEG-NF and fMRI-NF. Eventually, in a second
study, we introduce and evaluate two integrated feedback strategies for EEG-
fMRI-NF.





RÉSUMÉ

Le neurofeedback (NF) est une technique consistant à renvoyer à un individu
des informations sur son activité cérébrale en temps réel, lui permettant ainsi
d’apprendre à mieux en contrôler certains aspects pour la réorganiser de ma-
nière durable. Des e�ets spéci�ques sur les fonctions émotionnelles, cognitives
ou comportementales du sujet sont supposés accompagner l’entraînement par
NF, ce qui fait du NF une technique prometteuse pour la rééducation du cer-
veau de patients sou�rant de troubles neurologiques ou psychiatriques et pour
l’optimisation de la performance chez les sujets sains. LeNF a été étudié comme
outil de rééducation cérébrale dans un grandnombre de troubles neurologiques
et psychiatriques. Pourtant, son déploiement au sein de l’arsenal thérapeutique
est restreint par le manque de preuves concluantes sur sa réelle e�cacité. Les
limitations inhérentes aux modalités de mesures de l’activité cérébrale pour-
raient être une des raisons à l’origine de cette e�cacité débattue. En e�et, la
plupart des approches de NF reposent sur l’exploitation d’un seul type de mo-
dalité, l’EEG et l’IRMf étant les plus répandues. Alors que l’EEG est peu coûteux
et béné�cie d’une haute résolution temporelle (milliseconde), sa résolution spa-
tiale (quelques centimètres) est limitée par la conduction volumique de la tête
et le nombre d’électrodes employées. De plus, la localisation de sources à partir
de l’EEG est imprécise du fait qu’elle constitue un problème inverse mal posé.
De manière complémentaire, l’IRMf rend possible l’auto-régulation de régions
cérébrales spéci�ques avec une haute résolution spatiale (millimètres) mais pâ-
tit d’une faible résolution temporelle (seconde). La combinaison de l’EEG et de
l’IRMf s’est révélée fructueuse dans l’étude des fonctions cérébrales chez l’homme,
pourtant elle a rarement été exploitée pour des applications de NF. Dans le
cadre du NF, elle permet d’évaluer et de valider di�érents paradigmes de ma-
nière transmodale. Mais surtout, elle ouvre un champ de possibilités pour le
développement de nouvelles approches de NF qui mélangeraient les deux mo-
dalités, soit à l’étape de calibration soit pour produire un signal de NF bimodal.
La combinaison de l’EEG et de l’IRMf pose de nombreux dé�s relatifs à la phy-
siologie, au design expérimental, à la qualité des données, ainsi qu’à leur analy-
se/intégration et leur interprétation. Ces dé�s sont d’autant plus grands si l’EEG
et l’IRMf sont destinés à être utilisés simultanément pour le calcul du signal de
NF, du fait de la contrainte de temps-réel et de la di�culté de dé�nir des tâches
expérimentales compatibles avec les natures divergentes de l’EEG et de l’IRMf.
La partie théorique de cette thèse vise à identi�er les aspects méthodologiques
qui di�èrent entre leNF-EEG et leNF-IRMf ainsi qu’à examiner lesmotivations
et les stratégies pour combiner l’EEG et l’IRMf dans le cadre du NF. Parmi ces
di�érentes stratégies de combinaison, nous avons choisi de nous focaliser sur
le NF-EEG-IRMf bimodal car il apparaît comme une approche prometteuse et
n’a quasiment pas été étudié. La faisabilité de cette approche a récemment été
démontrée, faisant ainsi place à un tout nouveau champ d’investigation. Cette
thèse vise à répondre aux questions suivantes : quelle est la valeur ajoutée duNF
bimodal par rapport au NF unimodal ; existe-t-il des mécanismes spéci�ques
engagés lorsqu’un individu apprend à contrôler deux signaux de NF; comment



intégrer l’EEG et l’IRMf pour produire un seul feedback? La partie expérimen-
tale de cette thèse se focalise donc sur le développement et l’évaluation de mé-
thodes de NF-EEG-IRMf. A�n de conduire des expériences de NF bimodal,
nous commençons par mettre en place une plateforme EEG-IRMf temps-réel.
Ensuite, dans une première étude, nous comparons les e�ets duNF-EEG-IRMF,
du NF-EEG et du NF-IRMf. En�n, dans une seconde étude nous proposons et
évaluons deux types de feedbacks intégrés pour le NF-EEG-IRMf.
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RÉSUMÉ EN FRANÇAI S

qu ’est -ce que le neurofeedback ?

Cette question n’est pas aussi innocente qu’elle en a l’air. Faire une thèse sur le
neurofeedback s’apparente en quelque sorte à étudier une légende vivante et à
contribuer à la maintenir en vie. N’eut été que pour la curiosité de découvrir
l’histoire trouble du NF et pour le dé� de démêler la confusion planant sur ce
qu’est vraiment le NF, cette thèse en aurait valu la peine. Mais participer à l’écri-
ture d’un chapitre de la saga du NF aura aussi été une passionnante aventure.
Présenté simplement, le neurofeedback est un procédé consistant à renvoyer

à un individu de l’information sur son activité cérébrale en temps réel, a�n
qu’il/elle s’entraîne à contrôler les substrats neuronaux de certaines fonctions11. 11 Par exemple la régulation des émotions,

la motricité, l’attention, la perception de la
douleur, la sensation de dépendance ...Le NF a été étudié de manière extensive pour la rééducation de patients souf-

frant de troubles neurologiques et psychiatriques et pour l’optimisation de la
performance chez des sujets sains12. Dans certains pays le NF est aussi utilisé 12 Dichotomie #1 : applications cliniques

versus non cliniques, cf. Section 2.5par des praticiens mais leurs pratiques ne re�ètent pas nécessairement l’état de
la recherche13. 13 Dichotomie #2 : la pratique du NF ver-

sus la recherche en NF, cf. Chapter 2Le domaine du neurofeedback est très proche de celui des interfaces cerveau-
machine (ICM) dans le sens où les deux approches sont basées sur l’exploita-
tion en temps réel de mesures de l’activité cérébrale. Dans le cas du NF, le but
est orienté vers le développement d’un contrôle interne (auto-régulation) tan-
dis que le but des ICM traditionnelles est orienté vers la communication et le
contrôle d’objets externes (orthèse, ordinateur, ...)14. De façon intéressante, les 14 Dichotomie #3 : NF et ICM (Huster

et al., 2014)applications des ICM sont historiquement dérivées du NF. Pourtant, il arrive
que la communauté ICM batte froid à la communauté NF et rechigne à uti-
liser le terme "neurofeedback" lorsqu’ils sont pourtant en train d’en faire. En
e�et, la communauté ICM a récemment commencé à concevoir des ICM pour
la rééducation cérébrale alors que c’est justement le but du NF. Ce type d’ICM
est appelée "ICM réparatrice" en opposition avec les traditionnelles "ICM d’as-
sistance" et peut être considéré comme équivalent au NF15. Parce que le NF et 15 NF ≡ restorative BCI ≠ assistive BCI
les ICM sont si proches et complémentaires, cette thèse prend en considéra-
tion à la fois la littérature du NF et des ICM. Il existe cependant des di�érences
méthodologiques entre les deux domaines qu’il sera important de prendre en
considération16. 16 Cf. Section 2.4 pour plus d’explications

sur les similitudes et les di�érences entre
NF et ICM

temps venu pour le nf mult imodal ?

De nos jours, il existe encore un grand besoin de nouvelles méthodes pour le
traitement des troubles neurologiques et psychiatriques17. En e�et, certains pa- 17 Comme par exemple : les AVC, la détres-

sion, les troubles anxieux, le TDAH, l’épi-
lespie, la douleur chronique, l’addiction, la
schizophrénie, les acouphènes, l’autisme,
les migraines, ...

tients répondent mal aux traitements classiques ou sou�rent de forts e�ets se-
condaires. Pour les moins chanceux, il n’existe parfois pas de solution viable. En
exploitant la plasticité cérébrale et les capacités d’auto-régulation du patient, le
NF apparaît comme une alternative non-invasive prometteuse ou comme com-
plément aux traitements existants tels que les médicaments, la neuro-chirurgie,
la psychothérapie et les techniques de stimulation passives. Le NF laisse même



acronyms

espérer pouvoir obtenir des e�ets béné�ques à long terme avec peu ou pas d’ef-
fets secondaires. Cependant, l’histoire du NF depuis ses débuts à aujourd’hui
montre que le chemin vers la terre promise du NF est une route longue et si-
nueuse. On ne met pas si facilement le cerveau d’une personne à sa disposi-
tion...
La recherche sur le NF remonte aux années 50 avec les travaux pionniers de

Joe Kamiya à l’Université de Chicago sur le conditionnement opérant des ondes
alpha de l’EEG chez l’homme. Certaines chercheurs18 font même remonter les18 (Martijn Arns, Batail et al., 2017)

origines du NF à la première demonstration de conditionnement classique de
l’EEG humain par le psychologue français Gustave Durup et le neurophysiolo-
giste français Alfred Fessard dans les années 3019, ce qui veut dire peu de temps19 Dichotomie #4 : conditionnement clas-

sique versus opérant. Le conditionnement
est un concept de psychologie comporte-
mentale qui a trait au façonnage des com-
portements. Le conditionnement classique
consiste à émettre un signal neutre avant le
déclenchement d’une réponse ré�exe (i.e.
les comportements involontaires et automa-
tiques) de sorte qu’à terme le signal neutre
devienne déclencheur du ré�exe (associa-
tion). Le conditionnement opérant consiste
à récompenser et/ou punir un comporte-
ment volontaire a�n de le renforcer ou de
le diminuer. Le conditionnement opérant
est traditionnellement considéré comme
jouant un rôle central dans le processus de
NF.Mais récemment, la compréhension des
processus de NF a évolué vers des modèles
plus complexes impliquant à la fois des pro-
cessus volontaires et involontaires.

après que l’EEG de l’homme fut décrit pour la première fois par Hans Berger
dans les années 20. On pourrait dire que dès qu’on trouve une nouvelle manière
demesurer l’activité cérébrale on a une nouvelle manière de la contrôler, dumo-
ment qu’on peut en extraire assez rapidement des informations utiles. Aux dé-
but des années 2000, longtemps après la première démonstration du NF-EEG,
l’avènement de l’IRMf temps-réel rendit possible le NF-IRMf20. Celui-ci donna

20 (S.-S. Yoo & Jolesz, 2002a)

accès à l’auto-régulation des régions profondes du cerveau avec une haute réso-
lution spatiale, ce qui n’était pas possible avec le NF-EEG. Une décennie plus
tard, la magnétoencéphalographie (MEG)21 et la spectroscopie proche infra-

21 (Lal et al., 2005 ; Sudre et al., 2011)

rouge fonctionnelle (SPIR)22 s’ajoutèrent à la liste des modalités de NF. A ce

22 (Mihara et al., 2012 ; Kober, Wood
et al., 2014)

jour, l’EEG et l’IRMf sont les modalités les plus utilisées dans la recherche et
o�rent une variété d’approches23,24. Le NF-EEG se décline en : NF traditionnel

23 (Hammond, 2011 ; Sulzer et al., 2013)
24 Dichotomie #5 : EEG et IRMf

qui cible des bandes de fréquences à une ou deux électrodes ; NF des potentiels
corticaux lents ; NF z-score qui consiste à normaliser di�érentes métriques pro-
venant d’un EEG quantitatif ; ou le NF LORETA qui se focalise sur un signal
reconstruit à partir d’une région corticale d’intérêt. De son côté, le NF-IRMf a
essentiellement évolué en passant des approches ciblant une seule région à des
approches multivariées. La Figure 1 illustre les boucles fermées du NF-EEG et
du NF-IRMf.
Malgré la variété d’approches de NF qui ont été développées et étudiées sur

un large panel d’applications au cours de toutes ces années d’existence, la mé-
thodologie optimale et l’e�cacité du NF restent aujourd’hui débattues. Actuel-
lement, l’application la plus convaincante du NF-EEG est dans le traitement
du trouble de l’attention avec hyperactivité chez l’enfant pour lequel des essais
contrôlés et randomisés ainsi qu’une série de méta-analyses ont été publiés. Le
faible niveau d’évidence du NF résulte probablement de l’insu�sance d’études
remplissant les critères de la médecine basée sur la preuve (petite taille d’échan-
tillon,manque de conditions contrôle, pas de randomisation oude double aveugle,
...), de l’hétérogénéité des approches utilisées par di�érentes études, et dumanque
de connaissance sur lesmécanismes sous-tendant le NF qui fait qu’il est di�cile
d’établir un corpus de bonnes pratiques. Cet état de fait est en train de changer
car les études de NF deviennent de plus en plus rigoureuses25 et car un nouveau25 (Sulzer et al., 2013 ; Stoeckel et al.,

2014 ; Thibault, Lifshitz & Raz, 2016) type d’études émergent tentant de comprendre les mécanismes du NF26 et de26 (Ninaus et al., 2013 ; Sitaram, Ros
et al., 2016 ; Emmert, Kopel, Sulzer et
al., 2016 ; Birbaumer, Ruiz & Sitaram,
2013 ; Kober, Witte et al., 2013)

résoudre di�érents aspects méthologiques27.

27 (Emmert, Kopel, Koush et al., 2017 ;
Krause et al., 2017 ; Sorger, Kamp et al.,
2016 ; Sepulveda et al., 2016)

Il se pourrait bien que le manque d’e�cacité des approches actuelles soit
aussi en partie lié aux limitations inhérentes aux modalités de mesures qui sont
employées de manière unimodale28. En e�et, la plupart des approches de NF

28 (Biessmann et al., 2011 ; Fazli,
Dahne et al., 2015)

exploitent une seule modalité de mesure de l’activité cérébrale parmi l’EEG,
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l’IRMf, la SPIR ou la MEG. Chacune de ces modalités est sensible à des phé-
nomènes biophysiques particuliers liés à l’activité cérébrale et présente des limi-
tations physiologiques et techniques propres29. Étant donné la complexité de 29 (Biessmann et al., 2011)

l’activité cérébrale qui se propage à di�érentes échelles spatiales et temporelles,
personne ne devrait douter qu’il faudrait plus d’un seul dispositif de mesure
pour la capter dans ses moindres subtilités30. 30 Dire que l’activité cérébrale est com-

plexe est un euphémisme (Bullmore et
al., 2009).On estime que le cerveau humain
possède 86 milliards de neurones (16 mil-
liards dans le cortex cérébral, 69 dans le ce-
rebellum) (Herculano-Houzel, 2009)
qui déchargent 0.1 - 200 fois par seconde. "It
is a complex temporally and spatially mul-
tiscale structure that gives rise to elaborate
molecular, cellular, and neuronal pheno-
mena that together form the physical and
biological basis of cognition."(Bassett &
Gazzaniga, 2011)

Combiner plusieurs modalités de mesure pourrait permettre de surmonter
certaines limitations desmodalités individuelles, extraire des informations plus
riches et précises sur l’activité cérébrale et développer des approches de NF plus
e�caces. En particulier, la combinaison de l’EEG et de l’IRMf est prometteuse
car elle pourrait permettre d’allier la haute résolution temporelle de l’EEG à
la haute résolution spatiale de l’IRMf. Dans la communauté ICM, le champ des

Figure 1 – Cette �gure illustre
la boucle fermée du NF-EEG, du
NF-IRMf et du NF-EEG-IRMf,
les étapes préparatoires hors-ligne
telles que "Design de la tâche et du
protocole" et "Calibration", ainsi
que les concepts issus de la lit-
térature de l’EEG-IRMf tels que
le "couplage neurovasculaire" et
l’"intégration de données"

ICM hybrides a récemment émergé31, le terme "hybride" faisant référence à une

31 (Pfurtscheller, B. Z. Allison et
al., 2010 ; Amiri, Fazel-Rezai & Asad-
pour, 2013)

combinaison multimodale de capteurs. Une ICM hybride est dé�nie comme
la combinaison de deux ICM ou d’au moins une ICM et d’un autre dispositif
comme par exemple un dispositif de biofeedback32. Elles peuvent être conçues

32 (Pfurtscheller, B. Z. Allison et al.,
2010)

pour fonctionner de manière simultanée ou séquentielle. Leur but est essen-
tiellement d’améliorer l’usabilité et/ou la performance de l’ICM. Dans la litté-
rature, la plupart des ICM hybrides combinant deux ICM sont basées sur des
paradigmes EEG. Mais certains travaux combinant EEG et SPIR ont aussi été
proposés33 et ont montré une performance accrue. Ces résultats encourageants

33 (Fazli, Mehnert et al., 2012 ; Buc-
cino, Keles & Omurtag, 2016)

suggèrent qu’utiliser des approches hybrides/multimodales pour le NF pourrait
permettre de dépasser l’e�cacité des approches unimodales. Si la portabilité et
le coût du dispositif sont des critères critiques pour les ICMd’assistance car elles
sont destinées à être utilisées de manière fréquente, ces critères sont moins dé-
cisifs en NF. C’est une raison pour laquelle la communauté ICM (lorsqu’elle ne
fait pas du NF) est plus portée à investiguer la combinaison de l’EEG et de la
SPIR plutôt que celle de l’EEG et de l’IRMf.
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combiner l ’eeg et l ’ irmf pour le nf

L’EEG et l’IRMf sont complémentaires dans leurs forces, leurs limitations et
dans la nature de leurs signaux34 (see Figure 10). L’EEG re�ète la somme des34 "marry the blind (EEG) and the lame

(fMRI)" potentiels post-dendritiques synchronisés d’un grand nombre de cellule pyra-
midales. Elle béné�cie d’une haute résolution temporelle (millisecondes) qui lui
permet de détecter les rythmes du cerveau qui vont des ondes delta (0.5 - 4Hz)
aux ondes gamma (> 30Hz). Cependant, sa résolution spatiale (centimètres)
est limitée par la conduction volumique de la tête, par le nombre d’électrodes
et par le fait que le problème inverse de reconstruction de sources est mal posé.
De son côté, l’IRMfmesure indirectement l’activité cérébrale aumoyen de l’e�et
"dependant du niveau d’oxygène" (BOLD). L’IRMf est sensible aux propriétés
magnétiques du sang qui changent en fonction de la concentration locale en
oxygène qui varie en réponse au besoin en énergie des neurones qui s’activent35.35 Vous pouvez essayer de lire cette phrase

dans l’autre sens si vous préférez voyager
dans le temps de la manière directe Elle o�re une résolution spatiale très appréciée (millimètres) de tout le cerveau.

Mais sa résolution temporelle est limitée par le temps nécessaire pour acquérir
un volume complet du cerveau (≥ centaines de millisecondes), et par le fait que
le pic de la réponse hémodynamique est retardé de 4 à 6 secondes de l’onset
neuronal et que cette réponse hémodynamique agit comme un �ltre passe-bas
qui lisse la réponse neuronale.

Figure 2 – Base physiologique
de l’EEG/MEG et de l’IRMf (De-
neux, 2011) Le développement de l’EEG-IRMf combiné a été initialement motivé par les

applications en épilepsie a�n de localiser les sources neuronales des décharges
épiletiques. La première étude EEG-IRMf a eu lieu en 199236. A cette époque,36 (Ives, Warach & Schmitt, 1993)

l’EEG et l’IRMf devait être enregistrés de manière alternée pour des raisons de
sûreté du sujet et du matériel et de qualité des données. En e�et, les ondes de
radio-fréquences qui oscillent rapidement couplées au puissant champ magné-
tique statique de l’aimant induisent des courants dans les objets conducteurs, ce
qui peut produire un échau�ement au niveau des électrodes, endommager les
tissus ou le matériel et introduire des artefacts dans les données. Au début des
années 2000, le développement de dispositifs EEG compatibles avec l’environ-
nement de l’IRM fait à partir de matériaux non ferro-magnétiques et le déve-
loppement d’algorithmes de réduction des artefacts rendirent possible l’acquisi-
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tion simultanée de l’EEG et de l’IRMf. Depuis, l’EEG-IRMf combiné a trouvé sa
place dans la plani�cation pré-chirurgicale de l’épilepsie et a signi�cativement
contribué à avancer la compréhension du cerveau humain pendant l’état de re-
pos, le sommeil et lors de tâches cognitives.
Dans le contexte duNF, la combinaison de l’EEG et de l’IRMf ouvre des possi-

bilités pour la validation transmodale des paradigmesmais aussi et surtout pour
le développement d’approches de NF qui mélangeraient les deux modalités, soit à
la phase de calibration soit en ligne pour renvoyer un NF bimodal, ou utilisées de
manière alternative. Au moment où cette thèse a commencé (�n 2013), très peu
d’études de NF avaient eu recours à l’EEG-IRMf combiné. Pourtant toutes ces
études avaient des motivations di�érentes et exploitaient des approches di�é-
rentes ce qui illustre la variété de possibilités que l’EEG-IRMf a à o�rir dans le
cadre duNF. Parmi ces études, deux en particulier ont tracé deux grandes direc-
tions pour l’usage combiné de l’EEG et de l’IRMf pour le NF. La première étude
parMeir-Hasson et al.37 a introduit l’idée duNF-EEG informé par IRMf en pro- 37 (Meir-Hasson, Kinreich et al., 2013)

posant une méthode qui produit une empreinte EEG utilisée pour prédire le si-
gnal IRMf d’une région profonde. La seconde étude par Zotev et al. a présenté la
première preuve de concept du NF-EEG-IRMf bimodal qui consiste à renvoyer
simultanément au sujet un NF basé simultanément sur l’EEG et l’IRMf38. Bien 38 (Zotev, Phillips et al., 2014a)

qu’étant des contributions signi�catives, ces travaux pionniers présentaient des
limitations qui laissaient largement la place à des améliorations et approfon-
dissements. La méthode de Meir-Hasson et al. est avantageuse car elle limite le
recours coûteux à l’IRMfmais est réductrice dans le sens où elle n’utilise qu’une
seule électrode EEG et n’exploite pas complètement le potentiel des deux mo-
dalités. Les travaux de Zotev et al. sont les premiers à proposer de renvoyer
simultanément un NF-EEG et un NF-IRMf en partant de la supposition que
cette approche pourrait s’avérer plus e�cace que les approches unimodales. Ce-
pendant cette hypothèse n’a pas été testée. Il n’est donc pas clair quelle est la
valeur ajoutée de cette nouvelle approche et si des mécanismes spéci�ques sont
à l’oeuvre lorsqu’un sujet apprend à réguler deux signaux plutôt qu’un.

object ifs de cette thèse

Cette thèse adresse les questions suivantes :

• Pourquoi et comment combiner l’EEG et l’IRMf dans le cadre du NF et quelles
sont les stratégies les plus prometteuses ?

• Quelles sont les contraintes méthodologiques de l’EEG et de l’IRMf qu’il faut
particulièrement considérer lors de la conception d’un protocole de NF-EEG-
IRMf?

• Comment développer une plateforme expérimentale de NF-EEG-IRMf?

• Quelle est la valeur ajoutée du NF-EEG-IRMf comparé au NF-EEG et au NF-
IRMf, et existe-t-il des mécanismes spéci�ques à l’oeuvre lorsqu’un sujet ap-
prend à contrôler deux signaux d’origine cérébrale plutôt qu’un seul ?

• Comment intégrer et représenter l’EEG et l’IRMf au sein d’un seul feedback?
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Figure 3 – Vue d’ensemble des
contributions de cette thèse

A partir de l’étude de la complémentarité entre l’EEG et l’IRMf, cette thèse
propose dans un premier temps d’analyser les contraintes spéci�ques que cha-
cune de ces modalités imposent sur le design expérimental d’un protocole de
NF, et d’identi�er les motivations et les stratégies pour combiner ces deux mo-
dalités dans le cadre duNF (cf. contribution 1© de Figure 11). Par la suite, parmi
ces di�érentes stratégies de combinaison, nous proposons de nous focaliser sur
l’investigation, la conception et l’évaluation deméthodes pour leNF-EEG-IRMf
bimodal car il apparait comme une des stratégies les plus prometteuses et n’a
quasiment pas été explorée. Pour cela, nous commençons par mettre en place
une plateforme EEG-IRMf temps réel capable de fournir un NF dans des condi-
tions unimodales et bimodales (cf. contribution 2© de Figure 11). Ensuite, nous
procédons à la partie expérimentale de cette thèse. Dans une première étude
nous évaluons la valeur ajoutée du NF-EEG-IRMf bimodal comparé au NF-
EEG et au NF-IRMf (contribution 4© de Figure 11). En�n dans une deuxième
étude nous introduisons et évaluons de stratégies de feedback intégrés pour le
NF-EEG-IRMf (contribution 3© de Figure 11). Nos protocoles et études sont
élaborés dans le contexte de l’entraînement à l’imagerie motrice, car cela n’a pas
encore été fait et car les activations EEG et IRMf des régions motrices sont bien
connues et représentent donc un bon point de départ pour le développement
et l’évaluation de nouvelles méthodes (contribution 3© in Figure 11). Les contri-
butions de cette thèse sont indiquées en violet sur la Figure 11.
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plan de cette thèse

Le Chapitre 2 présente un état de l’art du neurofeedback. Nous y décrivons la
mise en place d’un programme d’entraînement par NF et le déroulement ty-
pique d’une session de NF ainsi que les mécanismes sous-tendant le NF. En-
suite nous y retraçons l’histoire du NF de manière à comprendre l’origine
de sa parfois mauvaise réputation et appréhender la diversité des approches
existantes. Nous discutons aussi de comment les champs du NF et des ICM
pourraient se rapprocher avec le développement des ICM "réparatrices". En-
�n, nous présentons les applications duNF en détaillant l’état de la recherche
sur quelques unes de ses applications cliniques majeures.

Figure 4 – Le Chapter 2 retrace
plus de 60 ans de recherche dans
le domaine du NF.Le Chapitre 3 pose les bases pour comprendre comment l’EEGet l’IRMf peuvent

être combinés dans le cadre du NF. Nous commençons par expliquer dans
quelles situations l’EEG et l’IRMf doivent être acquis de manière simulta-
née et comment les signaux BOLD et électrophysiologiques sont reliés. En-
suite nous dressons une comparaisonméthodologique duNF-EEG et duNF-
IRMf qui sera particulièrement utile pour la conception de protocol de NF-
EEG-IRMf. En�n, nous passons en revue de manière exhaustive le corpus
d’études de NF ayant exploités l’EEG et l’IRMf et proposons une taxonomie
de ce type d’études.

Figure 5 – Le Chapter 3 discute
des aspects importants pour la
combinaison de l’EEG et de l’IRMf
dans le cadre du NF.

Le Chapitre 4 décrit commentmettre en place une plateformeEEG-IRMf temps-
réel capable de fournir un NF bimodal. La première partie de ce chapitre dé-
crit les composants matériels, logiciels et logiques d’une telle plateforme et
identi�e certains de ses aspects critiques tels que la synchronisation de l’EEG
et de l’IRMf et les artefacts. Ce chapitre est destiné à être utilisé comme un
guide pour les laboratoires qui souhaiteraient mettre en place leur propre
plateforme EEG-IRMf pour conduire des expériences de NF bimodal. La
seconde partie de ce chapitre donne un exemple illustratif en décrivant la
plateforme que nous avons déployé à Neurinfo (CHU Pontchaillou, Rennes,
France) et les choix d’implémentation spéci�ques que nous avons faits. Les
deux études expérimentales présentées dans cette thèse (Chapitre 5 et 6) ont
été conduites à l’aide de cette plateforme. Le contenu de ce chapitre a été
essentiellement rédigé par Marsel Mano, l’ingénieur qui a développé cette
plateforme.

Figure 6 – Le Chapter 4 décrit
comment mettre en place une
plateforme EEG-IRMf temps-réel
pour faire des expériences de NF
bimodal.Le Chapitre 5 présente la première étude de NF-EEG-IRMf réalisée dans le

cadre de cette thèse. Cette étude vise à évalue la valeur ajoutée du NF-EEG-
IRMf comparé au NF-EEG et au NF-IRMf. A cette �n, nous introduisons un
protocole de NF-EEG-IRMf pour l’entraînement à l’imagerie motrice et em-
ployons un design intra-sujets dans lequel chaque participant réalise la tâche
d’imagerie motrice dans trois conditions de NF : NF-EEG, NF-IRMf et NF-
EEG-IRMf. Ces conditions sont évaluées en terme d’intensité des activations
EEG et IRMf.

Figure 7 – Le Chapter 5 présente
une étude dans laquelle les partici-
pants ont réalisé une tâche d’ima-
gerie motrice avec NF unimodal et
bimodal.

Le Chapitre 6 présente la seconde étude deNF-EEG-IRMf réalisée dans le cadre
de cette thèse. Dans cette étude, on introduit deux stratégies de feedback in-
tégré pour le NF-EEG-IRMf et étudions leurs e�ets sur une tâche d’imagerie
motrice aumoyen d’un design inter-groupes. Un feedback intégré permet de
représenter l’EEG et l’IRMf avec un seul feedback au lieu de deux feedbacks
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séparés, ce que nous supposons être sous-optimal en terme de charge cogni-
tive et de possibilités pour dé�nir une cible de NF bimodal. Le premier feed-
back intégré est un graphe bi-dimensionnel (2D) dans lequel chaque dimen-
sion représente l’information provenant d’une modalité. Le second feedback
intégré est une jauge uni-dimensionnelle (1D) qui intègre les deux informa-
tions en une seule. Tout comme dans la première étude, les conditions de NF
sont évaluées en terme d’intensité des activations EEG et IRMf.

Figure 8 – Le Chapter 6 présente
une étude dans laquelle on éva-
lue les e�ets de deux stratégies de
feedback intégré pour le NF-EEG-
IRMf. Le Chapitre 7 résume les contributions de cette thèse et discute des perspec-

tives qu’elle laisse entrevoir.
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GENERAL INTRODUCT ION

"Never permit a dichotomy to rule your life."
— Pablo Picasso

1.1 what is neurofeedback ?

�is question is not as innocent as it seems. Doing a PhD on neurofeedback is
somehow like studying a living legend, andmaking this legend live. Had it been
only for the thrill of discovering the intrigue of neurofeedback history, and the
fuss of untangling the confusion about what NF is, it would have been worth it.
Yet, trying to play a part in the NF saga was also very much compelling.
Putting it simply, neurofeedback is the process of feeding back real-time in-

formation to an individual about his/her ongoing brain activity, so that he/she
can train to self-regulate neural substrates of speci�c behavioral functions1. NF 1 For example emotion regulation, motor

performance, attention, pain perception,
craving ...has been extensively studied for brain rehabilitation of patients with psychiatric

and neurological disorders and for peak performance training of healthy sub-
jects2. NF is also being used by practitioners in some countries but their practice 2 Dichotomy #1: clinical versus non-

clinical applications of NF, see Section 2.5does not necessarily re�ect the research3 .
3 Dichotomy #2: NF practice versus NF re-
search, see Chapter 2Neurofeedback has a lot in common with brain-computer interfaces (BCIs)

in the way that both approaches exploit brain activity measures in real-time. In
NF, the purpose is directed towards an internal control (self-regulation) while
the purpose of traditional BCIs is directed towards communication and con-
trol of external objects (orthosis, computer, ...)4. Interestingly, BCI applications 4 Dichotomy #3: NF and BCI (Huster et al.,

2014)were historically derived from NF. Yet it sometimes happen that the BCI com-
munity gives the NF community a cold shoulder and does not dare to use the
NF word even when they are actually doing NF. Indeed, the BCI community
has recently started developing BCIs designed for brain rehabilitation, just like
NF. Such BCIs are coined "restorative BCIs" as opposed to traditional "assistive
BCIs and can be considered as an equivalent of NF5. Because NF and BCI are 5 NF ≡ restorative BCI ≠ assistive BCI
so related and complementary, this thesis is taking in consideration both the
NF and the BCI literature. However there exist di�erences in methodological
aspects between the two �elds that will be important to consider6. 6 See Section 2.4 for more explanations

about the similarities and di�erences be-
tween NF and BCI

1.2 t ime for nf to go mult imodal ?

Nowadays there is still a great need for the development of new methods for
the treatment of neurological and psychiatric disorders7. Some patients do not 7 Examples include: stroke, depression, anx-

iety disorders, ADHD, epilepsy, chronic
pain, addiction, schizophrenia, tinnitus,
autism, migraines, ...

respond well to classical treatments or su�er from strong side-e�ects. For the
most unfortunate, there might even be no viable cure. By exploiting neuroplas-
ticity together with the self-regulation ability of the patient, NF appears to be a
promising non-invasive alternative or complement to existing treatments such
as pharmacological treatments, neurosurgery, psychotherapy and passive stim-
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ulation techniques. NF even makes one dream of long-term e�cacy with lit-
tle or no side-e�ects. However, looking back at NF history, the path to the
promised land of NF turned out to be very long and winding. One does not
put so easily someone’s brain at his/her own disposal.
NF research dates back to the late 50s with the seminal work of Joe Kamiya

at the University of Chicago on the operant conditioning of EEG alpha waves.
Some researchers8 even date it back to the �rst demonstration of classical con-8 (Martijn Arns, Batail, et al., 2017)

ditioning of the human EEG by french psychologist Gustave Durup and french
neurophysiologist Alfred Fessard in the 30s9, that means not long a�er the9 Dichotomy #4: classical versus operant

conditioning. Conditioning is a concept
from behavioral psychology that relates to
the shaping of behaviors. Classical condi-
tioning involves placing a neutral signal be-
fore a re�ex (i.e. involuntary and automatic
behaviors) so that eventually the neutral
signal will trigger the re�ex (association).
Operant conditioning involves applying re-
inforcement and/or punishment a�er a vol-
untary behavior in order to strenghten or
weaken it.�e latter has traditionally be
thought to play a central role in the NF pro-
cess. But recently, the understanding of NF
process has switched tomore complexmod-
els involving both voluntary and unvolun-
tary mechanisms.

human EEG was �rst described by Hans Berger in the 20s. One could argue
that as soon as one gets a new way to measure the brain activity, one has a
new way to self-control it, providing one can extract fast enough something
meaningful from it. Many years a�er the �rst demonstration of EEG-NF, in
the early 2000’s, the advent of real-time fMRI allowed the birth of fMRI-NF10.

10 (S.-S. Yoo & Jolesz, 2002a)

fMRI-NF gave access to the self-regulation of deep brain regions with high spa-
tial resolution, which was not possible with EEG-NF. A decade later, magneto-
encephalography (MEG)11 and functional near-infrared spectroscopy (fNIRS)12

11 (Lal et al., 2005; Sudre et al., 2011)
12 (Mihara et al., 2012; Kober, Wood, et al.,
2014)

were added to the list of possible NFmodalities. To this day, EEG and fMRI are
themost commonmodalities inNF research ando�er a variety of approaches13,14.

13 (Hammond, 2011; Sulzer et al., 2013)
14 Dichotomy #5 (the golden one): EEG
and fMRI

EEG-NF is available as traditional amplitude-based NF that targets frequen-
cies at one or two electrodes, slow cortical potentials (SCP) NF, z-score NF
that consists in normalizing di�erent quantitative EEG (QEEG) metrics, or
LORETA NF that targets reconstructed signal from cortical regions of interest.
For its part, fMRI-NF has mainly evolved from single-region to multivariate
approaches.

Figure 9 – �is �gure illustrates
the closed loop of EEG-NF, fMRI-
NF, and EEG-fMRI-NF, prepara-
tory o�ine steps "Protocol and
task design", and "Calibration", as
well as combined EEG-fMRI con-
cepts such as neurovascular cou-
pling and data integration

Despite the fact that over the years many NF approaches have been devel-
oped and studied for a large range of applications, the optimal methodology
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and the e�ectiveness of NF remains debated. Currently, the most convincing
application of NF is in the treatment of attention-de�cit hyperactivity disorder
(ADHD) in childrenwith EEG-NF, for which controlled, randomized trials and
an initial set ofmeta-analyses have beenpublished.�e limited level of evidence
of NF is likely to be a result of insu�cient evidence-based criterions of NF stud-
ies (small sample size, lack of control, no randomization, no double-blind trials,
...), of the heterogeneity of approaches used in di�erent studies, and of the lack
of knowledge about the underlying mechanisms of NF which makes it di�cult
to establish methodological guidelines.�is state of a�airs is actually changing
as increasingly rigorous approaches are becoming the new standard15, and as 15 (Sulzer et al., 2013; Stoeckel et al., 2014;

�ibault, Lifshitz, & Raz, 2016)new studies are delving into the mechanisms16 as well as the methodological 16 (Ninaus et al., 2013; Sitaram, Ros, et al.,
2016; Emmert, Kopel, Sulzer, et al., 2016;
Birbaumer, Ruiz, & Sitaram, 2013; Kober,
Witte, et al., 2013)

aspects of NF17.

17 (Emmert, Kopel, Koush, et al., 2017;
Krause et al., 2017; Sorger, Kamp, et al.,
2016; Sepulveda et al., 2016)

Another possible reason for the lack of e�ciency of current approachesmight
be the inherent limitations of single imaging modalities18. Indeed, most NF ap-

18 (Biessmann et al., 2011; Fazli, Dahne, et
al., 2015)

proaches rely on the use of a single brain imaging modality among EEG, fMRI,
fNIRS or MEG. Each of these modalities is sensitive to a particular biophysi-
cal phenomenon related to brain activity and comes with its own technical and
physiological limitations19. Given the complexity of brain activity that sparks 19 (Biessmann et al., 2011)
at di�erent spatial and temporal scales, no one should doubt that it would take
more than one device to catch it within its smallest nooks20. 20 Saying that brain activity is complex

is a bit of an understatement(Bullmore et
al., 2009).�e human brain is estimated
to have about 86 billion neurons (16 bil-
lions in the cerebral cortex, 69 in the cere-
belum) (Herculano-Houzel, 2009) that �re
between 0.1 - 200 times per second. "It is
a complex temporally and spatially multi-
scale structure that gives rise to elaborate
molecular, cellular, and neuronal phenom-
ena that together form the physical and bi-
ological basis of cognition."(Bassett & Gaz-
zaniga, 2011)

Combining modalities could allow to overcome some of the limitations of
singlemodalities, extract richer andmore accurate information about the ongo-
ing brain activity and therefore enable to developmore e�ectiveNF approaches.
In particular, the combination of EEG and fMRI is most promising as it allows
to combine the high temporal resolution of EEG together with the high spatial
resolution of fMRI.
In the BCI community, the �eld of hybrid BCI has recently emerged21, the

21 (Pfurtscheller, B. Z. Allison, et al., 2010;
Amiri, Fazel-Rezai, & Asadpour, 2013)

term "hybrid” referring to a multimodal combination of sensors. A hybrid BCI
is de�ned as the combination of twoBCIs or of at least a BCI and another system
such as another biofeedback system (like an electromyogram for example)22. 22 (Pfurtscheller, B. Z. Allison, et al., 2010)
�ey can be designed to work simultaneously or sequentially.�eir purpose
is mostly to augment the usability and/or the performance of the BCI. Most
of the hybrid BCIs combining two BCIs that have been proposed in the liter-
ature relied only on EEG paradigms, but some hybrid BCI combining EEG
and fNIRS have also been proposed23 and have shown enhanced performance. 23 (Fazli, Mehnert, et al., 2012; Buccino, Ke-

les, & Omurtag, 2016)�ese encouraging results suggest that using hybrid/multimodal approaches for
NF could outperform the e�ciency of unimodal approaches. If the portability
and cost of the device are critical criterions for assistive BCI because they are
meant to be used on a frequent basis, these criterions are less decisive in NF.
�is is a reason why the BCI community (when they are not doing NF) is more
likely to investigate the combination of EEG and fNIRS than the one of EEG
and fMRI.

1.3 combin ing eeg and fmri for nf

EEG and fMRI are complementary in their strengths and limitations and in the
nature of their signals24 (see Figure 10). EEG re�ects the sum of synchronized 24 "marry the blind (EEG) and the lame

(fMRI)"post-dendritic potentials of pyramidal cells. It bene�ts from a high temporal
(milliseconds) resolution whichmakes it able to detect the rhythms of the brain
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which range from delta (0.5 - 4Hz) to gamma (>30Hz). However, its spatial res-
olution (centimeters) is limited by volume conduction of the head and the num-
ber of electrodes. Also source localization from EEG is inaccurate because of
the ill-posed inverse problem. On its part, fMRI indirectly measures the brain
activity through the blood oxygen-level dependent (BOLD) e�ect. fMRI is sen-
sitive to the magnetic properties of the blood which change with its oxygen
concentration which varies in order to supply energy to the neurons when they
are active25. It o�ers a much appreciated spatial resolution (millimiters) of the25 You may try reading this sentence back-

wards if you prefer traveling time the for-
ward way whole brain. However its temporal resolution is limited by the time required

to acquire one brain volume (>=hundreds of milliseconds or seconds), and the
fact that the hemodynamic response peak is delayed of 4-6s from the neuronal
onset and that it acts like a low-pass �lter that smears out the neuronal response.

Figure 10 – Physiological basis
of EEG/MEG and fMRI (from
(Deneux, 2011)) �e development of combined EEG-fMRI was initially motivated by applica-

tions in epilepsy in order to localize neural sources of epileptic discharges.�e
�rst EEG-fMRI study took place in 199226. At that time, EEG and fMRI had to26 (Ives, Warach, & Schmitt, 1993)

be recorded separately in an interleavedmanner for subject and hardware safety
anddata quality issues. Indeed the rapidly changing radio-frequency pulses cou-
pled to the strong static magnetic �eld induce currents into electrically conduc-
tive objects that can produce heating at the electrode sites, damage tissues or
hardware and introduce artifacts in the data. By early 2000s the development
of MR-compatible EEG devices made of non-magnetic materials and the de-
velopment of artifact reduction algorithms made it possible to simultaneously
acquire EEG and fMRI. From that time on, combined EEG-fMRI has found its
place in pre-surgical planning for epilepsy and has signi�cantly contributed to
advance the study of resting-state, sleep, and cognitive brain function.
In the context of NF, combined EEG-fMRI opens up new avenues for cross-

modal paradigm validation and most interestingly for the development of new
NF approaches that would mix both modalities, either at the calibration phase
or for online use to provide a bimodal NF signal, or used alternatively. By the
time this PhD started (late 2013), very fewNF studies had resorted to combined
EEG-fMRI, yet all of them had di�erent motivations and relied on di�erent ap-
proaches which illustrate the variety that EEG-fMRI has to o�er. Most notewor-
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thy, two important studies have drawn two main directions for the combined
use of EEG and fMRI for NF.�e �rst study byMeir Hasson et al.27 introduced 27 (Meir-Hasson, Kinreich, et al., 2013)

the idea of fMRI-informed EEG-NF through a method that produces an EEG
�ngerprint used to predict speci�c fMRI deep regional activation.�e second
study by Zotev et al. made the �rst proof-of-concept of bimodal EEG-fMRI-
NF in which simultaneous EEG and fMRI is being fed back to the participant28. 28 (Zotev, Phillips, et al., 2014a)

Despite representing important milestones, these pioneering works had limi-
tations that le� room for improvement and further research.�e method by
Meir-Hasson et al. is advantageous in that it minimizes the expensive resort to
fMRI but it is reductive in that it uses only one EEG electrode and does not fully
exploit the potential of both modalities.�e work by Zotev et al. is the �rst one
to propose to simultaneously provide EEG-NF together with fMRI-NF and hy-
pothesized that such an approach could be more e�cient than the unimodal
approaches. However this hypothesis was not evaluated.�erefore it was not
clear what was the added value of EEG-fMRI-NF and if speci�c mechanisms
were involved when learning to regulate two signals instead of one.
At this point, it is important to note that the combined use of EEG and fMRI

inevitably poses numerous challenges and pitfalls with regard to basic physiol-
ogy, study design, data quality, analysis/integration and interpretation.�is is
even more the case if EEG and fMRI are both to be used in the online compu-
tation of NF, because of the real-time constraint and the di�culty to come up
with a task design compatible with EEG and fMRI’ diverging natures

1.4 goals of this thes i s

�is PhD addresses the following questions:

• Why and how should we combine EEG and fMRI for NF and which strategies
are more promising ?

• What are the important methodological constraints of EEG and fMRI that
should be taken into account when designing an EEG-fMRI-NF protocol ?

• How to build an experimental platform that can provide EEG-fMRI-NF ?

• What is the added value of EEG-fMRI-NF compared to unimodal EEG-NF
and fMRI-NF, and are there speci�c mechanisms involved when learning to
control two signals instead of one?

• How to integrate and represent EEG and fMRI in a single feedback ?

Building on the understanding of how EEG and fMRI complement each
other, this dissertation �rst proposes to analyze the speci�c constraints that
they impose on NF experimental design, and to identify the di�erent motiva-
tions and approaches for combining both modalities for NF purpose (contri-
bution 1© in Figure 11).�en, among these di�erent combination approaches,
we propose to focus on the investigation, design and evaluation of methods for
bimodal EEG-fMRI-NF for it seems to be one of the most promising approach
and is mostly unexplored.We start by building a real-time EEG-fMRI platform
that is able to provide NF in unimodal and bimodal conditions (contribution
2© in Figure 11). Next we proceed with experimentation. In a �rst study, we eval-
uate the added value of bimodal EEG-fMRI-NF compared to unimodal EEG-
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NF and fMRI-NF (contribution 4© in Figure 11). Eventually, in a second study
we introduce and evaluate two integrated feedback strategies for bimodal EEG-
fMRI-NF and study their e�ects (contribution 5© in Figure 11). Our protocols
and studies are devised in the context of motor-imagery training, as this has
never been done before and because EEG and fMRI motor patterns are well-
known and therefore represent a good starting point for the development and
evaluation of newmethods (contribution 3© in Figure 11).�e contributions of
this dissertation are highlighted in purple in Figure 11.

Figure 11 – Overview of contribu-
tions

1.5 chapter -by -chapter overview

Chapter 2 provides a comprehensive state-of-the-art of neurofeedback. It de-
scribes the design of a (practical)NF training program, and the typical course
of a (practical and research-oriented) NF session, as well as the underlying
mechanisms of NF. It also retraces the history of NF, explaining the origin of
its questionable reputation and providing a foothold for understanding the
diversity of existing approaches. It also discusses how the �elds of NF and
BCIs might potentially overlap in future with the development of "restora-
tive" BCIs. Finally, it presents a few applications of NF, and summarizes the
state of research of some of its major clinical applications.Figure 12 – Almost 60 years of NF

research are retraced in Chapter 2.
Chapter 3 lays the foundations for understandingwhy and howEEGand fMRI
should be combined for NF purpose. We start by explaining under which
conditions EEG and fMRI should be acquired simultaneously, and how elec-
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trophysiological and BOLD signals are known to be related. Next we make
out a methodological comparison of EEG-NF and fMRI-NF that will be par-
ticularly useful when designing bimodal EEG-fMRI-NF protocols. We then
review exhaustively the limited corpus ofNF studies that have exploited EEG
and fMRI together and eventually propose a taxonomy of such studies.

Figure 13 – Chapter 3 discusses rel-
evant aspects of combined EEG-
fMRI for NF purpose.

Chapter 4 describes how to build a real-time EEG-fMRI platform for bimodal
NF.�e �rst part gives a general description of the di�erent hardware, so�-
ware and logical components of such a platform and outlines some of its crit-
ical aspects such as EEG-fMRI synchronization and artifacts. It is intended
to be used as a guide for any laboratory who would like to setup their own
real-time EEG-fMRI platform to perform bimodal NF experiments.�e sec-
ond part gives an illustrative example of such a setup by presenting our own
EEG-fMRINF platform deployed at Neurinfo’s facilities (CHUPontchaillou,
Rennes, France) and the speci�c implementation choices we made.�e two
experimental studies reported in this dissertation (Chapter 5 and 6)were con-
ducted with that platform.�e content of this chapter was written mainly by
Marsel Mano, the engineer who implemented the platform.

Figure 14 – In Chapter 4, we de-
scribe how to build a real-time
EEG-fMRI platform for bimodal
NF.

Chapter 5 presents the �rst EEG-fMRI-NF study thatwe performed.�is study
aimed at evaluating the added value of bimodal EEG-fMRI-NF as compared
to unimodal EEG-NFand fMRI-NF.To this end,we introduce amotor imagery-
based bimodal EEG-fMRI-NF protocol and employ a within-subject design
in which each participant performed theMI task in three di�erent NF condi-
tions: EEG-NF, fMRI-NF and EEG-fMRI-NF.�e conditions are evaluated
in terms of activation levels of the EEG and fMRI patterns.

Figure 15 – Chapter 5 presents a
study in which participants per-
formed NF in unimodal and bi-
modal conditions.

Chapter 6 presents the secondEEG-fMRI-NF study thatwe performed. In this
studywe introduce two integrated feedback strategies for EEG-fMRI-NF and
study their e�ects on a motor imagery task with a between-group design.
Our integrated feedback strategies allow to represent EEG and fMRI in a sin-
gle feedback instead of representing them in two separate feedbacks, which
we assume is suboptimal both in terms of the subject’s cognitive load and of
the potential for bimodal NF target de�nition.�e �rst integrated feedback
strategy consists in a two-dimensional (2D) plot in which each dimension
depicts the information from one modality.�e second integrated feedback
strategy consists in a one-dimensional (1D) gauge that integrates both types
of information even more by merging them into one. Similarly to the previ-
ous study, we evaluate the twoNF conditions in terms of howwell they allow
to regulate EEG and fMRI.

Figure 16 – In Chapter 6, two-
integrated EEG-fMRI feedback
strategies are studied.

Chapter 7 summarizes the contributions of this thesis and discusses prospects
for future work.
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STATE -OF-THE -ART ON NEUROFEEDBACK

"You have power over your mind - not outside events. Realize
this, and you will �nd strength."

—Marcus Aurelius

Prelude �is chapter provides a comprehensive state-of-the-art of the �eld of
neurofeedback. It describes the design of a (practical) NF training program, and
the typical course of a (practical and research-oriented) NF session, as well as the
underlying mechanisms of NF. It also retraces the history of NF, explaining the
origin of its questionable reputation and providing a foothold for understanding
the diversity of existing approaches. It also discusses how the �elds of NF and BCIs
might potentially overlap in future with the development of "restorative" BCIs.
Finally, it presents a few applications of NF, and summarizes the state of research
of some of its major clinical applications.

2.1 introduction
�e content of this chapter was published as
a book chapter: Perronnet, Lorraine, Ana-
tole Lécuyer, Fabien Lotte, Maureen Clerc,
&Christian Barillot (2016). “Brain Training
with Neurofeedback.” In: Brain-Computer
Interfaces 1: Foundations and Methods. Ed.
by Maureen Clerc, Laurent Bougrain, & Fa-
bien Lotte. JohnWiley & Sons, Inc., pp. 271–
292. doi: 10.1002/9781119144977.
ch13.

Neurofeedback (NF) is a biofeedback technique that involves providing infor-
mation to an individual about his or her brain activity in the form of visual,
auditory or tactile feedback, updated in real time. For example, individuals can
be shown a gauge showing their frontal beta activity as an indicator of their
concentration level. NF allows subjects to exploit their self-regulation ability
to develop an optimal mental strategy for achieving an objective expressed in
terms of brain activity.�e sensory feedback informs the user whether his/her
cerebral activity is getting closer or further away from the objective.�us, NF
is a way to perform operant conditioning of the brain activity, with feedback act-
ing as reinforcement.�e goal of NF training is for users to learn to improve
how they regulate certain aspects of their cerebral activity, so that this activity
may be reorganized sustainably. NF is comprised of di�erent training protocols,
each targeting a speci�c brain pattern, such as the ones related to concentra-
tion, relaxation, the imagination of movements, or the visualization of positive
memories. It may be used as a tool for exercising the brain and optimizing per-
formance in healthy subjects, or for rehabilitation in the case of patients with
brain disorders. Over the 60 years of its existence, NF has been studied in a very
large range of clinical and non-clinical applications (see Section 2.5). Even so,
its e�ectiveness in each of these applications remains to be proven and properly
di�erentiated from a placebo e�ect. Currently, themost convincing application
of NF is in the treatment of attention-de�cit hyperactivity disorder (ADHD) in
children, for which randomized controlled trials (RCT) and an initial set of
meta-analyses have been published1. A number of studies also seem to agree 1 (Arns, Ridder, & Strehl, 2009)

on the potential of NF for treating pharmaco-resistant epilepsy2. Despite the 2 (Tan et al., 2009)

preliminary nature of this research, some practitioners in the United States and
Canada already useNF, claiming to be able to treat a vast panel of physical, men-

https://doi.org/10.1002/9781119144977.ch13
https://doi.org/10.1002/9781119144977.ch13
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tal and cognitive disorders.�us NF exists in two di�erent forms: the current
state of research, and its practical applications.�ese two forms are not neces-
sarily mutually representative. In France, the clinical research community has
long been suspicious of this technique, and has only recently began to consider
it more closely. Let us note at this point that the Neuroptimal method, originat-
ing in Canada and claiming to be based on NF, has started to gain momentum
in France over the last few years. Our position on this method is that it is not an
NF technique, as it claims to reorganize the brain passively, whereasNF requires
the subject to undertake a conscious and voluntary learning process. Further-
more, the method is not supported by any o�cially recognized study. Whereas
other biofeedback techniques are based on the activity of the peripheral ner-
vous system (cardiac rhythm, muscle tension, skin conductivity), NF focuses
on the activity of the central nervous system. �is activity can be measured
in real time using various non-invasive methods, such as electroencephalogra-
phy (EEG), functionalmagnetic resonance imaging (fMRI), near-infrared spec-
troscopy (NIRS) and magnetoencephalography (MEG). Most of the work pub-
lished since the early days of NF in the sixties has been based on EEG.�ere is a
considerable body of literature in this area; we shall denote it NF-EEG, but it is
sometimes also refered to as "EEG biofeedback". Although EEG is currently the
only modality used by NF practitioners, it is limited by a lack of speci�city due
to low spatial resolution. Research has therefore turned to other modalities that
allow the activity of di�erent regions of the brain to be more precisely targeted.
Since the turn of the millennium, the strongly dynamic research into fMRI-NF
appears to hold promising results for treating depression3 and chronic pain43 (K. D. Young et al., 2014)

4 (DeCharms et al., 2005) by virtue of its capacity to provide real-time imagery of activity in deep brain
structures. More recently, it was demonstrated that NF-NIRS5 and MEG-NF65 (Mihara et al., 2012)

6 (Sudre et al., 2011) are technologically feasible.
As BCIs, NF relies on a closed loop that exploits brain activity in real time,

speci�cally by: acquisition of a signal originating from the brain, signal pre-
processing (noise removal, �ltering), extraction of relevant features that allow
the state or intent of the subject to be recognized, translation into feedback to
close the loop and to allow the subject to adapt in real time. Even though the
two approaches of NF and BCIs share very similar technologies, their original
purposes were very di�erent: BCIs allow the subject to control an external ob-
ject such as a computer, an orthosis or a robotic limb, whereas NF allows sub-
jects to acquire control over themselves. Although some BCIs, e.g. spontaneous
BCIs, involve a learning process, and so require the subject to perform cerebral
self-regulation, this self-regulation is ultimately not the purpose of the exer-
cice. Both NF and BCIs emerged during the sixties and seventies from works
studying operant conditioning of brain activity.�ose works revealed that hu-
mans7,8 and animals9,10 are capable of learning to generate speci�c brain pat-7 (Kamiya, 1962)

8 (M.B Sterman & Friar, 1972)
9 (Wyrwicka & Maurice B. Sterman, 1968)
10 (Fetz, 1969)

terns, assuming that they are informed or rewarded when they are successful in
doing so.�is reward is indispensable for animals11 and secondary but recom-

11 (Fetz, 1969)
mended for human subjects. Following these discoveries, twomultidisciplinary
communities formed, uniting clinicians, neurologists, psychologists and engi-
neers among others, each with the objective of meeting a speci�c set of needs:

• �e objectives of the NF community were the self-regulation of brain pat-
terns for treating neurological and psychiatric disorders and the optimiza-
tion of performance.�e NF community diversi�ed and re�ned the targeted
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brain patterns, demonstrated the bene�ts of learning, and also studied self-
regulation processes and the optimization of psycho-experimental learning
factors.

• �e BCI community instead focused on implementing control and commu-
nication interfaces for handicapped persons, investing their e�orts into de-
veloping tools for signal processing and for classifying brain patterns to op-
timize reliability and degrees of freedom of BCIs.

Over the last few years, invasive BCIs have attracted attention a�er several spec-
tacular demonstrationswith tetraplegic patients12,13, andnon-invasive BCIs have 12 (Pfurtscheller, Guger, et al., 2000)

13 (Hochberg et al., 2012)become increasingly popular thanks to new applications in video games and vir-
tual reality14. On the other hand, NF still su�ers from a reputation of new age 14 (Lecuyer et al., 2008)

technique in some scienti�c circles, a black mark inherited from the outcry of
the media in early days of NF in the sixties (see Section 2.3) that is proving
di�cult to overcome. As a �eld of study, NF can appear impenetrable due to
the abundance of unreliable information and the diversity of existing protocols
and applications.�ere has nonetheless been a revival in the number of publi-
cations in recent years, and a renewed approach indicating that interest in the
potential of NF is picking up.

2.2 how does it work?

2.2.1 Design of an NF training program

NF is comprised of protocols that target brain patterns assumed to underpin
speci�c sets of physical, mental or cognitive functions. We shall describe NF
such as it is practiced in NF institutes, whether or not the scope is clinical in
nature. Currently, only EEG-based variants of NF are used in practical appli-
cations. NF training programs are organized into several stages, the practical
aspects of which vary depending on the needs of the subject and the equipment
and so�ware used by the practitioner.�ese stages are generally as follows:

1. Diagnosis: this �rst stage involves identifying the symptoms su�ered by the
subject, or the function that the subject wishes to improve, in order to es-
tablish the target of the training process in functional terms. Generally, this
begins with an examination of the patient’s medical history, and then, de-
pending on the target disorder or the desired objective, a series of speci�c,
standardized tests are administered, in the form of questionnaires or psycho-
logical, neurological or physiological examinations.

2. Choice of NF protocol: in the second stage, an EEG-NF protocol is de�ned
to suit the subject’s needs; in other words, the electrical activity in the brain
that the training process will target is established.�is activity corresponds
to a certain brainmeasurement, which is assumed to be indicative of or to act
upon the function that the subject wishes to improve. During training, this
measurement will be displayed to the subject in the form of feedback; the
subject will then attempt to manipulate the measurement towards a desired
value or in a desired direction.�e simplest type of measurement available
is the power in a frequency band measured at an electrode, for example the
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power of mu waves in the motor regions for a task of movement imagina-
tion. However, more complex metrics that re�ect the exchange of informa-
tion between two or more regions may also be used, such as the coherency
or asymmetry measured between two electrodes. Over more than 60 years
of research, a large number of protocols have been studied, and are now of-
fered by NF clinics in response to a wide array of conditions (although o�-
cial research has not yet provided su�cient proof of their e�ectiveness).�e
de�nition of the protocol can be made using a priori knowledge from the
literature and the experience of the practitioner, or by a personalized process
for each patient, or a combination of these two approaches.�e personal-
ized approach requires additional tests, and particular tools and expertise.
For example, certain practitioners use quanti�ed EEGs, which involves com-
paring the subject’s EEG to a database of healthy subjects to detect potential
abnormalities which can then be targeted during training15.15 (Budzynski et al., 2009)

3. Session planning: there must be su�ciently many sessions for the �rst ef-
fects to be visible (the subject explores the strategies), and also so that the
changes endure in the long term (the subject repeats and attempts to main-
tain an e�ective strategy; with practice this becomes ever-easier). �e re-
quired number of sessions (between 20 and 4016,17) depends on the severity16 (Hammond, 2011)

17 (Gruzelier, 2014c) of the subject’s symptoms, his or her learning skills andmotivation levels, but
also the chosen target pattern, which may be more or less di�cult to master.

2.2.2 Course of a NF session: when the eyes "look" at the brain

Once the NF training program has been established, the training sessions can
commence. In this section, we shall describe the typical course of an NF ses-
sion, which holds both in practice and in research contexts. Figure 17 shows
an example of an EEG-NF environment. Over the course of a session of NF,
which generally lasts less than an hour to account for the subject’s fatigue lev-
els, the subject sits in front of a screen except for fMRI-NF where the subject
is lying down in the MR tube, potentially with earphones or, in rarer occasions,
connected to a tactile interface.�e subject is asked to perform a mental task,
such as: concentrating, relaxing, thinking of something positive, or imagining
a movement in the right hand. Sometimes, the subject is not given any explicit
instruction18 other than to attempt to control the feedback using the mental18 (Kober, Witte, et al., 2013)

strategy that he or she �nds most e�ective.�e equipment (traditionally EEG,
but alternatively fMRI, NIRS, MEG) records brain signals, which are then pro-
cessed by an algorithm.�e algorithm cleans the signals from any artifacts cre-
ated by movement or noise from the environment. It then extracts a relevant
metric related to the requested task/targeted function, and translates this met-
ric into feedback that indicates to the subject how well the task was performed
(as a score), and in which direction he or she must focus subsequent e�orts
(with an arrow).�e feedback is an objective indicator of what is happening
the subject’s mind. Typically, the screen displays a gauge that �lls or empties de-
pending on the subject’s performance, but various other forms of feedback are
also possible such as sounds with di�erent pitches, the motion of an orthesis,
or an interface with a video game or virtual reality.�e practitioner remains at
the subject’s side, observing and guiding the subject by providing advice about
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mental strategies, encouragement, or by helping the subject to relax.�e prac-
titioner also monitors the subject’s performance, and if necessary adjusts the
parameters of the protocol, such as the di�culty of the task (reinforcement
threshold) or the properties of the feedback. In order to ensure that skills ac-
quired during training transfer to everyday life, the subject may be asked to
attempt to regulate activity without feedback at certain points in the session,
and also to practice outside of the sessions.

Figure 17 – Example of an EEG-NF
environment

2.2.3 A learning procedure that we still do not fully understand

Even if NF was shown to have positive e�ects on behavior and cognition more
than 60 years ago19, the mechanisms underlying brain self-regulation during 19 (Kamiya, 1962)

NF training are barely understood20,21.�is lack of understanding at a funda- 20 (Birbaumer, Ruiz, & Sitaram, 2013)
21 (Niv, 2013)mental level is why it has been di�cult to establish good practices. Methodolog-

ical aspects, even essential ones such as the optimal form and frequency of feed-
back, are still being debated22. NF is generally viewed as a learning procedure 22 (Emmert, Kopel, Koush, et al., 2017;

Krause et al., 2017; Sorger, Kamp, et al.,
2016; Sepulveda et al., 2016)based on principles of operant conditioning23 (the feedback acts as reinforce-
23 (Sherlin et al., 2011)ment) and neuroplasticity (via the training program and session repetition) and

relying on a voluntary and conscious involvement on the part of the subject. But
these principles do not seem to fully describe the NF process. Recently, certain
authors have questioned the central role of operant conditioning and conscious
and voluntary action of the subject within the NF procedure.�ey suggest that
NF is instead an instance of implicit learning (automatic subconscious process,
similar to acquiring the ability to perform a newmovement)24,25, or even a dual- 24 (Birbaumer, Ruiz, & Sitaram, 2013)

25 (Ninaus et al., 2013)processmechanism with both conscious and subconscious components26.
26 (Ute Strehl et al., 2014)A small set of studies have begun to explore the brainmechanisms that are at

play during aNF session, as well as the factors thatmight a�ect the subject’s per-
formance27. For example, the study performed by Ninaus28 showed that when 27 (Ninaus et al., 2013; Sitaram, Ros, et al.,

2016; Emmert, Kopel, Sulzer, et al., 2016;
Birbaumer, Ruiz, & Sitaram, 2013; Kober,
Witte, et al., 2013)
28 (Ninaus et al., 2013)
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individuals attempt to control a gauge that they believe is an indicator of their
own brain activity, they activate regions of the brains that are involved in self-
referential processes and cognitive control, which does not occur when the sub-
ject observes the gauge passively. Another study29 observed that individuals29 (Kober, Witte, et al., 2013)

without any speci�c mental strategy could increase their sensorimotor rhythm
(SMR) more successfully than those who reported adhering to a speci�c strat-
egy, an observation that supports the hypothesis of implicit learning. Question-
ing the in�uence ofmental strategies and explicit instructions appears to be par-
ticularly relevantwhen considering the component of voluntary involvement of
the subject in the NF process. Other factors non-speci�c to neurofeedback can
also in�uence the subject’s performance:motivation levels, concentration levels,
moods, relaxation, the user’s ability to limit muscle-related artifacts, the user’s
loci of control, or even the therapist-patient relationship. Understanding the
role of these speci�c and non-speci�c factors in facilitating NF learning should
allow more e�ective NF protocols to be established, and better-controlled stud-
ies to be designed30.30 (Ute Strehl et al., 2014)

2.3 60 years of history

2.3.1 Yesterday: too premature an infatuation

�e principle of NF was demonstrated for the �rst time in humans by James
Kamiya at theUniversity of Chicago in 196231. In order to discover whether indi-31 (Kamiya, 1962)

viduals are capable of recognizing spikes of occipital alpha activity in their own
brains, he attempted to train a volunteer by providing verbal con�rmation each
time that the volunteer produced alpha activity. As a result, the subject not only
became capable of recognizing the apparition of alpha waves, but also acquired
the ability to generate them at will. At the time, research into modi�ed states of
consciousness was particularly fashionable. One important study reported that
zen monks had particularly elevated alpha activity levels during meditation32.32 (Kasamatsu & Hirai, 1966)

Working from this observation, alpha wave NF was further explored with the
goals of reducing anxiety33 and stress, as well as inducing states of relaxation or33 (Hardt & Kamiya, 1978)

deep meditation and stimulating creativity. In parallel to this research into al-
pha NF, in 1969, Barry Sterman from the University of California discovered by
accident the therapeutic potential of NF for treating epilepsy34. During a study34 (Sterman, LoPresti, & Fairchild, 1969)

that he was performing for NASA on the epileptogenic properties of a certain
type of rocket fuel (hydrazine), he observed that among 50 cats exposed to hy-
drazine, 10 were particularly resistant to seizures. It just so happened that these
same cats had been trained to increase their sensorimotor rhythm (SMR = 11-
15Hz) by NF in a previous series of experiments35.�e fact that this result was35 (Wyrwicka & Maurice B. Sterman, 1968)

observed in animals is particularly signi�cant, as it proves that the e�ects of NF
training cannot be simply reduced to a placebo e�ect. Encouraged by this sur-
prising discovery, Sterman extended the study of the protocol to humans36. For36 (M.B Sterman & Friar, 1972)

3 months, twice a week, he trained one of his female colleagues, 23 years, who
was su�ering from generalized epileptic seizures. A�er training was complete,
he observed a reduction of seizures coupled with an increase in SMR rhythm
and a reduction in slower categories of wave. Treatment was continued until the
subject recovered completely, and the young woman even managed to obtain
her driving licence. In 1976, Lubar37 showed the bene�ts of the SMR protocol37 (Joel F. Lubar & Margaret N. Shouse,

1976)
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with symptoms of hyperactivity and distractability in a child with hyperkinetic
disorder. He started by training the child to increase his SMR rhythm, and ob-
served an improvement in the symptoms.�en, conversely, he trained the child
to reduce his SMR rhythm using the experimental ABA model, and the symp-
toms resurfaced. He then successfully replicated this study with 4 children suf-
fering from ADHD38. 38 (M N Shouse & J F Lubar, 1979)

�e results of Kamiya’s research were published in 1968 in an article of Psy-
chology Today39, and the idea that alphaNF could be used to attain ameditative 39 (Kamiya, 1968)

state aroused a great deal of enthusiasm. Unfortunately, this publication, while
introducing the concept of NF to the general public, also triggered a premature
and unregulated propagation of the technology. Even though NF was in a stage
of early infancy, an industry rapidly formed around it, producing NF kits that
promised to allow users to learn to control their brain waves, and reach illumi-
nation without needing to invest years into the practice of meditation. As can
be expected, these poor-quality devices were essentially smokescreens, and the
validity of the link between NF alphas and meditation had not been properly
established by scienti�c studies.

2.3.2 Today: diversi�cation of approaches

�us, the beginnings ofNFweremarked by scienti�c discoveries that were both
surprising and promising, but also by the parallel development of a new age
industry based without rigorous foundations, which caused NF to be marginal-
ized and relegated to the status of pseudoscience.�e resulting lack of �nanc-
ing placed a considerable brake upon research, which was con�ned to a set
of few laboratories working in isolation. Despite the poor reputation a�ict-
ing NF within the scienti�c community at the end of the seventies, research
continued, initially in sparse increments, before gradually expanding into a dy-
namic �eld of research with an ever-growing number of publications.�e avail-
able protocols and practical procedures diversi�ed, bene�ting from technical
advancements in the quality of EEG devices, brain imaging (fMRI), computer
processing capacities and scienti�c advancements in neurophysiology and elec-
trophysiology. Protocols were developed to extend the range of targets to the
rest of the EEG frequency spectrum (other than alpha and SMR), including the
outer frequency bands, which generally require specialized measuring equip-
ment.�e hypnagogic state induced by the alpha/theta protocol was thought
to have potential for treating depression and anxiety resulting from alcoholism,
and post-traumatic stress disorder40, as well as for stimulating creativity41. NF 40 (Peniston & Kulkosky, 1989)

41 (Gruzelier, 2014b)with high-frequency gamma waves, which has only been studied recently as it
requires high-performance measuring equipment, seems on the other hand to
act upon the cognitive performance42. In the 1980s, a new type ofNF developed, 42 (Keizer et al., 2010)

breaking from traditional forms of NF that use EEG frequencies, based on the
studies on self-regulation of slow cortical potentials (SCP) 43.�ese potentials 43 (Elbert et al., 2012)

are well-known as indicators of the level of cortical excitability. In the 1990s,
NF of SCP was studied in populations of patients su�ering from ADHD44 and 44 (B. Rockstroh et al., 1990)

epilepsy45. Despite promising results, deployment of the technique was limited 45 (Brigitte Rockstroh et al., 1993)

for the longest time for reasons of equipment and the level of mastery required
to correctly measure SCP46. In the early 1990s, certain practitioners pursuing 46 (Ute Strehl, 2009)

the idea of normalizing the EEG activity of their patients began to use quan-
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titative EEG to choose the target of NF47. With this development, the targets47 (Budzynski et al., 2009)

of the protocols were extended to include metrics other than the amplitude of
a frequency band in a given region, traditionally measured with a monopolar
setup. Certain practitioners used bipolar setups, for example to target the co-
herency between two regions if it is identi�ed as atypical by quantitative EEG48.48 (Budzynski et al., 2009)

Towards the end of the nineties,�atcher49 introduced the Z-score (EEG-)NF49 (R.�atcher, 1998)

(BrainMaster) based on this data obtained from quantitative EEG, which al-
lows multiple di�erent metrics to be trained simultaneously, such as the abso-
lute power, the power ratio, the coherency, the phase delay or even the asym-
metry. Breaking away from the classical approach of EEG-NF that is based on
using one or two EEG channels, the LORETA (EEG-)NF or tomographic (EEG-
) NF suggested by Congedo in 200450 uses a fully-equipped EEG headset with50 (Congedo, Joel F. Lubar, & Jo�e, 2004)

19 electrodes for reconstructing and targeting deep sources of activity in real
time with the LORETA method.�e behavioral, cognitive and electrophysio-
logical e�ects of this type of NF were �rst observed and described by Cannon
et al.51. Later, Liechti et al.52 evaluated the e�ectiveness of tomographic NF of51 (Cannon et al., 2009)

52 (Liechti et al., 2012) the anterior cingulate cortex for treating ADHD, and Maurizio et al. (Maur-
izio et al., 2014) compared it with biofeedback of electromyographic activity.
Z-score (EEG-)NF was recently combined with tomographic NF leading to Z-
score LORETA (EEG-)NF(Koberda et al., 2013; R. W.�atcher, 2013). While
source-based EEG neurofeedback using source localization methods has been
demonstrated (Congedo et al., 2004), o�ering potential for an improved spatial
precision of a training region, these methods remain limited by the suscepti-
bility of source localization methods to artifacts, the inability to isolate neigh-
boring but functionally separate sources, and the spatial precision o�ered. Per-
haps for these reasons, the capacity for learned regulation using these methods
has been inconsistently shown (Maurizio et al., 2014). Blind-source-separation
(BSS) -based neurofeedback way recently introduced in order to address the
limitations of previous source-based neurofeedback that relied on source local-
ization methods which are highly susceptible to artifacts and unable to isolate
neighboring but functionally separate sources53 .53 (White, Congedo, & Ciorciari, 2014)

Finally, in the last few years, the NF community has begun to explore new
variants.�e development of real-time fMRI54 led to the noteworthy milestone54 (Robert W. Cox, Jesmanowicz, & James

S. Hyde, 1995) of fMRI-NF55.�e major bene�t of this technique over EEG-NF is that it pro-
55 (S.-S. Yoo & Jolesz, 2002a) vides high spatial resolution access to deep brain structures housing complex

functions such as emotions, memory and pain. fMRI-NF can target any brain
region with millimeter precision, allowing users to train their BOLD activity,
re�ecting blood oxygen concentration, which is indirectly correlated with neu-
ronal activity.�e feasibility of this kind of NF was �rst shown in the anterior
cingulate cortex56, and since then has been demonstrated in numerous other re-56 (Weiskopf et al., 2003)

gions of the brain57. In 2005, de Charms58 reported �ndings of pain reduction57 (Sulzer et al., 2013)
58 (DeCharms et al., 2005) in patients with chronic pain a�er learning to control BOLD activity in the ros-

tral anterior cingulate cortex over the course of 4 sessions. Recent work has sug-
gested promising results of fMRI-NF in the amygdala for depression59. fMRI-59 (K. D. Young et al., 2014)

NF is currently only used in research contexts, and requires wider-scale study
before it can be integrated into therapeutic programs. More recently, the inves-
tigation of NIRS-NF60 has begun, which could potentially provide a portable60 (Mihara et al., 2012)

alternative method that is less expensive than fMRI-NF, although restricted to
super�cial brain structures and lower spatial resolutions. Finally, MEG-NF61 is61 (Sudre et al., 2011)
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still in its infancy, and wide-scale application is not currently conceivable due
to the costs involved and the low number of MEG equipment sets in operation
(only 5 in France). MEG could however be used as a preliminary to EEG-NF
in order to de�ne more precisely the target of treatment. Figure 18 summarizes
the emergence of the various types of neurofeedback, and the therapeutic trials
with which they are canonically associated.

Figure 18 – 60 years of NF history:
below, the proofs of feasibility of
various types of NF, above, their
canonical therapeutic trials.

2.4 where nf meets bc i

In the scienti�c literature, the various ways that the terms NF and BCI are used
reveal the diversity of authors’ conceptions about these topics according to their
original �elds of study. For example, sometimes BCI is used to refer to the tech-
nology and NF is used to refer to applications62, which could be interpreted to 62 (Yan N. et al., 2008; Huster et al., 2014)

imply that BCIs are an implementation of the concept ofNF.NF is also relatively
o�en presented as a special case of BCIs63 with a minimal closed loop (no com- 63 (J. R. Wolpaw & E. W. Wolpaw, 2011)

mand sent to an external object). In some instances, albeit less frequently, this
picture is inverted, so that BCIs are presented as a special case of NF64. Indeed, 64 (Neuper & Pfurtscheller, 2010; Grosse-

Wentrup, Mattia, & Oweiss, 2011)the behavior of objects in BCIs could itself be viewed as a kind of feedback. Fi-
nally, in some cases both terms are used in tandem, such as in some reviews of
the state of the art that group the therapeutic applications of NF and BCIs into
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the same category65.�is particular usage of terminology rightly highlights the65 (Birbaumer, Ramos Murguialday, et al.,
2009) similarities of the two approaches and the fact that clinical applications of BCIs

have historically been derived from work on NF.
Yet, how we already stressed it, NF and and BCI traditionally have di�erent

primary purposes,NF being used as away to develop internal control while BCI
are primarily meant to yield a control over external objects (orthose, computer,
...).�is translates into methodological discrepancies, such as the fact that tra-
ditional NF exploits a small number of electrodes and rarely relies on machine
learningmethods for feature selectionwhile they play amajor role inBCI66. Fea-66 (Huster et al., 2014)

ture selectionmight actually be the stage at which assitive BCI andNF practices
di�er the most. When designing assistive BCI, the goal is usually to maximize
the degrees of freedom of the BCI while minimizing the time required for cali-
bration. To this end, BCI heavily rely on signal processing andmachine learning
techniques for the feature selection step. Implicitely, the brain patterns used in
BCI are likely selected based on their robustness, rapidity and ease of evocation
by the user. On the opposite, NF rarely relies onmachine learning and classi�ca-
tion techniques for feature selection but rather on physio-pathological models,
a priori knowledge about abnormal patterns, brain structure and function, or
normalization databases and applies little or no individual adaptation.�e tar-
geted brain patterns are selected for their presumed functional rehabilitation
power and it can take long before the user becomes able to control them well.
Recently, the de�nition of BCI has been extended to account for new kinds

of application67.�emodern de�nition of a BCIwas given byWolpaw in 201168:67 (B. Allison, 2011)
68 (J. R. Wolpaw & E. W. Wolpaw, 2011) “A BCI is a system that measures central nervous system activity and converts it

into arti�cial output that replaces, restores, enhances, supplements, or improves
natural CNS (central nervous system) output and thereby changes the ongoing
interactions between the CNS and its external or internal environment.” Unlike
the traditional de�nition of BCI69, this de�nition admits the family of appli-69 (J. R. Wolpaw & Birbaumer, 2002)

cations linked to brain rehabilitation, which until now had fallen exclusively
under NF.�is de�nition of BCIs therefore fully encompasses NF.�e speci�c
term “restorative BCI” has even emerged to describe BCIs designed for pur-
poses of brain rehabilitation, as opposed to the term “assistive BCI”, describ-
ing BCIs that serve purposes of communication and control.�ese “restorative
BCIs” are thus indeed equivalent to the de�nition of NF.�e reason that this
term was introduced despite the prior existence of the term “neurofeedback” is
likely that the BCI community has chosen to boycott the label “neurofeedback”
due to its connotation of pseudoscience. In BCI literature, restorative BCIs cur-
rently focus in essence on themotor rehabilitation of stroke victims70. Note that70 (Birbaumer, Ramos Murguialday, et al.,

2009; Grosse-Wentrup, Mattia, & Oweiss,
2011; Ang & Guan, 2015; Dokkum,Ward, &
La�ont, 2015)

patients with motor de�cits (cerebral palsy, strokes, amyotrophic lateral scle-
rosis, multiple sclerosis, muscular dystrophy, bone marrow lesions, etc.) were
historically the primary target audience of the �rst (assistive) BCIs. But appli-
cations of restorative BCIs tend to involve restoring functions that are physical
(other than motor), cognitive, and emotional in nature71, just like NF.71 (J. R. Wolpaw & E. W. Wolpaw, 2011)

2.5 appl icat ions

�e traditional purpose ofNF has always had two components, on the one hand
oriented towards therapeutic applications for treating psychiatric and neurolog-
ical disorders, and on the other towards optimizing the performance of healthy
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subjects. Since the brain is the control center of physical, mental and cognitive
functions, and NF acts directly upon brain mechanisms that govern or con-
tribute to these control processes, the potential scope of NF is vast.�is is re-
�ected in the panel of applications for which NF has already been explored:

• �erapeutic applications: ADHD, epilepsy, depression, anxiety, learning
disorders, sleeping disorders, autism, post-traumatic stress disorder, addic-
tion, chronic pain, tinnitus, migraines, Alzheimer’s, Parkinson’s, schizophre-
nia, ...72; 72 (Birbaumer, Ramos Murguialday, et al.,

2009; Hammond, 2011; Niv, 2013; Wycko�
& Birbaumer, 2014)• Non-therapeutic applications: mental rotation, attention, memory, visual

skills, musical performance, performance of surgical tasks, sportive perfor-
mance, cognitive deterioration, meditation73. 73 (Gruzelier, 2014a; Gruzelier, 2014b;

Scharnowski &Weiskopf, 2015)
Although there is a large range of variety in the studies performed, the results
obtained are preliminary in nature, except in the domain of ADHD, where NF
is currently in the process of achieving su�cient levels of proof. Indeed, most
NF studies are case studies, or have methodological �aws that limit the scope
of their conclusions. Maintaining quality levels in NF studies aiming to demon-
strate the e�ectiveness of an NF protocol in improving a given disorder or func-
tion is therefore a substantial multidisciplinary methodological challenge. NF
has long su�ered from a lack of scienti�c credibility inherited from the rapid
failure of alpha NF in the seventies, but also from the poor quality of early stud-
ies that were not reproducible, with very few subjects in poorly controlled ex-
perimental conditions. Today, it has been clearly established that in order for
an NF protocol to be proven e�ective in a given application, it must �rst be
subjected to rigorous experimentation that observe the principles of evidence-
based medicine: signi�cant numbers of subjects, use of control groups (in par-
ticular placebo groups74), randomization, double-blind trials, studies by multi- 74 (Martijn Arns, Heinrich, & Ute Strehl,

2014)ple research groups, evaluation of physiological, psychological and behavioral
e�ects in the short, medium and long term 75. Given that NF training programs 75 (Robineau et al., 2017)

o�en require over thirty sessions to obtain sustainable results, and that these ses-
sions must be multiplied by the number of subjects in the study, the resources
required to properly meet all of these requirements soon become colossal.�e
only domain in which these requirements have started to be met is that of
ADHD.
By exploiting the self-regulation capacity of its users, NF could potentially

�nd its place as a non-invasive or complementary alternative to other treatments,
such as pharmacological treatments, neurosurgery, psychotherapy and passive
stimulation techniques (like transcranial magnetic stimulation (TMS) and tran-
scranial direct current stimulation tDCS). Below, we shall describe the state of
the art for the major therapeutic applications of NF.

ADHD ADHD is the clinical application of NF that has been studied in the
most depth by far.�e protocols that have been shown to be bene�cial are the
theta/beta protocols (inhibition of theta and facilitation of beta at the fronto-
central electrodes), SMRand SCP.Onemeta-analysis76 of over ��eenRCT stud- 76 (Arns, Ridder, & Strehl, 2009)

ies with a total of 1194 patients concluded that EEG-NF could be considered
an “e�ective and speci�c” alternative to usual treatments based on stimulants
(methylphenidate and amphetamines), which are limited by their short-term
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mode of action and potential side-e�ects.�e authors of the meta-analysis re-
port a large e�ect size on symptoms of inattention and impulsiveness, and a
medium e�ect size on hyperactivity. However, the e�ect sizes were found to be
smaller in better-controlled studies, i.e. studies with a placebo control group77.77 (Arns, Ridder, & Strehl, 2009)

Additional RCTs with placebo groups are still necessary, particularly double-
blind studies, to identify more precisely the e�ectiveness of NF. As for the du-
ration of the e�ects of treatment, several studies have shown that the e�ects
of the SCP and theta/beta protocols persisted a�er the last session of NF, for 6
months78 and for 2 years79.78 (Gani, 2009; Leins et al., 2007)

79 (Gani, 2009)

Epilepsy Roughly one-third of patients su�ering from epilepsy do not re-
spond to anti-convulsives, and cannot be treated by operation due to the local-
ization of their epileptic foci. NF could represent a viable alternative for these
patients. Epilepsy was the �rst therapeutic application of NF to be discovered80.80 (Sterman, LoPresti, & Fairchild, 1969)

�e protocols that seem best-adapted to epileptic patients are the SMR and SCP
protocols. One meta-analysis81 of 174 patients over 10 studies (9 SMR, 1 SCP)81 (Tan et al., 2009)

showed that the frequency of seizures decreased in 74% of the patients. One
study even observed persistent e�ects 9 years a�er treatment with NF82. De-82 (Ute Strehl et al., 2014)

spite these encouraging results, larger-scale trials are required to prove that NF
is e�ective in cases of pharmacoresistant epilepsy.

Depression Unlike existing therapies (psychotherapy, antidepressants, elec-
troshock therapy) andmoremodern alternatives (vagus nerve stimulation, TMS),
one of the unique aspects of NF is that patients su�ering from depression are
placed in the role of actors in their healing process, demonstrating to them-
selves that they have the capacity to in�uence their own brain activity, and
consequently their psychological states.�e EEG-NF protocol that has been
studied in most depth for depression aims to regulate the frontal asymmetry
of alpha waves, based on the hypothesis that in some patients su�ering from
depression, the right prefrontal lobe associated with withdrawal behavior is hy-
peractive, whereas the le� prefrontal lobe associated with approach behavior is
hypoactive. Although several studies appear to report an improvement in de-
pression scores following the application of this protocol83, these studies have83 (S. W. Choi et al., 2011; Peeters et al.,

2014) a number of methodological �aws such as: low patient numbers, low initial de-
pression scores, limited number of evaluation criteria for describing e�ects on
depression, lack of control for unspeci�c e�ects. Furthermore, the speci�city of
the frontal asymmetry marker is still subject to debate. As emotional circuits
involve deep and complex networks, it is possible that traditional EEG-NF is
not su�cient to regulate this kind of circuit. One LORETANF study 84 showed84 (Paquette, Beauregard, & Beaulieu-

Prévost, 2009) that reducing rapid beta wave activity (18-30 Hz) in the corticolimbic/paralim-
bic regions of patients su�ering from major depression was correlated with an
improvement in depression-related symptoms. fMRI-NFmight also be promis-
ing for treating depression, giving its capacity to target the deep regions of the
emotional circuit such as the amygdala and the ventrolateral prefrontal cortex85.85 (K. D. Young et al., 2014)

A recent study also showed that it is possible to simultaneously combine EEG-
NF of frontal asymmetry and fMRI-NF of the amygdala86, which could allow86 (Zotev, Phillips, et al., 2014a)

the e�ects of both protocols to be combined.



29

Motor rehabilitation following a stroke It is an established fact that the imag-
ination of a movement activates regions and circuits similar to those activated
by e�ectively performing the samemovement87. By practicing imaginingmove- 87 (Sharma & Baron, 2013a)

ments, individuals with paralysis a�er a stroke directly utilize the damagedmo-
tor regions in the brain, stimulating neuronal plasticity. It is assumed that prac-
tice can help them progressively recover motor function. To allow patients to
overcome the phenomenon known as "learned non-use" and to achieve actual
recovery of motor control in the a�ected limb, closing the sensorimotor loop
during NF seems crucial88. Visual or audio feedback is generally not su�cient 88 (Dokkum, Ward, & La�ont, 2015)

for this, and instead tactile feedback should be used.�is feedback should be
well-calibrated to �t the subject’s intended movement, for example using an or-
thesis89 or by combining NF with function electrical stimulation (FES)90. 89 (Shindo et al., 2011; Ramos-Murguialday

et al., 2013)
90 (B. M. Young, Williams, & Prabhakaran,
2014)NF for controlling BCIs As remarked by Lotte et al.91, “using BCIs is a skill”.
91 (Lotte, Larrue, & Mühl, 2013)Indeed, before being able to operate a BCI (especially a spontaneous BCI) with

a given brain pattern, e.g. by imagining moving the le� or right hand, subjects
must �rst learn to generate this pattern reliably92. Subjects can achieve this 92 (Hwang, Kwon, & Im, 2009)

through hours of mental practice, but it is di�cult for them to be certain that
they are practicing the correct tasks, and that they are orienting their e�orts
in the correct direction. NF provides users with an objective representation of
the pattern, allowing them to practice controlling it in more favorable learning
conditions. NF-based practice is therefore an indispensable preliminary stage
for the usage of certain BCIs, such as spontaneous BCIs.

2.6 conclus ion

NF is a technique that involves measuring the brain activity of a subject, and
communicating this information to the subject in real time so that he or shemay
learn to control one speci�c aspect of it. Until recently, the primary distinction
between this technique and BCIs was essentially the fact that the objective of
NF is self-control, whereas BCIs (in the classical sense of assistive BCIs) aim to
control objects external to the user. Today, this distinction has begun to fade,
as the �eld of applications of BCIs has been extended to include BCIs for brain
rehabilitation, given the name of "restorative BCIs". We might therefore hope
to see the NF and BCI communities come closer together in future thanks to a
transfer of experience and knowledge. For example, the NF community might
bene�t from the more sophisticated processing tools and feedback forms devel-
oped for BCIs, while the BCI community might bene�t from the learning and
brain self-regulation principles used in NF.
Although certain forms of EEG-NF are already used by practitioners who

boast of innumerable bene�ts, NF is still an experimental technique. Among all
of the EEG-NF protocols suggested over the course of 60 years in response to a
very wide panel of applications, only the SCP, SMR and theta/beta protocols for
treating ADHD have begun to attain su�cient levels of proof. Outside of this
special case, it seems that traditional NF approaches based on EEG with one or
two channels are limited by the quality and the low speci�city of the recorded
information.�us, in order to better target the activity of certain regions of the
brain, researchers have developed new NF techniques that use larger numbers
of EEG electrodes (LORETA-NF with a full EEG headset) or using other equip-
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ment (fMRI-NF, MEG-NF, NIRS-NF). �e most noteworthy of these newer
techniques is fMRI-NF, which gives access to the self-regulation of speci�c
brain regions with high spatial resolution. fMRI-NF already shows promise for
treating emotional disorders93, chronic pain94, and other disorders95. Recently,93 (K. D. Young et al., 2014)

94 (DeCharms et al., 2005)
95 (Sulzer et al., 2013)

a study demonstrasted the feasibility of simultaneous EEG-NF and fMRI-NF96

96 (Zotev, Phillips, et al., 2014a)
leading the way for the development of new multimodal NF approaches that
could potentially outperfom unimodal NF approaches. Studies questioning the
mechanisms at work in NF are another active area in the current state of NF,
which should lead to the development of more e�ective protocols. Last, in or-
der to prove the e�ectiveness of these protocols in speci�c conditions and to
justify their integration into treatment programs, large-scale RCT will be indis-
pensable.�ere are currently far too few such studies.
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COMBIN ING EEG AND FMRI FOR NEUROFEEDBACK

"L’union fait la force. Oui. Mais la force de qui ?"
— Emile-Auguste Chartier, dit Alain

Prelude �is chapter lays the foundations for understanding why and how EEG
and fMRI should be combined for NF purpose. We start by explaining under
which conditions EEG and fMRI should be acquired simultaneously, and how
electrophysiological and BOLD signals are known to be related. Next we make
out a methodological comparison of EEG-NF and fMRI-NF that will be partic-
ularly useful when designing bimodal EEG-fMRI-NF protocols. We then review
exhaustively the limited corpus of NF studies that have exploited EEG and fMRI
together and eventually propose a taxonomy of such studies.

3.1 when to do simultaneous recordings ?

When recording EEG inside anMR, EEG is a�ected by strong artifacts1 that can 1�emain artifacts are the gradient and the
ballisto-cardiogram artifact.�eir origin is
explained in 4.1.1.1be hard to remove, especially in real-time. Separate acquisition of the EEG and

the fMRI presents the big advantage of not generating such artifacts. In some
cases, the EPI acquisition can be triggered based on an event detected from the
EEG, as was done in the �rst studies on epilepsy (interleaved recordings). As
pointed out by Jorge et al., event-related designs cannot be optimized simulta-
neously for EEG and fMRI2. Simultaneous acquisition ensures that BOLD and 2 (Jorge, Grouiller, et al., 2015)

EEG data correspond to the exact same experimental situation, thus prevent-
ing from uncontrolled e�ects of novelty processing, learning or experimental
variability related to preparation time, task experience, sensory stimulation and
recording environment that necessarily a�ect the subject’s mood, attention, ex-
pectation, motivation and behavior3. Advantages and drawbacks of the two ap- 3 (Debener et al., 2006)

proaches are summarized in Figure 19.

Figure 19 –Bene�ts and drawbacks
of separate vs simultaneous EEG-
fMRI recordings (fromDebener et
al. (2006))

Considering the technical issues of the simultaneous acquisition of EEG and
fMRI, such an experimental setting should be used essentially in cases where
the EEG is expected to vary signi�cantly during the span of the experience and
even preferably if these variations are to be exploited online, by example for the
detection of events or study of inter-session variability.�is is potentially the
case for NF studies. If the experiment can be repeated many times with a high
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degree of reliability, then data can be acquired separately.

3.2 when eeg and fmri agree and disagree

Although fMRI is to this day the most widely used tool in human cognitive
neuroscience, the relationship between the BOLD signal and the neuronal ac-
tivity is still not fully understood4.�e active process that links transient local4 (Nikos K Logothetis & Wandell, 2004;

Nikos K. Logothetis, 2008; Riera &
Sumiyoshi, 2010; Ekstrom, 2010; Hillman,
2014)

neuronal activity to an orchestrated increase in local blood �ow is called neu-
rovascular coupling5. Over the past two decades, many studies have combined

5 (Hillman, 2014; Huneau, Benali, &
Chabriat, 2015)

electrophysiological and hemodynamic measurements to investigate the neu-
rovascular coupling in animals and humans (healthy subjects and patients) in
various experimental conditions (rest, sensory stimulation, cognitive tasks...).

Partial non-linearity of the BOLD signal Within a limited dynamic range
of stimulus conditions, the BOLD signal appears to be linearly coupled to neu-
ronal activity6. In other situations non linear-coupling has been observed. In6 (Shmuel, 2009)

some networks, the BOLD saturates before the neuronal activity, while in some
other networks it can be the opposite.

BOLD re�ects LFP rather than spike rate Animal studies combining inva-
sive electrophysiological (LFP: local �eld potentials and MUA: multiunit activ-
ity) and hemodynamic recordings7 consistently report a tight correlation be-7 fMRI or optical imaging

tween the BOLD signal and LFP8 rather than with action potentials9,10.�is8 LFP re�ect input synaptic activity and in-
tralaminar cortical processing
9 Action potentials re�ect output spiking
activity
10 (N K Logothetis et al., 2001; J. B. M.
Goense & Nikos K. Logothetis, 2008; Niess-
ing, 2005; Viswanathan & Freeman, 2007)

�nding was also replicated in simultaneous intracranial EEG (icEEG)-fMRI
data recorded during the pre-surgical evaluation of patients with drug-resistant
epilepsy11. More speci�cally the study by Murta et al. suggested that the ampli-

11 (Mukamel et al., 2005; Lachaux et al.,
2007; Nir et al., 2007; Murta, Chaudhary,
et al., 2016)

tude of the BOLD signal depends more on the duration of the underlying LFP
than on the degree of neuronal activity synchrony (re�ected by the amplitude
of the LFP)12.

12 (Murta, Chaudhary, et al., 2016) Colocalizationof electrophysiological andhemodynamic sources At themeso-
scopic and macroscopic scale, it has been observed that of electrophysiological
and hemodynamic source locations matched well in di�erent brain areas and
under di�erent conditions13.13 (M. J. Rosa, Daunizeau, & Karl J. Friston,

2010; Horovitz et al., 2004; Lachaux et al.,
2007; Siero et al., 2013)

BOLD correlates with gamma oscillations Many studies have described a
positive correlation between the BOLD signal and gamma activity14 and a neg-14 Gamma oscillations are associated with

local neuronal processing ative correlation with lower-frequency (alpha, beta)15.�e study by Scheeringa
15 (Scheeringa et al., 2011; Mulert &
Lemieux, 2010; Lachaux et al., 2007; Ma-
gri et al., 2012)

et al. additionally reveals that alpha/beta and gamma band neural dynamics
contribute independently to the BOLD signal16.�e study by Magri et al. sug-

16 (Scheeringa et al., 2011) gested that the amplitude of the BOLD signal re�ects the relationship between
alpha and gamma power, while the latency of BOLD with respect to signi�cant
changes in gamma power re�ects the relationship between beta and gamma
bands17.�e study by Engell et al. indicates that hemodynamic changes mea-17 (Magri et al., 2012)

sured by fMRI re�ect non-phase-locked changes in high frequency power rather
than the phase-locked ERP18.18 (Engell, S. Huettel, & McCarthy, 2012)

However these principles should be considered carefully as the directions of
EEG-BOLD signal correlations might vary accross brain regions, time, brain
states and EEG frequency band19.19 (S. A. Huettel et al., 2004; Michels et al.,

2010; Engell, S. Huettel, & McCarthy, 2012)
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Negative BOLD has a speci�c neurovascular origin Some studies suggest
that negative BOLD responses have a neuronal component to their physiolog-
ical origin (rather than resulting from a pure vascular phenomenon) and that
positive andnegative BOLDsignals have di�erent neurovascular couplingmech-
anisms 20. As the BOLD response attests of the balance between oxygen supply 20 (J. Goense, Merkle, & Nikos K. Logo-

thetis, 2012; Mullinger et al., 2014; Mag-
gioni et al., 2016)and consumption, in situations where the neural activity is exceptionnally high

(such as in hippocampal neurons during epileptic seizures by example21), it is 21 (Schridde et al., 2008)
possible for the oxygen consumption to exceed the supply and thus to result
in negative BOLD response.�e initial dip of the HRF is an example of this
phenomenon.

Non-neuronal contributions to the BOLD signal Blood �ow in the brain is
regulated by neurons and glial cells, in particular astrocytes which act as inter-
mediary between neurons and the vasculature22. BOLD signal might therefore 22 (Howart2014; Attwell et al., 2010;

Huneau, Benali, & Chabriat, 2015)also be a a�ected by glial activity. A study by Schulz et al showed that glial acti-
vations prolonges the BOLD response potentially by prolonging the dilation of
the blood vessels.23 23 (Howart2014; Schulz et al., 2012)

�e BOLD signal has also been shown to be in�uenced by physiological
parameters24.�e study by Sumiyoshi et al. indicates that coupling or poten- 24 (Sumiyoshi et al., 2012; Pfurtscheller,

Schwerdtfeger, et al., 2017)tial decoupling of BOLD and gamma oscillations is strongly in�uenced by sys-
temic physiological parameters (mostly heart rate), which dynamically re�ect
the baseline state of the subject25. 25 (Sumiyoshi et al., 2012)

Coupling at rest Some studies have found correlations between the BOLD
signal and LFP during resting-state26. More precisely, the study by Ma et al. 26 (Shmuel & Leopold, 2008; Magri et al.,

2012; Ma et al., 2016)suggested that resting-state BOLD is coupled to excitatory neural activity27. 27 (Ma et al., 2016)Functional connectivity analysis of resting state fMRI have enabled to identify
4 large-scale functional default networks showing stable hemodynamic signa-
tures of about 10 seconds28.�ese networks have been attributed to phonolog- 28 (Britz, Van De Ville, & Michel, 2010)

ical processing, visual imagery, attention reorientation, and subjective process-
ing. On the other end, the study of the stability of EEG scalp topography reveals
4 EEG microstates (see Figure 20) whose durations span between 80 and 120
milliseconds29. Interestingly, despite their di�erent temporal scales, EEG mi- 29 (Koenig et al., 2002)

crostates and BOLD resting-state networks have been found to be signi�cantly
correlated30. 30 (Britz, Van De Ville, & Michel, 2010;

Yuan, Zotev, et al., 2012)

Figure 20 – EEG micro-states
(from Koenig et al. (2002))

Decoupling situations Several studies have described situations in which the
BOLD signal and the underlying neural activity were dissociated 31. Decoupling 31 (Ekstrom, 2010)

can be observed for di�erent reasons:32: 32 (M. J. Rosa, Daunizeau, & Karl J. Friston,
2010)

• In terms of source locations, it is possible that the neuronal population re-
sponsible for the EEG signal do no collocate with the vascular tree supplying
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the blood to these neurons and that triggers the associated BOLD change;

• fMRI changes without EEG correlates (EGG-blind fMRI sources) can be ex-
plained by di�erent reasons:

– some processes require energetic support through blood (such as neuro-
transmitter synthesis, glial cell metabolism, maintenance of the steady-
state potential) and will thus trigger a BOLD change but do not generate
electrical activity;

– non synchronized electrophysiological activity;
– closed source con�guration invisible to EEG.

• EEGchangeswithout fMRI correlates (fMRI-blindEEG sources): fMRImight
be blind to transient electrophysiological activity.

• signal detection failures.

In some cases, the decoupling between electrophysiological and hemody-
namic/metabolic activity can be a sign of a pathology in itself33. Alterations33 (Huneau, Benali, & Chabriat, 2015;

Girouard, 2006) of the BOLD fMRI signal with ageing and disease have been described in the
literature34.34 (D’Esposito, Deouell, & Gazzaley, 2003;

Schridde et al., 2008; Girouard, 2006) As a last remark, even in caseswhere the hemodynamic and electrical sources
are not correlated, due to global in�uence of endogenous condition a functional
but not necessarily anatomical overlap can exist.

3.3 methodological compari son of eeg -nf and fmri -nf

�ough EEG and fMRI are the twomost widespreadmodalities in NF research,
EEG-NF and fMRI-NF are rarely studied with regard to each other. Yet there is
no guarantee that the body of work can easily be transfered from one procedure
to the other.�ough there are generalmechanisms involved in both procedures,
the di�erent natures of EEG and fMRI impose di�erent constraints on the de-
sign of NF protocols. Extrapolating, it is conceivable that as a consequence they
could have di�erent areas of specialization and be better suited to the regulation
of di�erent kind of brain patterns and even brain functions. Table 1 elucidates
some general and methodological aspects of EEG-NF35 and fMRI-NF36, three35 (Enriquez-Geppert, Huster, &

Herrmann, 2017; Gruzelier, 2014c)
36 (Sulzer et al., 2013)

of whichwewill delvemore into: NF signal, task design and duration, andNum-
ber of training sessions.

NF signal EEG-NF and fMRI-NF literatures o�er a wide variety of methods
to compute the NF signal which basically range from spatially univariate to spa-
tially multivariate methods (though multivariate methods are more o�en used
for "brain reading"37 applications). Figure 21 illustrates how di�erent fMRI fea-37 "speci�c mental states or representational

content is decoded from fMRI activity pat-
terns a�er performing a training phase"
(Goebel, 2012)

ture extraction methods integrate the BOLD signal in the spatial and tempo-
ral dimensions. Given the low temporal resolution of fMRI, the compromise
between the quality and the instantaneous representativity of the NF signal
is sometimes hard to �nd. Some methods construct an online model that is
updated either on a sliding-window or incrementally. Among univariate fMRI
methods38, online version of the general linear model allows to model noise38 (Robert W. Cox, Jesmanowicz, & James

S. Hyde, 1995; Gembris et al., 2000; Bagari-
nao et al., 2003a; DeCharms et al., 2005;
Nakai et al., 2006b; Hinds, Ghosh, ToddW.
�ompson, et al., 2011)

confounds. Multivariate methods are capable of exploiting the full information
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EEG-NF fMRI-NF

Neurophysiological origin Sum of synchronized post-synaptic den-
dritic potential

Blood oxygen level dependent

Equipment cost 100 - 20 000 euros (60 000 euros for MR-
compatible EEG device)

1 - 5 million euros + 300 euros/h

Spatial resolution centimeters millimeters
Sensitivity depth ∼ 4 centimeters Whole brain
Temporal resolution Milliseconds Few hundreds of milliseconds (TR) + 4-6

seconds hemodynamic delay
Duration of stable states at
rest

EEG microstates last about 80 - 120 ms fMRI resting-state network are stable over
5-10 sec

Signal dri� origin (Mor-
com & Fletcher, 2007)

Eye movement, deep breathing, sweating Scanner instabilities (Smith et al., 1999),
brain physiology (Yan et al., 2009)

Feature selection Usually based on the literature linking ab-
normal brain oscillations to speci�c symp-
toms) with possibilities to personalize the
feature. Machine learning techniques are
rarely used.

Functional and/or anatomical localizer

NF signal (types of feature) • Amplitude of speci�c frequency bands at
one, two electrode sites

• SCP
• Amplitude ratio between di�erent fre-
quency bands at one, two, or more elec-
trode sites

• Z-score NF allows to target absolute/rel-
ative power, ratios, coherence, phase, ...

• Source-based (source localization Loreta
NF, BSS-NF)

• Average percent signal change in ROI
• Di�erential signal between the ROI and
a large background region to cancel out
global changes due to arousal, breathing,
heart rate and head movements

• E�ective connectivity

(More details can be found inFigure 21 )

Baseline estimation �e same baseline can be used over many
sessions or it can be calculated at the begin-
ning of each session

Usually the baseline is updated at every
block which partly removes low-frequency
dri� (if blocks are not too long). Detrending
and high pass �ltering can also be applied
online to remove the low-frequency dri�.

Task design Block, continuous/self-paced (Scherer et al.,
2007), event-related

Block

Task duration Usually about 2-5 minutes but can be much
shorter (few seconds forMI) ormuch longer
(tens of minutes for deep state NF)

15-45 seconds

Number of training ses-
sions

20 - 40 5 - 10

Table 1 – Comparison of gen-
eral and methodological aspects
of EEG-NF and fMRI-NF
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present in the data39. Looking at the fMRI-BCI community, some interesting39 (Eklund et al., 2010; LaConte, 2011;
Sitaram, S. Lee, et al., 2011; Soldati, Vince
D. Calhoun, et al., 2013; Koush, Maria
Joao Rosa, Robineau, Heinen, W. Rieger,
et al., 2013; Zilverstand et al., 2014a; Koush,
Meskaldji, et al., 2015)

methodological works have been proposed that can give ideas to the fMRI-NF
community. Sorger et al.40 proposed di�erent ways of increasing the degrees of

40 (Sorger, Kamp, et al., 2016)

freedom in encoding separate intentions for an fMRI-BCI: spatial features that
implement di�erent types of mental tasks41, temporal features that use di�erent

41 (J. H. Lee et al., 2009; J. J. Yoo et al., 2012)
encoding time intervals42, a combination of spatial and temporal features, and

42 (Sorger, Dahmen, et al., 2009)
magnitudinal features that encode gradual BOLD amplitude43. �ese works

43 (Sorger, Kamp, et al., 2016)
suggest that it might be possible to implement new kind of NF designs that
would allow to regulate di�erent aspects of the brain response.

Figure 21 – Methods for fMRI fea-
ture extraction grouped by their
spatio-temporal integration

Taskdesignand taskduration �anks to its higher temporal resolution, EEG
gives good �exibility on the type of design and task duration. During long tasks
(> 1minute), the trainer can even interact with the user to suggest strategies. On
the opposite, it seems harder to implement fMRI-NF protocols with short tasks,
event-related or asynchronous design because of the slow BOLD dynamics and
the limited temporal resolution of fMRI. For the same task, EEG-NF and fMRI-
NF protocols can vary greatly. For example, most MI-based EEG-NF/BCI rely
on the Graz-MI protocol44 and use pretty short tasks, around 5 seconds long45.44 (Pfurtscheller & Neuper, 2001)

45 (Ono et al., 2014; Prasad et al., 2010;
Kaiser et al., 2011)

Meanwhile MI-based fMRI-NF tasks are usually around 20 seconds long46 (ex-
46 (Berman et al., 2012; Chiew, LaConte, &
Graham, 2012; Johnson & Hartwell, 2012)

cept in 47 in which theMI tasks are 5 seconds long).�is example highlights the

47 (S. S. Yoo et al., 2008)

fact that designing an EEG-fMRI-NF protocol compatible with EEG and fMRI
constraints is a real challenge48,49.

48 (Warbrick, Reske, & Shah, 2013)
49 "Considering the distinct timescales of
EEG and fMRI responses, experimental
paradigms must be carefully designed to
highlight the phenomena of interest in each
modality, while dealing with potential sen-
sitivity and speci�city compromises.(Jorge,
Van der Zwaag, & Figueiredo, 2014)
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Number of training sessions �e number of NF sessions needed to achieve
long-lasting self-regulation and functional outcomes is thought to be higher
with EEG-NF than with fMRI-NF.�is could be due to the fact that EEG fea-
tures are noisier and less speci�c than fMRI features, especially in traditional
EEG-NF methods which target single electrode sites that are likely in�uenced
by large scale EEG dynamics involving several brain regions and processes50. 50 (White, Congedo, & Ciorciari, 2014)

NF pionneer Niels Birbaumer also hypothesizes that metabolic activity can be
more easily and rapidly controlled than electrophysiological activity because
"the brain processes information from its vascular system but has no sensors for
its neuroelectric responses"51,52. 51 (Birbaumer, Ramos Murguialday, et al.,

2009)
52 See Birbaumer’s interview on GoCogni-
tive3.4 l iterature review of eeg /fmri nf studies

In the recent years, a dozen NF studies have reported the use of EEG and fMRI.
In this section, we review their motivations and approaches.

Lévesque et al. 2006 53 Lévesque et al. conducted a fMRI study to measure 53 (Lévesque, Beauregard, & Mensour,
2006)the e�ect of NFT on the neural substrates of selective attention in children with

ADHD. Fi�een children were randomly assigned to the NF or to the control
group. fMRI was acquired 1 week before the beginning of the NF training and 1
week a�er the end of this training, while children performed a counting stroop
task. Before NF, the counting tsroop task was associated with signi�cant loci
of activation in the le� superior parietal lobule in both groups. A�er NF, for
both groups, the counting stroop task was still associated with signi�cant ac-
tivation of the le� superior parietal lobule. But only children from the experi-
mental group showed signi�cant activation of the right anterior cingulate cor-
tex (ACC).�ese results suggested that in ADHD children, NF has the capacity
to normalize the functioning of the ACC, a key neural substrate of selective at-
tention.

Kinreich et al. 2012 54 In a 2012 study by Kinreich et al., 30 healthy subjects 54 (Kinreich, Podlipsky, Intrator, et al.,
2012)underwent two sessions of theta/alpha EEG-NF (usually used for deep relax-

ation training in anxiety and mood disorders), the �rst outside of the MRI
scanner, and the second inside of theMRI scanner. For each subject, the 3 most
responsive out of the 8 occipital electrodes were chosen for NF in the second
session based on the result of the �rst session. A�er these 2 NF sessions, sub-
jects were then categorized into responders and non responders based on their
performance in modulating their theta/alpha ratio which was also validated by
looking at their heart rate variability. O�ine EEG-informed fMRI analysis of
the responders data then revealed brain networks correlated to the modulation
of alpha, theta and theta/alpha.�e analysis showed correlated and inversely
correlated activity in cortical and subcortical areas involved in sensory, atten-
tion and emotion regulation.
Later on, the same authors conducted another study55 in which they used a 55 (Kinreich, Podlipsky, Jamshy, et al., 2014)

theta/alpha NF protocol to rapidly induce the transition into pre-sleep and si-
multaneous fMRI to reveal state-dependent neural activity.�ey identi�ed four
di�erent periods that designated the neural dynamics of the transition into pre-
sleep. Pre-sleep initiation was found to depend on reduced activation in sub-
cortical regions involved in sensory gating (e.g. medial thalamus). In contrast,

http://www.gocognitive.net/interviews/specificity-feedback
http://www.gocognitive.net/interviews/specificity-feedback
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pre-sleep sustainement relied on opposite activation of anterior versus poste-
rior salience network.�e authors argued that this opposition could stand for
shi�ing from extra- to intrapersonal neural processing, respectively.

Ros et al. 2013 56 performed an EEG-fMRI study on 34 healthy participants56 (Ros et al., 2013)

to study the brain plasticity induced by a single session of EEG-NF.�e par-
ticipants underwent a 30 min session of EEG-NF for alpha reduction preceded
and followed by two fMRI scans of an auditory oddball task designed to evalu-
ate attention andmind wandering levels.�e connectivity analysis showed that
the NF session induced increased connectivity of the dorsal anterior cingulate
cortex within the salience network, which was correlated to decreased alpha
amplitude, itself correlated to decreased mind wandering.

Meir-Hasson et al. 2013 57 introduced a framework for constructing an EEG57 (Meir-Hasson, Kinreich, et al., 2013)

predictor model called "EEG �nger-print" (EFP) of localized fMRI-BOLD ac-
tivity.�e suggested framework is based on a time/frequency representation
of the EEG data with varying time-delay and consists in applying a ridge re-
gression method to fMRI and EEG data acquired simultaneously to derive a
subject-speci�c predictor (electrodes, frequencies and delays) of BOLD activity
in a certain region.�e authors demonstrated the ability of the method by de-
riving an EFP of the amygdala (amygdala-EFP) and showing that it can predict
activity in this deep limbic region and be used as an EEG-NF target for emo-
tional self-regulation58. Following on the idea of reducing the need for fMRI58 (Cavazza et al., 2014; Cohen et al., 2016;

Meir-Hasson, Keynan, et al., 2016) scanning, the authors further extended their method in order to construct a
common EFP (cEFP), that is a single model that would be valid across di�erent
individuals and di�erent sessions and could thus be used without the need for
prior fMRI scanning59.59 (Keynan et al., 2016; Meir-Hasson, Key-

nan, et al., 2016)

Zotev et al. 2014 60 presented for the �rst time a NF paradigm based on the60 (Zotev, Phillips, et al., 2014a)

regulation of both electrophysiological and hemodynamic activity, which the
authors call rtfMRI-EEG-NF. In this proof-of-concept, 6 healthy subjects un-
derwent simultaneous EEG-NF and fMRI-NF, based on twoprotocols thatwere
previously proposed for training emotional self-regulation with potential appli-
cation to depression: the EEG-NF protocol for regulation of frontal asymmetry
in the high-beta (21-30 Hz) band, and the fMRI-NF protocol for activation of
the le� amygdala which is well known for its role in the processing of negative
stimuli. During the NF training, subjects were instructed to use a conscious
strategy based on retrieval of happy autobiographical memories intended to in-
duce positive emotions.
�e experiment was conducted with a 8-channel MRI head coil array and a
32-channel MR-compatible EEG cap. Experimental choices were constrained
in order to limit the EEG-fMRI artifacts on the EEG-NF signal. First, an EPI
sequence with 64×64 acquisition matrix was used instead of a higher resolu-
tion sequence with 96×96 acquisitionmatrix. Secondly, the high-beta bandwas
chosen instead of the alpha band (which is more classicaly used for asymmetry
training in depression) as it was less a�ected by BCG artifact and random mo-
tion artifacts. �irdly, the electrodes F3 and F4 were chosen to measure the
frontal high-beta power asymmetry because they are the less sensitive to mus-
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cle, saccadic, BCG and random motion artifacts.
Two feedback bars were presented to the subject, the �rst bar representing the
BOLD level of the LA-ROI which was updated every 2 seconds and the sec-
ond bar representing the frontal asymmetry in the high beta band which was
updated every 0.4 seconds.�e block design consisted in alternation of 3 con-
ditions: a Rest condition(for baseline update), a Happy Memories condition in-
volving neurofeedback, and a Count condition consisting in a subtraction task.
Each block lasted 40 seconds.
Figure 22 gives a summary of the experimental protocol used in the study.

Figure 22 – EEG-fMR-NF experi-
mental protocol for emotional self-
regulation described (from Zotev,
Phillips, et al. (2014a))

Real-time artifact correctionwas based on average artifact subtraction. Resid-
ual gradient and BCG artifacts and then muscle and rapid eye movement arti-
facts were removed with o�ine ICA. By comparing results at these di�erent
stages of artifact correction, the authors evaluated that a�er the real-time EEG
processing, the average EEG power (which is actual signal used for NF) still
contained about 50% of gradient and BCG artifacts contribution, and 20% of
muscle artifacts, meaning that the regulation was learned on a signal with a
very low SNR.�e authors identify real-time removal of non stationary arti-
facts (random head movements, cardiac waveform variations, muscle activity)
as one of the main challenge for EEG-fMRI-NF. In addition to being di�cult
to correct, these kind of artifacts tend to be correlated with the commitment
of the subject to the experimental task. Even if these artifacts can be removed
quite accurately with ICA there is currently no algorithm for real-time ICA.
�e authors claimed that the combined protocol could be more e�cient than
either the EEG-NF or the fMRI-NF protocol performed separately. It is indeed
easily conceivable assuming that the EEG-NF and the fMRI-NF protocols are
functionally compatible and not entirely redundant, that they might have mu-
tually consistent and complementary therapeutic e�ects when used in simulta-
neous combination.
Following their previous work on healthy patients, the authors conducted

a pilot study61 using simultaneous EEG during fMRI-NF training of the amyg- 61 (Zotev, Yuan, et al., 2016)

dala inMDDpatients.�eir results demonstrated that frontal alpha asymmetry
showed temporal correlations with amygdala BOLD activity and suggest that
EEG-nf of frontal EEG alpha asymmetry could be compatible with amygdala-
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based fMRI-NF.

Zich et al. 2015 A recent study by Zich et al.62 showed that MI-based EEG-62 (Zich et al., 2015)

NF allowed subjects not only to generate stronger EEG response at the motor
electrodes, but also that the BOLD activity observed in the sensorimotor re-
gions in simultaneous fMRI recordings was higher during MI with EEG-NF as
compared withMI training alone. Interestingly, the study revealed that the con-
tralateral activity in EEG and fMRI were correlated while the laterality patterns
were not.�e �nding that EEG and fMRI signatures of MI are not redundant
suggests a potential for bimodal EEG-fMRI-NF.�e authors stressed the need
of conducting an exhaustive comparison of unimodal and bimodal neurofeed-
back in order to understand the speci�c contribution of each modality: “only
a systematic within-subject comparison using simultaneous EEG-fMRI data ac-
quisition and providing fMRI-based feedback, EEG-based feedback and a hybrid
feedback based on both modalities, would provide exact information about the
validity of each recording modality”.

�ese di�erent studies illustrate the variety of motivations and strategies for
combining EEG and fMRI for NF purpose.

3.5 taxonomy for eeg /fmri nf studies

From the previous literature review we just made, we propose a taxonomy (il-
lustrated in Figure 23) of the di�erent con�gurations for combining EEG and
fMRI in NF studies and their corresponding motivations:

• fMRI before/a�er EEG-NF: Using fMRI before and a�er EEG-NF can be
used to evaluate functional outcomes of the EEG-NF training.�is can be
done either at resting-state63 or during a cognitive task such as an odd-ball63 (Ros et al., 2013)

task or a counting stroop task64.64 (Lévesque, Beauregard, & Mensour,
2006)

• EEG before/a�er fMRI-NF: Similarly to the previous con�guration, EEG
could be used before and a�er fMRI-NF to evaluate functional outcomes of
the fMRI-NF training. To our knowledge the use of this con�guration has
not been reported in the literature.

• Passive fMRI during EEG-NF: Recording passive fMRI during EEG-NF al-
lows to evaluate and validate the EEG-NF protocol and to �nd BOLD corre-
lates of the EEG-NF training.�is con�guration is the one that is most o�en
encountered in the literature65. However it has the disadvantage that EEG

65 (Kinreich, Podlipsky, Intrator, et al., 2012;
Kinreich, Podlipsky, Jamshy, et al., 2014;
Cavazza et al., 2014; Zich et al., 2015; Shtark
et al., 2015)

must be cleaned online from MR and BCG artifact and that the quality of
the online signal used for NF might be limited.

• Passive EEG during fMRI-NF: Recording passive EEG during fMRI-NF al-
lows to evaluate the fMRI-NF protocol and to identify electrophysiological
correlates of the fMRI-NF training66. In this con�guration EEG artifact cor-66 (Zotev, Yuan, et al., 2016)

rection is performed o�ine.�is approach can be used to explore EEG cor-
relates of fMRI-NF that could be used as potential targets for EEG-NF or
EEG-fMRI-NF.
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• fMRI-informed EEG-NF:�e EEG-NF feature is enhanced by integrating
fMRI information.�emodel is usually built frompreliminary simultaneous
EEG-fMRI data 67 and then purposed to be used for EEG-NF without fMRI.

67 (Meir-Hasson, Kinreich, et al., 2013; Key-
nan et al., 2016; Cohen et al., 2016; Meir-
Hasson, Keynan, et al., 2016)

• EEG-informed fMRI-NF:�e fMRI-NF feature is enhanced by incorporat-
ing information from EEG as constraint or predictor. To our knowledge this
has not been investigated in the literature. However, if this is to be done on-
line, then at this price, one could rather do bimodal EEG-fMRI-NF instead
as it would exploit the full information from the available EEG and fMRI
data.

• EEG-fMRI-NF:Complementary EEG and fMRI features are used simultane-
ously to provide NF68. EEG has to be cleaned online from gradient and BCG 68 (Zotev, Phillips, et al., 2014a; Perronnet,

Lécuyer, Lotte, et al., 2016)artifacts. A bimodal EEG-fMRI-NF protocol can be considered as amerge of
an EEG-NF and an fMRI-NF protocol which aremutually compatible or that
are exploited in a way that makes them work e�ciently together.�erefore
taking in consideration the methodological comparison between EEG-NF
and fMRI-NF in Section 3.3 will be useful when designing a bimodal EEG-
fMRI-NF protocol.

• Alternating EEG-NF and fMRI-NF: EEG-NF and fMRI-NF could be used
alternatively in di�erent trials, runs or sessions in order to combine the ad-
vantages of both approaches while avoiding the technical challenges of simul-
taneous acquisition. To our knowledge this has never been investigated.

Figure 23 – Taxonomy of the pos-
sible use of EEG and fMRI in NF
studies
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3.6 conclus ion

In this chapter, we started by presenting general considerations about EEG and
fMRI, namely when they should be acquired simultaneously, and how they are
known to be related. Next we drew up a methodological comparison of EEG-
NF and fMRI-NF in order to identify important aspects that di�er between
the two. Eventually, we reviewed exhaustively the existing NF studies that have
combined EEG and fMRI and we proposed a taxonomy of the di�erent con-
�gurations for combining EEG and fMRI in NF studies. Out of this taxonomy,
we opt for focusing on bimodal EEG-fMRI-NF as it is particularly promising
and mostly unexplored. From the methodological comparison of EEG-NF and
fMRI-NF we presented in Section 3.3, we should retain that task design, task
duration and the choice of features are key aspects to consider when designing
bimodal EEG-fMRI-NF protocols. Indeed the slow BOLD dynamics generally
imposes longer task duration while the high temporal resolution and the tran-
sient nature of EEGcan accomodate shorter tasks. Also the fact that there is a de-
lay between both signals is something to consider. Of course, the solutions and
compromises to these considerations will probably be highly task-dependent.
Knowing how the EEG and fMRI features are supposed to complement each
other, the key will then reside in howwe integrate them in order to produce the
feedback.



4
HOW TO BUILD A REAL-T IME EEG-FMRI PLATFORM
FOR B IMODAL NEUROFEEDBACK

"Nothing complements a fast mind better than a slow tongue."
—Mokokoma Mokhonoana

Prelude Before being able to conduct bimodal EEG-fMRI-NF experiments, one
is faced with the challenge of setting up a real-time EEG-fMRI experimental plat-
form. If EEG-fMRI has become a relatively accessible technique, turning it into a
bimodal NF loop able to acquire EEG and fMRI simultaneously, clean them from
artifacts, extract features and communicate feedback to the subject in real-time
is no easy task. In this chapter, we describe how to build a real-time EEG-fMRI
platform to conduct bimodal EEG-fMRI-NF experiments. �e �rst part gives a
general description of the di�erent hardware, so�ware and logical components of
such a platform and outlines some of its critical aspects such as EEG-fMRI syn-
chronization, and real-time performance. It is intended to be used as a guide for
any laboratory who would like to setup their own real-time EEG-fMRI platform
to perform bimodal EEG-fMRI-NF experiments. �e second part gives an illus-
trative example of such a setup by presenting our own EEG-fMRI NF platform
deployed at Neurinfo’s facilities (CHU Pontchaillou, Rennes, France)1. and the 1Web link to Neurinfo

speci�c implementation choices we made.�e two experimental studies reported
in this thesis (Chapter 5 and Chapter 6) were conducted with that platform.

4.1 general descript ion of a real -t ime eeg -fmri plat -
form for bimodal neurofeedback

�e material of this chapter has been
published in Frontiers in Neuroprosthet-
ics as Mano, Marsel, Anatole Lécuyer,
Elise Bannier, Lorraine Perronnet, Saman
Noorzadeh, & Christian Barillot (2017).
“How to build a hybrid neurofeedback plat-
form combining EEG and fMRI.” In: Fron-
tiers in Neuroscience 11, p. 140. doi: 10.
3389/FNINS.2017.00140.�e con-
tent of this chapter was mainly written
by Marsel Mano, the engineer who imple-
mented the platform.

�e abstract diagram of an EEG-fMRI NF platform is shown in Figure 24. Such
a platform must have a MR compatible EEG and an fMRI acquisition subsys-
tems. Such subsystems are commercially available (see Section 4.2.1 and Sec-
tion 4.2.2) and must be acquired with all the necessary components that enable
real-time acquisition.
�e platform must also have an NF Unit that is capable of: 1) connecting

and acquiring brain signals coming from each subsystem in real-time, 2) esti-
mating the NF values from the brain signals, 3) handling the con�guration and
execution of the experimental protocol, 4) ensuring full synchronization, and 5)
establishing continuous communication with the subject.�eNFUnit is rather
a logical unit that can be implemented by using di�erent so�ware modules de-
ployed on one or several computers/servers on a network.�eNF loop is closed
with the communication device (i.e. display or headphones) which presents the
NF to the subject.

http://www.neurinfo.org/
https://doi.org/10.3389/FNINS.2017.00140
https://doi.org/10.3389/FNINS.2017.00140
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Figure 24 – Abstract diagram of
an EEG-fMRI NF platform. �e
patient/subject is an integral part
of the NF loop. �e brain activ-
ity generates neurosignals which
are read with two subsystems then
forwarded to the NF Unit. �is
unit estimates the NF and then
show the results to the subject
through the display, thus allowing
self-regulation of the brain activity
based on the real-time NF.

4.1.1 NF Unit

�e NF Unit should provide for each modality a real-time processing pipeline
that handles signal acquisition and all the necessary methods/algorithms re-
quired for NF calculation. Furthermore, it should provide the �exibility of us-
ing multimodal or unimodal NF.�e following section explains in detail the
NF Unit components and their functions.

4.1.1.1 �e real-time EEG processing pipeline

�e exact pipeline architecture and its implementation heavily depend on (i)
the NF application(s), (ii) the selected EEG subsystem and (iii) the individual
so�ware engineering approach. A generic diagram of the real-time EEG pro-
cessing pipeline for NF is shown in Figure 26.�is diagram is not a rigid design
architecture but rather a guideline for the real-time EEG processing �ow. Fur-
thermore, its components can be implemented as separate so�ware modules
and/or deployed on several processing hardware.�e pipeline architecture pro-
motes parallel computing of di�erent signal processing steps, which improves
real-time performance.

Initialization.�e initialization information is usually obtained through a
preliminary o�ine training or calibration session but it can also include a priori
information based on empirical knowledge about EEG and/or NF. Depending
on the experimental protocol and the selected signal processing techniques, the
initialization might include spatial or temporal �lters, band power estimates,
signal components (i.e. principal or independent components), thresholds, fea-
tures or NF targets.

Updates. Some NF protocols require online updates that complement or
even substitute the initialization information throughout the duration of an ex-
periment.�ese updates can be used to improve the EEG signal �ltering, reeval-
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uate the extracted features or change the NF targets.
Pre-processing.�is step includes various preliminary signal processing op-

erations (i.e. artifact and/or baseline removal, dipole extraction, etc.) that aim
at improving the signal-to-noise ratio in EEG by minimizing the e�ect of local
and/or global artifacts. Indeed, there are some distinctive EEG artifacts that oc-
cur only during simultaneous EEG and fMRI acquisition, which can severely
compromise the quality of the EEG signals.

• �e gradient artifacts are caused by the scanner’s alternating gradient mag-
netic �eld during anMR acquisition.�e very high amplitude and frequency
variability range of the gradient magnetic �eld causes artifacts with ampli-
tude o�en more than 100 times higher than normal EEG. During an fMRI
acquisition the gradient artifact pattern within each Time of Repetition (TR)
is ideally identical, which leads to very low inter-volume variability gener-
ated gradient artifacts. Hence, the EEG signals recorded within a TR win-
dow can be �ltered by subtracting the artifact as a template2.�e template 2 (Allen, Josephs, & Turner, 2000)

is estimated by averaging a user de�ned number consecutive equally spaced
intervals extracted in phase with the artifact generation.�is method causes
the randomly distributed EEG signals to be subtracted from the averaged
curve, ideally leaving only the external in�uence of the scanner. For online
applications, 5 to 15 shi�ing consecutive TRs are used to build the template.
�e template is then subtracted from the following TR window, thus leav-
ing only the �ltered EEG signal. It is worth noting that the EEG ampli�ers
should be very sensitive to small changes in EEG micro currents (∼0.1µV),
while also having a large dynamic amplitude range (∼50000µV) in order to
record both the EEG with appropriate resolution and the MR artifacts with-
out saturation.

• �e ballistocardiogram (BCG)3 artifacts are caused by themicro currents gen- 3 It is also sometimes called the cardio-
ballistic (CB) artifact.erated by the pulsatile blood �ow related movement of the EEG electrodes

in the presence of the strong magnetic �eld of the scanner.�eir occurrence
is thus strongly related to the subject’s heartbeat and their amplitude range is
higher than that of normal EEG.�e BCGartifacts correctionmethod is very
similar to that of gradient artifact. Heartbeats are recorded and detected on
a speci�c channel, then for each channel a template is calculated using 10 to
20 pulse intervals. Finally, the template is removed from the following pulse
interval4. Depending on the subject’s heartbeat variability, the removal of 4 (Allen, Polizzi, et al., 1998)

the BCG artifacts can be very challenging and give less than optimal results
during real-time applications.

• Another MR speci�c EEG artifact is caused by the scanner’s internal ventila-
tion system.�e best way to avoid this artifact is to switch o� the ventilation
system for the duration the experiment, if this is allowed by the MR scanner
manufacturer’s guidelines. Otherwise, it can be removed as shown by Nier-
haus et al5. 5 (Nierhaus et al., 2013)

A�er removing all the MR speci�c artifacts, the real-time EEG signal pro-
cessing is very similar to that of the standard EEG acquired outside of MR.

Filtering.�is step includes more elaborate signal processing operations in
the spatial and temporal domain. Commonly used spatial �ltering techniques
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include variants of surface Laplacian, common spatial patterns (CSP), or beam-
forming6. More elaborate techniques that aim at EEG source localization and6 (Nunez &Westdorp, 1994; Lotte & Guan,

2011; Spencer et al., 1992) signal decomposition use various independent component analysis (ICA)meth-
ods, inverse modeling, etc.7. Temporal �ltering is usually based on the spectral7 (Subasi & Gursoy, 2010; Pascual-Marqui

et al., 2002) analysis of the EEG signals.�emajority of the �ltering operations requires pre-
liminary training to build subject speci�c �lters and/or mathematical models
in order to improve the real-time �ltering results.

Feature extraction. A�er �ltering, prede�ned EEG features are extracted.
�e choice of features highly depends on the NF protocol.�e most common
features are extracted from the signal power analysis in the frequency domain.
�e features are then used for the NF calculation (see Section 4.1.1.3.

4.1.1.2 �e real-time fMRI processing pipeline

�e diagram of a generic real-time fMRI processing pipeline for NF is shown
in Figure 27. Similar to EEG, the fMRI pipeline architecture also depends on
the application, the fMRI subsystem and so�ware engineering approach.

Initialization.�e fMRI initialization information is spatial, temporal or a
combination of the two. A typical spatial information is a brain region of inter-
est (ROI) that can be selected a priori (i.e. from a brain atlas8), extracted o�ine8 (Robert W Cox, 1996; Tzourio-Mazoyer

et al., 2002) from previous studies or by a functional localizer preceding the NF session. Ex-
amples of temporal information are the experimental design, the hemodynamic
response function as well as various temporal �lters used for time-series anal-
ysis.�e fMRI activation mapping techniques yield both spatial and temporal
information.�ere are also some protocols that would take into account di�er-
ent ROIs and their activation order based on dynamic causal models9. Initial-9 (William D Penny et al., 2011; Stephan et

al., 2008; Will D Penny et al., 2004) ization may also include information used for NF estimation like target BOLD
contrast values or thresholds.

Updates. Real-time updates can be used to improve spatial �ltering by using
voxel clustering in neighboring areas or ROI shape and size changes, to improve
temporal �ltering (i.e. change online processing parameters or noise �lters), or
even to dynamically change the NF target(s).

Pre-processing.�is step includes various mathematical transformations of
the fMRI volume series including registration, motion estimation and correc-
tion, smoothing and slice-time correction.�eir aim is to improve the fMRI
signal-to-noise ratio and also to account for signal distortion due to subject’s
head motion10.10 (Karl J Friston et al., 1995; Jenkinson et

al., 2002) Spatial Filtering. Global brain activity is seldom the goal of NF. Instead, lo-
cal activities on speci�c ROI(s) are usually monitored. Spatial �ltering is used
to extract the BOLD contrast values of the ROI voxels.�is provides focus to
the hemodynamic activity of the targeted brain region(s). Furthermore, it also
reduces signi�cantly the online computation demand for the following process-
ing steps.

Temporal Filtering. �e fMRI signal is a�ected by random noise, physical
artifacts from the scanner, subject’s motion artifacts or other physiological �uc-
tuations11. �e random noise can be removed by using Gaussian smoothing11 (Bianciardi et al., 2009)

or temporal averaging; the scanner dri� by linear trend removal, exponential
moving average12, high-pass �ltering, correlation analysis or generalized linear12 (Koush, Zvyagintsev, et al., 2012; Cui,

Bray, & Reiss, 2010; Roberts, 2000) model (GLM) analysis. Global and local physiological �uctuations can also be
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removed by subtracting background activity, temporal �ltering, or again GLM
analysiswith confoundpredictors. Standard o�ine SPM13 processing usesGLM 13Web link to SPM

analysis to linearly �t the whole fMRI time series into a set of speci�c time-
series components pre-de�ned in the design matrix, followed by an activation
mapping process based on statistical and spatial analysis of the GLM results. In
real-time experiments, similar modeling like online windowed GLM14 or the 14 (Nakai et al., 2006a)

incremental GLM15, can be done by using the acquired signal instead of the 15 (Bagarinao et al., 2003b)

whole fMRI time series.�ese methods perform a new GLM based analysis for
each new fMRI volume. Other online fMRI methods use correlation analysis16 16 (Daniel Gembris et al., 2000; Robert W

Cox, Jesmanowicz, & James S Hyde, 1995)or ICA17.
17 (Esposito et al., 2003; Soldati, Vince D
Calhoun, et al., 2013a; Soldati, Vince D Cal-
houn, et al., 2013b; Chiew, 2013)

Feature extraction. Prede�ned features that will be used for NF estimation,
are extracted from the �ltered signal.�e features, their extraction and how
they are used for the NF estimation is determined by the experimental proto-
col. Commonly, these are statistical observations or inferences over the ROI(s),
i.e. themaximum likelihood, z-score or p-values. Some protocols usemore elab-
orated spatial analysis based features like sub-clustering.

4.1.1.3 NF Calculation

�e bimodal NF platformmust be able to provide also unimodal EEG or fMRI
NF by using only one modality (see Figure 25). In this section we will consider
some of the most commonly used NF targets for both EEG and fMRI and how
to estimate the NF values accordingly.

Figure 25 – �e EEG-fMRI plat-
form should be able to provide
both unimodal and bimodal NF
based on the requirements of the
NF protocol. Depending on the
protocol, the output can be: a) uni-
modal EEGNF, b) unimodal fMRI
NF, or c) bimodal EEG-fMRI NF.
Switching between them could be
done with a simple initial con�gu-
ration.

�e NF target or goal is strictly related to the experimental or clinical pro-
tocol, hence they can be quite di�erent and used in a variety of applications.
Furthermore, they can be either constant or dynamically changed throughout
the duration of the experimental session.
Generally, the NF value is estimated using the features extracted from their

respective pipelines (see Figure 26 and Figure 27). In unimodal NF, only one set
of features is considered, and NF can be estimated as a relative or normalized
measure between the current value and the target (i.e. average percent signal
change (APSC)18), a normalized statistic observations or a connectivity mea- 18 (Christopher deCharms et al., 2005;

Hinds, Ghosh, Todd W�ompson, et al.,
2011)sure19. In the case of unimodal EEG-NF protocols that aim at the increase (de-
19 (Koush, Maria Joao Rosa, Robineau,
Heinen, Rieger, et al., 2013; Zilverstand et
al., 2014b)

http://www.fil.ion.ucl.ac.uk/spm/
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crease) of a certain neural oscillation at a speci�c frequency band and at a spe-
ci�cmeasuring or source location, the NF value can be the estimation of the rel-
ative change of the EEG spectral power related features. Similarly, for unimodal
fMRI-NF protocols that aim the increase (decrease) of the hemodynamic ac-
tivity at a speci�c ROI, the NF value can be estimated as the relative BOLD
contrast change of the ROI voxels. Other fMRI-NF protocols aim to reach a
certain signal change at speci�c brain regions or even spatial augmentation of
these regions, in such cases the NF value can be estimated as the relative change
of the ROI size20. More elaborate protocols rely on the e�ective connectivity of20 (S.-S. Yoo & Jolesz, 2002b)

various ROIskoush2013connectivity.

Figure 26 – Generic diagram of a
real-time EEG processing pipeline
for NF.�e (optional) o�ine cal-
ibration, usually performed right
before the real-time experiments,
is used to obtain initialization in-
formation for real-time processing
during NF sessions. At each stage
of the pipeline there are few exam-
ples of signal processing methods,
shown inside the purple boxes.
�e most common types of (op-
tional) updates from each stage are
also indicated with dashed lines.

In bimodal protocols, the calculation can be done separately for each modal-
ity and then the two NF values are: 1) given as a two dimensional vector [EEG-
NF, fMRI-NF], or 2) combined together mathematically to give a one dimen-
sional NF. Another possibility is to combine the features of each modality and
use them as the input of a joint model that estimates unidimensional NF.�ere
also exists the possibility to use a joint EEG-fMRImodeling approach to extract
features from both EEG and fMRI signals simultaneously and then estimate NF
based on the joint features.

4.1.1.4 Synchronization

In bimodal NF, the simultaneous signals coming from each modality should
re�ect the brain activity occurring during the speci�c task indicated by the pro-
tocol withminimal delay or dri�.�is demands a high level of synchronization
between both subsystems and the protocol. One strategy to achieve such syn-
chronization is by dividing it into two di�erent layers.�e �rst layer shall be
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Figure 27 – Generic diagram
of a real-time fMRI processing
pipeline for NF.�e same princi-
ples shown for EEG in Figure 26
apply also here for fMRI. Further-
more, depending on the fMRI pro-
cessing method, the spatial and
temporal �ltering are sometimes
interchangeable.

responsible for the acquisition subsystems and the second one for the protocol
(see Figure 29).

Acquisition Synchronization (�rst layer). �e synchronization starts with
the acquisition of the �rst fMRI scan. At the beginning of each acquisition, the
MR platform sends a TTL pulse whichmarks the start of the online session and
is registered as the time reference for all the following events. Immediately a�er
the �rst pulse, the NF Unit starts collecting data from both subsystems using
their respective callbacks. To provide real-time acquisition with virtually no de-
lay, the callbacks’ frequencies should be equal or higher than their respective
subsystems’ acquisition frequencies. For example, if EEG is digitized at 250Hz
then the callbacks should be ≥250Hz. Similarly, for fMRI acquisitions done at
1Hz the callbacks should be ≥1Hz. For practical reasons both callbacks can be
set to the highest acquisition frequency (i.e. EEG’s). When the NF protocol is
not highly time sensitive, the callback frequencies can be set lower than that of
the EEG sub-system in order to allocate more computing time and power for
data processing.
In this layer, both the EEG and the fMRI signals have the same starting time
marked by the �rst TTL and and are collected synchronously. To ensure contin-
uous synchronization, periodic checks should be implemented in the NF Unit,
such as bu�er over�ow, acquisition delays or dri�s.

Protocol Synchronization (second layer).�is layer is necessary for the syn-
chronization of theNF calculationwith the acquisition subsystems, and to guar-
antee that theNF shown to the subject corresponds to the brain activity that was
measured following the experiment protocol.
In general, a NF experiment requires the subject to perform a speci�c mental
task that changes the targeted brain activity. An example protocol would be to
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repeat a speci�c task several times and separate those repetitions with some rest
period where the subject can reduce his/her mental activity. Depending on the
protocol, at the beginning of the experiment the task interval duration can be
either �xed or variable, whilst the rest duration is usually �xed.�us, the above
protocol might be implemented in the two following ways:

• Fixed task interval.�e task duration is �xed and well known before the ex-
periment starts. For example, a task interval of 20s duration is followed by a
rest interval of 20s duration and this block is repeated 10 to 15 times through-
out the session.

• Flexible task interval.�e task duration is variable (i.e. task∈[5,60]s) with re-
spect to the NF result.�is means that the task will continue until a certain
NF target is achieved. Only when this target is achieved there will be a shi�
into a rest interval of known duration (i.e. rest∈[5,40]s).�is procedure can
be repeated 10 to 15 times throughout the session.

�e NF value presented to the subject is updated periodically (i.e. every
500ms) by theUpdateNF callbacks. To ensure synchronizationwith both acqui-
sitions, these callbacks start simultaneously with the EEG and fMRI callbacks,
right a�er the �rst TTL pulse.
Switching between task and rest intervals is controlled by the protocol call-

backs. To ensure synchronization, the protocol callbacks should be triggered
simultaneously with their corresponding Update callback, at the end of each
interval.�is requires for the protocol callback period to be a multiple of the
Update NF callback period. In the �xed task interval example above the pro-
tocol callback period is invariable (20s), thus the Update NF can be easily set
at 500ms or 200ms. In contrast, the second example has a variable protocol
callback period. In this case, for synchronization purposes, the protocol period
duration will be set at the end of the Update NF callback that occurs right a�er
the target is achieved.

4.1.2 Neurofeedback Presentation

�e choice of communication device depends on the type of NF that is being
used. Screens or goggles are used for visual, headphones for aural and tactile
devices for tactual NF presentations. All these devices must be MR compatible.
In the present work we focus on visual presentations, but the same principles
can be transferred to any type of presentation and sensing modalities.
�e NF presentation needs careful consideration. Complex visualizations

might not help the subject or even interfere with the mental task that is being
performed during the experiment, instead, simplicity is commonly preferred.
Depending on theNFdimensions, there can be various visualization approaches.
For example, when a two dimensional visualization is needed, a "Sun"metaphor
(see Figure 28(A)) can be used, where the diameter changes based on one of the
values (i.e. fMRI) and the brightness changes based on the other (i.e. EEG).�e
bars in Figure 28(B) can be used to represent either one (le�) or two (right) di-
mensional NF.�e animation that uses the motion of the circle into the goal
rectangle (see Figure 28(C)) is another two dimensional example. Furthermore,
all these representations can be adapted for one dimensional scenarios, by keep-
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ing one visualization feature constant and changing the other or simultaneously
change both features proportionally to the NF value.

Figure 28 – Neurofeedback vi-
sualization examples: (A) Sun
metaphor; the Sun’s brightness
is controlled from one NF value
(EEG-NF) whilst the radius from
the other value (fMRI-NF). Both
the brightness and the radius can
be proportionally changed when
only one NF value is used. (B)
Two variation of bar representa-
tions; the addition of the normal-
izedNF values or any of them inde-
pendently can control the height
of the bar. (C)�e NF values con-
trol the x and y positions of the
disk. When only one NF value is
used, both coordinates change pro-
portionally.

Finally, with the display, the NF loop introduced in Figure 24 is now closed;
the NF is sent back to the subject who is now able to change its brain activity
based on the receivedNF. Selecting and integrating together all the components
introduced throughout this section is a challenging technical task. So far we
have described the di�erent parts of a bimodal platform and their functionality.
In the following section we are going to introduce the real-time EEG-fMRI plat-
form that we have built, which we use for bimodal EEG-fMRI-NF experiments.

4.2 i llustrat ive example : b imodal neurofeedback plat -
form at neurinfo

In this section we are going to describe the real-time EEG-fMRI platform that
we have developed and used in our NF experiments (see Figure 30).

4.2.1 EEG subsystem

Our EEG subsystem is an MR compatible solution from Brain Products21.�e 21Web link to Brain Products

EEG signals are acquired with a 64-channel cap, equipped with a drop-down
electrocardiogramelectrode for heart pulsemeasurements.�e cap is connected
with two 32-channel battery powered ampli�ers via two electrical cables. Dur-
ing experiments, the battery and the ampli�ers are placed inside the bore right
behind the subject’s head (see Figure 31).�e ampli�ers use �ber optic cables
to send the digitized signal to a USB adapter and then to theNF Unit.�e USB
adapter is also connected with the 10 MHz clock of the MR scanner’s gradient
switching system, via the SyncBox.�is connection is necessary for the phase
synchronization needed for theMR artifact correction (see Section 4.1.1.1). Fur-
thermore, theNFUnit communicates with the USB adapter via parallel connec-
tion.�e parallel connection is used to send triggers that timely mark the EEG
data, for online synchronization control and for o�ine data analysis. It is worth
noting that the installation of the EEG system is done according to the manu-
facturer recommendation and that di�erent manufacturers might provide dif-
ferent guidelines.

http://www.brainproducts.com/
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4.2.2 FMRI subsystem

Our fMRI subsystem is a Nordic-Neurolab (NNL) solution with a Siemens 3T
MR scanner.�e MR imaging is performed on a Siemens MR scanner (Mag-
netom 3T Verio, Siemens Healthineers, Erlangen, Germany, VB17) with a 12-ch
head coil allowing secure installation of the EEG cap and connection of the bun-
dle to the ampli�ers.�e NNL hardware solution is used for visual stimulation
and synchronization between the MR console and the NF Unit. Furthermore,
our platform relies on its Trigger Unit for the TTL trigger that is sent during
MR acquisition.

4.2.3 NF Unit

All the so�ware modules of the NF Unit are deployed on two PCs connected
on the same LAN with the MR console. Generally, brain activity measurement
systems have their corresponding commercial acquisition so�ware.�e usage
of manufacturer’s so�ware in most cases is not only obligatory but also a con-
venient way to achieve optimal real-time signal acquisition.

4.2.3.1 Acquiring real-time EEG data into the NF unit

In our experiments, Recorder is used before the experimental session to con�g-
ure and setup the EEG acquisition (i.e. channel montages, impedance measure-
ment).�en during the experiments it receives data from the USB adapter (see
Section 4.2.1), pre-�lters it and then forwards it for further real-time processing
to RecView (or similar platforms like Matlab22 or OpenViBE23) using the built-22Web link to Matlab

23Web link to Openvibe in TCP/IP based Remote Data Access (RDA) feature. Simultaneously, it saves
the raw EEG data, the acquisition parameters and the setup information.

RecView has speci�c �lters to remove the gradient and the BCG artifacts
from the EEG signals and an additional RDA interface to transfer the data to
other EEG processing so�ware.�eNFUnit, collects the data usingMatlab (i.e.
the EEG object), but we have also successfully tested the interface to send real-
time EEG data to OpenViBE. �e EEG object uses the TCP/UDP/IP Matlab
Toolbox (pnet24) to communicate with RecView.�e communication protocol24Web link to pnet

is straightforward. At the beginning the RDA server sends the header with the
"START" message and the setup information (i.e. number of channels, channel
labels, sampling interval). �en, it continuously sends the EEG signals with
their event markers, and �nally the "STOP" message when the acquisition is
stopped.

4.2.3.2 Acquiring real-time fMRI data into the NF unit

�e fMRI acquisition is done by certi�edMR technicians using theMR console
so�ware (see Section 4.2.2). Few sequences are used for imaging depending on
the experimental protocols and EEG-fMRI acquisition safety guidelines. All the
fMRI series are stored in the console’s hard drive at the end of each acquisition.
To the best of our knowledge there does not exist a universal way to acquire

real-time fMRI data from all types of scanners, thus it is highly recommended
to contact directly the scanner vendor for any available options and/or con�gu-
rations that could be used. Two ways for real-time fMRI acquisition that were

https://fr.mathworks.com/products/matlab/
http://openvibe.inria.fr/
http://www.mathworks.com/matlabcentral/fileexchange/345-tcp-udp-ip-toolbox-2-0-6
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investigated and tested with our Siemens system, are described here.

• �e scanner’s so�ware can be con�gured (using "ideacmdtool") to sequen-
tially export single fMRI scans in "dicom" format at a prede�ned folder using
FTP protocol.�en an acquisition so�ware can monitor for new �les (i.e us-
ing FileSystemWatcher25 library). In our observations we have noticed jitter 25Web link to FileStystemWatcher library

in �le export, which was more signi�cant for sequences with TR below 2s.

• During an fMRI acquisition, each newly acquired volume’s raw data is saved
in the console’s hard drive. To retrieve these raw data we use a TCP/IP bu�er
solution from FieldTrip26. In brief, this solution consists of an executable 26Web link to FieldTrip

server, deployed into the scanner host, and a client running on the NF Unit.
�e server reads each new �le and sends it to the client bu�er that can be
accessed fromMatlab.

In our platform, the later method is employed to transfer the fMRI data over
TCP/IP into the NF Unit (i.e. the fMRI object).

4.2.3.3 Processing the EEG and fMRI data

�e EEG signal processing is handled by the EEG object.�is object is created
at the beginning of each experiment and contains all the necessary members to
store the signals, events, setup information together with the initialization in-
formation and updates. Furthermore, it has additional methods that perform
various signal pre-processing, spatial and temporal �ltering, and feature extrac-
tion (see Section 4.1.1.1). Similarly, the fMRI data is handled by the fMRI object.
In both objects, the extracted features are assigned to respective object’s pub-

lic members in order to be accessible by the Joint NF.�e Joint NF contains
calculation methods (i.e. percent signal change, z-Score) for either unimodal
or bimodal scenarios. Furthermore, it is equipped with various con�guration
variables that simplify the optimization of the existing models and templates
for the implementation of new ones.
�e estimated NF values are used by Visualize (see Figure 30), which con-

trols the display that communicates with the subject. Visualize has a collection
of visual objects, developed in Psychtoolbox27, for: explaining the NF tasks (i.e. 27Web link to Psychtoolbox

texts), showing cues and for animating the NF representation (i.e. 2D/3D ob-
jects). It also contains additional audio and visual objects used to communi-
cate with the subject throughout the experiment for various instructions and
noti�cations.

4.2.3.4 Control and Synchronization

�e last part of the system, theNF Control, is a class object developed inMatlab
and Java28.�is object is responsible for starting/stopping the experiment, con- 28Web link to Java

trolling all other objects’ behavior throughout the experiment, synchronization,
and �nally saving all the experiment data.
�eNFControl constructor is initializedwith protocol information (i.e. tasks

or conditions, duration, repetition).�e input can be given through a GUI for
few standard protocols or with custom scripts for more speci�c ones.�e NF
Control initializes all the objects necessary for the experiment based on the re-
quirements of the input protocol.�us for unimodal NF only one of the EEG

https://msdn.microsoft.com/en-us/library/system.io.filesystemwatcher(v=vs.110).aspx
http://www.fieldtriptoolbox.org/development/realtime/fmri
http://psychtoolbox.org/
http://www.java.com/
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and fMRI objects will be initialized, whereas for bimodal NF an EEG objects
and an fMRI objects will be initialized with their respective initialization infor-
mation. Furthermore, it also de�nes themethod used in Joint NF and initializes
the Visualize objects that are going to be used for presentation.

NFControl receives synchronization information fromboth subsystems, from
the Trigger Unit of the fMRI subsystem and through RecView from the USB
adaptor of the EEG subsystem (Figure 30). At each fMRI volume acquisition
the scanner sends a TTL signal from the Trigger Unit. When NF Control re-
ceives the �rst TTL signal, it starts the acquisition callback function(s) (see Fig-
ure 29). A�er the ’Begin’ period which is prede�ned by the protocol, it starts
the rest of the callback functions and when the session is over, it stops all the
callback functions and saves the data.

Figure 29 –�e system synchro-
nization is divided into two lay-
ers. �e �rst layer synchronizes
the acquisition subsystems by us-
ing EEG and fMRI callbacks,
and issues periodical controls for
de-synchronization, all indepen-
dently from the NF protocol.�e
second layer relies on the synchro-
nization of the �rst layer, and uses
protocol and update NF callbacks
to ensure the synchronization of
the protocol with the acquisition
subsystems, the NF calculation
and visualization. It uses protocol,
update and synchronization con-
trols to detect de-synchronization.

Figure 30 –�e detailed diagram
of the real-time EEG-fMRI bi-
modal NF platform at Neurinfo.
�e EEG (in purple) and fMRI (in
orange) signal �ow includes the re-
spective subsystems and so�ware
modules inside the NF Unit. Both
pipelines merge at Joint NF, which
calculates NF and then sends the
results toVisualize. Recorder and
Recview are the only commer-
cial so�ware, the rest of the NF
Unit modules are developed in-
house (Matlab/C/C++/Java).�e
NFControl exchanges synchroniza-
tion and control information with
the rest of the hardware and so�-
ware components.

�e EEG subsystem records scanner’s TTL signals to correct theMR artifact
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inRecView, thus the EEG data coming fromRecView already contains the fMRI
volumemarkers. Furthermore, theNF Control uses a parallel connection to the
USB adapter to sendmarkers to the EEG signals at each protocol callback.�ese
protocol markers are then resent together with the rest of the EEG data to the
EEG object, with a pre-measured delay that in our implementation is 38-40ms.
All the EEG markers including protocol markers and TTL pulses coming

from the scanner are used to periodically control for delays in both layers of syn-
chronization (see Section 4.1.1.4).�e TTL markers are used to check for fMRI
acquisition delays or jitter.�e same markers, which are recorded on the EEG
data for MR correction (see Section 4.2.1), are used to check for delays in the
EEG acquisition and that both subsystems are acquiring data synchronously.
�e protocol callback markers are used to control the synchronization of the
NF updates, and to make sure that the data that is used for the NF update was
acquired while the subject was performing the task required by the protocol.
When a de-synchronization occurs, the NF Control reports it and tries to re-
synchronize. If the re-synchronization attempt is unsuccessful the current ses-
sion is stopped and the stack data is saved.

4.2.4 Display

�e communication with the subject lying on the back in the MR bore, is done
via an LCD Screen and a rear-facing mirror �xed on the top of the head coil
(see Figure 31(A) and (B)).�e 32-inch LCD screen is part of the NNL solution
(see Section 4.2.2); it has a 60Hz input refresh rate and is connected with the
NF Unit via �ber optic using a DVI to �ber optic converter and powered by an
MR compatible power supply.

Figure 31 – System installation pic-
tures. (A) Placement of ampli�ers,
battery and LCD display. (B) Place-
ment of the rear view mirror on
the top of the head coil.

4.2.5 Real-time performance

Real-time tests and experiments have shown very good performance with var-
ious pre-processing, �ltering, NF calculation and visualization methods.�e
entire fMRI process from acquisition to NF update takes ≃150ms, well below
the TR of regular EPI sequences (see Figure 32).�e NF visualization is very
fast (1-2ms) and it is done within one screen refresh (i.e. 16,7ms for a 60Hz
screen).�e screen inside the scanner is connected to the NF Unit via optic
�ber which minimizes the delay at 80ms (according to the manufacturer’s rec-
ommendation).�us the fMRI NF is shown to the subject with a total delay of
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≃250ms. For EEG this delay is ≃200ms.

Figure 32 – Timeline description
of all the hardware and so�ware
delays for EEG and fMRI.�e val-
ues include the manufacturer’s de-
scriptions and/or the results of the
measurements performed in our
lab.

Furthermore, at the end of every rest interval the baseline is updated in both
EEG and fMRI.�ese updates take on average less than 20ms for EEG and less
than 100ms for fMRI, which is lower than their respective NF update cycles.
�ese delays do not a�ect each other because: 1) the model updates are done in
parallel with the processing of the respective signals and, 2) the EEG and the
fMRI pipelines work in parallel.

4.2.6 Preparing the subject for EEG-fMRI scanning

At the beginning of each EEG/fMRI experiment, outside the MR room, a 64
channel EEG cap with adequate size was �tted on the subject’s head and con-
ductive gel was applied until electrode impedances were below 10kΩ. Next, the
recording con�guration was set up and tested until the acquisition was work-
ing properly.�en, the system was disconnected and placed inside the scanner
room (see Figure 33). Meanwhile the subject was also put inside the scanner. At
this stage, a secondary test was done to control whether the acquisition was still
working and that electrodes’ impedances had not changed due to the subjects’
movements.�is procedurewas repeated until the acquisitionwasworking, the
impedances were within range, and the subject was ready for MRI scanning.
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Figure 33 – Subject’s preparation
and subsystem installation before
the experiment. (A) EEG subsys-
tem installation and impedance
check outside theMR room, (B) in-
stallation of the MR coil and EEG
impedance recheck.

4.3 discuss ion

Multimodal brain activity monitoring has not only the potential to provide a
better understanding of the brain functionality but also to improve NF. But, the
simultaneous acquisition and processing of two or more types of neurosignals
in real-time can be very challenging. From a technological and safety point of
view the challenges of the simultaneous EEG and fMRI acquisition have been
addressed before29, instead the focus of our present work is on the utilization 29 (Neuner et al., 2014; Ullsperger &

Debener, 2010)of the existing EEG and fMRI subsystems in order to build a platform that is
capable to perform real-time bimodal NF experiments.
�e design and implementation of a real-time EEG-fMRI platform that is ca-

pable of acquiring signals, processing, modeling, estimating NF and then com-
municating with the subjects in real-time has to be carefully considered. Two
very di�erent hardware and so�ware subsystems need to work together, fully
synchronized and without compromising real-time performance.�roughout
this chapter we have particularly emphasized the need for real-time perfor-
mance and synchronization. We have chosen a two-layer synchronization ap-
proach in order to simplify the implementation and to allow �exibility to use
the platform for both unimodal and bimodal NF protocols.
Our platform relies onnetwork communication and itsmodular architecture

o�ers the possibility of distributing the system on di�erent processing units. In-
evitably, slow network connection or network congestion might introduce de-
lays in data transmission and for highly time sensitive protocols networking
and data transmission aspects need careful consideration. In our implementa-
tion, the networking delays, which include the signal acquisition and process-
ing delays (see Figure 32), rely mainly on the manufacturers’ guidelines. Few
non-exhaustive tests that we have conducted in general con�rmed the manu-
facturers’ claims.
A similar platform for bimodal EEG and fMRI NF was reported by Zotev et

al.30. Beyond the choice of subsystem’ manufacturers, operating environment 30 (Zotev, Phillips, et al., 2014b)

and custom so�ware packages, their platform architecture, components and
functionality with respect to the NF process �ow, are very similar to the plat-
form introduced here.
A very important future goal in the �eld of bimodal brain activity monitor-

ing andmultimodalNF is the development of good couplingmodels. Suchmod-
els have the potential to maximize the information that is extracted from each
modality and put it in the context of better understanding the underlying phys-
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iological brain activities. Our platform provides fully synchronized simultane-
ous acquisition and o�ers easy integration of both modalities at all processing
stages.�e EEG and fMRI objects provide public members to store the results
of each processing step that can be accessed and used in future implementa-
tions of coupling models. Furthermore, the initialization information can be
customized to input speci�c modeling information that might be needed for
future developments.
�ere also exist applications that might require additional non neural bio-

signals that indirectly represent an estimation of brain activity. For example the
galvanic skin response can be used to monitor the stress level of a NF subject.
Furthermore, auxiliary sensors can be used to provide additional information
for NF or even for monitoring other aspects of the experiments. For example
electromyography can be used to monitor the subject’s muscular activity when
and if a NF protocol requires it. Motion cameras or sensors can be used to bet-
ter measure the subject’s head motion, which currently is estimated by a least
squares approach based on the 6 parameter (rigid body) spatial transforma-
tion31.31 (Karl J Friston et al., 1995)

�e addition of any new real-time signals needs to be carefully considered in
terms of synchronization and computing power. In the current state of the plat-
form the synchronization is solved by using two hierarchical layers. A major
advantage of this approach is the possibility to synchronize additional signals
with minimum e�ort, by using the existing layers’ infrastructure for acquisi-
tion and protocol synchronization. On the other hand, the additional compu-
tational power need to be estimated carefully before choosing the hardware/-
so�ware con�guration. In our implementation, the real-time fMRI processing
is the most computationally demanding. With the current hardware con�gu-
ration there are limitations in the analysis that can be performed in real-time.
In the near future, we intend to use a GPU cluster and take advantage of its
parallel processing power to perform standard GLM and ICA analysis on full
volume fMRI series, or even recent more advanced local multivariate detection
methods such as a contrario32, in real-time.32 (Maumet et al., 2016)

As we showed in this section, there is still remaining challenges and di�-
culties for improving real-time multimodal brain activity measurement but al-
though not yet very common, the increasing research interest will provide a
wide range of applications for multimodal brain research, and many more sim-
ilar or even more capable platforms should emerge in the following years.

4.4 conclus ion

In this chapter, we described a general method for building a real-time EEG-
fMRI platform for bimodal NF experiments. Our goal was to share our experi-
ence in order to help other researchers build fast and robust platforms, and also
provide some minimal technical requirements or features to look for in future
commercial systems. Based on those guidelines, we have implemented our own
real-time EEG-fMRI platform for bimodal NF.�is platform has served for the
two experimental studies presented in this dissertation and will continue to be
improved and used for experimental and clinical studies.
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UNIMODAL VERSUS B IMODAL EEG-FMRI
NEUROFEEDBACK OF A MOTOR- IMAGERY TASK

" � � ... One is the loneliest number that you’ll ever do.
Two ... can be as bad as one, it’s the loneliest number since the
number one.

—Harry Nilsson

Prelude Neurofeedback approaches usually rely on a single brain imagingmodal-
ity such as EEG or fMRI which present inherent limitations such as low spatial
speci�city for EEG and low temporal resolution for fMRI. Recently the feasibility
of simultaneous EEG-NF and fMRI-NF (which we refer to as bimodal EEG-fMRI-
NF) was demonstrated. It was hypothesized that bimodal EEG-fMRI-NF could be
more e�cient than EEG-NF or fMRI-NF performed alone. Yet this hypothesis has
never been tested and it is therefore not clear what are the advantages of this new
approach.�e goal of the work presented in this chapter is to evaluate the added
value of bimodal EEG-fMRI-NF as compared to unimodal EEG-NF and fMRI-NF.
To this end, we introduce amotor imagery-based bimodal EEG-fMRI-NF protocol
and compare the activation levels of the MI-related EEG and fMRI patterns that
participants were able to reach in three di�erent NF conditions: EEG-NF, fMRI-
NF and EEG-fMRI-NF.

5.1 methods
�e material of this chapter was published
in Frontiers in HumanNeuroscience as Per-
ronnet, Lorraine, Anatole Lécuyer, Marsel
Mano, Elise Bannier, Fabien Lotte, Mau-
reen Clerc, & Christian Barillot (2017).
“Unimodal Versus Bimodal EEG-fMRI
Neurofeedback of a Motor Imagery Task.”
In: Frontiers in Human Neuroscience 11,
p. 193. doi: 10.3389/fnhum.2017.
00193.

5.1.1 Experimental procedure

�e study was conducted at the Neurinfo platform (CHUPontchaillou, Rennes
France) and was approved by the Institutional Review Board. Ten right-handed
NF-naïve healthy volunteers with no prior MI-NF experience (mean age: 28 +/
5.7 years, 2 females) participated in the study. �roughout the whole experi-
ment, the participants were lying down in the MR bore and wearing a 64 chan-
nel MR-compatible EEG cap.

5.1.1.1 Instructions

A�er signing an informed consent form describing the MR environment, the
participants were verbally informed about the goal of the study and of the proto-
col.�eywere instructed that during theNF runs, theywould be presentedwith
a ball moving in one or two dimensions according to the activity in their mo-
tor regions measured with EEG and/or fMRI.�ey were told that they would
have to bring the ball closer to the square in the top-right corner (see Figure 45)
by imagining that they were moving their right-hand.�is instruction was re-
minded in written form on the screen at the beginning of each NF run. More
speci�cally we explained that they would need to perform kinesthetic motor

https://doi.org/10.3389/fnhum.2017.00193
https://doi.org/10.3389/fnhum.2017.00193


5.1 methods

imagery (kMI) of their right-hand in order to control the ball. Kinesthetic mo-
tor imagery was de�ned as trying to feel the sensation of themotion rather than
visualizing it. We suggested di�erent MI strategies to the participants such as
imagining hand clenching or �nger tapping, imagining that they were playing
the piano, or imagining a hand motion that they were used to perform.�ey
were encouraged to try several strategies and stick with the one that worked
best. More speci�cally, they were informed that the EEG and fMRI measures
that would be used to display the feedback were laterality indices.�is implied
that they would have to maximize the activity in their right-hand region while
minimizing it in the le�-hand region in order to reach the NF target (get the
ball closer to the upper-right square), so that bimanual imagination would not
enable them to control the feedback. Participants were informed about the na-
ture of EEG and fMRI signal, and speci�cally about the 4-6 seconds delay of
the hemodynamic response.�ese general instructions were given verbally at
the beginning of the experiment and reminded later if the participant asked
for it. Before each NF run, the participants received verbal notice about which
dimension/s (horizontal and/or vertical) was/were going to be active in the up-
coming run. Participants were asked not to move at all, especially during the
course of a run. Videomonitoring of the inside of theMR tube allowed to check
for whole-body movements of the participant.
�e experimental protocol consisted of six EEG-fMRI runs employing a block-
design alternating 20s of rest and 20s of task (see Figure 45):

1. a motor localizer run (MLOC) lasting 5min 20s

2. a preliminary motor-imagery run without NF (MI_pre) lasting 3min 20s

3. three NF runs (NF1, NF2, NF3) lasting 6min 40s each and corresponding to
three di�erent feedback modality conditions (A: EEG-NF; B: fMRI-NF; C:
EEG-fMRI-NF) whose order was counter-balanced across participants

4. and a �nal motor-imagery run without NF (MI_post) lasting 3min 20s.

During rest, the screen displayed a white cross and participants were asked to
concentrate on the cross and not on the passed or upcoming task. During task,
the screen displayed a cue (“move right”/“imagine right”) as well as the NF ball
and target during NF runs. At the end of the experiment, the participants were
asked to �ll out a questionnaire about their performance, motivation, fatigue,
interest, di�culty in performing the NF tasks and speci�c questions about the
bimodal EEG-fMRI-NF run. For two participants out of the ten, MI_pre and
MI_post could not be acquired due to technical reasons.
During the active blocks of the motor localizer run the participants were asked
to perform right-hand clenching at 1Hz. Immediately at the end of this run, the
corresponding activationmap computed by theMR vendor console (eva_series
GLM �le) was used to de�ne a ROI mask over the le� primary motor cortex
(M1) as a 9×9×3 voxel (18×18×12 mm3) cube centered on the le� M1 voxel with
the maximum t-value.�e right M1 ROI was de�ned by taking the le�M1 ROI
symmetric in the sagittal plane.�ese ROIs were used later during the NF runs
for computing the fMRI NF feature.
During the active blocks of theMI_pre run, participants were asked to perform
kinesthetic motor imagery of their right-hand.�ey were suggested to imagine
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Figure 34 – Experimental proce-
dure: a)�e experimental protocol
consisted of 6 EEG-fMRI runs: a
motor localizer run, a motor im-
agery run without NF, three NF
runs with di�erent NF conditions,
and a post motor imagery run
without NF. Each run consisted of
a block design with 20s blocks. b)
Feedback display for each experi-
mental conditions. Feedback was
represented by a ball moving in 1
dimension (condition A and B) or
2 dimensions (condition C).�e
white circle represents the starting
ball position and the yellow cir-
cle depicts a possible ball position.
Participants are instructed to get
the ball closer to the square in the
upper-right by performing kines-
thetic motor imagery. c) For the
EEG feature, we used a laterality
index between C1 and C2. d) For
the fMRI feature we used a lateral-
ity index between le�M1 and right
M1.

their right-hand clenching by trying to recall the sensation they had in their
right hand when actually executing the movement in the previous run. �e
goal of this run was for the participants to practice motor imagery.�e data
from this run was also intended to be used later for assessing the NF learning
e�ect if any.
During the active blocks of the NF runs (NF1, NF2, NF3), the screen displayed
a white ball moving in the vertical (condition A), or horizontal (condition B)
or both dimensions (condition C) and a square in the top-right corner of the
screen representing the target to reach.�e same feedback metaphor was used
during unimodal and bimodal feedback in order to prevent the occurrence of
a confounding e�ect from the feedback metaphor. �e participants were in-
structed to bring the ball closer to the square by performing kinesthetic motor
imagery of their right hand.�e ball abscissa depicted a BOLD laterality index
(signal di�erence) between the le� and right M1 ROI1 and was updated every

1 (Chiew, LaConte, & Graham, 2012)

repetition time (TR=2s). In a similar fashion, the ball ordinate depicted the lat-
erality index (see Section 6.2.3) between electrodes C1 and C2 in the µ (8-12Hz)
band and was updated every 250 ms. Figure 45 illustrates the experimental pro-
tocol.
Eventually, during the active blocks of theMI_post run, participants were asked
to perform motor imagery with the strategy that they found out worked best
throughout the NF runs.�is run was intended to be used as a transfer run
which purpose is that the participant learns to self-regulate in absence of any
NF.�e data was also intended to be used for assessing the NF learning e�ect
betweenMI_pre andMI_post.
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5.1.2 Data acquisition/technical setup

EEGand fMRIdatawere simultaneously acquiredwith a 64-channelMR-compatible
EEG solution fromBrainProducts (Brain ProductsGmbH,Gilching,Germany)
and a 3T Verio Siemens scanner (VB17) with a 12channel head coil. Foam pads
were used to restrict head motion. EEG data was sampled at 5kHz with FCz
as the reference electrode and AFz as the ground electrode. fMRI acquisitions
were performed using echo-planar imaging (EPI) with the following parame-
ters: repetition time (TR) / echo time (TE) = 2000/23ms, 210 × 210mm2 FOV,
voxel size = 2 × 2 × 4mm3, matrix size = 105 × 105, 32 slices, �ip angle = 90○).
Visual instructions and feedback were transmitted using the NordicNeurolab
hardware and presented to the participant via an LCD screen and a rear-facing
mirror �xed on the coil.
As a structural reference for the fMRI analysis, a high resolution 3DT1MPRAGE
sequence was acquired with the following parameters: TR / TI / TE = 1900 /
900 / 2.26ms, GRAPPA 2, 256×256mm2 FOV and 176 slabs, 1×1×1mm3 voxel
size, �ip angle = 9○.
Ourmultimodal EEG/fMRI-NF system2 integrates EEG and fMRI data streams2 (Mano et al., 2017)

via a TCP/IP socket.�e EEG data is pre-processed with BrainVision Recview
(Brain Products GmbH, Gilching, Germany) so�ware for gradient and ballis-
tocardiogram (BCG) artifact correction (see Section 6.2.3) and sent to Matlab
(�e MathWorks, Inc., Natick, Massachussets, United States) for further pro-
cessing.�e fMRI data is pre-processed online for slice-time correction and
motion correction with custom Matlab code adapted from SPM8 (FIL, Well-
come Trust Centre for Neuroimaging, UCL, London, UK). EEG and fMRI NF
features are then computed and translated as feedback (vertical and horizontal
displacement of the ball) with Psychtoolbox3.�e fMRI NF dimension is up-3 (Kleiner et al., 2007)

dated every TR (2s, 0.5Hz), while the EEG NF dimension is updated at 8Hz.
Figure 35 illustrates the real-time multimodal EEG/fMRI-NF setup.

5.1.3 Real-time data processing

Online gradient artifact correction and BCG correction of the EEG data were
done in BrainVision Recview (Brain Products GmbH, Gilching, Germany) so�-
ware.�e gradient artifact correction inRecview is based on the average artifact
subtraction method4. We used an artifact subtraction template of 2000ms and4 (Allen, Josephs, & Turner, 2000)

4 templates for template dri� correction.�e data was then down-sampled to
200Hz and low pass �ltered at 50 Hz (48 db slope) with a Butterworth �lter.
�e data were subsequently corrected for BCG artifact5.�e pulse model was5 (Allen, Polizzi, et al., 1998)

searched in the �rst 15 seconds of the data.�e pulse detection was based on
a moving template matching approach with minimal pulse period of 800ms,
minimum correlation threshold of 0.7, and amplitude ratio range from 0.6 to
1.2 relative to the pulse model. For pulse correction, a moving template was
computed by averaging the 10 previously detected pulses, and the correction
was done on a window length of [-100ms, 700ms] relatively to the R-peak.�is
corrected data was then sent to Matlab. Every 125ms the EEG laterality index
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Figure 35 – Real-time multimodal
EEG/fMRI-NF setup.�e partici-
pant is lying in the MR tube with
a 64-channel MR-compatible EEG
cap. EEG and fMRI are simultane-
ously acquired then pre-processed
with custom Matlab code. �e
EEG and fMRI laterality features
are computed and eventually trans-
lated as a displacement of the
ball on the stimulation screen, the
image of which is projected on
the mirror mounted on the head
coil. Icons made by Freepik from
www.�aticon.com

was computed according to the following equation:

eegl at (t) = nLbp(t)− nRbp(t)
nLbp(t)+ nRbp(t) (1)

Where nLbp(t) (respectively nRbp(t)) is the normalized band power in the
µ (8-12 Hz) band at the le� motor electrode C1 (respectively at the right motor
electrode C2) at time t. We de�ned nLbp and nRbp so that they would be higher
than 1 when a desynchronization happened at the corresponding electrode:

nLbp(t) = Lbp(previous_rest)/Lbp(t) (2)

nRbp(t) = Rbp(previous_rest)/Rbp(t) (3)

Where Lbp(t) (respectively Rbp(t)) is the band power in the µ band com-
puted at a bipolar derivation around C1 (respectively C2)6 on a 2s window and 6 (Neuper, Wörtz, & Pfurtscheller, 2006)

Lbp(previous_rest) (respectively Rbp(previous_rest)) is the le� baseline (re-
spectively the right baseline) obtained by averaging the Lbp values (respectively
the Rbp values) over the previous rest block ignoring the �rst and last second of
the block. Eventually, the EEG laterality index eegl at(t) was translated as the
ordinate of the ball.
�e fMRI signal was pre-processed online formotion correction, slice-time cor-
rection and then the fMRI laterality index was computed according to the fol-
lowing de�nition7: 7 (Chiew, LaConte, & Graham, 2012)
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f mril at(t) =
Bl e f t(v)

Bl e f t(previous_rest)
− Bright(v)
Bright(previous_rest)

(4)

Where Bl e f t (v) (respectively Bright(v)) is the average of the BOLD signal
in the le� (respectively right) ROI at volume v, and Bl e f t (previous_rest) (re-
spectively Bright (previous_rest)) is the le� baseline obtained by averaging the
signal in the le� (respectively right) ROI over the last six volumes (to account
for hemodynamic delay) of the previous rest block.�e fMRI laterality index
was then smoothed by averaging it over the last three volumes and translated
as the abscissa of the ball.

5.1.4 Working hypotheses

Our goal is to compare the level ofMI-relatedEEGand fMRI activations elicited
during EEG-NF, fMRI-NF and EEG-fMRI-NF. We havemade assumptions that
are not speci�c tomotor imagery and EEG and fMRI but can be de�ned for any
brain pattern and pair of brain imaging modalities (P, Q).�ese assumptions
concern the order relations of activation levels in a given modality P when NF
of this modality is given (P-NF), whenNF of another modality is given (Q-NF),
and when NF of this modality and another is given (P-Q-NF). We hypothesize
that:

1. Generalized NF e�ect: activation level in a given modality is signi�cant when
NF of this modality is displayed, may it be alone or together with another
modality (for the speci�c application to EEG and fMRI, see below the corre-
sponding re�ned assumptions 1.a, 1.b, 2.a, 2.b).

2. Direct NF e�ect:As a corollary of the generalized NF e�ect, activation level in
a given modality should be higher when NF of this modality is displayed than
when it is not displayed, because in the former case the subject has access to it
and can thus better and directly regulate it. (1.c, 1.d, 2.c, 2.d).

3. Compromise e�ect: activation level in a given modality is higher or equal
when NF of this modality is displayed alone as when it is displayed with an-
other modality, because in the latter case the subject will also try to regulate
the other modality. (1.e, 2.e).

Let eeg(NF_condition) be the MI-related EEG activity pattern during NF_con-
dition and
fmri(NF_condition) the MI-related fMRI activity pattern during NF_condition.
Applying these general assumptions to MI-related EEG and fMRI activations
elicited during EEG-NF, fMRI-NF and EEG-fMRI-NF and breaking them in
unitary order relations, these yields the following re�ned assumptions (the ones
underlined correspond to the assumptions thatwe validated in the present study):

1.(a) eeg(EEG-NF) >> 0:MI-related EEG activations are signi�cant during EEG-
NF

(b) eeg(EEG-fMRI-NF) >> 0: MI-related EEG activations are signi�cant dur-
ing EEG-fMRI-NF
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(c) eeg(EEG-NF) > eeg(fMRI-NF): MI-related EEG activations are higher dur-
ing EEG-NF than during fMRI-NF

(d) eeg(EEG-fMRI-NF)> eeg(fMRI-NF):MI-related EEGactivations are higher
during EEG-fMRI-NF than during fMRI-NF

(e) eeg(EEG-NF)≥ eeg(EEG-fMRI-NF]) :MI-related EEGactivations are higher
or equal during EEG-NF than during EEG-fMRI-NF

2.(a) fmri(fMRI-NF) >> 0: MI-related fMRI activations are signi�cant during
fMRI-NF

(b) fmri(EEG-fMRI-NF) >> 0:MI-related fMRI activations are signi�cant dur-
ing EEG-fMRI-NF

(c) fmri(fMRI-NF) > fmri(EEG-NF): MI-related fMRI activations are higher
during fMRI-NF than during EEG-NF

(d) fmri(EEG-fMRI-NF) > fmri(EEG-NF): MI-related fMRI activations are
higher during EEG-fMRI-NF than during EEG-NF

(e) fmri(fMRI-NF) ≥ fmri(EEG-fMRI-NF): MI-related fMRI activations are
higher or equal during fMRI-NF than during EEG-fMRI-NF

Figure 36 summarizes the working hypotheses.

Figure 36 – Working hypotheses.
�e hypotheses that we validated
in this study are in yellow. (H1)
Generalized NF e�ect. (H2)Direct
NF e�ect. (H3) Compromise NF
e�ect.

5.1.5 O�ine analysis

Data from one participant was excluded because it was too a�ected by motion
artifacts.�is participant was one of the two participants for which we could
not acquire theMI_pre andMI_POST data. EEG data ofMI_pre andMI_post
runs from one subject was accidentally lost.
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5.1.5.1 fMRI data analysis

�e fMRI data from each of the six runs (MLOC, MI_pre, NF1, NF2, NF3, MI_-
post) was pre-processed and analyzed with AutoMRI8, a proprietary so�ware8 (Maumet, 2013)

for fMRI analysis automation based on SPM8. Pre-processing included slice-
time correction, spatial realignment, co-registration to the 3D T1, followed by
spatial smoothing with a 8 mm Gaussian kernel. A �rst-level and second-level
general linear model (GLM) analysis was performed.�e �rst-level GLM in-
cluded the canonical HRF for the task as well as its temporal and dispersion
derivatives. For the second-level GLM analysis, the individual data were nor-
malized to the Montreal Neurological Institute (MNI) template and grouped
using a mixed e�ects linear model. �e activations maps were corrected for
multiple comparisons using Family-Wise error (FWE) correction (p< 0.05with
cluster size > 10 voxels).
In order to compare the level of MI-related fMRI activations between the three
NF conditions, we performed a repeated measure ANOVA of the averaged of-
�ine fMRI laterality index between the three experimental conditions (A, B and
C) and paired t-tests between each pair of conditions.�e NF blocks were av-
eraged by considering the last six volumes (out of ten) of the blocks in order
to account for the hemodynamic delay. We also performed a post-hoc signal
analysis in order to assess the participant- and condition-speci�c level of acti-
vation of the actual fMRI patterns in the motor regions during NF as identi�ed
from the individual GLM analysis. For each participant, the post-hoc ROI was
de�ned by running a GLMon the concatenation ofMI_pre, EEG-NF, fMRI-NF,
EEG-fMRI-NF andMI_post runs (or just the NF runs for subjects who did not
perform MI_pre) and taking a 3×3×3 box around the maximum of activation
(constrained to the le� motor area) of the thresholded T-map (TASK > REST,
p < 0.05, FWE corrected, k > 10). For each participant and experimental condi-
tion, the registered fMRI valueswere high-pass �ltered (100 seconds) to remove
the linear dri�, averaged in the ROI and transformed to percent signal change
(PSC) using the formulae (Broi (v) − m)/m where m is the mean of all Broi
values across the run. Eventually, for each experimental condition the PSCwere
averaged across the last six volumes of each NF blocks. We then performed a
repeated measure ANOVA of this post-hoc feature for the three experimental
conditions (A, B and C) and paired t-tests between each pair of conditions. In
order to account for any learning e�ect that could have occurred throughout
the consecutive runs, we also computed the repeated measure ANOVA and the
paired t-tests on the consecutive runs. For ANOVA and paired t-tests, the PSC
values were standardized to z-scores.

5.1.5.2 EEG data analysis

For o�ine analysis, EEG signal was pre-processed using BrainVision Analyzer
II so�ware: datawas cleared fromgradient andCB artifact using the artifact sub-
tractionmethod9, down-sampled to 200Hz, �ltered between 8 and 30Hz using9 (Allen, Josephs, & Turner, 2000)

a Butterworth zero phase �lter (48 db slope), segmented in 1s segments, and seg-
ments a�ected by motion were removed.�e EEG o�ine laterality index was
then computed from this o�ine cleaned data in Matlab. For each of the three
NF conditions (A: EEG-NF, B: fMRI-NF, C: EEG-fMRI-NF), we performed a re-
peated measure ANOVA of the averaged o�ine EEG laterality index between
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the three experimental conditions (A, B and C) and paired t-tests of the aver-
aged o�ine EEG laterality index.�e NF blocks were averaged by considering
the values between the �rst and the nineteenth second of the block.We also per-
formed a post-hoc analysis whose purpose was to assess the participant- and
condition-speci�c level of activation of the actual EEG patterns over the motor
regions during NF as identi�ed with a Common Spatial Pattern (CSP)10. For 10 (Ramoser, Müller-Gerking, &

Pfurtscheller, 2000)each participant, we computed the pairs of spatial �lters that best maximized
the di�erence in µ power between rest and NF blocks on the concatenation of
MI_pre, EEG-NF, fMRI-NF, EEG-fMRI-NF and MI_post (or just the NF runs
for subjects who did not performMI_pre) using the CSP algorithm11 on 18 chan- 11 (Ramoser, Müller-Gerking, &

Pfurtscheller, 2000)nels located over themotor regions (C3, C4, FC1, FC2, CP1, CP2, FC5, FC6, CP5,
CP6, C1, C2, FC3, FC4, CP3, CP4, C5, C6).�e �rst �lter frest>n f of the pairmax-
imizes the band power during the rest blocks while the second �lter fn f>rest of
the pair maximizes the band power during the NF blocks. If the eigenvalue of
frest>n f was greater than the inverse of the eigenvalue of fn f>rest 12, the data was 12 (Blankertz et al., 2008)

�ltered with frest>n f ; the band power in the µ band was then computed on this
�ltered data using the periodogramand it was normalizedwith an event-related
desynchronization (ERD)-like formulae (REST − bandpower)/ REST with
REST being computed by averaging the power on all the baseline blocks from
the run. Otherwise, the data was �ltered with fn f>rest ; the band power in the
µ band was then computed on this �ltered data using the periodogram and it
was normalized with an event-related desynchronization (ERD)-like formulae
(bandpower − REST)/ REST with REST being computed by averaging the
power on all the baseline blocks from the run. Eventually, for each experimen-
tal condition the ERD values were averaged by considering the values between
the �rst and the nineteenth second of each NF blocks. We then performed a
repeated measure ANOVA of this post-hoc feature for the three experimental
conditions (A, B and C) and paired t-tests between each pair of conditions. In
order to account for any learning e�ect that could have occurred throughout
the consecutive runs, we also computed the repeated measure ANOVA and the
paired t-tests on the consecutive runs. For ANOVA and paired t-tests, the PSC
values were standardized to z-scores.

5.2 results

5.2.1 fMRI data analysis

Whole brain analysis of the contrast TASK revealed similar networks of acti-
vations during motor execution and motor imagery with the unimodal and bi-
modal NF conditions.
�e motor execution revealed signi�cant activations (p<0.05, FWE-corrected)
in the primarymotor cortex (M1), in the premotor cortex and in the cerebellum.
All NF conditions exhibited signi�cant activations (p<0.05, FWE corrected) in
the le� and right premotor cortex (PMC) and in the le� and right supplemen-
tary motor area (SMA). fMRI-NF and EEG-fMRI-NF exhibited signi�cant ac-
tivations (p<0.05, FWE corrected) in the right inferior frontal gyrus (pars oc-
ularis, BA44), right inferior parietal lobule (BA40), right insula (BA47), in the
right supramarginal gyrus (BA2), right superior temporal gyrus (BA42). fMRI-
NF exhibited signi�cant activations in the le� insula (BA47) and in right visual
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cortex (BA19). EEG-fMRI-NF exhibited signi�cant activations in the right pri-
mary motor cortex (BA3), in the right middle temporal gyrus (BA37), le� IPL
(BA40).�ese activations are illustrated in Figure 37.

Figure 37 – BOLD activation maps
at group level (TASK>REST; p >
0.05 FWE corrected; k > 10 voxels).
Green: EEG-NF; Blue: fMRI-NF;
Cyan: EEG-fMRI-NF. EEG-fMRI-
NF activations are visually larger
and more widespread than EEG-
NF or fMRI-NF activations.

�e results in Figure 38 demonstrate that participants were able to increase their
fMRI laterality between the le� and right primarymotor cortex during NF.�e
fMRI laterality change was signi�cant in NF1 run (t(8) = 4.4832, p = 0.0020).
Also, fMRI laterality change was signi�cantly di�erent between NF1 and NF3
(t(8) = 3.3351, p = 0.0103), which suggests that fMRI laterality tended to worsen
over the course of the experiment.�e results in Figure 38 also illustrate that
the fMRI laterality in the primary motor cortex showed high variability across
subjects. �erefore the comparison between each pair of conditions did not
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show any signi�cant di�erence. At this point, we can pinpoint that laterality
features can be hard to interpret as they re�ect a variety of activations patterns
combining the le� and right ROI13. For instance, in Figure 38 the higher level 13 (Chiew, LaConte, & Graham, 2012)

of activity observed during EEG-NF (A) as compared to EEG-fMRI-NF (C) is
due to the fact that the groupmean activity during EEG-NFwas negative in the
right hemisphere ROI, though it was close to zero in the le� hemisphere ROI.
�e post-hoc analysis allowed to look directly at the actual activations clusters
in order to assess whether there was any signi�cant di�erences in the level of
fMRI activity that would have hid behind the fMRI laterality measure.

Figure 38 – fMRI laterality group
mean with standard deviation dur-
ing task in percent signal change
relative to baseline. NF conditions
A (EEG-NF), B (fMRI-NF), C
(EEG-fMRI-NF) were presented
in di�erent order for each subject.
On the le� side, the means were
computed by averaging the data
across subjects on each NF con-
ditions A B, C. On the right the
means were computed by averag-
ing the data across subjects on
each NF runs by chronological or-
der NF1, NF2, NF3. fMRI lateral-
ity was signi�cant in the NF1 run
(t(8) = 4.1067, p=0.0026). fMRI lat-
erality change was signi�cantly dif-
ferent between NF1 and NF3 (t(8)
= 3.3351, p = 0.0103), which sug-
gests that fMRI laterality tended
to worsen throughout the consec-
utive NF runs.

It is therefore not surprising that the results in Figure 39 do not show the same
tendencies than the results in Figure 38 as they are direct measure of the level
of activation in the actual clusters of activations instead of laterality measures.
One-way repeated measure ANOVA yielded a signi�cant e�ect of the NF con-
ditions (F(2,8) = 5.4; p = 0.0162).�e results in Figure 38 show that post-hoc
fMRI activations were signi�cantly higher during the EEG-fMRI-NF condition
as compared to the EEG-NF condition (t(8) = 3.8450, p = 0.0049). Post-hoc
fMRI activations were signi�cantly higher during MI with NF as compared to
MI without NF, which shows the added value of NF. In particular, post-hoc
fMRI-NF activations were signi�cantly higher thanMI_pre activations (t(7) =
4.0439, p =0.0049). EEG-fMRI-NF activations were signi�cantly higher than
MI_pre activations (t(7) = 4.2320, p = 0.0039) and signi�cantly higher than
MI_post activations (t(7) = 2.8855, p = 0.0235).NF1 activationswere signi�cantly
higher thanMI_pre activations (t(7) = 3.4530, p = 0.0106).NF2 activations were
signi�cantly higher than MI_pre activations (t(7) = 3.8277, p = 0.0.0065). Re-
sults are summarized in Figure 42.
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Figure 39 – Post-hoc fMRI ac-
tivations (de�ned as activity in
strongestmotor cluster a�erGLM)
as group mean PSC during task
with standard deviation.�e post-
hoc fMRI activations were signif-
icantly higher during the EEG-
fMRI-NF run than during theEEG-
NF run (t(8) = 3.8450, p=0.0049).
Also post-hoc fMRI activations
were signi�cantly higher during
motor imagery with NF than dur-
ing MI without NF, which shows
the added value of NF. For paired
t-tests, PSC values were standard-
ized to z-scores. Black signi�cance
bars were computed on 8 subjects
while red signi�cance bar was com-
puted on 9 subjects.

5.2.2 EEG data analysis

�e results in Figure 40demonstrate that participantswere able to increase their
EEG laterality between C1 and C2 in the µ band during NF.�e EEG laterality
change was signi�cant in the second NF run (t(8) = 2.3389, p=0.0441).�ese
results also suggest, however without signi�cance, that EEG laterality tended
to improve over the course of the experiment. As for the fMRI laterality feature,
the EEG laterality between C1 and C2 in the µ band showed high variability
across subjects.�erefore the comparison between each pair of conditions did
not show any signi�cant di�erence.�e post-hoc analysis aimed at looking di-
rectly at the actual EEG patterns of activity in order to assess whether there
was any signi�cant di�erences that would have hid behind the EEG laterality
measure. However, as illustrated in Figure 41, post-hoc EEG activations did not
show any signi�cant di�erences between the NF conditions either. Post-hoc
EEG activations were signi�cantly higher during MI with NF as compared to
MIwithoutNF,which shows the added value ofNF. In particular, post-hocEEG-
NF activations were signi�cantly higher thanMI_pre activations (t(6) = 3.7907,
p =0.0091) and signi�cantly higher thanMI_post activations (t(6) = 2.5392, p =
0.0441). Post-hoc fMRI-NF activations were signi�cantly higher than MI_pre
activations (t(6) = 6.5824, p =0.0006) and signi�cantly higher thanMI_post ac-
tivations (t(6) = 2.5195, p = 0.0453). Post-hoc EEG-fMRI-NF activations were
signi�cantly higher than MI_pre activations (t(6) = 3.7269, p =0.0098). NF1
activations were signi�cantly higher than MI_pre activations (t(6) = 3.1184, p
= 0.0206). NF2 activations were signi�cantly higher than MI_pre activations
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(t(6) = 4.8018, p = 0.0030). NF3 activations were signi�cantly higher thanMI_-
pre activations (t(6) = 6.1116, p = 0.0009) and signi�cantly higher thanMI_post
activations (t(6) = 3.2035, p = 0.0185). Results are summarized in Figure 42.

Figure 40 – EEG laterality group
mean with standard deviation dur-
ing task in percent signal change
relative to baseline. NF conditions
A (EEG-NF), B (fMRI-NF), C
(EEG-fMRI-NF) were presented
in di�erent order for each subject.
On the le�, the means are com-
puted by averaging the data across
subjects on each NF conditions A
B, C. On the right the means are
computed by averaging the data
across subjects on each NF runs
by chronological order NF1, NF2,
NF3. EEG laterality was signi�cant
in the secondNF run (t(8) = 2.3389
, p=0.0441). �ough not signi�-
cant, we observe that the EEG lat-
erality tended to improve over the
course of the experiment.

5.2.3 Questionnaire

In the questionnaire participants were asked speci�c questions about the EEG-
fMRI-NF run. Seven participants out of ten reported that they did not feel like
they had to perform two regulation tasks. Six participants found that fMRI was
easier to control than EEG; three found that EEG was easier; one found no dif-
ference. Eight participants out of ten reported to have paid the same attention to
both dimensions during the EEG-fMRI-NF condition, the two others reported
they lookedmore are the dimension that was harder for them to control (in one
case EEG, in the other fMRI). Five participants out of ten reported that fMRI
update rate was slow.

5.3 discuss ion

For the �rst time, we compared the e�ects of unimodal EEG-NF and fMRI-NF
with bimodal EEG-fMRI-NF in order to assess the potential added value of bi-
modal NF over unimodal NF. We tested our hypotheses (cf. section 2.4) by
looking at the level of MI-related EEG and fMRI activations during each NF
conditions. Motor activations as revealed by post-hoc fMRI analysis were sig-
ni�cantly higher during EEG-fMRI-NF than during EEG-NF (see Figure 39).
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Figure 41 – Post-hoc EEG activa-
tions group mean ERD in the µ
band a�er CSP �ltering. Post-hoc
EEG activations were signi�cantly
higher during motor imagery with
NF than during MI without NF,
which shows the added value of
NF.�ere was no signi�cant di�er-
ences between the 3 NF conditions
(A, B, C) nor between the 3 NF
runs (NF1, NF2, NF3). For paired
t-tests, ERD values were standard-
ized to z-scores. Black signi�cance
bars were computed on 7 subjects.

�is results partly validated our “direct NF e�ect” hypothesis and could mean
that EEG-fMRI-NF speci�cally triggered more fMRI activations than EEG-NF
because feedback from fMRIwas provided. But it could alsomean that bimodal
EEG-fMRI-NFwasmore engaging than unimodal EEG-NF because subject had
to control the feedback in the vertical and horizontal dimension. To disentangle
whether EEG-fMRI-NF is more speci�c or simplymore engaging than EEG-NF,
one could use a one-dimensional EEG-fMRI-NF feedback that would mix both
EEG and fMRI feature in a single gauge and compare it directly to EEG-NF. Al-
ternatively, to rule out the engaging factor, one could also compare EEG-fMRI-
NF with EEG-shamfMRI-NF in which sham fMRI-NF would be provided to-
gether with real EEG-NF. Post-hoc EEG activations did not show any signi�-
cant di�erences between the di�erent NF conditions.�is can be due to the
fact that EEG is noisier than fMRI, especially in the MR environment, but it
is also possible that it was hard for participants to maintain the µ desynchro-
nization throughout the 20 seconds of the NF blocks. �e 20s block design
was chosen mainly in consideration of the fMRI modality in order to account
for the hemodynamic delay. MI-based EEG-NF/-BCI tasks are usually much
shorter, around 4 seconds length14.�e electrophysiology of continuous MI is14 (Pfurtscheller & Neuper, 2001)

still not fully understood.�ough continuousMI is thought to induce a succes-
sion of event-related desynchronizations it can be hard to observe a continuous
desynchronization throughout the duration of the continuous MI15 �is high-15 (Rimbert et al., 2015; Jeon et al., 2011)

lights the di�culty of designing the task speci�cally for bimodal EEG-fMRI-NF
given the di�erent spatio-temporal dynamics of EEG and fMRI. Interestingly,
the speci�c e�ect of NF in the three NF conditions can be con�rmed by the sig-
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Figure 42 – Summary of the sta-
tistical analysis results (t-tests and
paired t-tests). Color indicates the
level of signi�cance of the tests.

ni�cant di�erence in the level of post-hoc fMRI and EEGmotor activations be-
tween the NF runs and theMI_pre andMI_post runs which were done without
NF (see Figure 39 and Figure 41). Despite the somehow limited number of sub-
ject in our study, these results support our “generalized NF e�ect” hypothesis.
Further work with more subjects should be conducted to even enforce this out-
come. In the seminal work on EEG-fMRI-NF16, the authors studied a protocol 16 (Zotev, Phillips, et al., 2014a)

of positive emotion induction with feedback from frontal EEG asymmetry in
the beta band and from le� amygdala BOLD. As in this related work, we found
similar value ranges of the EEG and fMRI features and similar variability. We
were however not able to observe signi�cant di�erences between the three NF
conditions by directly looking at the EEG and fMRI laterality features (see Fig-
ure 38 and Figure 40). Lateralization of activity inmotor regions is known to be
an indicator of goodmotor imagery17. Also in stroke rehabilitation, best results 17 (Marchesotti et al., 2016)

are usually obtainedwhen the recovery happens in the ipsi-lesional hemisphere
rather than in the contra-lesional one and NF based on laterality indices could
allow to promote this kind of recovery18. However laterality features are hard to 18 (Rehme et al., 2012; Chiew, LaConte, &

Graham, 2012)interpret andmay have been too hard to regulate signi�cantly in a single session
for participants who were not trained to MI before. Regarding the EEG lateral-
ity index and given the spatial proximity of the chosen electrode locations C1
andC2, one couldwonder if they could be in�uenced by the same sources. Such
sources would be situated in cortices close to the inter-hemispherical midline
such as feet sensorimotor area. However, the activity of the hand sensorimotor
area is quite far from the midline, so the activity measured by a contralateral
electrode will be far stronger than that of an ipsilateral electrode. Given that
the neurofeedback was based on a laterality index, there is no chance that acti-
vating common sources such as with feet imagination would allow to control
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the neurofeedback. However we do admit that C3 and C4 are more common
locations for hand movements and might lead to better results. One could also
consider computing a CSP �lter on calibration data which would allow to de-
�ne the spatial �ltering for the EEG feature at the individual level. Regarding
the fMRI laterality index, the right motor ROI was de�ned approximately by
mirroring the le� motor ROI.�is was done mainly in order not to add more
time to the already long experimental protocol. Given the size of the ROI (18
× 18 × 12 mm3), there is high chance that the mirror ROI would lie in the right
primary motor cortex. However we admit that it would be better to use a func-
tional localizer to de�ne the right motor ROI.
Regarding the “compromise NF e�ect”, our results did not allow us to get any
preliminary insight into our speculations. More experiments with longer NF
training and more subjects are needed to con�rm the rest of the “direct NF
e�ect” and the “compromise NF e�ect” assumptions. We can note that in our
study, the signal-to-noise ratio (SNR) was the same in unimodal and bimodal
NF conditions as EEG and fMRI were simultaneously acquired throughout the
whole experiments to assess the cross-modality e�ects. However, when doing
unimodal EEG-NF or fMRI-NF without simultaneous EEG and fMRI record-
ings, SNR should be better than the one of bimodal EEG-fMRI-NF.�is could
reinforce the “compromise NF e�ect”. Artifacts occurring during simultaneous
EEG-fMRI are a major limitation of EEG-fMRI-NF19. �e BCG artifact and19 (Zotev, Phillips, et al., 2014a)

motion artifacts from the subject or the environment (vibrations from helium
pump and ventilation) are particularly hard to correct.�e development of new
methods for correcting these artifacts is an ongoing topic of research, but few
options are available for online correction20. Interestingly, a recent approach20 (Allen, Polizzi, et al., 1998; Allen,

Josephs, & Turner, 2000; Mayeli et al., 2016;
Krishnaswamy et al., 2016; Wu et al., 2016;
Meer et al., 2016)

consists in using the EEG not only as a brain imaging modality but also as a
motion sensor to correct for motion artifact21. Another important aspect of the

21 (Jorge, Grouiller, et al., 2015; Wong et al.,
2016)

EEG analysis is the choice of the reference. In this work we used the standard
reference FCz as it was proven to be e�cient formotor imagery22. But regarding22 (S. H. Choi et al., 2006)
the fact that the potential of FCz is non-zero, it would be interesting in the fu-
ture to consider using another reference such as the common average reference
(CAR) or reference electrode standardization technique (REST)23.23 (Yao, 2001)

�ough the NF features change between the consecutive NF runs and between
each pair of NF conditions was not signi�cant, the EEG and fMRI laterality fea-
tures had asymmetric tendency (see Figure 38 and Figure 40).�roughout the
consecutive NF runs, EEG laterality tended to improve while fMRI laterality
tended to worsen. Besides, participants reported on average that the fMRI di-
mensionwas easier to control than theEEGdimension, so it is possible that they
have put more e�ort (however not necessarily more attention as they reported)
on controlling the EEG dimension.�is could explain the learning tendency
observed on the EEG laterality feature at the price of a decrease on the fMRI
laterality feature. Putting these observations together suggests that during bi-
modal NF, one feature could be more regulated than the other, possibly the one
that is harder to control.We should note however that our study was conducted
at a single-session level and that the asymmetric change of the features that we
observed could actually be part of a learning scenario in which subjects would
by example �rst learn to regulate one feature, then the other one and eventually
manage to regulate both simultaneously. Interestingly, this decrease of perfor-
mance onNF featureswas also observed in relatedworks24 thoughboth onEEG24 (Zotev, Phillips, et al., 2014a)
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and fMRI features.�is decrease of performance can also be explained as being
part of the U-shaped learning curve25: by trying new regulation strategies, the 25 (Carlucci & Case, 2013; Gaume et al.,

2016)cognitive load of the subject suddenly increases and results in a temporary loss
of performance. However, it is not yet known how this applies to bimodal NF.
Our results thus open interesting questions on how subjects learn to regulate a
bimodal NF and on how to de�ne the EEG and fMRI features so that they are
complementary enough.�e assessment of this complementarity can be based
on studies and methods investigating the coupling between BOLD and EEG
signal26 which generally report that BOLD is negatively correlated with low- 26 (Formaggio et al., 2010; Yin, Y. Liu, &

Ding, 2016; Murta, Leite, et al., 2015; Yuan,
T. Liu, et al., 2010; Murta, Chaudhary, et al.,
2016; Dong et al., 2014)

frequency EEGbands (α, β) and positively correlatedwith high-frequency EEG
bands (γ). Besides these questions on the learning mechanisms and the inner
de�nition of the features, our observations also raise the issue of whether the
two NF signals should be made discriminable or not by the feedback metaphor.
Indeed, if the subject was not able to discriminate between both signals, he/she
might be less likely to control one signal more than the other.
Feedback design is an important aspect of a neurofeedback protocol and the op-
timal form of feedback for unimodal NF is still an ongoing topic of research27. 27 (Cohen et al., 2016)

�ough the traditional thermometer metaphor28 can appear boring for sub- 28 (Sitaram, Zhang, et al., 2007)

jects, it has the advantage of being easy to understand. In their pioneering
work, Zotev et al29 have naturally extended the thermometer feedback to the 29 (Zotev, Phillips, et al., 2014a)

bimodal NF case. We introduced a novel metaphor for EEG-fMRI-NF that in-
tegrates both signal into one single feedback in order for the subject to more
easily perceive the bimodal NF task as one single regulation task.�ough we
did not compare our integrated metaphor with a non-integrated one, most of
our participants reported that it felt like they had one task to do during bimodal
NF. Having two separate feedbacks to control and thus two separate targets to
achieve could increase the cognitive load, which is an important aspect of the
NF process30. Integrating both NF signals in one single feedback can be a way 30 (Gaume et al., 2016)

to relieve the cognitive load of the subject. One of the di�culty in combining
both NF signals in a single feedback is that EEG and fMRI do not have the
same sampling rate. In the present study, the fact that the update rates of the
EEG and fMRI dimensions were di�erent might have been disturbing for the
participants. Indeed, �ve participants found that fMRI update rate was slow
(16 times slower than EEG). Bringing the EEG and fMRI update rates closer
is therefore advisable for future experiments. However, for fMRI, the update
rate is constrained by the TR, which cannot be brought much below 1 second.
One way to prevent the subject from being disturbed by the di�erent update
rates of the two modalities could be to mix the two NF signals in a feedback
that would not allow the subject to discriminate between the two signals, like
a one-dimensional feedback. Besides the representative advantage of using an
integrated feedback metaphor, we believe that it makes it possible to de�ne a
truly integrated NF target that would reward brain patterns de�ned from both
modalities.�ere is di�erent level of “integration” of EEG and fMRI data. In our
study, we integrated the two neurofeedback signals in one feedback metaphor
in order to provide a bimodal neurofeedback. Amore advanced way to provide
an integrated bimodal feedback could be to use EEG-fMRI integration meth-
ods31, such as fMRI-informed EEG analysis, EEG-informed fMRI analysis, or 31 (Sulzer et al., 2013; Jorge, Van der Zwaag,

& Figueiredo, 2014)EEG-fMRI fusion. However, despite the wide range of existing methods, these
methods are mostly designed for o�ine use and there is no prospect yet of
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doing this integration online. In the framework of EEG-fMRI-NF, one could
bene�t from using these methods o�ine to study the e�ects of neurofeedback,
guide the choice of the NF features, learn priors for a reconstruction model,
learn a predictive32 or a coupling model.32 (Meir-Hasson, Kinreich, et al., 2013)

It is important to stress that in our experiment unimodal and bimodal NF tar-
gets were di�erent.�e EEG-fMRI-NF target was probably “harder” to reach
than the EEG-NF or the fMRI-NF target, as subjects needed to regulate EEG
and fMRI simultaneously to reach the target.�us, by directly integrating the
EEG and fMRI NF signals without any fancy fusion technique, brain patterns
de�ned this way from both modalities should already be more speci�c than
those de�ned from one modality alone. Future experiments involving more
subjects and other cognitive tasks will allow to characterize more precisely how
EEG and fMRI are modulated in di�erent unimodal and bimodal NF condi-
tions. Eventually, the use of o�ine EEG-fMRI integration techniques should
help understand how to de�ne bimodal EEG-fMRI-NF protocol that make the
most of both modalities for therapeutic applications such as stroke, depression,
and other psychiatric and neurological disorders.

5.4 conclus ion

In this study, we compared for the �rst time the e�ects of unimodal EEG-NF
and fMRI-NF versus bimodal EEG-fMRI-NF by looking both at EEG and fMRI
motor-related activations. We have found that participants were able to reg-
ulate MI-related hemodynamic and electrophysiological activity during uni-
modal EEG-NF and fMRI-NF and during bimodal EEG-fMRI-NF. Notably, we
found thatMI-related hemodynamic activity was higher during EEG-fMRI-NF
than during EEG-NF, unlike fMRI-NF.�is result suggests that EEG-fMRI-NF
could be more speci�c or more engaging than EEG-NF alone. We have also ob-
served that during EEG-fMRI-NF one modality could be more regulated than
the other, suggesting the existence of self-regulating processes that would be
proper to bimodal NF training. Taken together our results shed �rst light on
the added-value of bimodal EEG-fMRI-NF compared to unimodal EEG-NF
and fMRI-NF and con�rm the interest of the bimodal approach.�ey also raise
interesting questions on the speci�c mechanisms that might be at stake when
subjects learn to regulate a bimodal NF signal and suggest potential for further
research.



6LEARNING 2 - IN - 1 : TOWARDS INTEGRATED
EEG-FMRI -NEUROFEEDBACK

"Learning is not a process of accumulation of representations of
the environment ; it is a continuous process of transformation
of behavior through continuous change in the capacity of the
nervous system to synthesize it."

—Humberto Maturana

Prelude By exploiting the complementarity of EEG and fMRI, bimodal EEG-
fMRI-NF opens a spectrum of possibilities for de�ning robust, �exible and more
e�ective NF protocols. However facing this greater amount of information, the
question arises of how to integrate and represent the EEG and fMRI information
in order to derive a single feedback. In this chapter, we introduce two integrated
feedback strategies for EEG-fMRI-NF and study their e�ects on a motor imagery
task with a between group design. Our integrated feedback strategies allow to rep-
resent EEG and fMRI in a single feedback instead of representing them in two
separate feedbacks, which we assume is suboptimal both in terms of the subject’s
cognitive load and of the potential for bimodal NF target de�nition.�e �rst in-
tegrated feedback strategy consists in a two-dimensional (2D) plot in which each
dimension depicts the information from one modality.�e second integrated feed-
back strategy consists in a one-dimensional (1D) gauge that integrates both types
of information even further by merging them into one. We evaluate the two inte-
grated feedback strategies in terms of how well they allow participants to regulate
EEG and fMRI.

6.1 introduction
�is work will be submitted in a very near
future to a peer-review journal.EEG and fMRI share mutual information yet also contain important singulari-

ties, and their overlap is hard to predict.�e information coming fromEEGand
fMRI would therefore bene�t from being integrated in order to be used as an
e�cient feedback. Yet integrating both is a real challenge1.Multimodal data inte- 1 (Biessmann et al., 2011; Jorge, Van der

Zwaag, & Figueiredo, 2014; Fazli, Dahne,
et al., 2015; Lahat, Adali, & Jutten, 2015)gration methods are categorized as asymmetrical (EEG-informed fMRI, fMRI-

informed EEG) and symmetrical (data fusion, model-driven or data-driven)2. 2 (Biessmann et al., 2011; Jorge, Van der
Zwaag, & Figueiredo, 2014; Lahat, Adali, &
Jutten, 2015; Vince D. Calhoun & Sui, 2016)

For NF purpose the integration method should be applicable in real-time. As
illustrated by Figure 43, the integration of multimodal data can theoretically be
made at di�erent levels: the raw measures level, the features level (high level
or multivariate), the NF signal level or the feedback level3. It is also possible 3 (Fazli, Dahne, et al., 2015)

not to integrate EEG and fMRI data and simply show them as two separate/-
parallel/concurrent feedbacks but we argue that this might be sub-optimal (see
below).
Integrating EEG and fMRI at the measures level in real-time does not seem

feasible due to the considerable amount of information that it would repre-
sent. In hybrid BCI, output of di�erent classi�ers are usually passed to a meta-
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Figure 43 – Possible levels of in-
tegration of multimodal informa-
tion for multimodal NF

classi�er4. InNF it is less common to use a classi�er.�e feature usually directly4 (Fazli, Mehnert, et al., 2012; Fazli, Dahne,
et al., 2015) constitutes theNF signal. Integrating the EEGand fMRI features at the feedback

level is simple, yet could already be powerful. In unimodal NF/BCI studies, few
studies have investigated the e�ect of the feedback representation5. In the case5 (Krause et al., 2017; Stoeckel et al., 2014;

Sollfrank et al., 2016; Darvishi et al., 2017;
Ono et al., 2014; Jeunet et al., 2015; Kauf-
mann &Williamson, 2011)

of bimodal NF, feedback design might be even more critical as there is more in-
formation to display and as the EEG and fMRI bits of information have di�erent
spatio-temporal dynamic properties. To our knowledge, no previous work has
investigated how to represent both signals and how the representation would
a�ect the simultaneous performance on the EEG and fMRI features.�e way
both information are represented might have strong implications. For example
having an integratedNF target or two separate (concurrent)NF targets for EEG-
fMRI-NF, and representing both EEG and fMRI information with one or two
degrees of freedom might have signi�cant impact on the way subjects learn to
regulate both information at the same time.
In their pioneering work Zotev et al. naturally extended the classical ther-

mometer feedback strategy to the bimodal NF case by juxtaposing two feed-
back gauges, one for EEG and one for fMRI6.�ough this has the advantage to6 (Zotev, Phillips, et al., 2014a)

clearly and fully represent both features, this could su�er from a few drawbacks.
First, it can be hard for the subject to concentrate on both gauges which would
not be optimal regarding the subject cognitive load7. Also it can be misleading7 (Gaume et al., 2016)

if the subject tries to interpret how both features evolve in time, especially when
they go in opposite directions (inconsistencies). Also the fact that the represen-
tations of both signals are separated seem to imply that there are two targets to
reach.�erefore the regulation task might be perceived by the subject as two
simultaneous regulation tasks instead of one. Last, it does not exploit the possi-
bility of using a NF target de�ned by the state of both features. In contrast, an
integrated feedback would represent both EEG and fMRI on a single feedback
representation and would have only one NF target characterized by the state of
both signals.
In this study, we introduce two integrated feedback strategies (illustrated in

Figure 44) for EEG-fMRI-NF and study their e�ects with a between-group de-
sign on a motor-imagery task.�e �rst integrated feedback strategy consists
in a two-dimensional plot in which each dimension depicts the information
from one modality.�e second integrated feedback strategy consists in a one-
dimensional gauge that merges both information into one and therefore has a
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higher degree of integration than the bi-dimensional feedback.

6.2 material and methods

�e study was conducted at the Neurinfo platform (CHUPontchaillou, Rennes,
France) and was approved by the Institutional Review Board. Twenty right-
handed NF-naive healthy volunteers with no prior MI-NF experience (mean
age: 35 ± 10.6 years, 10 females) participated in the study. Participants were
randomly assigned to the bi-dimensional (BI_DIM; mean age: 37 ± 14 years,
5 females) or to the uni-dimensional (UNI_DIM; mean age: 33 ± 6.2 years, 5
females) group.�roughout the whole experiment, the participants were lying
down in the MR bore and wearing a 64 channel MR-compatible EEG cap.

6.2.1 Experimental protocol

A�er signing an informed consent form describing the MR environment, the
participants were verbally informed about the goal of the study and of the pro-
tocol.�ey were instructed that during the NF runs, they would be presented
with a ball moving in two dimensions (for the BI_DIM group) or in a one-
dimensional gauge (for the UNI_DIM group) according to the activity in their
motor regions as measured with EEG and fMRI (see Figure 44).We introduced
the bi-dimensional feedback in a previous work (Perronnet, Lécuyer, Mano, et
al., 2017) and propose here an upgraded version in which the plot background
delineates regions that indicate prefered direction of e�ort, encouraging the sub-
ject to regulate EEG and fMRI equitably. Participants were told that they would
have to bring the ball closer to the darker blue areas by imagining clenching
their right-hand.�is instruction was reminded in written form on the screen
at the beginning of eachNF run.More speci�callywe explained the participants
that they would need to perform kinesthetic motor imagery (kMI)(Neuper,
Scherer, et al., 2005) of their right-hand in order to control the ball. Kines-
thetic motor imagery was de�ned as trying to feel the sensation of the motion
rather than only visualizing it. Participants were informed about the nature of
EEG and fMRI signal, and speci�cally about the 4-6 seconds delay of the hemo-
dynamic response. Additionally, for participants in the BI_DIM group, we ex-
plained them that EEG was represented on the le� axis while fMRI was repre-
sented on the right axis.�is implied that when the ball would be on the le�
side, it would mean that they are controlling more EEG than fMRI, and on the
opposite when the ball would be on the right side it would mean that they are
controlling fMRI more than EEG.We told them that they should try to control
both dimensions, i.e. try to move the ball near the diagonal.�ese instructions
were given verbally at the beginning of the experiment and reminded later if
the participant asked for it. Participants were asked not to move at all, espe-
cially during the course of a run. Video monitoring of the inside of the MR
tube allowed to check for whole-body movements of the participant.
A�er receiving the instructions and having the EEG cap setup on his/her

scalp, the participant was installed in the MR tube where we checked the elec-
trodes impedances one last time in the supine position.�e experimental pro-
tocol then consisted of: a structural 3D T1 ; a preliminary MI run without NF
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Figure 44 – Integrated feedback
display for each group. For the BI_-
DIM group, feedback consisted
of a ball moving in two dimen-
sions, the le� dimension represent-
ing the EEG feature and the right
dimension representing the fMRI
feature. For the UNI_DIM group,
feedback consisted of a ball mov-
ing in one dimension for theUNI_-
DIM group. Participants were in-
structed to get the ball closer to
the darker blue areas by perform-
ing kinesthetic motor imagery of
their right hand clenching.

(MI_pre), the data ofwhichwas used to calibrate theNF target (see Section 6.2.4);
three NF runs with a oneminute break in between each ; a postMI run without
NF (MI_post).�e �ve EEG-fMRI functional runs employed a block-design al-
ternating 8 times 20s of rest and 20s of task (see Figure 45).

Figure 45 –�e experimental pro-
tocol consisted of 5 EEG-fMRI
runs: a preliminarymotor imagery
run without NF (MI_pre) used for
calibration, three NF runs (NF1,
NF2, NF3), and a post motor im-
agery run without NF (MI_post).
Each run consisted of a block de-
sign alternating 8 times 20s of rest
and 20s of task.

During rest, the screen displayed a white cross and participants were asked
to concentrate on the cross and not on the passed or upcoming task block.
During task, the screen displayed the cue "Imagine right" as well as the feed-
back during NF runs.�e feedback consisted of a yellow ball moving in a two-
dimensional plot for the BI_DIM group or in a one-dimensional gauge for the
UNI_DIM group.�e participants were instructed to bring the ball closer to
the darker blue area by performing kinesthetic motor imagery of their right
hand clenching.�e EEG feature was de�ned as the event-related desynchro-
nization (ERD) (Pfurtscheller & Lopes da Silva, 1999) in the [8-30Hz] band of
the EEG data �ltered with a subject speci�c spatial �lter (see Section 6.2.4 and
6.2.3) and was updated every 250ms.�e fMRI feature was de�ned as the mean
BOLD in a subject-speci�c motor region-of-interest (ROI) (see Section 6.2.4
and 6.2.3) and was updated at every repetition time (TR=1s). For the UNI_-
DIM group, the ball position was the average of the EEG and fMRI features
(EEG_n f + f MRI_n f )/2. For the BI_DIM group, the right axis depicted the
normalized fMRI feature while the le� axis depicted the normalized EEG fea-
ture. At the end of the experiment, the participants were asked to �ll out a ques-
tionnaire about their perceived performance, motivation, fatigue, interest and
di�culty in performing the NF task. Figure 45 illustrates the experimental pro-
tocol.
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6.2.2 Data acquisition

EEGand fMRIdatawere simultaneously acquiredwith a 64-channelMR-compatible
EEG solution fromBrainProducts (Brain ProductsGmbH,Gilching,Germany)
and a 3T Verio Siemens scanner (VB17) with a 12channel head coil. Foam pads
were used to restrict head motion. EEG data was sampled at 5kHz with FCz
as the reference electrode and AFz as the ground electrode. fMRI acquisitions
were performed using echo-planar imaging (EPI) with the following parame-
ters: repetition time (TR) / echo time (TE) = 1000/23ms, FOV = 210× 210mm2,
voxel size = 2 × 2 × 4mm3, matrix size = 105 × 105, 16 slices, �ip angle = 90°).
Visual instructions and feedback were transmitted using the NordicNeurolab
hardware and presented to the participant via an LCD screen and a rear-facing
mirror �xed on the coil. As a structural reference for the fMRI analysis, a high
resolution 3D T1 MPRAGE sequence was acquired with the following parame-
ters: TR/TI/TE = 1900/900/2.26ms, GRAPPA 2, FOV = 256× 256mm2 and 176
slabs, voxel size = 1× 1× 1mm3, �ip angle = 90°. Ourmultimodal EEG/fMRI-NF
system (Mano et al. 2017) integrates EEG and fMRI data streams via a TCP/IP
socket.�e EEG data is pre-processed with BrainVision Recview (Brain Prod-
ucts GmbH, Gilching, Germany) so�ware for gradient and ballistocardiogram
(BCG) artifact correction (see Section 6.2.3) and sent to Matlab (�e Math-
Works, Inc., Natick, Massachussets, United States) for further processing.�e
fMRI data is pre-processed online for slice-time correction and motion correc-
tion with custom Matlab code adapted from SPM8 (FIL, Wellcome Trust Cen-
tre for Neuroimaging, UCL, London, UK). EEG and fMRI NF features are then
computed and translated as feedback with Psychtoolbox (Kleiner et al., 2007).

6.2.3 Real-time data processing

During NF runs, online gradient artifact correction and BCG correction of the
EEG data were done in BrainVision Recview (Brain Products GmbH, Gilching,
Germany) so�ware.�e gradient artifact correction in Recview is based on the
average artifact subtraction method (Allen, Josephs, & Turner, 2000). We used
an artifact subtraction template of 2000ms and 4 templates for template dri�
correction.�e data was then down-sampled to 200Hz and low pass �ltered
at 50 Hz (48 db slope) with a Butterworth �lter.�e data were subsequently
corrected for BCG artifact (Allen, Polizzi, et al., 1998).�e pulse model was
searched in the �rst 15 seconds of the data.�e pulse detection was based on
a moving template matching approach with minimal pulse period of 800ms,
minimum correlation threshold of 0.7, and amplitude ratio range from 0.6 to
1.2 relative to the pulse model. For pulse correction, a moving template was
computed by averaging the 10 previously detected pulses, and the correction
was done on a window length of [-100ms, 700ms] relatively to the R-peak.�is
corrected data was then sent to Matlab for feature extraction. �e corrected
data was �ltered with the subject speci�c spatial �lter FILT computed during
the calibration phase (see Section 6.2.4).�e band power in the [8-30Hz] band
was then computed on this �ltered data using the periodogram and a 2s win-
dow size, and it was normalized with the following ERD-like (Pfurtscheller
& Lopes da Silva, 1999) formulae: EEGn f (t) = reverse × (bp(prev_rest) −
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bp(t))/bp(prev_rest) where bp(t) is the power at time t, bp(prev_rest) is the
average power over the previous rest block (values between the fourteen and
the nineteen seconds) and reverse = 1 if the selected �lter FILT = frest>task or
the default �lter (laplacian around C3), or reverse = −1 otherwise. Finally, the
EEG feature was smoothed over the last four values, divided by EEGtresh (see
Section 6.2.4) and translated as visual feedback every 250ms.

EEGn f (t) = reverse × bp(prev_rest)−bp(t)
bp(prev_rest

f MRIn f (v) = Broi(v)
Broi(prev_rest)

− Bbg(v)
Bbg(prev_rest)

�e fMRI signal was pre-processed online formotion correction, slice-time cor-
rection and then the fMRINF feature was computed according to the following
de�nition: f MRIn f (v) = Broi(v)/Broi(prev_rest) − Bbg(v)/Bbg(prev_rest)
where Broi(v) (respectively Bbg(v)) is the average BOLD signal in the ROI
(respectively in the background (BG)) at volume v, and Broi(prev_rest) (re-
spectively Bbg(prev_rest)) is the ROI (respectively BG) baseline obtained by
averaging the signal in the ROI (respectively in the BG) from the fourteenth
to the nineteenth second (to account for the hemodynamic delay) of the pre-
vious rest block. �e background was de�ned as a large slice (slice 6 out of
16) in deeper regions and used to cancel out global changes. Finally the fMRI
feature was smoothed over the last three volumes, divided by f MRItresh (see
Section 6.2.4) and translated as visual feedback every 1s.

6.2.4 Calibration phase

In order to de�ne subject-speci�c NF features, right at the end of the MI_pre
run, theMI_pre EEGand fMRI datawere pre-processed and analyzed to extract
a spatial �lter FILT and a threshold EEGthresh for the EEG NF feature as well
as a BOLD ROI and a threshold f MRIthresh for the fMRI NF feature.

6.2.4.1 EEG calibration

Right at the end of theMI_pre run, theMI_pre datawas pre-processed similarly
to what was done in real-time (see Section 6.2.3) except that the BCG correc-
tion was done semi-automatically. Using the Common Spatial Pattern (CSP)
method (Ramoser, Müller-Gerking, & Pfurtscheller, 2000), we then computed
the pairs of spatial �lters that best maximized the di�erence in [8-30Hz] power
between rest and task blocks on 18 channels located over the motor regions (C3,
C4, FC1, FC2, CP1, CP2, FC5, FC6, CP5, CP6, C1, C2, FC3, FC4, CP3, CP4, C5,
C6).�e �rst �lter frest>task of the pair maximizes the power during the rest
blocks while the second �lter ftask>rest of the pair maximizes the power during
the task blocks. If the eigenvalue of frest>task was greater than the inverse of the
eigenvalue of ftask>rest (Blankertz et al., 2008), then the subject-speci�c �lter
FILT was set to frest>task , otherwise it was set to ftask>rest . In case the CSP �l-
ter did not look satisfactory (visual inspection to see if the MI_pre data �ltered
was correlated with the task), we used a laplacien �lter over C3 instead (Nunez,
Srinivasan, et al., 1997).�e ERD feature was then computed (see Section 6.2.3)
and the threshold for the EEGNFwas set by computing the ERD threshold that
was reached at least 30% of the time.
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6.2.4.2 fMRI calibration

MI_pre fMRI data was pre-processed for slice-time correction, spatial realign-
ment and spatial smoothing with a 6mm Gaussian kernel with SPM8. A �rst-
level general linear model (GLM) analysis modeling the task and the rest was
then performed.�e fMRI ROIwas de�ned by taking a 9×9× 3 box around the
maximum of activation (constrained to the le� motor area) of the thresholded
T-map (task > rest, p < 0.001, k > 10).�e fMRI feature was then computed
on this MI_pre data (see Section 6.2.3) and the threshold for the fMRI NF was
set by computing the value that was reached at least 30% of the time.

6.2.5 O�ine analysis

6.2.5.1 EEG analysis

For o�ine analysis, EEG signal was pre-processed similarly to what was done
in real-time (see Section 6.2.3) except that the BCG correction was done semi-
automatically.
To analyze how the participants regulated their EEGNF feature,we re-computed

the ERD values on o�ine pre-processed data �ltered with the online FILT as
de�ned in 6.2.3 except that the baseline was not computed sliding-block-wise,
but instead by averaging power values a�er the �rst second and before the nine-
teenth second of all rest blocks. We refer to this feature as "online ERD".
As the amount of calibration data was limited and as participants had no

prior MI training, it is possible that the �lter from the calibration was subopti-
mal.�erefore we also extracted the ERD values on data �ltered with a posthoc
FILT . We refer to this feature as "posthoc ERD".�e posthoc FILT was com-
puted the same way as the online FILT (see Section 6.2.4) except that it was
computed on the concatenation of MI_pre, NF1, NF1 and NF3 instead of MI_-
pre only.
For statistical analysis, the ERD values were standardized to z-scores by con-

sidering for each subject their mean and standard deviation over MI_pre, NF1,
NF2, NF3, MI_post. For each run the standardized ERD values were averaged
by considering the values between the �rst and the nineteenth second of all NF
blocks but the �rst.�e mean ERD over NF1, NF2 and NF3 was averaged to get
the mean NF ERD NF. We also considered maxi NFi the best mean ERD over
the three NF runs. We refer to the best NF run regarding the EEG feature as
maxNFeeg .

6.2.5.2 fMRI analysis

�e fMRI data from each of the �ve runs (MI_pre, NF1, NF2, NF3, MI_post)
was pre-processed and analyzed with AutoMRI (Maumet, 2013), a proprietary
so�ware for fMRI analysis automation based on SPM8. Pre-processing included
slice-time correction, spatial realignment, co-registration to the 3DT1, followed
by spatial smoothing with a 8 mm Gaussian kernel. A �rst-level and second-
level general linear model (GLM) analysis was performed.�e �rst-level GLM
included the canonical HRF for the task as well as its temporal and dispersion
derivatives. For the second-level GLM analysis, the individual data were nor-
malized to the Montreal Neurological Institute (MNI) template and grouped
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using a mixed e�ects linear model.�e activationmaps were corrected for mul-
tiple comparisons using Family-Wise error (FWE) correction (p < 0.05 with
cluster size > 10 voxels).
To analyze how the participants regulated the BOLD signal in the online ROI,

we extracted the ROI percent signal change (PSC) on o�ine pre-processed data.
For each participant and each run, the registered fMRI values were high-pass
�ltered (100 seconds) to remove the linear dri�, averaged in the online ROI
and transformed into PSC using the formulae (Broi(v)−m)/m where m is the
average of Broi values from the fourteenth to the nineteenth second. We refer
to this feature as "online PSC".
Because NF training a�ects patterns beyond the one being fed back (Wander

et al., 2013; Kopel et al., 2016), the same procedure was done to extract the PSC
in a posthoc ROI de�ned by computing individually an average activation map
over NF1, NF2 and NF3 and taking a 9× 9× 3 box around the maximum of acti-
vation (constrained to the le� motor area). We refer to this feature as "posthoc
PSC". Finally the PSC values were standardized to z-scores by considering for
each subject their mean and standard deviation over MI_pre, NF1, NF2, NF3,
MI_post. For each run the standardized PSC values were averaged across the
last 16 volumes of all NF blocks but the �rst.�e mean PSC over NF1, NF2 and
NF3 was averaged to get the mean NF PSC NF. We also considered maxi NFi
the best mean PSC over the three NF runs. We refer to the best NF run regard-
ing the fMRI feature as maxNF f mri .

6.2.5.3 Statistical analysis

For each group(UNI_DIM / BI_DIM), each modality (EEG/fMRI) and level
of feature (online/posthoc) we conducted non-parametric Friedman tests of
the di�erences among MI_pre, NF, MI_post, as well as Wilcoxon signed-rank
tests between NF and MI_pre and Wilcoxon signed-rank tests (signrank Mat-
lab function) between maxi NFi and MI_pre with Bonferroni correction (cor-
rected p-value: 0.05/3 conditions = 0.0167). For between group comparison
we computed a Wilcoxon test (ranksum Matlab function, equivalent to Mann-
Whitney U-test) on NF.�e tests were done both for the online PSC and for
the posthoc PSC.

6.3 results

Figure 46 – Average activations
(in yellow) and deactivations (in
blue) over the three NF runs
(NF1+NF2+NF3) in both groups
(UNI_DIM + BI_DIM) thresh-
olded at p<0.05 FWE corrected
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GLM analysis of both groups (UNI_DIM + BI_DIM) revealed activations
during NF (see Figure 46) in : bilateral premotor cortex (BA 6) including le�
and right supplementarymotor area (SMA), le� and right inferior frontal gyrus
(pars opercularis rolandic operculum) (BA 44), le� and right inferior parietal
lobule (IPL), le� and right superior parietal lobule (SPL), le� and right supra-
marginal lobule/gyrus (BA 40,BA 2,BA 48), le� and right superior parietal (BA
7, BA 5), bilateral mid-cingulate cortex, le� and right precuneus (BA 7). Deac-
tivations were observed in right primary motor cortex (M1), le� and right an-
gular gyrus (BA 39), right cuneus (BA 18), le� and right precuneus, le� middle
occipital (BA 10) and in the le� inferior parietal lobule (BA 19).

.

Figure 47 – Average activa-
tions over the three NF runs
(NF1+NF2+NF3) in each group
thresholded at p<0.05 FWE
corrected. Activations of the
UNI_DIM group are shown in
red. Activations of the BI_DIM
are shown in green, deactivations
of the BI_DIM group are shown
in blue. Yellow corresponds to
activations common to UNI_DIM
and BI_DIM

GLManalysis of the BI_DIMgroup duringNF revealed activations in (�gure
47): Le� PMC (BA6) including SMA, le� IPL (BA40), le� SPL (BA 7), right SPL
(BA 5, BA 7), right superior occipital (BA 7). Deactivations were observed in
rightM1, (BA 4), le� IPL (BA 19). GLM analysis of the UNI_DIM group during
NF revealed activations in (Figure 47): le� and right PMC (BA 6) including le�
and right SMA, le� IPL (BA 40), le� superior parietal lobule (BA 40), le� and
right supramarginal lobule (BA 2). Deactivations were observed in the right
angular gyrus (BA 39).
�e BI_DIM group showed more activations (p < 0.001, uncorrected) than

the UNI_DIM group in the right superior parietal lobule (BA 7).

Figure 48 – Group-di�erence : BI_-
DIM>UNI_DIM thresholded at
p<0.001 uncorrected.�e BI_DIM
activated more the right superior
parietal lobule (BA7).

Friedman tests betweenMI_pre,NF andMI_postwere signi�cant for posthoc
EEG in the BI_DIM group (p=0.045, χ2(2, 10) = 6.2) and for posthoc fMRI in
the BI_DIM group (p=0.0136, χ2(2, 10)= 8.6).
Wilcoxon signed rank tests between MI_pre and maxNF were signi�cant

for: online EEG (p=0.0098, signedrank = 52) and online fMRI (p=0.0195, signe-
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Figure 49 – Group means
(EEG/fMRI, online, z-scored) on
each run with standard deviation
and signi�cance of Wilcoxon tests

drank = 50) in the UNI_DIM group; posthoc EEG (p=0.0020, signedrank =55)
and posthoc fMRI (p=0.0137, signedrank =51) in the UNI_DIM group; and for
posthoc EEG (p=0.0020, signedrank =55) and posthoc fMRI (p=0.0020, signe-
drank =55) in the BI_DIM group. Wilcoxon signed rank tests between MI_pre
and NF were signi�cant for: posthoc EEG (p=0.0195, signedrank = 50) in the
UNI_DIMgroup; posthoc EEG (p=0.0273, signedrank = 49) and posthoc fMRI
(p=0.0039, signedrank = 54) in the BI_DIM group. Results are summarized in
�gure 49 and �gure 50. During the NF runs the fMRI PSC in the online ROI
was signi�cantly higher in the UNI_DIM group than in the BI_DIM group
(Wilcoxon: z = 3.0615, ranksum = 146, p = 0.0022).

Figure 50 – Group means
(EEG/fMRI, posthoc, z-scored)
on each run with standard
deviation and signi�cance of
Wilcoxon tests

Questionnaire : In the BI_DIM group 5 participants out of 10 found that the
blocks were too short (against one who found them too long in the UNI_DIM
group), and 5 participants out of 10 found that the feedback was not a good
indicator of their motor imagery (against 0 in the UNI_DIM group).
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6.4 discuss ion

In the present studywe introduced and evaluated two integrated feedback strate-
gies for EEG-fMRI-NF: a 2D plot in which EEG and fMRI are mapped onto
each dimension, and a 1D gauge that integrates both information even more by
merging them into one. In contrast to representing the EEG and fMRI features
with two separate feedbacks, these integrated feedback strategies represent both
information in a single feedback with a single NF target.�ey have the advan-
tage to relieve the cognitive load of the subject, to represent the task has a single
regulation task instead of two and to allow to de�ne a NF target characterized
by the state of both signals.

Online and posthoc performance Overall both strategies allowed participants
to up-regulateMI-relatedEEGand fMRI patterns, as demonstrated by the higher
posthoc EEG and fMRI activation levels during maxNF/NF compared to MI_-
pre (see Figure 50).�e improvement was even more signi�cant on posthoc
fMRI in the BI_DIM group.
Online fMRI activation level duringNFwere signi�cantly higher in theUNI_-

DIM group than in the BI_DIM group (�gure 49) which showed particularly
high variability amongparticipants andNF runs.�ough theUNI_DIMworked
better than the BI_DIM regarding the regulation of the initial (online) targets,
their performance was moderate. Indeed, the online activation level improve-
ment with respect to MI_pre was only signi�cant for the UNI_DIM group in
the maxNF run (see Figure 49).�e loss of performance on the online fMRI
activation level during NF with a bi-dimensional feedback was also observed
in our previous study (Perronnet, Lécuyer, Mano, et al., 2017). Our new results
thus highlight the fact that the bi-dimensional feedback is harder to control
than the uni-dimensional feedback and that this a�ects online EEG and fMRI
activation levels di�erently, at least on a single-session basis. We hypothesize
that this could be due to the higher complexity of the bi-dimensional feedback.
�is complexity comes from the fact that it has two degrees of freedom which
have slightly di�erent update rates (4 Hz and 1 Hz), whose relationship is non-
trivial, and one ofwhich is delayed from the other. Subjects therefore needmore
time to get acquainted with this more complex feedback. By allowing subjects
to discriminate between the information coming from EEG and fMRI, the bi-
dimensional feedback leads subjects to make interpretations about EEG and
fMRI contingency.�ey might try di�erent strategies and analyze how they af-
fect both dimensions. In particular it can be disturbing when both dimensions
seem to present inconsistencies.�is could explain why half of the participants
in the BI_DIM group reported that the feedback was not a good indicator of
their motor imagery.�e hypothesis that the bi-dimensional feedback is more
complex and therefore requires more habituation time is supported by the fact
that half of the participants in the BI_DIM group reported they found the train-
ing blocks too short (20 seconds) and by participants comments from the BI_-
DIM group : "it is hard to know which mental process will favor EEG activity and
which one will favor fMRI activity", "the discrepancy between EEG and fMRI did
not help to control the feedback given the small number of trials", "task blocks
could have been longer to allow to test di�erent strategies and observe their e�ect".
�e fact that the loss of performance a�ectedmore fMRI than EEG couldmean
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that they focused more on regulating the EEG because feedback from EEG is
immediate while feedback from fMRI is delayed. Additionnally this could also
be due to the fact that the feedback was moving 4 times faster in the EEG di-
mension.
Looking at the opposite trend between the online and posthoc activation lev-

els of both groups (i.e. higher online fMRI activation levels for UNI_DIM and
higher posthoc fMRI activation elvels for BI_DIM) suggests that participants
in the BI_DIM group could have moved further away from their initial MI_pre
calibration pattern than participants from theUNI_DIMgroup.�ough the 2D
feedback is more complex, it seems to encourage participants to explore men-
tal strategies, interpret their e�ects on the two feedback dimensions in order to
�nd a strategy that allows to control both dimensions equitably. Training block
length might bene�t from being adapted to the feedback strategy, with shorter
block for the 1D feedback and longer block for the 2D feedback to allow for
the exploration and interpretation of inner strategies.�e 1D strategy could be
well suited during earlier phases of a NF program as it is easier to control, while
the 2D strategy could prove valuable in the longer term to reach more speci�c
self-regulation.

Group distribution across the 3 NF runs Looking at the distribution of online
mean activation levels (�gure 51) over the three NF runs shows how the two
group populations evolved over the course of the training. In the �rst run, both
populations were rather widespread and distributed along the EEG axis which
suggests that participants started by exploring EEG. Participants from the BI_-
DIMgroupwere also slightly distributed along the fMRI axis in the �rst NF run.
In the secondNF run, both populations were spread along the fMRI axis, which
suggests that participants explored fMRI while keeping EEG at a mean level. In
the third run, both populations are spread along the central (0.5) isoline, which
suggests that participants adopted a strategy that minimized the errors in both
dimensions.Overall the progression look similar in both group but the BI_DIM
population is more widespread than UNI_DIM in NF1 and NF2.�is higher
variability might once again be due to the higher complexity of the feedback to
which participants need to get used.

Figure 51 – Individual means (on-
line EEG ERD and fMRI PSC, z-
scored) of all subjects during NF
runs. Individuals from the UNI_-
DIM group are shown in red. Indi-
viduals from the BI_DIM group
are shown in green. We can see
how the groups evolved over the
NF runs.

Activationmaps BOLDactivationmaps show that duringNFboth groups sig-
ni�cantly activated regions from the motor imagery network including premo-
tor areas and posterior parietal areas (�gures 47 and 46), as well as regions that
have been shown to be consistently active during NF (Emmert, Kopel, Sulzer,
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et al., 2016) (mid-cingulate (ACC), supra-marginal (temporo-parietal), dlPFC,
premotor,). Subcortical and cerebellar regions activations could not be identi-
�ed as they were out of the �eld of view.�e BI_DIM group showed more acti-
vations (p<0.001, uncorrected) than the UNI_DIM group in the right superior
parietal lobule (BA 7).�e SPL plays an essential role in many cognitive, per-
ceptive, and motor-related processes (Wang et al., 2015; Culham & Kanwisher,
2001). In particular it has been reported to be activated both during motor ex-
ecution (ME) and MI (Solodkin et al., 2004; Ra�n et al., 2012; Lotze & Hals-
band, 2006; Hétu et al., 2013; Confalonieri et al., 2012; Sharma & Baron, 2013b;
Fleming, Stinear, & Byblow, 2010) though greater activation has been observed
during MI than ME (Gerardin et al., 2000; Hanakawa et al., 2002).�e SPL is
known to play a role in guiding motor activity in relation to spatial informa-
tion (Buneo & Andersen, 2006; Wang et al., 2015; Culham & Kanwisher, 2001)
and to be crucial in the generation of mental motor representations (Sirigu et
al., 1996). Several studies have demonstrated that impairments to the parietal
cortex reduced MI ability (Sirigu et al., 1996; Danckert et al., 2002; McInnes,
Friesen, & Boe, 2016). A meta-analysis recently conducted to determine which
neurologic disorders/lesions impair or restrict MI ability showed that patients
with parietal lobe damage weremost impaired (McInnes, Friesen, & Boe, 2016).
In MI, the SPL is thought to play a role in facilitating the planning and coordi-
nation of imagined movements and/or in indirectly inhibiting M1 through its
connection with the SMA (McInnes, Friesen, & Boe, 2016; Kasess et al., 2008;
Solodkin et al., 2004). Activations in the SPL have been shown to bemore active
during visual imagery than during kinaesthetic imagery (Guillot et al., 2009).
However we found no signi�cant activation in the occipital regions as would
be expected during visual imagery.�erefore it is unlikely that the SPL activa-
tion would indicate that participants in the BI_DIM performed a motor im-
agery that would have been more visual than kinesthetic.�e superior parietal
cortex has also been demonstrated to be active during generalized neurofeed-
back when feedback is presented visually (Sitaram, Ros, et al., 2016; Emmert,
Kopel, Sulzer, et al., 2016; Ninaus et al., 2013). However the fact that the SPL
wasmore signi�cantly active in the BI_DIMgroup than in theUNI_DIMgroup
suggest that it is more than a generalized NF e�ect.�is activation could result
from both the overlap of the motor imagery task and the self-regulation pro-
cess (Sitaram, Ros, et al., 2016), both of which could be more intense under the
bi-dimensional condition.
�ough not shown at the group comparison level, the overlay of UNI_DIM

activations and BI_DIM activations (see Figure 47) shows that activations in
the premotor areas weremore widespread and bilateral in the UNI_DIM group
while they were more localized and lateralized to the le� hemisphere in the
BI_DIM group. Also, the BI_DIM group showed signi�cant deactivations in
the right primary motor cortex while the UNI_DIM group did not. Overall,
our results suggest that the bi-dimensional feedback triggered more speci�c
activations than the uni-dimensional feedback.

De�ning bimodal NF targets An integrated feedback allows to reward speci�c
EEG/fMRI pair values and gives �exibility on the de�nition of the bimodal NF
target, depending on the assumed spatio-temporal complementarity of the EEG
and fMRI features. In this study, we designed the integrated strategies so that



6.5 conclus ion

subjects would have to regulate both EEG and fMRI at the same time in or-
der to reach the NF target.�is assumes that such a state is possible. Indeed,
neuro-vascular studies show that the electrophysiological and hemodynamic
activity are correlated (Formaggio et al., 2010; Gonçalves et al., 2006; Ritter,
Moosmann, & Villringer, 2009; Zaidi et al., 2015; Murta, Leite, et al., 2015). For
example, a study by (Zaidi et al., 2015) found signi�cant correlations between
hemodynamic peak-times of [HbO] and [HbR] signals with the underlying
neural activity as measured with intra-cortical electrophysiology in primates,
but not for their peak-amplitude. However depending on the type of tasks, the
features, and the subjects, this might not necessarily be the case as illustrated in
the study by De Vos et al. (De Vos et al., 2013) who reported no correlation be-
tween EEG and fMRI of a face processing task.�ough it is hard to predict the
degree of complementarity and redundancy of the EEG and fMRI features, it
might be bene�cial to take into consideration the degree of correlation of both
features during the calibration phase.
Instead of de�ning the target on the "intersection" of the EEG and fMRI fea-

tures, one could think of using a more laxist target de�ned by their "union",
that is the target would be reached when the EEG target or the fMRI target is
reached. Such a target would be easier to reach, therefore potentially less spe-
ci�c, but it might be advantageous in order to limit the user frustration when
used at the beginning of a protocol for example. Also the "union" strategy could
be used in case the EEG and fMRI features would be hardly redundant.�is
could happen if the mental process being regulated was more complex and in-
volved for example a cognitive regulation and an emotional regulation aspect
each ofwhichwould be associated to one of the feature.Moreover in the "union"
strategy, one could imagine displaying a secondary reward when the pair of
EEG and fMRI features would reach the intersection without "penalizing" the
subject when he/she does not control for both.

6.5 conclus ion

Both groups showed higher posthoc EEG and fMRI activation levels during
NF as compared to the preliminary condition. Our results demonstrate that in-
tegrated EEG-fMRI-NF enables to e�ciently regulate EEG and fMRI simulta-
neously, even when EEG and fMRI are integrated in a 1D feedback. Our results
also suggest that the 1D feedback is easier to control on a single-session, while
the 2D feedback encourages subjects to explore their strategies to recruit more
speci�c brain patterns.



7
CONCLUS ION AND PERSPECT IVES

"We demand rigidly de�ned areas of doubt and uncertainty !"
—Douglas Adams (�e Hitchhiker’s Guide to the Galaxy)

7.1 general conclus ion

EEG and fMRI are the two most widely used modalities in NF research.�ey
are very much complementary in their advantages and drawbacks. Yet, in the
context of NF, they have rarely been used in combination and EEG-NF and
fMRI-NF have rarely been studied in regard to each other. Importantly, bring-
ing these two complementary modalities together allows to question the actual
limit or validity of standard unimodal NF approaches and understand how they
can be improved.�e theoretical part of this dissertation aimed at identifying
methodological aspects that di�er between EEG-NF and fMRI-NF and at ex-
amining the motivations and strategies for combining EEG and fMRI for NF
purpose. Among these combination strategies, we chose to focus on bimodal
EEG-fMRI-NF as it seemed to be one of the most promising approach and had
beenmostly unexplored.�e experimental part of this dissertation therefore fo-
cused on the development and evaluation of methods for bimodal EEG-fMRI-
NF.

Chapter 3 In this chapter, we started by presenting general considerations about
EEG and fMRI, namely when they should be acquired simultaneously, and
how the electrophysiological and hemodynamic activities are known to be re-
lated. Next we drew up a methodological comparison of EEG-NF and fMRI-
NF in order to identify important aspects that di�er between the two. Even-
tually, we reviewed exhaustively the existing NF studies that have combined
EEG and fMRI and we proposed a taxonomy of the di�erent con�gurations
for combining EEG and fMRI in NF studies. Out of this taxonomy, we opted
for focusing on bimodal EEG-fMRI-NF as it is particularly promising and
mostly unexplored. From the methodological comparison of EEG-NF and
fMRI-NFwe presented in Section 3.3, one should retain that task design, task
duration and the choice of features are key aspects to consider when design-
ing bimodal EEG-fMRI-NF protocols.

Figure 52 – In Chapter 3 we pro-
posed a taxonomy of EEG/fMRI
NF studies.

Figure 53 – In Chapter 4 we de-
scribed our real-time EEG-fMRI
platform for bimodal NF.

Chapter 4 Before being able to conduct bimodal EEG-fMRI-NF experiments,
one is faced with the challenge of setting up a real-time EEG-fMRI experi-
mental platform. If EEG-fMRI has become a relatively accessible technique,
turning it into a bimodal NF loop able to acquire EEG and fMRI simultane-
ously, clean them from artifacts, extract features and communicate feedback
to the subject in real-time is no easy task. In this chapter, we described a gen-
eral method for building a real-time EEG-fMRI platform for bimodal NF
experiments. Our goal was to share our experience in order to help other
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researchers build fast and robust platforms, and also provide some mini-
mal technical requirements or features to look for in future commercial sys-
tems. Based on those guidelines, we have implemented our own real-time
EEG-fMRI platform for bimodal NF.�is platform has served for the two
experimental studies presented in this dissertation and will continue to be
improved and used for experimental and clinical studies.

Figure 54 – In Chapter 5, we
showed that during a motor-
imagery task,MI-related BOLD ac-
tivity was higher during bimodal
EEG-fMRI-NF than during EEG-
NF.

Chapter 5 �e goal of our �rst experimental study was to evaluate the added-
value of bimodal EEG-fMRI-NF as compared to unimodal EEG-NF and
fMRI-NF during a motor-imagery task. Healthy participants performed a
MI task in three di�erent NF conditions: EEG-NF, fMRI-NF and EEG-fMRI-
NF.�e conditions were evaluated in terms of activation levels of the MI-
related hemodynamic and electrophysiological patterns.We have found that
participants were able to regulateMI-related hemodynamic and electrophys-
iological activity during unimodal EEG-NF and fMRI-NF and during bi-
modal EEG-fMRI-NF. Notably, we found that MI-related hemodynamic ac-
tivity was higher during EEG-fMRI-NF than during EEG-NF, unlike fMRI-
NF.�is result suggests that EEG-fMRI-NF could be more speci�c or more
engaging thanEEG-NF alone.Wehave also observed that during EEG-fMRI-
NF subjects could regulatemore onemodality than the other, which suggests
the existence of self-regulation processes that would be proper to bimodal
EEG-fMRI-NF training. Our results therefore con�rm the interest of the bi-
modal EEG-fMRI-NF approach and raise interesting questions on the spe-
ci�c mechanisms that might be at stake when subjects learn to regulate a
bimodal EEG-fMRI-NF signal.

Chapter 6 In our second experimental study we introduced two integrated
feedback strategies for EEG-fMRI-NF and studied their e�ects on a motor
imagery taskwith a between-groupdesign.�e �rst integrated feedback strat-
egy consisted in a two-dimensional (2D) plot in which each dimension de-
picts the information from one modality. �e second integrated feedback
strategy consisted in a one-dimensional (1D) gauge that integrates both types
of information even more by merging them into one. Both groups showed
higher posthoc EEG and fMRI activation levels during NF as compared to
the preliminary condition.Our results thus demonstrate that integratedEEG-
fMRI-NF enables to regulate EEG and fMRI simultaneously, evenwhen EEG
and fMRI are integrated in a 1D feedback. Our results also suggest that the 1D
feedback is easier to control (at least on a single-session), while the 2D feed-
back encourages subjects to explore their strategies to �nd one that allows to
control EEG and fMRI by recruiting more speci�c brain patterns.

Figure 55 – In Chapter 6, we
showed that during a motor-
imagery task, integrated EEG-
fMRI-NF enables to e�ciently reg-
ulate EEG and fMRI simultane-
ously.

7.2 perspect ives : variat ions around bimodal nf

7.2.1 Reinforce our �ndings

Future studies with more subjects, more NF sessions and targeting di�erent
brain patterns should allow to characterize more �nely the added-value of bi-
modal EEG-fMRI-NF as compared to unimodal NF, delve more deeply into its
speci�c mechanisms and see how this generalizes to di�erent types of NF tar-
gets. Following up on the work we presented in Chapter 5, it would be relevant
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to evaluate the rest of the "direct NF e�ect" in order to con�rm whether EEG-
fMRI-NF allows to trigger stronger EEG activations than fMRI-NF and also
to evaluate the "compromise e�ect" in order to �gure out whether EEG-fMRI-
NF allows to reach similar, lower or greater EEG activation level than EEG-NF
(though generally this might be compromised by the fact that EEG SNR is bet-
ter outside of the MR) and similar, lower or greater fMRI activation level than
fMRI-NF. Questioning further the e�ciency of the 2D integrated feedback, us-
ing sham control could allow to disentangle whether higher activation levels are
a speci�c e�ect of the bimodal NF conveyed bi-dimensionally or a consequence
of higher level of arousal/engagement due to the higher complexity of the feed-
back, or a combination of both. Conducting bimodal NF studies over multiple
sessions will allow to probe the bimodal learning curve. We hypothesize that dif-
ferent bimodal learning scenarios are plausible, in particular the 2D integrated
feedbackmight lead up to di�erent scenarios in the way subject learn to control
both signals.

7.2.2 Multi-sensory bimodal NF

�e integrated feedback strategies that we proposed in this dissertation are
conveyed through the visual modality. It would be interesting to investigate
bimodal NF when conveyed through other types of sensory modalities, such as
the auditory or tactile ones. Also, EEG and fMRI could be fed back using di�er-
ent sensory modalities1. For example EEG which is more transient and noisier 1 (Cohen et al., 2016)

could be fed back with auditory feedback while fMRI would be fed back with vi-
sual feedback. However, if the EEG and fMRI features are directlymapped onto
each sensory modality, this would not allow to produce an integrated feedback
as we de�ned in this dissertation.

7.2.3 Integrate EEG and fMRI at earlier stages of the NF loop

�e work presented in this dissertation focused on the possibility of combining
EEG and fMRI at the feedback level. In Chapter 6, we brie�y discussed other
possible levels of integration of EEG and fMRI for bimodalNF. It would be inter-
esting to investigate possibilities of integrating EEG and fMRI at the calibration
phase or at earlier stages of the NF loop such as the feature level. A plethora of
EEG-fMRI data integration/fusion methods have been described in the litera-
ture2. Asymmetrical methods which consist in using one modality to inform 2 (Jorge, Van der Zwaag, & Figueiredo,

2014)the other rely on the assumption that EEG and fMRI share common neuronal
sources and therefore do not fully exploit their complementarity, which is what
we are mostly looking for in bimodal NF. Among symmetrical methods, data-
drivenmethods based for example on independent component analysis, partial
least squares, or canonical correlation analysis are interesting in that they lever-
age fully the information from bothmodalities while making little assumptions
about the nature of the underlying data. Such methods allow to explore poten-
tially unpredictable patterns in the joint data and can be improved by incor-
porating spatial or temporal priors. However, none of the existing EEG-fMRI
integration/fusion methods are currently applicable in real-time.�e choice of
an EEG-fMRI integration/fusion method that will be most useful for bimodal
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NF and its adaptation for real-time use will constitute a real challenge.

7.2.4 Mixed protocols

Once the relative e�ciency of unimodal and bimodal NF will be understood
well enough, maybe it will be worth considering designing global NF programs
that combine unimodal and bimodal NF training sessions. Such a program
could for example 1) start with one or a few fMRI-NF session(s) which would
allow the subject to develop amental strategy to regulate a speci�c brain region,
2) then continue with one or a few EEG-fMRI-NF session(s) so that he/she can
keep on practising regulating the fMRI feature while additionally trying to con-
trol simultaneously the EEG feature, 3) eventually end with enough EEG-NF
sessions to consolidate the e�ects of the training.

7.2.5 Investigate other modality couples

�e reason why we focused on the combination of EEG and fMRI for bimodal
NF in this dissertation is because these twomodalities aremost complementary
in term of spatial and temporal properties. However, EEG could also be used
in combination with fNIRS or MEG for bimodal NF. EEG-fNIRS-NF would
be a cheaper and portable alternative to EEG-fMRI-NF. Another big advantage
of EEG-fNIRS over EEG-fMRI is the absence of MR-related artifacts a�ecting
the EEG.However EEG-fNIRS-NFwould be limited to the surface of the cortex
and would not bene�t from the improved spatial resolution of EEG-fMRI-NF.
It would be interesting to investigate how the motor-imagery based EEG-fMRI-
NF protocol we introduced in this dissertation would transfer to EEG-fNIRS-
NF.

7.2.6 Investigate other integrated feedback paradigms

In this dissertation, we introduced the concept of integrated feedback assuming
that representing EEG and fMRI with two separate visual feedbacks would be
suboptimal in terms of cognitive load. In order to con�rm that hypothesis, it
would be necessary to compare our integrated feedback strategies with a sepa-
rate feedback one.
�e other motivation for integrated feedback strategies is that they enable

to reward speci�c EEG-fMRI pair values and gives �exibility on the de�nition
of the bimodal NF target. In this dissertation, we designed our integrated feed-
back strategies so that subjects would have to regulate both EEG and fMRI at
the same time in order to reach the NF target.�eoretically, this narrows the
targeted brain pattern and implies that the bimodal target is harder to reach
than each unimodal target on its own. Such a bimodal NF target can be seen as
being de�ned on the intersection of the EEG and the fMRI features. We refer
to this integrated feedback paradigm as "AND". However integrated feedback
strategiesmake it possible to de�ne the bimodal NF target di�erently. For exam-
ple, one could de�ne a more laxist target by the "union" of the EEG and fMRI
features, that is the target would be reached when the EEG target or the fMRI
target is reached.We refer to this integrated feedback paradigm as "OR". Such a
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target would be easier to reach than an "AND" target therefore potentially less
speci�c, but itmight be advantageous in order to limit the user frustrationwhen
used at the beginning of a protocol for example. Also the "OR" strategy could be
used in case the EEG and fMRI features would be hardly redundant. Another
possibility would be to use the EEG and the fMRI features alternatively or in
a temporally-varying mixture throughout the trial, run or session. We refer to
this integrated feedback paradigm as "Temporal mix". For example, immedi-
ate feedback could be favored at the beginning of the trial before the BOLD
response reaches its peak. Or the fMRI could be displayed at the end of the
trial3 while EEG would be fed back immediately. Finally, all these approaches 3 (Emmert, Kopel, Koush, et al., 2017; John-

son & Hartwell, 2012)could be mixed. For example, when using an "OR" strategy, one could imagine
adding an "AND" secondary reward. In this way the subject would be rewarded
additionally when the pair of EEG and fMRI features are correlated but would
not be "penalized" when they are not.�ese di�erent kinds of paradigms are
illustrated in Figure 56.

Figure 56 – Bimodal NF
paradigms

7.2.7 Going towards clinical applications

Regarding potential clinical applications, EEG-fMRI-NF is not much more ex-
pensive than fMRI-NF. It surely requires additional e�orts in the protocol and
task design and its application is also more cumbersome (setup of the EEG cap,
data quality, longer calibration). But it could beworth the labor.Our hope is that
EEG-fMRI-NF will enable patients to reach stronger, faster and more speci�c
self-regulation and functional outcomes than unimodal approaches.�rough-



7.3 last words

out this PhD, many discussions with medical doctors were carried out, in par-
ticular with Doctor of physical and rehabilitation medicine Isabelle Bonan and
Psychiatrists Jean-Marie Batail and Dominique Drapier.

Motor rehabilitation for stroke patients Our work on the design of a MI-
based EEG-fMRI-NF protocol which we tested on healthy patients is purposed
to be eventually adapted to stroke patients. Shortly a�er the end of this PhD, a
pilot study with stroke patients will take place at Neurinfo’s facilities. However
tailoring our protocol to stroke patients raises additional concerns about target
de�nition, as well as task and feedback design.�emain idea would be to target
the activity of the perilesional area whose recovery could lead to e�cient out-
comes.�ough this can be easily targeted for fMRI, it is not sure what mental
task (motor imagery, execution, other) andwhat EEG feature it will correspond
to. Regarding the feedback, it might be di�cult for patients with a�ected cogni-
tive abilities to concentrate on the 2D feedback. Also, for motor rehabilitation
a proprioceptive feedback might be necessary in order to close the motor loop,
which leads to think of the possibility of designing multi-sensory multi-modal
NF.

Depression A systematic review of neuroimaging studies of unipolar depres-
sion revealed that two distinct neurocognitive networks are central in the symp-
tomatology of depression, namely the autobiographicmemory network (AMN)
and the cognitive control network (CCN)4. Depressive patients usually exhibits4 (Rayner, Jackson, & Wilson, 2016)

an imbalance between these two networks.�e hyperactivity of the AMN is as-
sociatedwith rumination, brooding and self-blamewhile the under-engagement
of the CNN is linked with indecisiveness, negative automatic thoughts, poor
concentration and distorted cognitive processing. Using EEG-fMRI-NF could
allow to train patients to improve the balance between these two networks. For
example, EEG could be used to upregulate the CCN (located in pre-frontal re-
gions), while fMRI could be used to down-regulate the AMN (located more in
the limbic region). A pilot study with MDD patients is currently under prepa-
ration.

7.3 last words

I hope I have demonstrated the �exibility that bimodal EEG-fMRI-NF and in-
tegrated feedback strategies can o�er even without fancy data integration.�is
PhD work is only a little step forward, but I hope that many more will con-
tinue successfully on this track. Adapting EEG-fMRI integration methods for
online use in bimodal NF will surely contribute to increasing the potential of
the bimodal NF approach. For those who are still skeptical about this episode
of the NF saga, I hope that at least this work will have raised awareness about
(or have reminded) the need to question what is it that we show to our partici-
pants whenwe are doingNF (may it be with one, two, or a thousandmodalities)
telling them this is their brain activity. I look forward to reading the outcome of
the �rst bimodal NF studies with stroke and MDD patients at Neurinfo. Good
luck to the relay runners !



APHD COMICS

I thank my friend Maud Boulet for her great work at transposing some mo-
ments of my PhD with her magic hand.
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