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Abstract We have used our QM/MM interface to model the photochemical and photophysical proper-
ties of the retinal chromophore in several environments.

First, we proved that methylation of the retinal backbone, which converts a slow photochemistry to
an ultra-fast protein-like behaviour in methanol solution, modifies the interplay between the retinal
excited states, favouring the formation of a photo-active transient intermediate. Then, we have studied
the direct effect of the environment in the case of rhodopsin mimics, where point mutations of a few
amino-acids lead to systems that can absorb in the wide visible range. Combined with ultra-fast pump-
probe spectroscopy, our method has shown that the electrostatic potential around the retinal can affect
the shape of the excited potential energy surface, and is able to tune the excited state lifetime as well
as the location of the photoisomerization. Next, we showed that the currently accepted protonation
state of amino-acids in the vicinity of the retinal in bacteriorhodopsin leads to a strongly blue shifted
absorption, while the protonation of Asp212 leads to accurate results; we now aim toward a validation
of this protonation by computation of fluorescence and excited state lifetime. Finally, we have modeled
the photophysics of the unprotonated Schiff base in a UV-pigment, where an original an previously
unreported photochemistry takes place, especially with the direct involvement of a doubly excited state.

These studies have shown the reliability of our QM/MM potential for modeling a wide range of

different environments.

Résumé Nous avons appliqué notre interface QM /MM pour modéliser les propriétés photophysiques
et photochimiques du chromophore rétinal dans plusieurs environnements.

Nous avons commencé par montrer que la méthylation du squelette carbonné du rétinal, qui transforme
une photochimie lente en un processus ultra-rapide, comme dans une protéine, dans une solution de
méthanol, modifie I'interaction entre les états excités du rétinal, et favorise la formation d’'une espéce
transitoire réactive. Nous avons ensuite étudié I'effet direct de I'environnement dans le cas de mimiques
de la rhodopsine, ot des mutations ponctuelles de quelques acides aminés donnent des systemes qui
absorbent sur toute la gamme du visible. En combinaison avec la spectroscopie pompe-sonde ultra-rapide,
notre méthode a montré que le potentiel électrostatique autour du rétinal peut affecter la forme des
surfaces d’énergies potentielles excitées, et peut moduler le temps de vie de I'état excité ainsi que le lieu
de photo-isomérisation. Ensuite, nous avons montré que I'état de protonation standard des acides aminés
proches du rétinal dans la bacteriorhodopsine meénent a une surestimation de I'énergie d’absorption,
alors que la protonation du résidu Asp212 donne des résultats plus précis ; nous souhaitons maintenant
valider ce modéle par le calcule des propriétés de fluorescence et de temps de vie de I'état excité. Enfin,
nous avons modélisé la photophysique de la base de Schiff non-protonée d’un pigment UV, ol une
photochimie originale, et non encore documentée, a lieu, impliquant notamment un état doublement
excité.

Ces études ont montré la robustesse de notre potentiel QM/MM pour modéliser une large gamme

d’environnements.
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1 From biological photo-induced processes

to color vision and retinal modeling

Résumé Dans ce chapitre introductif, nous commencons par présenter les différents processus dé-
clenchés par une excitation lumineuse sur un chromophore, principalement dans des systéemes d’intérét
biologique. On s’intéresse particulierement a I'’évolution de I’état excité photo-induit, en séparant les
processus radiatifs et non-radiatifs, avec notamment les intersections coniques. En effet, ces intersec-
tions coniques jouent un role primordial dans le processus de vision en couleur chez les vertébrés. Nous
présentons ensuite plus en détail ce mécanisme de vision, et nous introduisons le chromophore rétinal,
ainsi que la famille des opsines, qui sont des protéines qui peuvent lier et intégrer ce chromophore sous
forme de base de Schiff protonée. Sous I'effet d'un rayonnement lumineux, le rétinal est isomérisé par
rotation autour d’'une des liaisons doubles. Cette famille de protéines, et ce mécanisme, se retrouve dans
de nombreux organismes, au cceur de processus vitaux comme la régulation du potentiel électrostatique
entre une cellule et le milieu externe, la transmission du signal lumineux, ou encore le mouvement photo-
induit. Cette diversité justifie les nombreuses études, expérimentales et théoriques, sur le chromophore
rétinal.

Nous nous penchons ensuite sur 'état de I'art en matiére de modélisation du rétinal, en commencant
par les modeles minimaux en phase gaz, puis en décrivant des modéles plus réalistes qui prennent
en compte la présence d'un contre-ion, et enfin en étudiant des modeles de protéines complets en
QM/MM. Pour chaque niveau de modélisation, nous présentons les résultats déja publiés, en termes
d’étude statique de surfaces d’énergie potentielle, et en terme de dynamique de photo-isomérisation.

Nous finissons par présenter les buts de la these, et ’organisation générale du manuscrit.
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1 General introduction

Interactions between light and matter are at the core of several crucial biological processes, such as
photosynthesis, where the light energy is converted into chemical energy for oxidizing water molecules
[1], or color vision, where light energy is converted into an electric signal that is conveyed in the optical
nerve [2]. On the other side, some systems are also designed to avoid light induced reactions, such
as DNA or RNA, where UV light can induce cyclizations between nucleobases that prevent the correct
replication of the molecule. Collecting, storing and dissipating light-energy require highly evolved molec-
ular mechanisms that can involve dozens of different chromophores and proteins. For instance, the
photosystem II, which is the primary site for photosynthesis, contains a complex system of antennae
(containing carotene molecules) that ensures a very effective collection of light at several wavelength,
and transports the light-induced electronic excitation to the reaction center. The common point between
all light-induced processes is that the reactions involved are all occuring on the excited state manifolds

of the chromophores.

1.1 Photo-induced processes in biology

A summary of some possible photo-induced processes is displayed on figure 1.1. Upon absorption of light
(photoabsorption, PA), a molecule is promoted from its ground state, usually a singlet for an organic
molecule, S, (point A in figure 1.1), where the nuclei and the electrons are at equilibrium at a given
geometry, to an excited state S,, (B) where this equilibrium is broken. The corresponding point of the
S, surface is called the Franck-Condon (FC) point, and corresponds to the response of the electronic
cloud to the light-induced perturbation. Out of this particular geometrical configuration, the system has
to relax from this non-equilibrated situation to a new equilibrium, involving the concomitant relaxation
of nuclei and electrons. Thus, the geometry can be affected, and several processes , either radiative (i.e.,
with emission of a photon) or non-radiative, can take place.

First, the promoted wavepacket can relax to a local minimum on the excited state surface (C), where
it relaxes to the ground state through the emission of a photon. This process is called fluorescence, and
occurs on the nano- to microsecond timescale. It is also possible that at some point of the evolution, a
crossing with another energy surface corresponding to a different electronic spin occur (D), triggering a
population of this new spin state provided that the transition is favored. Characterizing this population
exchange is done by computing the spin-orbit coupling (SOC) between the two states. Following the

path which lowers the global energy, the system can then relax to the ground state by emission of a
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Figure 1.1: Schematic view of several photo-induced processes. Capital letters refers to particular phe-

nomena and are described in the text.

photon (E). However, as this radiative process is spin-forbidden, it occurs on a much longer timescale
than fluorescence. This phenomenon is called phosphorescence, and occurs on the millisecond timescale.

Non-radiative decays occur when no photon is emitted for decaying back to the ground state. This
occur when the two potential energy surfaces come close to one another. Two topologies are possible in
this case. In the first, the two surfaces “avoid” one another (point G). If the wavepacket can stay trapped
long enough at this point, a transition to the lower energy state is likely to occur, and can be characterized
by Landau-Zener type probabilities. Another possibility is that out of the FC region, the relaxation on the
excited state surface leads to a geometry where the energies of both the excited state and the ground
state are the same. This particular topology of both surfaces is called a conical intersection (CI) (H).
Out of this point, the system can decay back to the initial geometry(I), or follow a further relaxation
that leads to a different ground state geometry (J). In the latter case, a photo-product is formed, and
the speed of this process is completely determined by the topology of the excited state surface [3]. For
instance, a barrierless process on the excited state surface leads to ultra-fast formation of the photo-
product, usually on a sub-picosecond timescale. Conical intersections have a critical importance in a
wide variety of biological processes [4], such as light-harvesting [5], charge and proton transfer [6, 7],

and also in atmospheric chemistry.
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1 General introduction
1.2 Color vision and retinal-containing proteins

Conical intersections play a primary role in the process of vision [8]. In the following, we will focus on
human vision. When light penetrates the eye, it is collected in the retina, which is paved with different
types of photoreceptors — the cones and the rods (figure 1.2). The cones are highly sensitive pigments
that are used in bright light conditions and can absorb at different wavelengths — 420, 530 and 560 nm
for the blue (short wavelength, S), the green (medium wavelength, M) and red (long wavelength, L)
pigments — while rods are used in dim light condition, and absorb light only in the blue, at 440 nm.
Despite their different absorption properties, cones and rods have a similar structure. In particular, their
light-collecting part is composed of a folded membrane which embed opsin proteins (named photopsins
in cones and rhodopsins in rods). This family of G protein-coupled receptors (GPCR) are trans-membrane
proteins formed by seven a-helices that form a cavity, where a retinal molecule is covalently bounded
to a nearby lysine, forming a protonated Schiff base — PSB.

This chromophore is composed of six double C=C bonds that separate a 3-ionone ring and the terminal
iminium. In visual pigments, the retinal is found in its 11-cis form in the dark-adapted state (figure 1.2).
The model system for visual pigments is the rhodopsin protein, which is the only one for which the
crystal structure has been resolved, in the dark (11-cis) and the (all-trans) photo-intermediates. In the
following, we will focus on the behaviour of rhodopsins.

Upon light absorption, the chromophore undergoes an ultra-fast isomerization leading to its all-trans
isomer [9]. During this process, the excited state of the retinal follows an ultra-fast decay with a lifetime
of 150fs [10], and the photoproduct is formed in 200 fs [11] with a quantum yield of 65% [12]. This
process is vibrationally coherent [13], and recent studies have proven that this process occurs at the
molecular limit speed, “that of a single period of the local torsion coordinate” (Johnson et al. [14]), and
is thus a tremendous basis for the design of highly effective, and selective, molecular photoswitches.
This isomerization induces steric perturbations in the protein, and constitute the primary event in color
vision, leading to the cascade of thermal events that ends with the transmission of the signal and the
reformation of the 11-cis molecule [2].

Opsin protein are not only used as the primary photoreceptor for vision in higher life forms. They are
indeed found in a large variety of bacteria, where they are used as light-driven ion pump to maintain the
electrostatic potential across membranes, or as light sensors for phototaxis [ 15]. The prototype system for
this class of opsin proteins is the bacteriorhodopsin, which acts as a light-driven proton pump. In bacterial

opsins, the dark-state adapted retinal adopts an all-trans conformation and absorbs at 570nm [16, 17].

21



1 General introduction
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Figure 1.2: Processes of vision. Top panel: highlight of the photo-receptors that contain the photo-acitve

opsin proteins. Bottom panel: photo-isomerization in rhodopsin and bacteriorhodopsin.

Upon light absorption, it undergoes an ultra-fast isomerization leading to an 13-cis conformation. This
transformation is also ultra-fast, and is completed in around 500 fs, with an excited state lifetime decay
of 200 fs and a quantum yield of 65% [18].

Although all opsin proteins share different isomers of the same chromophore, they display a variety
of properties when it comes to their photophysical — vertical absorptions, excited state lifetimes —
and photochemical properties [19]. For instance, retinal in gas phase absorbs light at 630 nm [20],
considerably red-shifted with the value observed in most proteins. This effect is known as the opsin
shift [21]. Moreover, the photochemistry of the retinal in methanol solution is significantly altered with
respect to what happens in proteins, with considerably longer lived fluorescent state (~ 3 ps) and lower
quantum yield (& 0.20) [22]. These two facts stress the catalytic capacity of the protein environment,

as well as its huge tuning effect. Thus, opsins are the “natural” reference systems for designing new

22



1 General introduction

molecular photoswitches and photochromic devices [23]. Indeed, the retinal features a high tuning
of its properties in a given environment, and can be reversibly switched between different absorption
colors, or converted between light emitting and non-emitting states, with applications in optogenetics or
optical memories [24, 25]. The relative simplicity of opsin proteins, where there is only one chromophore
involved, also make them prototype systems for designing and calibrating new computational methods

for modeling excited state reactivity.

1.3 Computational studies on the primary event of vision

Extensive computational studies have been carried out for unravelling the intrinsic properties of the
retinal in gas phase [26-29], the interplay between the retinal and its environment [27, 30-34], and
the characteristics of the photoisomerization in model proteins and solvents [8, 35-39]. Modeling pho-
tochemical processes require methods that can treat ground and excited states manifolds at an equal
footing, and that can be transferred from gas-phase to molecule embedded in environments — solvents
or proteins. Methods that combine geometries obtained with multi-configurational wavefunctions in the
complete active space self-consistent field (CASSCF) [40] framework, and with energy corrections added
by means of second order perturbation theory (CASPT2) [41], are considered reliable and appropriate
for studying photochemical processes. This level of theory will be denoted as CASPT2//CASSCF (i.e.
CASPT2 energies computed on top of CASSCF optimized geometries). In this part, we will focus on the

computational studies of the chromophore found in rhodopsin protein, the 11-cis retinal molecule.

1.3.1 Retinal models in gas phase

Garavelli et al. have performed minimum energy path computations on model systems in gas phase, from
minimal models [26] to more realistic ones [42—-44]. Some of the results obtained are shown on figure
1.3. These studies have shown that the relaxation on the ionic S; (B,-like) state surface, corresponding
to a single HOMO — LUMO (H — L) excitation, follows a two states / two modes (TSTM) mechanism.
The driving force out of the Franck Condon region is first given by the symmetric stretching of the C=C
bonds, up to a bifurcation point (BP), followed by the isomerization around the central bond — thus,
two modes are involved — and where the S, state, corresponding to the double (H — L)? was found
to be high in energy and thus do not participate in the reaction — two states only are involved [45].

The computed path indicate a barrierless relaxation of S; that ends at a conical intersection point with a
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twisted central bond (/& 80° for the twisting angle) (figure 1.3 panel a). This is accompanied by an initial
charge transfer from the C—CH-NH,™" side to the CH, —CH-C side of the molecule (figure 1.3 panel b),
in agreement with what has been postulated from ultra-fast spectroscopy [46]. Upon relaxation on the
S, surface, the charge is reditributed smoothly between the two sides, and results in a CI point where a
net charge has been transfered. The decay to the ground state is accompanied by a back transfer of the
charge on the NH,* moiety. Increasing the length of the polyene chain conserves the charge transfer
character [3], but results in steeper slopes and longer energy plateaus in the excited state surface due the
larger flexibility of the systems, where skeletal relaxations allow for efficient dissipation of the torsional
energy (figure 1.3 panel f). This is consistent with experiments that have proven the existence of of a
fluorescent state (FS) [46]. Semi-classical dynamics have confirmed these conclusions, and have shown
that skeletal relaxation occurs in the first 50 fs [47] (figure 1.3 panel d), followed by oscillations in the
valley connecting the relaxed point to the point where the isomerization starts. Larger systems show a
large number of such oscillations during the trajectory (figure 1.3 panel e), before the systems gains
enough momentum to drive the cis-trans isomerization. Therefore, the computations in gas phase are
in very good agreement with the experimental evidence of an ultra-fast photo-isomerization in visual
pigments. Explicit inclusion of the f-ionone ring shows a planarization of the connection between the
ring and the polyene chain, indicating that steric interactions in protein could affect the general shape

of the potential energy surface [27].
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Figure 1.3: Computational studies on retinal models in gas phase. a) Minimum energy path computation
on a minimal model. b) Evolution of the charge repartition on selected points of the minimum
energy path. ¢) Representation of the two modes that lead to the photoisomerization; BP is a
bifurcation point, where the skeletal relaxation has completed, and the system starts to move
along the isomerization coordinate. d) Semi-classical trajectory on minimal model; FC’ is the
point reached after the first oscillation on the stretching coordinate. e) Schematic pathway
followed by a larger system, based on Minimum Energy Path (MEP) commputations. f) MEP
for realistic retinal models (plain lines); system without ionone ring is presented in dashed

line; FS is the located fluorescent state. Reproduced from Ref [38].

The modeling of the intrinsic properties of the retinal allows a fine understanding of the effect of its
surrounding environment, which can be thought of as perturbations of the intrinsic retinal behaviour.
In particular, the interplay between a protonated Schiff base and its counterion are expected to have
major effects on the properties exposed above. In particular, the different character of S; (ionic) with
respect to S, and S, (covalent) states can lead to differential stabilization or destabilization, leading to
modification of the relative order of these states [44]. As shown above, the positive charge is localized

on the iminium moiety in the S state, and is transfered upon excitation to the CH,=CH-C end. Thus,
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a charge placed near the iminium is expected to stabilize the covalent S, and S, states, and destabilize

the S, state, as shown on figure 1.4 panel a.

1.3.2 Models of ion pair

Computations carried out for a tight ion pair (where the protonated Schiff base and a chloride counter-
anion are in close contact) in gas phase have proven that the S; surface is destabilized, while S, and
S, are stabilized, leading to a blue-shifted absorptions, and to a wide region in of the conformational
space where S; and S, are degenerated [48], as presented on figure 1.4 panel b for a model of cis-retinal
with five double bonds. The presence of the counterion also affects the characters of S; and S,, and both
of them become mixed within ionic and covalent configurations (greyed region in figure 1.4 panel b).
This could question the general validity of the two-modes / two-states model exposed above. However,
inspection of the electronic structure of the twisted minimum obtained show that at this point, S; has
fully recovered its ionic nature, and S, is found high in energy. Therefore, the two-state model remains
valid [49]. The existence of an energy plateau indicates a photochemistry that would be significantly

slower than what is obtained in gas phase, similar to what is observed in solution.
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The specific position of the counterion along the polyenic chain can also open different photoisomer-
ization reactions. As shown in figure 1.4 (panel c), a charge placed in the vicinity of the isomerizing
bond allows for the recovery of the peaked CI already computed in gas phase, while a tight ion pair leads
to a twisted minimum [49]. Thus, controlling the position of the charge, i.e. controlling the shape of the
electrostatic potential around the retinal, allows a fine control on absorption properties as well as on
excited state nature, and even on the selectivity of the isomerization. These results suggest that the visual
pigments have been evolutationary designed for finely tuning the properties of the retinal chromophore.
However, the counterion quenching is not the only factor that can affect the absorption wavelength
of the retinal. Indeed, the blue pigment is even more blue-shifted that the tight ion pair, indicating a

very ineffective shielding of the protein, which in turn leads to a very inefficient photochemistry. Thus,
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other mechanisms are involved, such as chromophore twisting, or 3-ionone ring flexibility [21, 50].
In particular, a strong twisting between the f3-ionone ring and the polyene chain leads to blue-shifted
absorption.

However, retinal embedded in proteins are usually found in tight ion pairs with a carboxylate coun-
terion [51, 52], with another carboxylate in close proximity with the isomerizing bond. This last group
has been proposed as a “selector” for the site of isomerization [53], considering the results presented
in figure 1.4 panel c. However, a tight ion pair is expected to lead to a very ineffective photochemistry
due to the final twisted minimum structure obtained, and does not correlate well with the ultra-fast
process occuring in proteins. This may be explained by noticing that in protein, the tight ion pair is itself
embedded inside an electrostatic environment, and the effect of the ion pair itself can be quenched by
the ensemble of other residues. Evaluating the protein shielding in rhodopsin has been done by coupling
the CASPT2//CASSCF approach (Quantum mechanics, QM) highlighted above to a classical molecular
mechanics (MM) description in the so-called QM/MM framework [31, 54], and it has been proven that
the protein environment is responsible for shielding around 50% of the counterion effect [50]. This is
especially due to fragments in the retinal binding pocket (around 3.5 A from the retinal), and appears
necessary for recovering an ultra-fast process from a tight ion-pair. The absorption of the distorted
retinal model in gas phase and in tight ion pair is found at 435 and 570 nm respectively, and agrees
nicely with the natural absorptions of visual pigments (425, 530 and 560 nm for the blue, green and red
pigments respectively). As the spectral tuning of the visual pigments cannot be entirely explained from
a quenching perspective, it has been proposed that the tuning from the blue to the green pigment is due
to deconjugations of the polyene chain, with torsions of the 3-ionone ring and the chain itself, while the
tuning from the green to the red pigment would be due to more and more shielding of the counterion

by the protein (figure 1.4 panel d).

1.3.3 Photoisomerization in rhodopsin

Having modeled the intrinsic properties of retinal models in gas phase, and the effects of the the presence
of a counterion, the next step has been the modeling of the photochemistry of the retinal embedded
in the protein, where the chromophore is highly distorted in the dark-adapted state. Ab initio molecu-
lar dynamics carried out on a model distorted chromophore have highlighted that the steric induced
distorsion leads to ultra-fast and effective photoisomerization process, with an aborted double-pedal

movement involving a clockwise rotation around the C;; —C;, bond and counter-clockwise motions of
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the Cy—C;( bond [55]. However, this last motion is aborted when the molecule returns to the ground
state, and the reaction leads to an all-trans product (a full bicycle pedal movement would lead to the
9-cis product). This space saving mechanism, that minimizes the steric interactions with the rest of the
protein (figure 1.5 panel b), is fully consistent with the earlier computational studies of Warshel et al [56,
57], where semi-empirical QM/MM potentials have been used [58]. Ab initio minimum energy paths,
computed at the QM/MM level with electrostatic embedding [59] — accounting for the electrostatic
interactions at the QM level — are consistent with the two-modes / two-states mechanism found in
gas phase, and confirm the space saving mechanism with a clockwise motion around C;; —C;, simul-
taneous with a smaller motion around Cy—C;qy [50, 60]. This motion is accompanied by fast out of
plane vibrational motion of hydrogen atoms in the vicinity of the double bond involved (HOOP mode)
[61], which has been confirmed by femtosecond stimulated Raman spectroscopy (FSRS) [62], and helps
the pyramidalization of the carbons to drive the isomerization reaction. Another finding was that the
outcome of a trajectory is highly dependent on the moment of the hopping event. Indeed, trajectories
that hop directly when reaching the CI lead to the trans product, while trajectories that “loop” in the
excited state end up with only 50% probability of ending to a trans-product [61]. Eventually, ultra-fast
pump-probe experiments combined with scaled CASSCF/AMBER dynamics have given evidence for a
conical intersection in rhodopsin, reached 80 fs after excitation [8]. This full dynamics in protein has
also shown the evidence for the space-saving bicycle pedal movement inside the protein cavity. The
quantitative agreement with experimental data (see figure 1.5 panel a) obtained out of the QM /MM
computation shows the relevance of this approach for modeling the behaviour of the excited state of the

retinal in a protein environment.
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Figure 1.5: Dynamics of the photo-isomerization of the retinal in rhodopsin. a) Comparison of exper-
imental pump-probe spectroscopy (left) and computed data (right) in the near IR region.
b) Selected structures of the retinal during the isomerization, illustrating the double-pedal

movement: Starting structure, conical intersection and all-trans product. Adapted from Ref

[8].

1.4 Goals of the study and organization of the manuscript

The CASPT2//CASSCF/AMBER approach has proven itself to be a very effective tool for investigating
on the primary photoevents in rhodopsin, for static minimum energy paths computations as well as
semi-classical trajectories. It relies on an unbiased description of the excited state manifolds, and on
explicit computation of electrostatic interactions at the QM level. However, the counterion effect, and its
possible shielding by the protein or solvent environment, shows the crucial importance of the set of point
charges that are included in the model. This concerns primarily the protonated states of amino-acids in
the vicinity of the chromophore, but also their particular conformation, or the arrangement of the solvent
molecules around the chromophore. Thus, every system requires a careful parametrization in order to
get significant results out of the computational models. The aim of this thesis is to create QM /MM
models for the retinal embedded in several complex environments, e.g. environment that are hard or
impossible to characterize experimentally, due to their flexibility (solvent), or to the difficulty to obtain
atomic-resolution information (protonation states in proteins), in order to model the photochemical

and photophysical properties of the chromophore in these environment. In conjugation with available
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experimental data, such as ultra-fast pump-probe spectroscopy, our computations will be used to complete
our knowledge on the various effects imposed by the environment on a reaction that develops entirely
in an excited potential energy surface. This manuscript is organized in six chapters. The first presents
the theoretical aspects of photochemistry, especially the challenges for modeling reactions that goes
through conical intersections, as well as the CASSCF and CASPT2 methods, and the particularities of the
QM/MM COBRAM interface that we will use in all investigations. The second part is a recently published
comparison of the intramolecular photo-induced charge transfer predicted by several functionals in the
TD-DFT framework and by several post-HF techniques. The third part presents a computational study
on the effects of the methylation of a protonated Schiff base in solution, in terms of minimum energy
paths and dynamical behaviour. In the fourth part, we have modeled rhodopsin mimics, where point
mutations in the retinal binding pockets experimentally lead to systems that can absorb in the wide
visible range. The fifth part presents evidence for a new protonation model for Asp212 in the vicinity
of the chromophore in bacteriorhodospin. The last chapter deals with a recently published work on the
modeling of the unprotonated Schiff base of the Siberian hamster cone pigment, an important visual
pigment containing an unprotonated Schiff base in the dark state and for which X-ray structure is not

available.
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2 Modeling ultra-fast processes in biological

media and complex environment

Abstract In this chapter we will highlight the computational methods that will be used in the following
parts. One of the main problems we have to deal with in photochemistry is that chemical reactions can
involve several potential energy surfaces. The interplay between these surfaces creates regions where the
usual approximations of quantum chemistry are not valid anymore. In particular, it has been shown that
the ultra-fast decay of the retinal excited state in gas phase and in protein is due to a conical intersection
between the ground and the first excited state. Therefore, we need methods that are able to treat in
a balanced way all the relevant electronic states. Furthermore, as the properties of retinal are highly
tuned by its environment, it is of utmost importance that the description of the environment is explicitly
included in our models.

We will first present the main aspects of theoretical chemistry, and in particular the Born-Oppenheimer
approximation and its limits. Then, we will describe the methods we use for computing the electronic
potential energy surfaces. Eventually, our QM/MM setup, which allows for an accurate description of

the external environment of the retinal, will be highlighted.

Résumé Dans ce chapitre, nous présentons les méthodes computationnelles utilisées dans le reste
du manuscrit. En photochimie, 'un des principaux problémes est 1ié au fait que les réactions étudiées
peuvent faire intervenir plusieurs surfaces d’énergie potentielle. Les interactions entre ces différentes
surfaces créent des régions dans lesquelles les approximations habituelles de la chimie quantique ne sont
plus valables. En particulier, on a montré que le temps de vie ultra-court de I'état excité du rétinal en
phase gaz et dans la protéine est d{i a une intersection conique entre cet état excité et 'état fondamental.
Par conséquent, nous avons besoin de méthodes qui sont capables de traiter sur un pied d’égalité tous les
états excités impliqués. De plus, comme les propriétés du rétinal sont modulées par son environnement,

il est important d’inclure explicitement la description de cet environnement dans nos modeles.
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2 Computational methods

Nous présenterons d’abord les aspects principaux de la chimie théorique, et en particulier 'approximation
de Born-Oppenheimer et ses limites. Nous décrirons ensuite les méthodes utilisées pour calculer les sur-
faces d’énergie potentielle électronique. Enfin, nous présenterons notre potentiel QM/MM, qui permet

une description précise de 'environnement extérieur du rétinal.
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2 Computational methods
2.1 Theoretical aspects of photochemistry

The behaviour of a quantum system is determined by the time-dependent Schrodinger equation, which is
usually solved using the Born-Oppenheimer approximation. However, the validity of this approximation
is not guaranteed in regions of conformational space where electronic potential energy surfaces become
too close. This will be demonstrated in the first section. Next, two computational processes will be
presented. The first is a static point of view and deals with the topologies of the electronic potential
energy surfaces. We will also present a method for optimizing the geometries of conical intersection. The
second is a molecular dynamics approach, which include a switching algorithm to allow the propagation

of nuclei wavepackets on different electronic surfaces.

2.1.1 Schrédinger equation and Born-Oppenheimer approximation

A polyatomic system, containing n electrons at position 7 and M nuclei at positions R, and with the
hamiltonian %7 is completely defined by its wavefunction ¥ (7, R), which is in turn obtained by solving

the time-dependent Schrodinger equation:
Ladv o A
lha(r,R) = (7,R)¥(7,R) 2.1)

The hamiltonian can be decomposed in the kinetic energy of the nuclei 7y (R), the electrostatic potential
between nuclei Vyy(R), the kinetic energy of the electrons 7,(7), the electrostatic potential between
electrons and nuclei Vy, (R, 7) and the electrostatic potential between electrons V,,(7), and we can thus
write:

A7, R) = Ty (R) + Vyn (R) + () + Ve R, ) + Ve (F) 2.2)

= Tu(®) + A7, ), |

where ﬁe(?,ﬁ) is the electronic hamiltonian. Solving this problem in the general case in incredibly
complex because of the couplings between electrons and nuclei. However, the mass of electrons and
nuclei differ by three orders of magnitude. Thus, we can assume that the electrons move much faster than
the nuclei, and that the electrons rearrange instantaneously when the nuclei move. This is equivalent to

assume that the nuclei are fixed, with ﬁv(ﬁ) ~ 0, and we are left with the time-independent electronic
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problem:

#H,(7;R)¢(%;R) = E¢ (73 R) 2.3)

where ¢ (7;R) is the electronic wavefunction, parametrized by the nuclei positions R. Provided that this
equation is solved accurately, a set of wavefunctions ¢ ,(7; R) with energies E, are obtained, forming the
electronic states of the system. Within these approximations, the general wavefunction of the system

can be expressed as a linear combination of these eigenstates in the Born-Oppenheimer expansion [63]:
W(ER) = bu(F R) xn(R) 2.4)
n

where the y,,(R) are the nuclear wavefunctions. Assuming a fast rearrangement of the electrons with
respect to nuclei motions means that the nuclei only feel the average potential energy of the electrons,

leading to the following set of equations:

o dn® L "
ift ) 4= = T ®)a®) + Epa(®) 2.5)
n
This last expression is the Born-Oppenheimer approximation [63]. The electronic states are uncoupled,
so that a system starting in state n will stay in this state forever. This leads to the picture of nuclei moving
on the adiabatic potential energy surfaces obtained by solving the electronic problem of equation (2.3).
Assessing the validity of this approximation can be done by injecting the general expression (2.4) into
the general problem of equation (2.1), leading to
. dd’n(F:ﬁ)Xn(ﬁ) _ > A -3 PUREIN - -
= = L@ AR+ 2 Ty B B8, ). (2.6)

n

Projecting this equation on one of the electronic wavefunction, say ¢,,, and integrating over the electronic

positions 7 leads to the set of coupled equations determining the evolution of the nuclear wavefunction
Xm [64]:

(R = o (R R :

iR R) = Ty () (B) + Epim(R)

w33 i (2100l 91,1920 - V1, + (01 V2, 160)) 2R

2.7)

35



2 Computational methods

We have used the general expression for 7y(R)

PO 1
ORI VA
1

i
where the sum is carried out over the number of nuclei in the system, and M; is the ratio of the masses
of nuclei i with respect to the mass of an electron. The last term obtained in equation (2.7) contains
the non-adiabatic coupling terms (¢,,,| Vg, |¢,) and (¢, V}%i |¢,,), which couples the electronic states to
the nuclear motions. Thus, this general expression allows for transitions between electronic states. The

Born-Oppenheimer approximation comes down to neglecting these terms. The non-adiabatic coupling

terms can be further expressed in function of the derivative of the electronic hamiltonian 7,

(Pl (V;i%e) |Pn) (2.8)

(¢m|vRi |¢n> = E E

Thus, we can conclude that the Born-Oppenheimer approximation is valid when:
e the electronic wavefunctions are slowly varying with respect to the atomic positions ;
e the electronic states are well separated in energy.

As highlighted in the introduction, photochemical processes often involve regions where two or more
potential energy surfaces come close to one another, or even cross at conical intersections. Thus, the
standard Born-Oppenheimer approximation is expected to fail next to these points, and non-adiabatic
couplings will have to be taken into account. The consequence is that the method chosen for computa-

tional investigations should include an efficient algorithm for computing the non-adiabatic couplings.

2.1.2 Minimum energy path and conical intersections

Potential energy surfaces that are computed in the Born-Oppenheimer approximation are still useful to
study reaction pathways in the minimum energy path approach. The shape of potential energy surfaces
gives information about the structure accessibility of different reaction paths, by focusing on critical
points like slopes, valleys, or funnel points. The paths that are found with this method can be viewed
as the reaction path for a vibrationally cold molecule that has infinitesimal amount of kinetic energy [3,
44].

In particular, the geometrical parameters of a conical intersection can be uncovered by means of

geometry optimizations. A conical intersection is defined by the intersection between two N-dimensional
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energy surfaces [4]. The seam of the conical intersection is an N —2-dimension hyperline. Thus, one can
distinguish two particular coordinates, usually called g and h, which are combination of geometrical
parameters and define the branching space. Considering two energy potential energy surfaces E; and
E,, with associated wavefunctions ¥; and ¥, respectively, it can be shnown that g corresponds to the

difference gradient vector, and h corresponds to the coupling vector, defined as:

8§ = Vg [E1—E;]

h= <\Ijl |vRi|\IIZ>’

(2.9)

with the same notations as in the previous section. Plotting the energy along these two coordinates lead
to two conical surfaces, while the in the other directions, the energies of ground- and excited-state are
equal. Two topologies exist for conical intersection [65] (see figure 2.1). In peaked conical intersection,
the excited state (in blue on figure 2.1) is driven toward the seam in all possible directions. This topology
leads to highly effective excited state decays, and thus to very efficient photochemistry. On the contrary,
in sloped conical intersections, the excited state potential energy surface goes uphill in the vicinity of

the seam. This leads to longer excited state lifetimes, and less efficient photochemistry.

a b
Peaked

Energy
Energy

Figure 2.1: Two particular topologies of conical intersection. The excited state potential energy surface
is represented in blue, while the ground state is in green. x and y are the coordinates of the
branching space, corresponding to the g and h vectors described before (for instance, x can
represent C—C bonds stretching, while y can represent a torsions in the polyene chain, in
the case of a retinal chromophore). Left: peaked conical intersection ; Right: sloped conical

intersection. Reproduced from Ref [65].
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Several methods have been developed for optimizing a conical intersection [66]. The method we
will focus on here is the one implemented in COBRAM [59] (see section 2.3.3), which is the gradient
projection method from Bearpark et al. [67] As the energy changes rapidly in the branching space, the
method proceeds by minimizing the energy difference E; — E, in the branching space, while the energy
E, is minimized in the orthogonal space. The effective gradient used in the method is thus the projection

defined as:
JE,

q,

g=P (2.10)

where P is the projector onto the space orthogonal to the branching space, and q, denotes the atomic
coordinates.

The static approach described in this part is usually completed by means of semi-classical dynamics,
where nuclei are propagated on adiabatic potential energy surfaces. Different behaviour can be observed,
as already shown in previous chapter in the case of retinal. The differences between the two approaches

is highlighted on figure 2.2.

REACTION PATH MODELING
s ; —_
/7/\\’ trajectory oooooco  MEP STATIC, LOCAL

. Geometry Optimizations
Frequencies
MEP (IRC)

0 Geometry Optimizations of
the Conical Intersection

' Relaxation Paths
from CI (IRD)

DYNAMIC, GLOBAL

® Semi-classical Trajectories
Wavepacket Dynamics

Figure 2.2: Minimum energy path approach (red path) and semi-classical dynamics (blue path). Repro-
duced from Ref [3].
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2.1.3 Semi-classical dynamics and surface-hopping

The dynamical behaviour of a polyatomic system derives in principle from the resolution of the time-
dependent Schrodinger equation. However, this is generally not feasible [64]. The Born-Oppenheimer
expansion and approximation, derived in section 2.1.1, considerably simplify this picture by separating
the electronic and nuclear part of the Hamiltonian. This approximation is based on the difference of
masses between nuclei and electrons. The coupled equations obtained, described in equation (2.7), is
still too demanding and cannot be solved in the general case, especially when several electronic states
are involved. A convenient approximation is then to consider that the nuclei follow classical trajectories
on the electronic potential energy surfaces [64, 68, 69]. This approach is called molecular dynamics,
and the quantum part is then fully deported on the electrons in the system. The movements of the nuclei

is then fully determined by integrating the Newton’s equations of motion:

d?R; OE
. L= 2.11
L dt2? OR; (2.11)
where the energy of the system is defined as:
E=> P ) (2.12)
oM, e) - .

The term (7:[,6) denotes the integration over the electronic wavepacket. The potential energy is then the
expectation value of the electronic Hamiltonian. At each step of the simulation, #, is diagonalized, and
the total electronic energy is computed, then injected in the set of equations (2.11). However, in regions
of strong electronic coupling, the potential will be state-averaged over several electronic states, which
breaks the simplicity of the classical description, and the physical interpretation of these trajectories. For
instance, after a conical intersection, the system should be fully described by the ground state potential
of the photo-product, and not anymore by the reactant excited-state surface.

This also raises the issue of the treatment of potential energy surface crossings that occur at conical
intersections, where nuclei that hop from one surface to another can experience drastic changes in
the forces. Proper treatment of the quantum effects induced by electrons on the classical nuclei is of
paramount importance for accurate computations of photochemical events. A method that couples the
formal simplicity of molecular dynamics and the treatment of the hopping events is the fewest switch

surface-hopping algorithm from Tully [68, 69]. The method relies on a large number of trajectories, each
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of them considering that nuclei move on a single potential energy surface. Defining a set of eigenfunctions

of the electronic Hamiltonian ¢, the electronic wavefunction of the system can be written as:
¢ (FR(0) = X cu(tpn(F3 R(1), (2.13)
n

and we can also write the density matrix A with elements a;,, = cc; . The diagonal elements ay
correspond to the electronic population of state k, while the off diagonal elements a;; corresponds to
the coherence between states k and [.

Deriving the evolution of these coefficients show that electronic states are coupled through off-diagonal
Hamiltonian matrix elements, and through non-adiabatic couplings. The general algorithm proceeds by
computing the population of states at each step, and the coupling elements that rule the time evolution
of these populations. The probability of a switch from state k to state [ between steps t and t + At is
equal to the ratio between the change in population of state k in At, i.e. a;At, and the population in

state k at time t, i.e. ai; [68]. Thus, the algorithm proceeds as follows, for a two-state system:

1. Initial populations are affected to each state; for instance, the dynamics starts with all the popula-

tion in state 2: a;; = 0 and a,, = 1 initially;

2. the classical equation of motion are solved on the electronic potential energy surface of state 2,

and the new coefficients a;; are obtained;

3. the transition probabilities are computed, and compared to a generated random number, to decide

if a switch occur ; if no switch occur, we go back to step 2;

4. else, the trajectory evolves on the potential energy surface of new state ; if the potentials are

different, a velocity adjustment has to be made.

This algorithm ensures that the number of switches during a trajectory is minimal. As a switch can
occur at any point during the trajectory, a large number of trajectories has to be obtained in order to
obtain significant results. Finally, we can also propagate a trajectory by disabling the switching capacities.
This case corresponds to a movement locked in one energy surface, and can be used to sample the
conformational space around a point of interest — this can be especially useful to sample the seam of a

conical intersection.
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2.2 Electronic wavefunctions

Thus far, we have presented methods that rely on the computation of the matrix elements of the Hamil-
tonian matrix. This allows the computation of an external potential on which the nuclei can be ge-
ometry optimized, or move. In this section, we look in further detail the resolution of the electronic

time-independent Schrédinger equation
He¢(7;R) = E¢(7;R) (2.14)

In computational chemistry, two frameworks are available for solving this problem. The first is based
on wavefunctions (post-HF methods), while the second relies on electronic density (DFT) and is based
on the seminal work from Hohenberg and Kohn [70, 71]. This approach has become the most used
in computational studies with the design of hybrid exchange-correlation functionals, which allow the
inclusion of dynamical correlation in an efficient way. In its time-dependent framework (TD-DFT) [72],
it can describe excited states of organic chromophores [73]. However, retinal molecules are the typical
case where TD-DFT breaks down, although it gives accurate ground state geometries, in agreement with
state-of-the-art wavefunction methods [29]. However, due the charge transfer character of the main
electronic excitation of the retinal molecule, the excitation energies obtained in DFT are overestimated
[74]. We have recently shown [75] (see chapter 3), based on charge density descriptors developed by
Le Bahers et al. [76], that some functionals — especially the most recently developed — were able to
perform better than other in this respect, although most of them lead to strong blue-shifts of the vertical
absorption. Thus, it is advisable to use different functionals for getting different properties.

On the other hand, multi-reference wavefunctions, especially those based on the complete active space
self-consistent field [40, 77] (CASSCF) approach, corrected with second order perturbation theory [41,
78, 79]1(CASPT2), lead to accurate and balanced description of the retinal in several environments. This
method has been applied in gas phase [20, 26, 44, 45], as well as in rhodopsin protein in combination
with the AMBER forcefield [8, 31, 54](see section 2.3). This is the approach that will be used throughout
our work. Thus, we will only focus on the presentation of these wavefunction-based methods, which are

extension of the Hartree-Fock theory.
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2.2.1 Hartree-Fock approximation for solving the electronic problem

In the Born-Oppenheimer approximation, the nuclei are considered frozen. Thus, the lA)NN(I_i) term is
constant, and will be forgotten in the following. We consider a polyatomic system with atoms at position
{R4} and electrons at positions {r;}. The distance between electron i and electron j is written r;; and the
distance between electron i and nucleus A is written Ry;. The full electronic non-relativistic Hamiltonian,

can then be defined, in atomic units, by [80]:

A 1 Z 1
=32,V 2 0+ 2
i i A L > U (2.15)
=h+ Z x
ij>i i

where Z, is the atomic number of nucleus A, and h represents the one-electron part of this Hamiltonian.
The electronic wavefunction of the system, denoted |¥), with energy E, has to respect the Schrodinger
equation

H, V) = E|¥) (2.16)

Moreover, Fermi principle stands that |¥) has to be antisymmetric with respect to the exchange of two
electrons. Each electron in the system is described by a one-electron wavefunction ¢;, called a spin-
orbital, which is the product of a spatial function v;(r) and a spin function o;(w). This general spin
function will be written a(w) for spin up and f(w) for spin down, and the generalized coordinate x

gathers the spatial coordinate r and the spin coordinate w. In summary:

YPi(r)a(w)
¢i(x) = (r)o(w) = (2.17)

Yi(r)p(ew)

Given a set of spin-orbitals ¢, the most simple way to build an antisymmetric wavefunction is the Slater

determinant defined by

¢i(x1) ¢j(X1) v r(xq)

¢i(xs2) ij(xz) v i)
w) = =|P192... ¢ul, (2.18)

qsi(xn) (Pj(xn) ¢k(xn)
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The hypothesis in the Hartree-fock approximation is that a single Slater determinant of the form
(2.18) can give a reasonable description of the ground state of the N-electrons system considered. The
variational principle stands that the best possible approximation of the ground state wavefunction ¥ has
to minimize the energy of the system, which can be written (J| 7:16 |¥). Thus, the initial problem comes
down to find the best set of spin-orbitals to form a Slater determinant that minimizes the energy of the
system.

Applying the variational principle [80] shows that the optimal spin-orbitals have to be eigenvectors

of the Fock operator f defined by its matrix elements f;; by:

fij = (¢i|f |¢j>

(2.19)
=+ [Z(ijlbb)—(iblbj)]
b

where h;; is an element of the matrix representing h, the one-electron part of the Hamiltonian, and

where we have used the standard notation for the two-electron integrals:

(ablcd) = J f gbZ(xl)qbf(xz)égbb(xl)qu(xz)dxldxz. (2.20)

The optimal spin-orbitals can thus be defined as verifying:

flxn) =€lxn), (2.21)

where €, defines the energy of the spin-orbital n. The Slater determinant formed out of the N lowest in
energy spin-orbitals is then called the Hartree-Fock wavefunction, and will be noted ¥,. Its total energy
is:
1
E=) h;+- ii|jj)—(ijlji), (2.22)
2.h 21-21-( 157) = G0

where the factor 1/2 prevents the double-counting of the electron-electron interaction. The N spin-
orbitals with the lowest energy are occupied. As equation (2.21) has an infinite numer of solutions,
the remaining spin-orbitals will be referred to as unoccupied or virtual. As the expression of f depends
on a set of spin-orbitals, the problem of finding the eigenvectors in equation (2.21) is done iteratively.

However, no method is generally available to solve numerically this equation in molecules.
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The formulation of Roothaan [81] simplifies the picture, and allows the computation of molecular
orbitals through introducing a set of known basis functions. In the case of closed-shell systems, where all

valence electrons are paired, the set of N spin-orbitals can be built with N /2 spatial orbitals following:

Xai = Yi(r)a(w)
Xai1 = Yi(r)B(w)

(2.23)

Introducing a set {¢;} of known basis functions, we can then expand the unknown molecular orbitals

; in the basis of these known functions:

P = Z CriPx (2.24)
k

In principle, the set {¢;} is infinite. However, in practice, a finite set of K functions is used. Thus, K
spatial functions with the form given in equation (2.24) can be built, leading to a set of 2K spin-orbitals.
Solving equation (2.21) for an N-electron system thus amounts to finding the optimal set of coefficients
{Cy;} that give the optimal set of spin-orbitals, and the variational principle then translates to the set of

linear combinations known as the Roothaan equations:
fC =SCe, (2.25)

where f is the matrix of the closed-shell Fock operator, C is the matrix of the coefficients, S is the overlap
matrix with elements S;; = ((pi | ®; >, an € is the diagonal matrix containing the molecular orbital energies
as defined in equation (2.21). The elements of the Fock matrix can be expressed with the one-particle

density matrix D:
Dy =2 Z Cracs*a

occupied

1 (2.26)
qu = hpq + ;Drs |:(pq|r5)_ 5(P’”|SQ)] )

This problem is non-linear, and has to be solved iteratively. The resulting procedure is called the self-
consistent field (SCF) method.

Expanding the basis of K spatial functions will lead to more flexibility in solving the Fock equations,
and thus lead to lowering the total energy. The energy obtained for an infinite set is called the Hartree-

Fock limit Ey;. Slater determinants correlate electrons with the same spin, but do not include correlation
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effect for electrons with opposite spin. This results in an overestimation of the Hartree-Fock energy, and

the difference with the exact energy is called the correlation energy E., ., which is a negative quantity:
Eexact = Exr + Ecorr (2.27)

The correlation energy highlighted in equation (2.27) can be artificially split in two parts. The first
part in the dynamic correlation, arising from the instantaneous electron-electron interaction, that is
completely absent from Hartree-Fock theory — as one electron only sees the average electronic cloud
created by the others. The second part is the static correlation, and has no classical equivalent. This part
arises from the interaction between multiple Slater determinants. Therefore, in cases where the correla-
tion energy is non-negligible, the Hartree-Fock theory is expected to fail. This happens, in particular, in
cases where a single determinant is not sufficient to describe the electronic structure of the molecule, for
instance in transition metals, or for the description of excited state. Recovering the correlation energy is

thus a crucial part in developing quantum chemistry methods.

2.2.2 Configuration interaction and multi-configuration wavefunctions
Configuration interaction

Recovering static correlation requires the introduction of more than one Slater determinant. The Hartree-
Fock wavefunction is built by creating a Slater determinant with the N spin-orbitals that are eigenvectors
of the Fock operator f with the lowest energy. As there are in principle an infinite number of solution —
in practice, we are limited by the number of basis functions used in the expansion in equation (2.24) —
we can define wavefunctions obtained by promoting an electron from an occupied spin-orbital y, to an
unoccupied spin-orbital y, in the Hartree-Fock wavefunction |¥,). Such wavefunctions will be noted |\IJ£ >
In the following, the indices a, b, c, ... refer to occupied orbitals, r,s, t, ... refer to unoccupied orbitals
and i,j,k... refer to arbitrary orbitals. Provided that the Hartree-Fock wavefunction is a reasonable
approximation, the exact wavefunction |®) can then be defined as the sum of all possible excitations

obtained from |¥,) by forming the configuration interaction (CI) expansion:

@) = co+ o) + DL [WE)+ D> el [wrs )+ > et [wrst )+ (2.28)
o TS

45



2 Computational methods

For a complete determination, the CI coeffcients {c_},{c}},... have to be determined variationally. This
is done by computing the matrix elements of the Hamiltonian in the basis of the N-electron wavefunctions.
Even with simplifications from the Brillouin theorem — namely, determinants that differ by more than
two spin-orbitals do not interact, and single excited determinants do not interact with the ground state
— and taking into account spatial and spin symmetry, the size of the full CI matrix is usually way above
computational capacities. Indeed, exciting n out of N electrons leads to (]Z ) possibilities ; if there are 2K
spin-orbitals, this leads to 2K — N virtual orbitals, so (ZKH_ N) ending points for the excitation. Overall,
we can build (IZ)(ZKH_ N) determinants. The full CI approach leads to exact correlation energy, within the
subspace spanned by the one-electron basis set chosen for the Hartree-Fock expansion. The size of the
full CI matrix makes this method prohibitive for most applications in quantum chemistry, save for the

smallest systems.

Multi-configurational self-consistent field

The complexity of the multi-configurational expression in equation (2.28) can be reduced if one only
performs it in a selected number of configurations. This is the approach called Multi-Configurationnal
Self-Consistent Field (MCSCF). With this method, one forms a linear combination of the configurations

|u) — which are Slater determinants — that are expected to contribute significantly to static correlation:

[Uncscr) = Z Cylu). (2.29)
U

The Hamiltonian matrix is then diagonalized in the new basis formed by these new wavefunctions, and
the CI coefficients C,, as well as the molecular spin-orbitals are optimized variationally. This method has
the inconvenient of forcing the user to manually select electronic configurations.

However, this approach can be extended to be complete within a subset of molecular spin-orbitals.
This is the Complete Active Space Self-Consistent Field [40, 77, 82](CASSCF) method, which relies
heavily on the construction of configuration state functions (CSFs). These configuration state functions
are symmetry-adapted linear combinations of Slater determinants. The molecular spin-orbitals space is

divided in three part:

e inactive: spin-orbitals that are doubly occupied in all CSFs;
e active: spin-orbitals with varying occupation number:

e external: spin-orbitals that are unoccupied in all CSFs.
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2 Computational methods

Considering n electrons in M spin-orbitals is called CASSCF(n, M). The CASSCF wavefunction is then
built as a linear combination of all the CSFs obtained. The act