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Introduction

Health-care systems

This section introduces the topics of health-care expenditures, the possible benefits of industrial engineer-
ing, of clinical pathways and of health data.

Health expenditure and industrial engineering

Public health expenditures represent 5.99% of the world annual gross domestic product (World Health
Organization, year 2014). Health-care is a major concern in most developed countries. It represents a
tremendous part of the gross domestic product: 11.5% in France, 17.1% in the United States, 9.1% in
the United Kingdom, 11.3% in Germany, 9.3% in Italy and 5.6% in China (WHO, year 2014). However,
during the last two decades, hospitals have undergone major changes: faced with an increasingly severe
socio-economic context, they had to comply with new management rules in order to minimize the costs
while maintaining a certain quality of service. Although these two objectives are well-known antagonists,
solutions exist.

Over the same past twenty years, the aim of scientific studies has been to bring substantial gains in
terms of efficiency and productivity to health-care systems. It passes through the setting up of more efficient
organizations, while improving the quality of care. The application of scientific methods from the field of
Industrial Engineering is an excellent approach to achieve this objective. Industrial engineering techniques
are widespread in many sectors, from manufacturing industry to service industries, and have shown their
value in optimizing processes on many occasions. However, these approaches are challenging because,
while industries and hospitals are similar in many respects, they differ in a number of crucial points:
patients replace products and doctors take the role of machines. Difficulties related to the application
of methods from the field of industrial engineering to a health-care environment are multiple:

e The analysis of a health-care system is closely linked to the observation and the modeling of patient
flows, not products. It is difficult to predict a patient’s care pathway within a hospital system because
it depends on multiple factors such as biological interactions, a pathology and a care management
strategy.

e Activities of care providers are very diversified, which requires a high capacity to adapt to the de-
mand: emergency is a recurring notion which is at the origin of most organizational problems. Fi-
nally, health-care environments are highly stochastic (random processes are at work), making long-
term planning more difficult.

e Health-care systems are made up of a multitude of subsystems (hospitals, general practitioners, phar-
macy, etc.) that are generally compartmentalized and not well coordinated.
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Tremendous efforts and works have been carried out to cross the gap in that direction. Today, in 2017,
the question of whether or not the scientific community can help health-care stakeholders to provide better
care is no longer on the table. The question is to know how.

Clinical pathways

Currently, in health-care organizations, a major trend for the improvement of care quality while reducing
costs is the design and implementation of Clinical Pathways. A clinical pathway (CP) can be defined as a
structured and multidisciplinary care plan used to detail essential steps and timing in the care of patients
with a specific clinical problem (Rotter et al., 2010). CPs are used as a tool for a standardization of clinical
processes. They represent an opportunity to reduce variability in the delivery of cares. CPs usually involve
many stakeholders (physicians, managers, nurses, pharmacists, specialists, etc.) because they rely on good
coordination and communication of the care givers. The design and the implementation of CPs in practice
require a level of standardization for medical treatment processes, the training and education of young
medical professionals, the implementation of health information systems and the automated analysis for
the purpose of process optimization. Then, it is possible to provide a model (i.e. a guideline) of a CP.

A second way to describe a CP is to adopt the patient’s point of view. A CP is the ordered sequence
of medical events that happen to an individual patient. In that regard, each CP is unique and corresponds
to a patient’s medical history. There exist different levels of description of a CP. The highest level is to
consider that a CP starts the first time that a patient is taken care of and ends when he/she passes away
(several years later). An intermediary level is the description of the steps occurring between the entrance
in a hospital emergency room and the discharge (several hours to days later). A short-time view of a CP
would be to identify the different phases of a surgery (a minute-by-minute process). We see here that there
is no limitation in space, in time or in the concept that are included in a CP.

So far, most CP models have been designed by medical experts of each field. Hence, it heavily relies on
experts’ opinions and on how they perceive their practices. The reality of what actually happens may differ
from such references. The design of a CP is a major challenge to better understand the impact of treatments
on the whole journey of the patient. Health authorities intend to propose standardization of care processes
for various operational purposes: organization of care activities, assignment of human resources, reducing
practice variability, minimizing delays in treatments or decreasing costs while maintaining quality. Today,
there is a will to go further than experts’ opinions to answer these challenges. As such, evidence-based
medicine has become paramount to medical decision making and clinical judgment. The current trend is
to use electronic data as the new objective source for clinical pathway description.

Health data in the 21% century

During the last two decades, the amount of data collected in hospital information systems has increased
exponentially. As other domains before it, health-care has been struck by computerization. Still, new
technologies are generally slow to spread in health-care systems, which explains why computerization
remains an ongoing process, especially in community medicine (outside hospitals). Hospitals are the most
advanced organizations regarding the collection and the storage of health data. Over several countries,
many hospitals are reporting databases containing the individual data of millions of patients. However,
hospitals are now facing the need for strong analytic skills to take advantage of these massive data.

For a long time, health data have been considered too sensitive to be extensively shared and analyzed.
Indeed, health databases contain critical information about each ill person and are considered as personal
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data (they belong to the patient). The most advanced “anonymization™ algorithms have been deployed to
hide personal information from health database, so that they could be used for research purposes. The 2016
French law about the “modernization of the French health system” is a national initiative which illustrates
the ongoing trend toward an opening of health data. A responsible use of health data represents a big
opportunity to improve health-care systems. The large amount of data collected in hospital information
systems is valuable because it may reveal important patterns of clinical pathways, allowing the creation of
realistic models.

Scientific objectives

The main objective of this thesis is to develop a complete methodology, based on mathematical models,
to automatically create clinical pathway models from large health databases. The resulting models can
be used as new references of what actually happened. They provide the ground foundations for a better
knowledge of health processes and allow for the identification of promising improvements. The strength of
such clinical pathway models comes from the use of databases containing a large number of patient data.
They can successfully be used to answer domain-specific questions. More specifically, our main objective
can be split up in 4 sub-objectives:

1. Developing an optimal process discovery algorithm capable of dealing with variable and het-
erogeneous data: the discovered clinical pathway models must balance two opposing criteria, being
as small as possible (low complexity) and as much representative as possible (high quality). The pro-
posed approach will show the benefits of combining combinatorial optimization and process mining
techniques.

2. Proposing a health-care analytic toolbox to address 3 specific problems related to clinical path-
way modeling: decision point analysis, definition of a similarity score for two events and a 2-
sequence global alignment method. A clinical pathway is made of choices which depend on each
patient’s condition and medical history. Classic probabilistic models are not sufficient to discover
such complex patterns and interactions. We combine a sequence alignment method with a data min-
ing algorithm to perform that task.

3. Solving domain-related questions with an actionable model of clinical pathway. We propose a
new class of state chart to convert a static model of clinical pathways into a simulation model. It
enables the evaluation of new care management scenarios.

4. Proposing a methodological framework capable of performing the above mentioned points
automatically (apart from the initial data preparation, no hand-made interventions are needed). This
guarantees the re-use of the approach on any disease case study and with new data sources.
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Thesis outline

This thesis is made up of 6 chapters.

Chapter 1 provides a broad review of the literature on the modeling and simulation of health-care
systems over the past decade. A focus is made on data-driven approaches, especially process mining.
This state of the art is crucial as it allows us to identify the unsolved challenges related to health-care
environments and data, which we intend to answer through this thesis.

Chapter 2 presents the methodological flow-chart of this thesis. It explains how we automatically turn
raw data from a database of events into a simulation model in a step-by-step approach. For each step,
we describe the required inputs, the scientific challenges, our proposal to address these challenges and
the generated outputs. Finally, the originality and the scientific contributions of the present thesis are
introduced.

Chapter 3 addresses the problem of process discovery from large and complex event logs. It includes
a mathematical programming model based on a novel hierarchical structuration of the event logs. Desired
properties of an optimal process model are described. A combination of Monte-Carlo optimization and tabu
search is proposed to overcome the complexity related to the huge size of event logs and the combinatorial
solution space. Numerical results show that our approach performs better than state-of-the-art approaches.

Chapter 4 addresses the problem of enriching a process model which represents a clinical pathway. We
specifically focus on the study of two perspectives: the decision point analysis and the time perspective.
The decision point problem aims at finding relations between data attributes and the routing choices in the
process. We present the challenge that we face when using a noisy and heterogeneous log, such as health
data, and we develop a solution.

Chapter 5 presents the final methodological step to automatically create simulation models of clinical
pathways. We introduce an automatic procedure to convert a process model, discovered with process
mining, into a simulation model. We propose a new subclass of state charts, called “Clinical Pathway
State Chart”, with the required properties to simulate a cohort of patients while taking into account the
pathways discovered using process mining techniques presented in Chapter 3 and the features found using
the health analytics toolbox presented in Chapter 4. The clinical pathway simulation model is used to
perform sensitivity analyses and what-if scenario evaluations.

Chapter 6 presents a comprehensive case study to illustrate the practical use of the approaches intro-
duced in the previous chapters. The French national database of the hospital records from 2006 to 2015 is
used as an event log. It contains the hospital records of several millions patients. The case study focuses
on the clinical pathway of patients with cardiovascular diseases. This illustrates the benefit of the method
for medical decision aid.



Chapter 1

Literature review

Contents
1.1 Introduction . . . . . . . . . . . . . 20
1.2 Data-driven approaches in health-care . . . . . . . ... ... .. ... ... ... 20
1.2.1  Levelsand types of healthdata . . . . . ... ... ... ... .. ... .... 21
1.2.2  Datamining in health-care . . . . . ... .. ... ... .. ... ..... 22
1.3 Modeling and simulation in health-care . . . . . . ... ... ... ... ... .. 24
1.3.1  Modeling of hospital services . . . . . . ... ... ... ... ....... 24
1.3.2  Real-timesimulation . . . .. ... .. ... ... . . ... ... ... ... 25
1.4 Clinical pathway modeling . . . . . . . . . . . . . . . .. . 25
1.4.1 Definition of a clinical pathway . . . . . . .. .. .. ... ... 25
1.4.2  Clinical pathway modeling approaches . . . . . . . . . ... ... ... .... 26
1.5 Process Mining in health-care . . . . . . ... ... ... ... L. 28
1.5.1  From the emergence to a widespread topic . . . . . . . . ... .. ... .... 29
1.5.2  Limitations and perspective in process mining applied to health-care . . . . . . 31
1.6 Summary . . . . . . e e e 32
Abstract

In this chapter, we present a broad literature review on the topic of health-care data analysis. After a
discussion on existing data-driven approaches, such as statistical analyses and data mining techniques,
we describe existing works on the topic of modeling and simulation in health-care. Then, we specifically
focus on the case of clinical pathway modeling. We compare existing definitions and scopes of clinical
pathways, and we present existing modeling techniques. Among them, process mining stands out as a
dedicated field for process discovery and analysis. We discuss the limitations of existing works and the
remaining challenges to address.
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1.1 Introduction

Nowadays, the scientific research applied to the health-care sector is an ever-growing field. Researchers
from a variety of domains (Operational Research, Industrial Engineering, Business Process Management,
Data Analytics, Artificial Intelligence, Computer Science, etc.) have found a tremendous interest in apply-
ing their approaches to improve health-care systems. Confronted with a difficult socio-economic context,
many hospitals around the world must comply to new regulations and new management rules to balance
their financial situation. In each scientific discipline, new applied case studies arise in the field of health-
care. The inherent nature of health-care is to be more diverse and heterogeneous than other sectors where
processes are carefully mastered and controlled. This forced researchers to develop new methods which
are more flexible to incorporate human-related behaviors. Health-care is human centered at every level:
the care process is dedicated to a patient who is diagnosed by a doctor, taken care by a nurse, supplied by
a pharmacist and operated by a surgeon. Each patient is unique (compared to manufactured goods), which
makes generic models more difficult to build. For those reasons, health-care has become a dedicated field
of research.

The application of theoretical models on real-life cases requires to know how the actual system works.
Models need data to be applied and tested. Yet, in their work, researchers often suffer from the lack of
real data to fuel their models. Samples are often too small or the data quality is too poor. It is a large
consensus of the research community that the access to reliable data has been the number one challenge
for the practical application of their models, no matter how efficient they may be. This is changing. While
the interest of health-care practitioners for scientific methods, capable of lastingly improving health-care
systems, increased, digital technologies have grown. The perpetual modernization of facilities, in particular
through computerization and implementation of information systems, generates large amounts of data on all
care activities. Health-care systems, and hospitals in front line, have invested significant resources (human
and material) to be able to collect, store and re-use data related to their activity. This now makes it possible
to collect amounts of data that exceed the analytic capacity of the care providers. They no longer have
the skills nor the means to take full advantage of this mass of information. This makes the contribution of
researchers all the more important, and this has given rise to a paradigm shift: data are no longer used solely
as a tool for validating pre-existing models, they become themselves the creative source of new models.
Such methods are called data-driven approaches. The idea is to investigate existing data sources to create
new added value. In the following, we present existing works related to such data-driven approaches in
health-care and the ongoing research on modeling and simulation applied to health-care systems. Then,
we specifically focus on the problem of clinical pathway modeling, including the contribution of process
mining.

1.2 Data-driven approaches in health-care

A data-driven approach is a general work methodology where the starting point is available data. Then, a set
of methods and techniques is implemented to use this data in order to answer a problem. These data-driven
approaches all assume the same hypothesis: data indeed contain the answer (or elements of the answer) to
this problem. Then, the challenge is to develop the means to find it. In health-care, data-driven approaches
cover a broad spectrum of possibilities, depending on the type of available data and the question to solve.
The recent literature review of (Vuokko et al., 2017) presents the impact of structuring electronic health
record for secondary use of patient data. The primary use of data is to provide physicians and nurses
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with real-time information about the patient who is being taken care of. Secondary use of patient data is
dedicated to an a posteriori analysis of the data for various purposes (statistics, decision support, resource
management and reimbursement). Through the review of 85 articles, (Vuokko et al., 2017) presents the
challenges of recording data in a structured manner and how it drastically improves the quality of secondary
use studies. This work illustrates the ongoing interest of health practitioners and researchers to think of the
final utilization when building health databases.

1.2.1 Levels and types of health data

Health data can be categorized according to the level of description they provide. (Herland et al., 2014)
proposes 4 levels of detail: molecular level, tissue level, patient level and population level. Depending
on the level, the nature of data, the analytic techniques and the pursued objectives are not the same. Ge-
nomics, proteomics and bioinformatics are the field dedicated to the analysis of genes, molecules and DNA
(Table 1.1). In this thesis, we consider patient level data.

Table 1.1: The 4 levels of health data (Herland et al., 2014)

Sections Data level(s) used Subsections Question level(s) answered
Using Micro Level Data — Molecular Using Gene Expression Data to Make Clinical Clinical
Molecules Predictions
Creati C tivity M f the Brai
Tissue reating a fonnectivity Map of the Brain Human-Scale Biology

Using Brain Images

Using Tissue Level

Data : Using MRI Data for Clinical .
Patient Prediction Clinical
Prediction of ICU Readmission and Clinical
Mortality Rate
Using Patient Level it
Data
Real-Time Predictions Using Data Clinical
Streams
Using Message Board Data to Help Patients
Obtain Medical Information Clinical
Using Population gacking Etpidem[cs Using Search Epidemic-Scale
Level Data — Social Population ey LEE]
Media
Tracking Epidemics Using Twitter Post Data Epidemic-Scale

At the patient level data, we identified 4 types of health data that are commonly used for data-driven
analyses.

Data directly related to a patient (diagnoses, administrative information, characteristics)

Data related the care activity (medication, surgeries, medical imaging, biology tests, etc.)

Data related to a care event (date, duration, severity, cost, outcome, etc.)

Data related to the organization (appointments, human and material resources, number of beds, work
schedule, etc.)
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These data come from various sources and can take different forms: structured database (electronic
patient files, claim systems) or unstructured data. Examples of unstructured health data are texts (medical
report), images (radiography) and signals (electrocardiogram, times series). Table 1.2 categorizes existing
literature of data-driven approaches depending on the nature of the data at stake. Here, we especially focus
on structured data, which is the most widespread source of data. Examples of works on text data, images
and signals are given but are not exhaustive.

Table 1.2: Overview of the different natures of health-care data

Nature of data | References in health-care

Structured data | (Lee et al., 2011; Hess et al., 2012; Vuokko et al., 2017; Lin et al.,
2001; Cote and Stein, 2007; Adeyemi et al., 2013; Huang et al., 2012;
Zolfaghar et al., 2013; Arslan et al., 2016; Huang et al., 2012; Shahin
et al., 2014; Adeyemi et al., 2009)

Text (Raja et al., 2008; Corley et al., 2010; Culotta, 2010)

Images (Celebi et al., 2005; Xie et al., 2006; Rajendran and Madheswaran,
2010)

Signals (Padoy et al., 2008; Bouarfa et al., 2011; Kusiak et al., 2005)

The most predominant sources of health data are Electronic Medical Records (EMR). They represent
a broad type of data that are collected and stored during health-care activities. For a given patient, the
EMR is an unique source of information about his/her medical history (diagnoses, imaging, medication,
etc.). It provides nurses and doctors with all the relevant pieces of information required to take care of the
patient. EMR essentially contains patient data and care activity data. Such data can be used for a variety
of purposes. It can be used for the development of diagnosis aid tools. (Hess et al., 2012) developed a data
mining technique to take advantage of the electronic medical records of 91 patients to help in the diagnosis
of ovarian cancer. Historical data enable the creation of a decision tree which emphasizes the optimal
strategies for an accurate diagnosis. In (Zolfaghar et al., 2013), the hospital encounters of 6,739 patients
during 1 year are used to assess the re-hospitalization risk within a month. Reducing re-hospitalizations
is a relevant strategy to reduce cost and improve the quality of care. A k-mean clustering method was
developed to determine the patient features that most impact such a risk.

Data related to the organization of health-care systems are of major interest for Operation Research
approaches (Rais and Viana, 2011). It can be used for optimal patient scheduling, logistic problem, fore-
casting, decision aid support, resource allocation and capacity planning. In that context, data are used to
validate, test and improve the quality of the proposed models.

Data collected from sensors can also be of interest (Padoy et al., 2008). In (Bouarfa et al., 2011),
a framework is introduced to recognize surgical tasks from data collected on surgical tool sensors. A
hidden Markov model is used to represent the different steps of the surgery and the possible transitions.
Preliminary results on a data set of ten surgical procedures show that it is possible to recognize surgical tasks
with high detection accuracy. Ultimately, such a model could be used to detect deviations from guidelines
or to determine the optimal location of resources in the operating room depending on the surgery duration.

1.2.2 Data mining in health-care

The most dedicated field for data-driven analysis is Data Mining. Data mining is a general analytic ap-
proach whose objective is to discover patterns in large data sets. It uses methods from the fields of artificial
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intelligence, computer science and statistics. The objective is to discover new information from data,
whereas in traditional statistics data are used to validate pre-conceived hypotheses about possible relations.
In health-care, clinical research heavily relies on clinical trials, which are experiments in a controlled and
limited environment. It often results in small samples of patients (few hundreds), but with very detailed
clinical pictures. The objective is then to find statistical differences among different groups of patients.
The idea of using data mining is different. The focus is on large-scale databases, which is at least a sin-
gle hospital, and sometimes an entire country health system. Data mining can be used in two manners:
supervised learning (historical data show the value of the variable to explain) and unsupervised learning
(no examples of the target variable exist). The first category refers to predictive models (classification,
regression) whereas the second refers to descriptive models (clustering, association).

Literature reviews

Several literature reviews on the topic of data mining applied to health-care can be found (Yoo et al.,
2012; Niaksu et al., 2014; Herland et al., 2014; Das et al., 2015). They provide a complete landscape of
this topic’s different facets. (Das et al., 2015) specifically focuses its review on real-life applications related
to the Indian health system. The lecture of (Yoo et al., 2012) is highly recommended to get an extensive
understanding of the contributions, the challenges and the techniques of data mining in health-care. The
following topics are discussed.

e General definition of data mining and differences with statistics

e How data mining in health-care differs from other domains

e Theoretical aspects of existing data mining algorithms (for classification, clustering and association)
e Practical guidelines for real-life application of data mining algorithms in health-care

e Description and categorization of existing works by types of application

(Jothi et al., 2015) reports the literature review of 50 articles related to the “application of data mining
techniques in health-care”. They highlight the massive interest of existing works for classification tasks.
The most representative health-care application of classification is to determine the diagnosis of a patient
based on his/her symptoms. In that context, data mining models are decision aid tools.

Perspective of data mining in health-care

Several conclusions can be drawn from these works: first, data mining in health-care is not new. It has
been widely applied since the emergence of health databases and sufficient computational power. Data
mining is capable of answering key questions through new descriptive and predictive models. Examples
of successfully applied data mining are numerous, such as the prediction of undesirable medical events
(prediction of patient falls with artificial neural network (Lee et al., 2011), prediction of ischemic strokes
with 3 data mining algorithms (Arslan et al., 2016)) or the classification of patients (grouping patients with
random forest in one of 4 risk levels of starting a disease (Shahin et al., 2014)). Specific applications also
intend to find correlations in the events of medical history. In Huang et al. (2012), the medical records
of 9,862 patients were extracted from a hospital information system (HIS) to find correlations between
the presence of certain diseases and hypertension. All the input variables, as the target to predict, were
defined as binaries (presence/absence). Naive Bayesian and J48 classifiers were implemented to create the
predictive model. The results show the difficulties of predicting unbalanced classes (rare events, there are
much fewer patients with hypertension compared to patients without).
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Still, several challenges of using data mining in health-care remain: the configuration of data mining al-
gorithms requires dedicated skills and cannot be performed by end users such as doctors. This is especially
true as most data mining algorithms are parameter sensitive. Second, the predictive model accuracy might
not be high enough to be used in a clinical environment. It is sometimes due to the quality of the collected
data (missing values), or to the originally intended purposes of the data collection (financial purposes, but
not clinical studies). In addition, all the predictive factors of a disease might not even be known. A last
challenge of health data is the presence of extremely imbalanced classes (the studied group is much smaller
than the reference group) (Khalilia et al., 2011). For instance, there are much fewer patients who develop a
nosocomial infection compared to the population of hospitalized patients. Standard algorithms struggle to
build outstanding models, especially in comparison to a dummy “most-frequent” classifier which gets high
accuracy. Imbalanced classes shows the need for several performance criterion and for suitable mining
algorithms.

It makes data mining applied to health-care an interesting ongoing research area where the current focus
is much more application oriented (getting appropriate data, automated analysis, auto-tuning algorithm)
than purely theoretical (from the algorithmic point of view). The search for performance improvement of
predictive models is not in new algorithms that would bring a 0.01% improvement in accuracy. Instead, it
is the combination of methods from different fields (Operation Research, Data Mining, Computer Science,
Bio-Informatics) which appears the most promising (Corne et al., 2012; Gomes et al., 2012; Carrizosa and
Romero Morales, 2013).

1.3 Modeling and simulation in health-care

Discrete Event Simulation (DES) has been widely used in the literature for modeling health-care systems
for various purposes: performance evaluation, optimization, demand forecast, etc. Several literature re-
views (Jun et al., 1999; Fone et al., 2003; Augusto and Xie, 2006; Giinal and Pidd, 2010; Khudyakov et al.,
2014) are strongly indicated to get a complete landscape of the scientific contributions using such methods.
Taking a look at the DES related literature from the past twenty years, most of the modeling effort has been
at a micro level and related to specific aspects of the hospital, such as emergency departments, operating
theaters, outpatient departments, inpatient wards, and intensive care units. Indeed, most simulation studies
may be classified depending on the case study, which is often a hospital service.

1.3.1 Modeling of hospital services

Emergency department seems the most popular area for simulation modeling in health-care: such system
contains highly stochastic yet easily observable processes (Centeno et al., 2001; Miller et al., 2003; Glaa
et al., 2006). Although a lot of articles describe specific yet complex models to achieve realistic results
(Takakuwa and Shiozaki, 2004; Duguay and Chetouane, 2007), some studies propose generic models sup-
posed to be transferred to other hospitals (Sinreich and Marmor, 2004). Simulation has also been used to
propose control strategies for emergency services taking into account costs (Prodel et al., 2014) or patient
satisfaction (Pehlivan et al., 2013a). Inpatient facilities have also been extensively studied using DES; most
observed objectives within this topic are staffed beds capacity sizing (Wiinamaki and Dronzek, 2003; El-
Darzi et al., 1998), length of stay minimization (Vasilakis and Marshall, 2005) and patient flow modeling
(Augusto and Xie, 2009b). Outpatient facilities and services are a subject of growing interest since hospital
managers push for the increase of ambulatory surgery, which is cost effective. Outpatient clinics case stud-
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ies are frequent (Wijewickrama and Takakuwa, 2005; Takakuwa and Katagiri, 2007), providing guidelines
for patient flow management. Ambulatory surgery is also a hot topic, where DES provides optimal sizing
of ambulatory services connected to the operating theater (Ramis et al., 2001; Ferrin et al., 2004).

Other hospital services such as operating theater (M’Hallah and Al-Roomi, 2014), pharmacy depart-
ment (Augusto and Xie, 2009a), and geriatric services organization (Franck et al., 2015) have also been
studied using simulation. Finally DES has also been used for multi-services clinics and whole hospital
monitoring and performance evaluation (Moreno et al., 1998). Modeling and simulation frameworks have
also been proposed (Augusto and Xie, 2014). DES has also been used for performance evaluation related
to the usage of health-care information systems in cancer patient pathway (Augusto et al., 2015), including
a micro costing model for cost analysis. High scale formal models are also proposed to represent the global
pathway of patients including health-care structures outside of the hospital (Hamana et al., 2015). To the
best of our knowledge, DES has been extensively used for hospital services and patient pathway on the
short term, but was never used for patient pathway global modeling. Isolated initiatives propose mixed
agent-based-discrete-event simulation models for specific diseases such as Chronic Obstructive Pulmonary
Disease (Charfeddine and Montreuil, 2010). Recent initiatives have also been proposed for the perinatal
application (Pehlivan, 2014).

1.3.2 Real-time simulation

The issue of simulation models being single use because they cannot constantly adapt to the ever chang-
ing nature of the actual system was addressed in a way by the definition of new paradigm, “Dynamic
Data-driven Application Simulation”. The idea is to enable the incorporation of new data into an existing
simulation model continuously, and thus to allow the model to dynamically steer the measurement process.
It offers the promise of improving modeling methods, and improving the analysis capabilities of simulation
(Darema, 2004; Douglas and Efendiev, 2006). This approach was applied in diverse forms and in various
areas (Douglas and Efendiev, 2006), in the very same way that simulation is applicable to a very wide
range of domains. The challenge of real-time data feeding of a simulation model more often relies on
technical challenges than on conceptual ones. Difficulties may arise when one needs to process structured
and unstructured data from several sources in a relatively small amount of time. The real-time model must
accommodate both the simulation objectives and the timing constraints. Moreover, this approach assumes
that an initial simulation model was already built and is ready to receive new data. Here, we are focusing
on the automatic construction of such a model, so that the construction process can be applied again when
needed (for instance if new data are available).

1.4 Clinical pathway modeling

1.4.1 Definition of a clinical pathway

In this thesis, we are interested in developing a data-driven approach to model and simulate health-care
processes, a.k.a clinical pathways (CP). A process is a collection of related activities that serve a common
goal. A clinical pathway is a care process made of tasks whose ultimate objective is to make the patient
healthy. It describes a set of treatment or administrative activities, such as consultation, appointments,
imaging examination or surgery, with the common goal of treating a patient (Rebuge and Ferreira, 2012).
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In the literature, clinical pathway is also referred as “care pathway”, “critical pathways”, “integrated care
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pathways”, “care maps” or “patient trajectory”. There is no absolute definition of a clinical pathway. CP
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can refer at the same time to a very detailed view of a care process (e.g. the minute-by-minute sequence
of surgical acts in an operating room) or to the macroscopic description of a patient’s medical events
(hospitalization in January, general practitioner consultation in March and surgery in July). The time
window of CP can be short (e.g. from the entrance in the emergency room to the discharge 4 hours later)
or very long term (e.g. from a heart failure diagnosis until the death 10 years later).

1.4.2 Clinical pathway modeling approaches

Existing literature on the study of clinical pathways is vast, due to a large diversity of modeling ap-
proaches, of analysis purposes and of CP description levels. The CP modeling methodology of many
articles is based on experts’ opinion. Doctors are interviewed by a modeler to know how the care process is
(supposedly) happening. Then, a model is built based on the collected information. Here, we do not extend
further on that part of CP literature because they do not consider any data source and are subjective.

Most recent studies focus on the use of existing data to model and discover clinical pathways (Lin et al.,
2001; Huang et al., 2013; Bouarfa and Dankelman, 2012; Cote and Stein, 2007; Adeyemi et al., 2013). We
gathered these works in 4 groups, depending on the field of the modeling technique: statistical techniques,
data mining methods, business process modeling and process mining algorithms. These approaches receive
an increasing attention in the field of Medical Informatics.

Statistical and mathematical techniques

Statistical techniques are dedicated to the use of mathematical methods to find significant relations
among two or more variables. Statistical tests (and p-value) can be used to assess the relation between
patient characteristics and their medical history. In (Adeyemi et al., 2009) and (Adeyemi et al., 2013)
a logistic model is implemented to determine the risk of being readmitted at hospital within 36 days in
chronic obstructive pulmonary diseases. The model shows a significant difference of risk for patients of
different region and gender. This conclusion was achieved thanks to a database of all the hospital events
over a large territory. Such method can be implemented as a decision aid tool for clinicians. Statistical
method can also be used to discover CP from data. The work of(Bouarfa and Dankelman, 2012) derives a
work-flow consensus from multiple clinical activity logs to automatically detect work-flow outliers (with-
out prior knowledge from experts). Work-flow mining was used to derive a consensus work-flow (i.e. the
average surgery) from 26 surgical logs using multiple sequences alignment. The large computational
requirements make the method non-scalable for large data.

In (Huang et al., 2013), a probabilistic (Latent Dirichlet Allocation) is used to automatically discover
treatment patterns in unstable angina (2,934 patients) and several cancers. For each of the discovered
patterns, each patient is assigned a probability of following this pattern. Results show how the different
treatments are distributed during a stay, depending on the ongoing length of stay (e.g. medical imaging is
made within the first 48 hours and hemoglobin test after 7 days). This approach proposes an innovative
way to describe CP, through statistical distributions, compared to control-flow models.

Markov chains are a mathematical formalism from probability theory which is used to model the
possible states of a system and the transitions among these states. A CP can be seen as a Markov chain
where the studied system is a patient and the states are the care steps (Cote and Stein, 2007; Marwick
et al., 2013; Lin et al., 2005; Elghazel et al., 2007). In (Cote and Stein, 2007), the authors propose a
stochastic Markov chain to model the care process of doctor consultation. Their model includes 5 states
(wait, nurse care, examination, imaging, check-out). Historical data were used to derive the transition
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probabilities among the states. The scope of the model is limited to the doctor consultation, it does not
consider the entire pathway of a patient. Similarly, in (Lin et al., 2005), each time that a patient visits a
doctor or a hospital, he/she is considered as a new patient. The model does not provide the big picture
of the care process. Markov models can model different aspects of CP. In (Yen and Chen, 2013), the
states of the Markov chain represent the development of chronic diseases for a patient (e.g. hypertension,
diabetes, obesity). The objective is to propose a stochastic model capable of modeling transition rates
and temporal sequences of a patient’s condition for any number of co-morbidities. 3-state and 4-state
Markov models are analytically solved and a generalization to a n-state model is proposed. The model is
proven to better estimate the proportion of susceptibility to co-morbidity based on the current situation of
a patient. In (Marwick et al., 2013), a 6-state Markov chain is used to model the pathway of patients with
mitral regurgitation. States represent patients’ condition (asymptomatic, heart failure, replacement, repair,
stroke, dead). The model is used to identify eligible patients for an early surgery in order to prevent the
occurrence of a stroke. An advantage of Markov chains is to allow for nested models that can describe
a process at different levels. In (Zhang et al., 2015), 4 levels of aggregation are used to model a clinical
pathway. A real-life application of the CP in chronic kidney disease is described (data of 1,576 patients).
In the most detailed view, each state represents a care activity such as doctor consultation, medication (e.g.
diuretics) and medical diagnoses (CKD stage 3, hypertension), whereas top-level clusters contain tens of
such activities. The nested construction allows for a simplification of the clinical pathway, so that major
trends stand out. In all cases, the main weakness of Markov models is the limited number of states that
they can handle.

Data mining for clinical pathways

In the context of clinical pathways, data mining approaches are mostly used for two purposes: (1) dis-
covering patterns in the sequence of medical events and (2) predicting the outcome of the next steps in the
pathway.

The idea behind pattern discovery is that there exist some general schemes in the order and in the time
line of patient pathway. This is due to the standardization of care processes. First, a patient is diagnosed,
then he is treated and finally he is cured. However, each patient is unique and has a personalized pathway
in response to his condition. Pattern discovery aims at unraveling patient pathway from such noisy and
large medical data. Different aspects of clinical pathway can be specifically discovered, such as the time
dependencies (Lin et al., 2001; Huang et al., 2013; Dagliati et al., 2014), the routing choices (Rozinat
and van der Aalst, 2006b; de Leoni et al., 2016) and the control-flow (the most frequent paths and the
deviations) (Bouarfa and Dankelman, 2012; Iwata et al., 2013).

In (Lin et al., 2001), the authors reports a mining strategy to discover time-dependency patterns in the
clinical pathways of managing brain stroke. The medical record of 113 patients are used . The dependency
between two care activities exists if they directly follow one another. Hence, they derive an oriented
graph of the possible pathways from the data. A predictive model, based on association rules, was also
implemented to determine the most probable path that a new patient may follow. The limitations of their
work is to be extremely sensitive to noise (a noisy activity may interfere between two regular activities),
to work only for small data volumes and to only consider direct following dependencies (whereas long-
term dependency may exist). The approach of (Huang et al., 2013) also focuses on the identification of
care events that occur within a certain time window. They develop a method which segments each patient
pathway into relevant continuous and overlapping time intervals. The optimal time intervals are found
when frequent medical behavior patterns are discovered. The objective is to gather close events in clusters
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to create a compact CP model from large and heterogeneous data sets. They successfully apply the method
on 4 medical case studies. Records include 48 patients and 3,405 medical events (225 distinct) for the
smallest sample, 445 patients and 23,106 events (513 distinct) for the largest. This approach is particularly
adapted to the case of patients who repeatedly receive several medical cares in a short period of time (e.g.
a day), but not for completely sequential ordered events.

The prediction of the next step in a clinical pathway can be defined as a classic data mining problem.
Given a set of input characteristics, the model tries to predict which patients are more at risk of having
a given medical event. The challenge of predicting the re-admissions is a dedicated example of such
approaches (Adeyemi et al., 2009; Zolfaghar et al., 2013). The same prediction problem can be formulated
at any step of a clinical pathway and is called a decision mining problem (Rozinat and van der Aalst,
2006b). We address this problem in detail in Chapter 5.

Business Process Modeling

Business Process Modeling (BPM) is the activity of representing processes of an enterprise (in a broad
sense). The idea is to be able to represent a system, so that it can be analyzed and improved. The modeling
step often relies on a domain-specific ontology. An ontology is a formal naming and definition of the
types, properties and relationships of the entities that exist in a particular domain. The work of (Yao and
Kumar, 2013) proposes a flexible modeling framework, compared to traditional business process models,
because CP frequently involves deviations and atypical behaviors. In (Braun et al., 2015), a BPMN model
is used to represent CPs. In addition, several extensions are incorporated to the model for multi-perspective
modeling (medical resources, documentation, financing, etc.), in addition to the control-flow. The work
of (Shitkova et al., 2015) proposes to unify existing modeling formalism (ULM, EPC, BMPN, etc.) in a
common CP framework. The proposed methodology takes into account the characteristics and the possible
usage scenarios of CP through semantic annotations, thus facilitating the choice of an appropriate modeling
technique.

Process Mining algorithms

Process mining is a field entirely dedicated to the analysis of processes (in all domains) through the
utilization of event logs (i.e the history of occurred events). Process mining is used to provide an impartial
view of a process based on facts that really happened, as seen in the data. Thus, process mining combines
the advantage of being data-driven and to focus on processes, such as clinical pathways. The following
section presents existing works on process mining applied to health-care.

1.5 Process Mining in health-care

The general goal of process mining is to extract new information about processes from an event log (van der
Aalst, 2011). Process mining is an ever-growing field which is a bit more than a decade old. There is a
rich literature on the subject. It can be applied in various systems and domains (industry, administration,
finance, health-care, etc.). Process mining is interested in discovering process models from raw data. It
finds hidden patterns related to the order of the activities in a sequence. Process mining can be used to
automatically discover a process model from data, to validate an existing model or to enrich a work-flow
model with other perspectives (van der Aalst, 2011). Figure 1.1 shows an example of a process model
discovered from a health-care event log. The model formalism is a Petri Net.
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Figure 1.1: Illustration of a process model discovered from a health-care event log (Mans et al., 2015)

1.5.1 From the emergence to a widespread topic

Emergence. Regarding health-care, it appeared very soon as a potential field of application for process
mining techniques, especially for process discovery; (Lang et al., 2008) in a medical imaging service
(Mans et al., 2008) in stroke care, (Mans et al., 2009) in gynecological oncology, (Gunther et al., 2008)
in the operation of X-ray machines, (Blum et al., 2008) in surgical work-flow and (Mans et al., 2012)
in dentistry. Conformance checking of existing models was also addressed (Zhou, 2009; Kirchner et al.,
2013). However, several studies pointed out the difficulties of existing mining algorithms to perform well
on heath data (Lang et al., 2008; Gunther, 2009; Mans et al., 2015; Rebuge and Ferreira, 2012). Models
tend to be over complex (“spaghetti-like” because of too many nodes and arcs) because the methods are not
flexible enough for variable processes. The variability is due to the uniqueness of each patient and to the
large number of possible medical actions to take care of a patient. In that context, creating understandable
models that can be used for improvement of anomaly detection is a challenge. Further works proposed new
strategy to perform process mining on health data. In (Rebuge and Ferreira, 2012), they propose to cluster
patients in homogeneous groups before trying to discover a process model, each patient being seen as an
ordered sequence of medical events. The clustering method is based on a first-order Markov chain and was
proven to be robust to noise in the data.

Several works intend to identify the commonly faced difficulties related to health data for the appli-
cation of process mining (Mans et al., 2013, 2015). The main differences compared to other domains are
the high variability and the presence of unstructured processes. Data quality is also a matter of issue. In
(Mans et al., 2015), they point out that existing works (35 publications) only apply basic process mining
approaches on limited hospital data, hence not exploiting the full potential of process mining. The authors
gather scattered works to identify and group the specific features of health-care processes. In (Mans et al.,
2015), they present how the four types of process mining questions apply to health-care (“what happened”,
“why did it happen”, “what will happen” and “what is the best that can happen”), illustrated by 6 case
studies which answer domain-specific questions. Finally, they propose a “health-care reference model”
which outlines all the different classes (e.g. patients, diagnoses, staff and appointments classes) of data that
are potentially available for process mining in a HIS. It provides the big picture of the medical concepts
that can be mined and linked together through the data. This general mapping work is essential to fully
understand the nature of the data and the underlying concept they represent. A good knowledge of what
the data represent is mandatory to mine relevant models. The limitation of (Mans et al., 2015) is to only
consider hospital data, thus ignoring community medicine.
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Figure 1.2 shows the general concept of process mining application in health-care. HIS is seen as the
standard source of data related to hospital activities (nursing, surgeries, diagnoses, registering, etc.). Event
logs can be derived from the database by selecting at least 3 fields (a date, an activity name and a patient
ID). Process mining approaches can then be applied to analyze this event log and to produce a process
model.
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Figure 1.2: Overview of process mining in health-care (Rojas et al., 2016)

Literature reviews. Process mining applied to health-care continued to be addressed in the following
years (Tsumoto et al., 2014; Dagliati et al., 2014), focusing on improving the existing discovery algorithms
(Verbeek and van der Aalst, 2013), or on comparing process models (Montani et al., 2014). All these works
have resulted in the enrichment of a substantial corpus of articles on the subject. Very recently, literature
reviews on the exact topic of “process mining in health-care” arose (Yang and Su, 2014)(37 studies from
2004 to 2013),(Kurniati et al., 2016)(37 papers from 2008 to 2016) and (Rojas et al., 2016)(74 papers from
2007 to 2016). The literature review of (Kurniati et al., 2016) specifically focuses on process mining in
oncology. The most frequently studied application is gynecological cancer. Conclusions of this review are
encompassed in (Yang and Su, 2014) and (Rojas et al., 2016).

In (Yang and Su, 2014), the authors address 3 research aspects of clinical pathway modeling: (i) process
discovery for clinical pathways design (19 papers), (ii) variants analysis and control (13 papers) and (iii)
continuous evaluation and improvement (5 papers). This classification is different from (Rojas et al., 2016)
where papers were categorized according to the following 11 criteria:

o Process type (Medical treatment processes, organizational processes, elective care)

e Data type (vital signs, personal data, drugs, administrative data, data from medical devices)
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¢ Frequently posed question (understand what happened, find patient profiles at risk of deviating)
e Process mining perspective (control flow, conformance checking and organizational perspective)
e Tool (ProM, DISCO, RapidMiner)

e Algorithm (Heuristic miner, fuzzy miner, trace clustering)

o Methodology (single step, extensive, partial, clearly stated)

o Implementation strategy (direct implementation, semi-automated, integrate suit)

e Analysis strategy (single shot analysis with existing tool, personalized approach)

e Medical field (Oncology, surgery, cardiology, radiotherapy)

The review of (Rojas et al., 2016) shows that the most frequently used process mining techniques are
process discovery techniques, namely the heuristic miner (26%) (Weijters et al., 2006) and the fuzzy miner
(20%) (Gunther and van der Aalst, 2007). These two specific algorithms are used for process discovery
but do not provide any guarantee that the discovered model is optimal regarding any quality measure. It
illustrates the need for new and more flexible methods dedicated to health mining.

The conclusions that can be derived from existing works are the following. Process mining has a
great potential in health-care process management. It provides objective ways to study clinical pathways
through a meaningful usage of stored data. Data provide real knowledge about the execution of care
processes and facilitate the identification of improvement opportunities. Also, medical processes appear
more complex than business processes of other domains. Many efforts have been made to accommodate
existing techniques to better answer the specific challenges of health data. Still, several challenges remain
for a broader and practical use of process mining in health-care and shall be addressed in future researches.

1.5.2 Limitations and perspective in process mining applied to health-care

Based on existing works and literature reviews, the following limitations can be listed about process mining
in health-care:

1. Data access and data quality remain obstacles for an efficient use of process mining in health-care.

2. Only data from Hospital Information Systems are considered, which is a partial view of the health
system.

3. Using health data requires to understand them, which is not straightforward due to the complexity of
medicine (e.g. even doctors may disagree on a diagnosis, interpreting data can be just as difficult).

4. Data sources are heterogeneous and hard to use jointly (patient file, imaging, vital signs, medical
history)

5. Health-care processes (clinical pathways) are inherently variable and unstructured, due to the diver-
sity of patients and situations. It makes event logs noisy, most traditional algorithms inefficient to
answer relevant questions.

6. Most of the process mining methods only pay attention to the starting time and the name of an action
(e.g. medication), but not to the action results (e.g. Is the patient cured?).

7. Existing works were developed and tested for specific medical centers or case studies. No generic
model which could be automatically reused has been proposed.
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8. There is a lack of suitable visualization strategies for less-structured processes.
9. No benchmark study of existing tools on different health data has been proposed.

10. Existing studies were mostly applied to small to middle size events logs (few hundreds of patients).

In this thesis, we intend to address several of these challenges, that-is-to-say using large volume of data
from many hospitals, the capacity to deal with heterogeneous data, a generic process discovery method-
ology and a suitable visualization tool. In Chapter 3, we propose a new process mining approach which
automatically builds patient pathways for a given pathology. The scientific challenge lies in the complex-
ity of the health-care data that we use as an input for our model. To address this problem, we propose
two approaches, one based on integer-linear programming and exact optimization and the other on a new
formulation of the optimal discovery problem. They take into account health-care related parameters such
as patient pathology and diagnosis. A real case study related to cardiac defibrillators is also addressed in
Chapter 6.

1.6 Summary

In the previous sections, we have seen the current situation of existing works on the topics of process
discovery, analysis and simulation of hospital health data. A focus was made on the modeling of clinical
pathways. The advantages and the challenges of promising process mining approaches were discussed.

Clinical pathway modeling is a popular topic which has been addressed in various ways, depending on
the techniques and the description level. Nowadays, hospital information systems can store huge amounts
of data about the care processes as they happen. These data can be used to study the unfolding of such
processes. This way, we can analyze the operational processes within a hospital based on facts. In the case
of a region with multiple hospitals, each gathering its own data, we can also study the entire pathway of a
patient on the long term. The pathway model is no longer confined within the walls of a single hospital, it
describes the complete sequence of care events that happen, even if the patient is taken care of in different
places.

Data mining, statistics, operation research and process mining are the most represented research areas
in the literature. Each field provides a set of techniques that are capable of mining data to answer new
questions. The same observation was made about health data: new techniques need to be specifically
developed to fit the inherent variability of health-care processes, and thus of health data. Otherwise, even
the most sophisticated models only bring already known information by experts of the domain. The added
value of researchers for practitioners can only be brought by flexible models. In addition, thanks to new
technologies and computerization of medical files, the current trend is to store massive amount of data.
Analytic methods and models must adapt to deal with such data. Our literature review shows that existing
real-life applications do not exceed few tens of thousands patients. This is mainly due to access restrictions
to health data because they are sensitive, and also because of quality issues.

Among other techniques, process mining stands out as a promising way to automatically derive and
analyze clinical pathways from raw event logs. The research area of process mining in health-care is a
growing field which has been prolific in the last 5 years. Still, many scientific challenges remain for a
broader diffusion use of such techniques on health data. Among these challenges, the most striking is
the difficulty of existing algorithms to handle less-unstructured processes. Several techniques have been
developed on a case-by-case basis to overcome this issue. The resulting models are specific to a hospital
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information system or to a given disease model. It leads to the current situation where no generic method-
ology can be re-applied. In this thesis, we propose a complete methodology to automatically transform
heterogeneous event logs into actionable simulation models. For that, we combine approaches from opera-
tion research, data mining and process mining. Our approach is proven suitable to deal with large volumes
of data (any number of patients).

Our modeling methodology is applied on a several millions-hospital event database, the French na-
tional database of all hospital activities (11 million patients per year). To the best of our knowledge, few
studies describe the use of process mining to discover clinical pathways at a national level, by considering
hospital stays as activities. Most works only consider what happens during a single stay. One study can
be mentioned to that regard (Jensen et al., 2014). The work was done on 15 years and 6.2 million-patients
database in Denmark (Jensen et al., 2014). A statistical experiment was designed to discover time depen-
dencies among several key diagnoses. They finally suggested that trajectory analyses may be useful for
predicting and preventing future diseases of individual patients. Our method is different as we define the
problem with a process mining approach and we use optimization to find the best process model rather than
assessing the statistical validity of discovered correlations.

The literature review presented in this Chapter was intentionally general on the subjects of process
discovery, modeling and simulation of clinical pathways using health data. In the remaining of this thesis,
each technical Chapter is provided with its own substantial literature review.
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Abstract

This chapter presents the methodological flow-chart of this thesis. Our general goal is to extract, represent

and study a process (e.g. a care management process). Here, we explain how we automatically turn

raw data from a database of events into a simulation model in a step-by-step approach. For each step,

we describe the required inputs, the scientific challenges, our proposal to address these challenges and

the generated outputs. Finally, the originality and the scientific contributions of the present thesis are

introduced.
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2.1 Introduction

During the last two decades, the amount of data collected in Information Systems has drastically increased.
Data related to Business Process are being extensively recorded on various mediums (databases, text re-
ports, image banks, transaction logs or audit reports). This large amount of available data has become
highly valuable as it may reveal important patterns of the underlying processes. It can lead to a better
understanding of processes and of their potential improvements. This reality is currently even more promi-
nent in health-care where the computerization has been slower compared to other domains. Moreover, as
health data are extremely sensitive, they are not easily released and shared to researchers or analysts.

Computer simulation is a tool allowing to reproduce the behavior of a system. It is based on an ab-
stracted model of the actual studied system. Any type of system can be simulated, e.g. biological, human,
natural, political, health-care or economic systems. Simulation is a helpful way to study the impact of key
features on an entire system by taking into account complex interactions and without having to design a
real-life experiment. It is a cost-saving way to test many alternative conditions or decisions of a situation.
The main advantage of simulation is to enable this evaluation of “what-if”’ scenarios and to quantitatively
predict their outcomes. The current chapter is dedicated to the description of a complete and innovative
methodology to automatically convert raw data from an event log into a simulation model and scenarios
evaluations.

Process mining is an innovative method that can be used to discover business process models from event
logs. The main contribution of this research lies in the proposal of a comprehensive and automatic approach
to generate a simulation model from raw data instead of using a handmade model. Handmade models are
built based on available documentation, observations of the modeler and on interviews of experts. This is
a time-consuming approach and a partial view of the processes. The perception of the actual process is
influenced by the experience of the human studying it and it introduces a bias which may have a potential
impact on key performance indicators and on overall results of the simulation study. Also, such approach
is hardly reproducible as the model is built on a case-by-case basis. An automated conversion procedure
to transform raw data into an actionable simulation model combines the advantages of using objective
information contained in the data, and of being a fast and reproducible method on any new data set.

2.2 Literature review

The search for an automatic conversion, i.e. with the minimum handmade interventions, has been addressed
in several ways by the research community. It is a consensus that building a simulation model by hand is
time consuming, not impartial and size limited. A simulation model may also become out-of-date as soon
as the actual system changes and is hardly updated by the initiators of the models. Hand-made models are
not durable, which is a drawback for long-term analysis of a system.

The general problem of converting a preexisting model into a simulation model has been addressed
in the literature (Augusto and Xie, 2014; Zhu and Kong, 2012; Ndiaye et al., 2016; Mueller et al., 2007;
Popovics et al., 2012; Akhavian and Behzadan, 2013). In (Augusto and Xie, 2014), the authors defined
a framework for the automatic conversion of Unified Modeling Language (UML) models into simulation
models. They used a special class of Colored Petri Net (CPN), namely a Health-Care Petri Net. As a result,
the proposed methodology leads to a fast-prototyping tool for easy and rigorous modeling and simulation
of health care systems. A case study on the pharmacy delivery process is presented to show the benefits of
the methodology. In (Zhu and Kong, 2012), the authors proposed an approach with an intermediate layer to
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also automatically convert UML to CPN. They used it in the context of software performance evaluation.
In both (Augusto and Xie, 2014) and (Zhu and Kong, 2012), the same limitation applies: the initial UML
model is currently hand-made by a modeler. Only the conversion to CPN is automated. In (Ndiaye et al.,
2016), the authors present a conversion procedure to transform an informal description of an Industrial
Control Systems architecture into the formal framework of Colored Petri Nets. The ultimate goal is to
assess the performance of this architecture and to allow industrial companies to use it, especially when
they are familiar with Industrial Control Systems but not experts of CPN. However, the methodology is not
suitable for large size architectures. In (Mueller et al., 2007), the authors proposed a novel approach to the
simulation models generations. They introduced a simulation framework based on a specific type of Petri
Net structure. This framework is an extension of classical Petri Nets for time and priorities in transitions
firing. Thus, they used CPN in a slightly different way than usual to adapt to the analysis of semiconductors
manufacturing. We can see from the literature that Petri Nets, and more specifically Colored Petri Nets,
are commonly used for simulation models. The Petri Net formalism is extremely powerful and relevant
for theoretical analysis and for the demonstration of remarkable properties. However, Colored Petri Nets
expose very few analytical properties, and thus analyzing the behavior of a system using colored nets
cannot be done, except by simulation (Proth and Xie, 1996).

In (Popovics et al., 2012), the authors present a methodology to reduce the time needed to build a
discrete-event simulation model. They introduced a way to automatically convert data obtained from
Programmable Logic Controller (PLC), a widely used and standardized digital computer in manufactur-
ing processes. PLCs produce standard data structure with logical conditions that can be systematically
transformed into input variables for a simulation model. In (Akhavian and Behzadan, 2013), the authors
propose a data-driven approach for the automated generation of simulation models in the specific field of
construction engineering and management. They converted the data recorded in several data sources into
the matching concept used in discrete-event simulation model (e.g. entities, resources, times, localization).

The process mining approach is different from previously described conversion methods. Process min-
ing techniques are dedicated to the automatic transformation of raw data, namely event logs, into conceptual
process models. Such process models provide a static view of what happened as recorded in the data. The
field of process mining goes far beyond process discovery when exploring data. The model extension phase
intends to integrate other perspectives into the model, such as resource consumption, duration of activities
and costs. It provides new insights about the process and it gives ideas for process improvement (van der
Aalst, 2011). Moreover, such an extended model can be used to create a simulation model covering all
perspectives. To the best of our knowledge, (Rozinat et al., 2009) is the closest paper to the methodology
presented in this thesis. In (Rozinat et al., 2009), they showed how process discovery and model extension
can be used to generate a simulation model in CPN Tools. CPN Tools is a powerful simulation environ-
ment based on Colored Petri Nets'. The process discovery was made using the Alpha-algorithm, the first
invented process discovery algorithm, thus producing a Petri Net. Then, the authors explained how to use
a classification model to study the decision points of the models, i.e. finding the correlations between the
data and the routing choices of the process model. The classification problem to solve is the prediction of
the next activity based on the traces’ features (a trace is an instance of the process). They used a decision
tree algorithm. The study lacks an evaluation of the classification models’ quality and of their impact on
the system. Indeed, the model obtained for each decision point should be tested on new data (not the same
as for the learning phase) to avoid over-fitting and to ensure the quality of the learned rules. Moreover, De-
cision Trees are not guaranteed to be the best classification algorithm. A comparison of several algorithms

1 see www.cpntools.org
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could help getting better results. The learned routing rules will have a major impact on the simulation of
new process instances. Hence, the search of the best possible classifiers is of major interest to ensure that
the resulting simulation models closely follow reality. Finally, a CPN model is used to integrate these rules
with other perspectives into a simulation model. The work of (Rozinat et al., 2009) is the first to propose a
methodology to initially convert raw data into a process model, and then to convert this process model into
a simulation model with several perspectives (resources, decision points, delays).

This work of (Rozinat et al., 2009) was focused on proposing a comprehensive methodology that can
be applied to transform event logs into a simulation models. Our work intends to reach the next step in
the automatic conversion of raw data into actionable models. It includes the definition of an enhanced
methodology, with additional steps and improvement of the already existing, with the goal to deal with
logs of any size and complexity. First, we formally define the optimal process discovery problem, which
is a formulation that ensures that a discovered model is optimally representative of the data. We propose
a new discovery algorithm to solve this optimal discovery problem. Our approach was built to be suitable
for real logs, with any number of traces and of different activities (from tens to hundreds of thousands).
This is an important contribution to allow the practical use of the method. After a model is discovered,
we introduce several methodological steps to create classification models that fully take advantage of all
the available data when learning decision points rules. Finally, we present a framework for the automatic
conversion of a process model into a simulation model. The proposed simulation model is an extension of
the classical notion of state chart (or finite state machine). Finally, the model is run using a Monte-Carlo
simulation based on a state chart formalism and that reproduces the random behaviors of clinical pathways.
It works by repeating random sampling to obtain strong numerical results. The contribution related to this
specific phase is to provide an automatic sensitivity analysis of all the parameters also extracted from the
raw data on the simulated system (patients’ features, decision trees, size of the model, alignment scores ).
This work can be seen as the foundation to build even more complex models. More specifically, Discrete
Event Simulation models and Multi-Agent models could be further improvement of the present work by
capturing patient’s behaviors and preferences, as well as resource sharing and sizing on a national scale.

2.3 The 8 proposed steps for an automatic study of processes

Our complete methodology to automatically convert raw data from an event log into a simulation model is
made up of 8 distinct steps. Figure 2.1 shows how these 8 steps are interlinked. Most steps are sequential,
meaning that the output result of a step is used as the input of the following step. 4 of the 8 steps require at
least two distinct inputs, which creates a more complex work-flow than a mere ordered sequence of tasks.
The following provides a general explanation of each step.

2.3.1 The starting point: data

The starting point of our methodology is a database. The available database shall contain the following
information. First, it must contain records related to the execution of a process, i.e. of the ordered sequence
of events that were realized together to achieve a common goal (e.g. the succession of 5 weekly chemother-
apy sessions aims to cure a patient). Each event that is recorded is the database can have many attributes.
For instance, if each event represents a hospital stay, the attributes can be its starting date, its duration, the
medical diagnosis, the age of the patient, the amount of delivered drugs, the location of the hospital, etc.
In this example, we see that attributes may refer to the event itself (e.g. its duration), or to the underlying
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Figure 2.1: The flow-chart methodology of this thesis: from data to performance indicators

instance (e.g the age of the patient), or to the event provider (e.g. the hospital location). All these aspects
will be used at different steps of the methodology. Still, the most important attribute of an event is its label.
A label is used to globally describe the event, i.e. to summarize what happened during the event. The label
is also used to gather several events in a class and to compare such classes (e.g. a hospitalization for a
chemotherapy session is different from a hospitalization for an appendicitis). A sample of such a database
is shown in Figure 2.2.

Database of hospital events

Case ID Event label Starting Duration Location Diagnosis Gender Age Diabetes
(Patient) (or class) date (days)

1 Chemotherapy session ~ 01/01/2017 <1 Lyon hospital Lung cancer Female 50 Yes

1 Chemotherapy session ~ 08/01/2017 <1 Lyon hospital Lung cancer Female 50 Yes

1 Chemotherapy session ~ 15/01/2017 2 Lyon hospital Lung cancer Female 50 Yes

1 Chemotherapy session ~ 22/01/2017 <1 Lyon hospital Lung cancer Female 50 Yes

2 Stomach surgery 02/02/2017 8 Paris hospital Appendicitis Male 65 No

2 Surgery Follow-up 28/02/2017 2 Paris hospital  Post appendicitis Male 65 No

3 Heart failure 19/01/2017 3 Lille hospital Heart failure Male 70 No

3 Pacemaker implantation ~ 27/01/2017 12 Lille hospital Heart failure Male 70 No

Figure 2.2: Illustration of a suitable database of events

In this work, we present a new methodology to specifically be able to analyze complex databases. The
complexity of a database is multi-sources. A database can be complex if it contains a large number of
recorded events (e.g. hospital stays). Similarly, a database’s complexity can be the number of concerned
instances (e.g. patients). For both the number of events and the number of instances, the main challenge for
analytic purpose is to have sufficient computational power. However, there is another aspect of complexity
that heavily impacts the way to analyze the data. It is the number of different classes of events (or label of
events) in the database. The literature on process mining shows that this criterion is the most complicated
to deal with when developing a process discovery algorithm. It is even truer if some of the event classes
are noise for the studied process. The first discovery algorithms were unable to deal with a large number
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of classes and with noise in the data (van der Aalst, 2004). Further algorithms were more resilient to noise
(Weijters et al., 2006) and capable of clustering classes to reduce their number (Gunther and van der Aalst,
2007). Still, existing methods suffer on databases with more than few hundreds classes and a million of
events, which is rather common in many databases nowadays. Beyond process discovery, we also face
complexity when it comes to the conversion into a simulation model. Not all supervised learning methods
are suitable to handle large data sets, and it is not conceivable to manually create a simulation model with
hundreds of variables.

The complexity of a database also depends on the actual process that it represents. When the actual
system is already considered as complex (as it is often the case in medicine or in disease management),
a technical expertise is needed for the interpretation of the data. Even in a single therapeutic area, which
means that patients suffer from the same disease, each patient is unique. A generic algorithm for process
discovery or modeling could not perform well. The approach shall be flexible and capable of modeling
complicated decision rules that occur during a process (medical decisions, surgical acts, natural evolution
of diseases, patient’s preferences). Here, we intend to analyze any database that concentrates one or several
of the above aspects of complexity.

2.3.2 Step 1: optimal process model discovery using process mining

Step 1 is dedicated to the discovery a process model from the data using a process mining technique.
Several process mining algorithms have been proposed in the literature to address this process discovery
issue (van der Aalst, 2011). Yet, most of them are not suitable for very large and complex data sets
which are more and more frequent in real-life applications. Also, to the best of our knowledge, no formal
evaluation of the quality of the model generation has already been proposed in the literature. We propose
in this thesis a formal definition of replayability, used as a quantitative evaluation metric.

Event log

The raw material of process mining is a specific type of data set, namely an event log. An event log is
a set of traces, where each trace is a sequence of timely ordered events. The only requirement is to have
an event log such that (i) each event refers to an activity (i.e., a well-defined step in the process, such as a
chemotherapy session or a surgery), (ii) each event refers to a trace (e.g., a patient, a client), and (iii) events
have a time stamp and are totally ordered. Other information about the involved resources, costs or date
may also provide a deeper understanding of the process.

Process model

A Process Model is an abstracted and simplified way to represent a real process, i.e., an event log. It is
useful if the model is representative of the data of the log (van der Aalst, 2011). Here, a Process Model is
defined as an oriented graph, i.e. as a set of nodes and a set of oriented edges. An advantage of this notation
is to be simple to represent and straightforward to interpret. Nodes represent tasks in the process. Arcs,
connecting the nodes, represent ordering relations upon the tasks. No theoretical knowledge is required
to read a model, unlike Petri Nets and BPMN. Here, all the incoming joins and the outgoing splits of the
nodes are exclusive disjunction (XOR): exactly one path is chosen in the flow. There is no need to define
complex structures to deal with combinations of XOR/XAND splits or joins. Loops are allowed in the
model, but there is no duplicate activities.
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Process discovery

Process discovery is one of the most challenging task of process mining. The objective of process
discovery is to build a process model that is representative of the behavior seen in the log. The quality of
a process model will be evaluated with a quantitative metric. Any metric refers to one or several of the
three following dimensions: the model must be highly representative, it must be as detailed as possible,
and it must have a low complexity. In Chapter 3 (Optimal Process Discovery), we extensively define
the properties that a relevant evaluation metric should have, we propose the first rigorous mathematical
formulation of the optimal process mining problem, and we investigate 8 possible score functions called
replayability scores. The optimal process mining problem is stated as: “finding the smallest possible
process model that maximizes the replayability score.” These two objectives, minimizing the size of the
model and maximizing the replayability, are antagonistic and no balance can be found between them.
Hence, we reformulate the discovery problem as “finding a process model that maximizes the replayability
score under a given size constraint”. In the second part of Chapter 3, we present two solutions to solve this
process discovery problem. The first approach is an Integer Linear Programming model solved with IBM
Cplex solver. It performs extremely well for small and middle size problems. The second approach is a
combination of Monte-Carlo optimization and tabu search to overcome the complexity related to the huge
size of the event logs. Finally, the result is the best possible process model in regards to the replayability
function.

Step 1 in short

Input: An event log (i.e. a set of traces)

Action: Process discovery with a process mining technique

Output: A Process model highly representative of the data

Scientific challenges: Mathematical formulation of the optimal process mining problem, definition of a
score function and proposition of a solving method for complex and large logs.

2.3.3 Steps 2, 3 and 4: decision point analysis

Step 2 and step 3 are two preparatory steps for the decision point analysis carried out at step 4. The goal
of the decision point analysis is to find the features that impact the choice of a given path in the process
model. This approach performs better than a simple probabilistic distribution based on historical data. For
that purpose, we assume that several features about each trace of the log are available in the database. For
instance, if a trace is a patient, its sequence represents all the medical events that the patient had during a
given time window, and his features can be age, gender, height, weight and his medical history. To find the
rules explaining the different possible paths, we want to learn from the data. This learning step requires that
the traces are perfectly re-playable in the model. Otherwise, there exist mismatches between the possible
paths of the model and the actual paths observed in the traces. This is due to the fact that the model is an
abstracted representation of the data that cannot represent exhaustively all the behaviors seen in the data.
Such mismatch creates a modeling bias, especially when dealing with complex and large event logs: only
few traces of the log can be used to learn routing rules. Thus, a whole part of the data is ignored and
small samples are not sufficient to ensure a significant statistical learning. To close this gap and be able
to efficiently analyze decision points, we generate a set of perfect traces (step 2) and we align the actual
traces of log with these traces (step 3).
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Step 2: perfect traces generation using a process model

Step 2 is the generation of all the possible perfect traces derived from the process model obtained at step 1.
The objective of this step is to know all the possible sequences that could be 100% replayed in the process
model, unlike most of the actual trace from the event log. We design an automatic procedure that generates
such perfect sequences. This procedure is detailed in Chapter 4. As a model can have loops, i.e. there
exists a path from a given node to another node of the model which was previously visited in the sequence,
it may possibly generate infinite-sized traces. For that reason, a maximal size value is imposed to perfect
traces.

The generation procedure is the following: starting from any node of the process model, we create as
many traces as there are different paths to follow in the graph until we reach the maximal size. Any sub-
trace of such traces is also added to the set of perfect traces. Hence, for each generated trace, we obtain the
set of all traces whose size is between 1 and maximal size, and which is perfectly re-playable in the model.
The number of perfect traces grows exponentially with the number of nodes and edges in the model.

Step 2 in short
Input: A process model

Action: Generation of all the possible perfectly replayed traces

Output: A set of perfect traces

Scientific challenge: The definition of a size constraint to handle the exponential number of possible
perfect traces in practice.

Step 3: Alignment of log traces with perfect traces

Step 3 is the alignment of the original traces of the log with the perfect traces generated at step 2. We
present an innovative way of combining a sequence alignment algorithm from the field of bioinformatics
to our process mining approach (See Chapter 4). For any given trace of the log, this algorithm allows us to
find the closest perfect trace in terms of sequence. Hence, instead of using the original traces of the log for
the decision point analysis, we now can use its best counterpart from the perfect traces, and so avoid the
mismatch bias.

Enhanced event log

In addition to the previously used event log for process discovery, we now use trace’s features. A set of
features is defined for all the traces. A trace is defined as a mere sequence of events. We use the concept of
enhanced trace to describe a trace with feature values.

Similarity matrix

To compare two traces, i.e. two sequences of events, and evaluate their closeness, we need to be able to
compare two events. There are 3 possible different situations when comparing one event of a sequence to
one of another sequence: they are the same (=match), they are different (=mismatch) or one event aligns
with a gap in the other sequence (=gap insertion). For instance, when comparing the sequences A-B-C and
A-B-D, we see that 2 events match out of 3. The next question is to know if A-B-C is closer to A-B-D,
or to A-B-E or to A-(gap)-C. For that, we use a similarity matrix. It is a square and positive matrix whose
size is equal to the number of different events in the log. For any pair of events (e, e;) the matrix gives a
similarity score between e; and e;; the higher the score is, the more similar e; and e; are.
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Sequence alignment with the Needleman-Wunsh algorithm

For each enhanced trace of the log, we use the Needleman-Wunsch algorithm (Needleman and Wunsch,
1970) to measure its closeness with each of the perfect trace. The perfect trace with the highest score
is chosen as its closest perfect match and will be used instead of the original trace for the decision point
analysis, using the features of this original enhanced trace. The NeedlemanWunsch algorithm is an algo-
rithm used in bioinformatics to align amino acids or nucleotide sequences (e.g. proteins or DNA / RNA
strains). The goal is to identify the regions of similarity among them. It is used to infer structural, func-
tional and evolutionary relationships between the sequences. The NeedlemanWunsch algorithm was one
of the first applications of dynamic programming to compare biological sequences. It was developed by
Saul B. Needleman and Christian D. Wunsch and published in 1970 (Needleman and Wunsch, 1970). It
quantifies the alignment between two sequences by assigning scores (scores for matches, mismatches and
gaps). The alignment is scored globally, meaning that it is carried out from beginning till the end of the
sequence to find out the best possible alignment.

Step 3 in short
Input: A set of perfect traces + A set of enhanced traces

Action: Sequence alignment with the Needleman-Wunsh algorithm

Output: A set of aligned perfect traces with features, one for each original trace of the log

Scientific challenge: Proposition of an innovative way to avoid the mismatch bias at decision points when
using complex and large event logs

Step 4: Creation of classification models for decision points

At step 1, we have discovered a process model reflecting the causal relations between the activities of
the event log. Now, we want to gain a better understanding of another perspective of that process. More
specifically, here in step 4 we are looking for data features that influence the choice of a path in the model.
This type of approach was already conducted by members of the process mining community (Grigori et al.,
2004; Ly et al., 2006; Rozinat and van der Aalst, 2006¢c; Rozinat et al., 2009). Our approach here remains
similar to existing methods. The differences are the adaptation of works done on Petri Nets to the causal
net models, and the proposition of a full methodology to deal with large event logs (step 2, 3, 4). To
analyze the routing choices, we first need to identify the parts of the model where there is a decision point,
i.e. where several paths are possible after a node. Then, we need to select as many relevant features from
the log as we can to explain this choice. Features can be events’ features, but it would only provide a
local vision of what happened. It would assume that the decision on the next event is only determined
by the current event. Instead of that, we also consider traces’ features to analyze the decision points. It
allows to include information about what happened previously to the trace and about inherent features of
the trace. Finally, we select a classification algorithm that is capable of learning these decision rules from
the historical data. As we showed at step 3, using the original traces of the log would lead to a major bias
during the learning phase. For that reason, we used an alignment algorithm that provides us a set of perfect
traces enhanced with their original trace counterpart’s features. This contribution is an innovative way to
reinforce the quality of the learned decisions.

Identification of the decision points
A process model is an oriented graph. In terms of oriented graph, a decision point corresponds to a node
with multiple outgoing arcs. Since only one path can be chosen by a process instance, each time that several
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outgoing arcs can possibly be chosen after a node, a rule must be defined to explicit this choice. There is
no way to know the number of decision points in a process model based on the number of nodes and edges.
It depends on the structure of the process model, especially in the presence of loops or of terminal nodes
with no outgoing edges.

Definition of the classification problem

The classification problem can be stated as follows:“for each node of a process model where there is a
decision point, find the probabilities of following each possible path based on the instance’s features”. A
classifier will be created independently for each decision point. For a given node x with a decision point,
the learning phase is done by selecting all the aligned traces, among the aligned traces obtained at step 3,
that had an event x in their sequence. Each selected trace becomes a learning observation where the target
variable is “the next event after x in its sequence”.

Selection of a machine learning algorithm

To solve the classification problem, there exist many algorithms (Caruana and Niculescu-Mizil, 2006),
namely Support Vector Machines, Decision Trees, Stochastic Gradient Descent, Naive Bayes, Generalized
Linear Models, Nearest Neighbors, Ensemble methods, Neural network. Choosing an algorithm to solve a
classification problem is a non-trivial task and will strongly impact the quality of the results. Each algorithm
performs better than others under specific condition. It heavily depends on the data and the available
computing power. A more in depth discussion of the algorithm selection is carried out in Section 4.5.3 of
Chapter 4.

Validation of the classification models

For any data mining approach, some of the observations are used to learn the classifier whereas others
are used to test and validate it. The validation results will determine if the classifier’s predictions are
good enough on unseen data. If they are not, then the parameters of the algorithm will be tuned until
it reaches satisfactory results. This creates an optimization loop where the objective is to maximize the
quality of the classifier and the variables are the algorithm’s parameters and the choice of features in the
data. This validation process is part of a more general scheme, the CRISP-DM reference model (Cross
Industry Standard Process for Data Mining)(Chapman et al., 2000). CRISP-DM is a comprehensive data
mining methodology that provides anyone, from novices to data mining experts, with a complete blueprint
for conducting a data mining project.

Step 4 in short
Input: A set of aligned traces (= perfect traces with features) + a process model

Action: A machine learning approach to solve a classification problem at each decision point of the model
Output: A classifier model for each decision point of the process model

Scientific challenge: Integration of domain related data into a model than explains the path choices much
better than mere routing probabilities.

2.3.4 Step 5: Statistical analysis

Step 5 is dedicated to a statistical analysis of the data to enhance the process model with information
about activity duration and waiting times between activities. We also add information about the generation
of new traces from the model, such as features distributions and the probability for any node to be the
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first or the last event of a trace. The model enhancement is done by extracting information from the log.
Execution and waiting times are observed in the data thanks to the time-stamp of events. For both traces’
features and execution and waiting times, we fit the historical data to find the closest theoretical random
distribution (Bowman and Azzalini, 1997, Chapter 1). Fitting is done by maximizing the likelihood or
minimizing the square error. A process model can be enhanced with many other perspectives, depending
on what is available in the original data. A common extension is the organizational perspective. It deals
with organizational units, roles and resources needed to perform each activity of the model.

Step 5 in short
Input: Historical observations derived from the event log

Action: Data fitting with random distributions

Output: A set of the best-fitting theoretical random distributions for each measure

Scientific challenge: Modeling of behaviors observed in data without preconceived hypothesis such as
normally distributed data

2.3.5 Step 6: Model conversion procedure

In the previous steps (1,2,3,4,5), we have seen how to discover a process model from an event log, how to
learn complex rules for the decision points routing and how to enrich this model with other perspectives
such as process times. Step 6 is the integration of all these notions into a single concept: a simulation
model. In Section 5.3 of Chapter 5, we present a formal framework for such an automatic conversion.

Definition of a new type of state chart

To transform the static model into a dynamic simulation model, we use the general concept of state
chart. A state chart (also called a finite-state machine) is a mathematical model that describes the behavior
of a system. It is an excellent way to model the process steps of an entity, the activity of a resource or the
coordination of several entities. It includes the definition of states, transitions, probabilities of activating
a transition and a state duration. We enrich this generic state chart definition by proposing a new type of
state chart, namely a clinical pathway state chart. We use this new concept to be able to specifically study
care processes. A care process is often characterized by a long follow-up duration (from months to years),
by complex medical decisions and natural evolution of diseases. Our clinical pathway state chart intends
to capture these aspects and to evaluate their impact on the patient’s outcome.

Automatic conversion

The conversion procedure is made of two phases. First, we convert the model’s structure. Each node and
each edge of the process model is converted into a dedicated type of state. Then, we convert the decision.
The formulation of the conversion procedure allows us to automatically reuse it on a completely new data
set.

Step 6 in short
Input: A process model + decision points classifiers + random distributions

Action: Conversion into a simulation model

Output: A specific state chart simulation model called a Clinical Pathway State Chart

Scientific challenge: Definition of a generic mathematical framework for the conversion procedure which
allows for an automatic reuse
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2.3.6 Step 7: Design of experiments settings

Step 7 is dedicated to the setup of a design of experiments for the discovered simulation model. The
simulation model can be used for different types of analysis. In most cases, simulation is used to test
new scenarios. Indeed, after a simulation model has been validated, it is assumed to be a good model to
represent the reality. It is capable of capturing the complex interactions of many variables (time, decisions,
sequence of events, resources, cost ...). Then, it becomes possible to feed the model with new inputs (for
instance with a new cohort of patients who are older than those observed in the actual data) and to evaluate
the impact of this change on predefined Key Performances Indicators. The proposed design of experiments
is twofold: an automatic sensitivity analysis and a personalized set of scenarios.

Sensitivity analysis

A sensitivity analysis is proposed to evaluate the impact of a wide range of parameters on key perfor-
mance indicators. Hence, we have at our disposal a tool which is capable of detecting the most impacting
factors on the modeled system (patient’s feature, the size of the model, the classification algorithm, the
similarity score ).

Evaluation of personalized scenarios

After determining the crucial parameters through the sensitivity analysis, the practitioners may design
specific scenarios depending on their own goals. Defining a new scenario requires a deep knowledge of the
modeled process. The same user will hardly be able to think about the levers that would improve a process
from any domain. For instance, finding a scenario could be either a search for an improvement of the care
performance in the pathway management of patients diagnosed with metastatic lung cancer, or the need
for an optimal way to reduce the total span time between the submission and the acceptation of a mortgage
request. In addition to the domain knowledge, there is also a need for the capability to convert an idea into
actionable rules that can be added into the simulation model. For instance, if we want to test the impact
of an aging population in a model of the care management of influenza, we just need to shift the random
distribution representing the age variable toward slightly higher values. More complex modifications would
require more modeling skills.

A simulation model does not necessarily need a new scenario to be run. In fact, running a simulation
model with its default parameters, i.e. the parameters automatically derived from the process model and
the data, imparts extremely useful knowledge about the process as it currently happens (or at least as it
happened in the data).

Step 7 in short
Input: Knowledge about the modeled process

Action: To conceive a new “what-if” scenario to test into the simulation model

Output: A set of specific rules explaining how to modify the simulation model to incorporate the new
scenario Scientific challenge: It requires in-depth knowledge of the modeled process and the capacity to
convert an idea into a set of rules that can be integrated in the model

2.3.7 Step 8: Simulation procedure

Simulation procedure implementation
The discovered simulation model can now be used to simulate new traces, e.g. to simulate the clinical
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pathway of new patients. The procedure follows 7 steps.

1. First, a new entity is created.

2. A set of feature values (e.g. age, gender, weight, diabetes) is assigned to the entity based on the
random distributions found at step 5.

3. Then, its sequence starts at one of the state node, chosen randomly according to the probability
distribution that was also found during the performance analysis. This state becomes the entity’s
current state.

4. Whatever the state, duration is drawn according to the state specific distribution. It is added to the
total time span of the entity.

5. The classifier of the entity’s current state is then used to determine the next step of the entity. The
entity’s sequence might stop there or continue toward another state of the model. The choice is based
on the entity’s features.

6. A waiting time between the current state and the next state is drawn according to a specific distribu-
tion.

7. The next state becomes the entity’s current state and the procedure goes back to 4. The procedure
ends if the entity’s current state has no outgoing transition or if the sequence is stopped prematurely
by the classifier at step 5.

Validation of the simulation model

Before evaluating new scenarios with the simulation model, we have to validate it. For that, we run
the model with its default configuration, meaning with the discovered parameters and distributions. Then,
we use a large set of indicators to evaluate if the model’s behavior is close to the original data (number
of events, number of entities going through each state and each transition, features’ values, mean total
duration, etc.). In the case where the simulation results are too far from the original data, we can adjust one
or several of the parameters used in step 1,2,3,4,5,6 (e.g. size of the discovered model, the learning ratio of
the classifiers, distribution fitting method). In other word, we use a feedback loop to optimize the quality
of the simulation model. Once the simulation model has been validated, it is possible to test new scenarios
and to extend the results to various case studies.

Test of new scenarios

When the simulation model has been validated by proving that it is close enough to the original data,
we can start testing the new scenarios defined at step 7. The power of using a simulation model is to test
as many scenarios as we can imagine and to compare them on several objective functions (e.g. total cost
of care management, death rate and relapse rate). The results of such a comparison is of major value for
decision makers. The simulation is repeated a large number of times to simulate the behavior of a cohort of
entities. The exact number of required entities to ensure significant results depends on the desired level of
confidence for performance measures. Relevant performance indicators are gathered when entities exit the
model (e.g. total duration spent in the model, total cost of care, number of deaths in states, etc.). To ensure
a given confidence interval for such indicators (e.g. 95%), the minimal number of replications is given by
the formula of Law and Kelton (Law and Kelton, 2000).
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Step 8 in short
Input: A simulation model + A set of scenarios to evaluate (a new conceived scenario or the current

situation)

Action: Launch multiple simulation runs

Output: A simulation report (Performance measures and confidence intervals) + benchmark of different
scenarios

Scientific challenge: Definition of relevant performance measures + enough computing power for multiple
runs.

2.4 Note to practitioners

In this thesis, we propose a methodology for the automatic conversion of raw data into performance indica-
tors. It allows for an in-depth analysis of a process. All the work described here was coded and integrated
in a computer program, so that it can be re-used on new data. The automatization of the technical steps is
the key for a successful transfer of the tool from researchers to practitioners, without specific programming
or modeling skills. As the tool can answer various questions about the studied process, it is intended to
serve different users in the health-care domain.

The first concerned entities by the use of health data are the hospitals themselves. Hospitals are re-
sponsible for recording and storing all the data related to their activities. The hospital staff and managers
can then use the program to better understand the care management of any disease in their hospital. They
should be able to understand, adjust and improve an abstracted model of their system. As a result, they
could find improving drivers and test new ways of managing specific patients.

Our methodology and program are also of interest for any analyst, whether he/she belongs to a private
consulting firm, a hospital direction board, a public institute for epidemiological studies or the ministry
of health. We propose a way to drastically simplify the modeling process of complex systems, while
guaranteeing the scientific rigor of the results. It can benefit to any user who has access to a database, for
instance in the context of a one-time audit or of an internal reorganization, and who want to take benefit
of it. Finally, our work is also intended to promote the use of health data by researchers. We propose
very formal and generic frameworks at each step of our work, so that comparisons with future works and
re-usability on new data can be made. Our methodology can also save time to researchers who want to dig
into new data to study processes.

2.5 Summary and contributions of the thesis
The originality and the scientific contributions of the present thesis are multifold:

e A comprehensive methodology to automatically convert event logs into a simulation model:
based on existing methodologies in the literature, we added new steps that fully exploit all the data
recorded in large event logs. Itincludes a perfect trace generator from a process model and a sequence
alignment algorithm to extract information from imperfectly replayed traces. We also propose new
mathematical frameworks for already existing steps, especially with the use of causal nets for process
discovery, of classifiers for decision point analysis and state charts for simulation.

o The first rigorous mathematical formulation of the optimal process mining problem: we define
formally the problem of discovering a process model from an event log in the form of a causal net
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while maximizing its representativeness under a size constraint.

e A hierarchical representation of event relations: we designed a framework where events can be
gathered in high level clusters so that we can capture much information even in small size models.

¢ An event log-size independent Monte-Carlo simulation approach for performance evaluation of
process models at any desirable precision: To address the complexity issue of evaluating millions
of traces during the optimization procedure of process discovery, we use a sampling strategy that
guarantees that the method is scalable for large event logs.

e Properties of the optimal process models: based on the mathematical framework defined for the
optimal discovery problem, we were able to demonstrate several properties of optimal solutions.

e A tabu search algorithm for process model optimization: which is proved by extensive numerical
experiments to be superior to state-of-the-art process mining techniques.

¢ An innovative combination of a bioinformatics algorithm for sequence alignment and super-
vised learning classifiers for decision points analysis: Existing approach struggled to deal with
large event logs and to produce automatic and reliable model enhancement with big data. We pro-
pose an innovative way to overcome this issue.

e The definition of a new class of state chart to create a clinical pathway simulation model: based
on the generic concept of state chart, we propose a new version, a so-called Clinical Pathway State
Chart. It is a generic concept for the modeling and simulation of clinical pathways, i.e. the follow-up
of patients and their conditions both on short term (hospital stay) and long-term (disease evolution
over years).

e A complete validation strategy of the created simulation model: the simulation model is validated
thanks to the comparison of tens of variables measured through multiple runs of the simulation, on
the one hand, and from the actual database, on the other hand.

e A systematic sensitivity analysis of the factors impacting the modeled system: the simulation
model is automatically run over several replications to determine the contributions of any of the
modeling parameters and of the data on the modeled system.

e The application of all the previous points on health-care data: we applied the presented method-
ology on real-world data to model and simulate clinical pathways. We show the results of the ap-
proach on two main case studies: heart failure and lung cancer.

e A design of experiments was proposed to evaluate new scenarios: in the context of the heart
failure case study, we demonstrate the power of the simulation model to evaluate what-if scenarios.

Perspectives of the proposed approach are numerous and will be detailed in the corresponding technical
chapters in the following.
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Abstract

This chapter addresses the problem of process discovery from large and complex event logs. We depart
from existing literature and formulate the problem of optimal process discovery. A formal mathematical
programming model is given based on a novel hierarchical structure of the event logs. Desired properties of
event trace score functions are described and properties of optimal process models proved. A combination
of Monte-Carlo optimization and tabu search is proposed to overcome the complexity related to the huge
size of the event logs and the combinatorial solution space. Numerical results show that our approach is
suitable for large event logs and that it performs better than state-of-the-art approaches. We also demon-
strate the applicability of our method on a real case study in health-care. This study illustrates the benefits
of combining techniques from the Operational Research and the Process Mining fields.

3.1 Introduction

A process is a collection of related activities that serve a common goal. This definition applies widely.
In automotive industry, assembly lines are designed to ensure the right order of production steps. In the
banking sector, loan applications follow strict procedures with several intermediate validation steps. In
health-care, the patient care process is the so-called clinical pathway. It describes a set of treatment ac-
tivities, such as consultation, imaging examination or surgery, with the common goal of treating a patient
(Rebuge and Ferreira, 2012). In all domains, the design of a process tends to standardize work practices.
It can be decomposed into operational purposes: planning activities, assigning human resources, reducing
practice variability, minimizing delays or decreasing costs while maintaining quality.

Process discovery from data has been studied in the literature. It is mainly done by using Business
Process Management and Analysis (BPM and BPA) (van der Aalst, 2012), Data Mining or Process Mining
techniques. The focus of data mining approaches is slightly different from the two others. Based on
historical observations contained in a data set, data mining is used to find hidden patterns among different
features of these observations (Tan et al., 2005). Even if data mining includes tools such as sequential
pattern mining, it remains data-centered and does not consider the concept of end-to-end processes. On the
other hand, BPM and process mining consider such processes and are good complement to data mining
approaches. BPM has little interest in event data and is mostly model-driven (van der Aalst and Weijters,
2004; van der Aalst, 2012). Models are often hand-built by experts. The goal of process mining is to
bridge the gap between BPM and data mining approaches, using data to study business processes. Process
mining is not used to find data patterns, but rather to find process relationships in the data which provide
an overview of activities in the process, of deviations and of process performance such as throughput,
bottlenecks and discrepancies. Several process mining algorithms have been proposed in the literature to
address this process discovery issue (van der Aalst, 2011). Yet, most of them are not suitable for very large
and complex data sets which are more and more frequent in real-life applications.

This chapter is motivated by health-care applications in which each patient is naturally unique. There
are potentially as many different processes as the number of patients in the database, which may be millions
or more. In this chapter, we present a new approach for Process Discovery in complex logs by combining
process mining and optimization techniques. Our scientific contribution is multifold: (1) the first rigorous
mathematical formulation of the optimal process mining problem; (2) a hierarchical representation of event
relations; (3) an event-log-size independent Monte-Carlo simulation approach for performance evaluation
of process models at any desirable precision; (4) properties of the optimal process models, (5) a tabu
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search algorithm for process model optimization which is proved by extensive numerical experiments to
be superior to state-of-the-art process mining techniques. We hope that this work opens a new avenue of
applying advanced combinatorial optimization techniques for complex process mining problems.

The remaining of the chapter is organized as follows: a literature review of process mining is given in
Section 3.2. Basics of process mining are described in Section 3.3. The optimal process mining problem
is set in Section 3.4. A preliminary resolution method, based on integer linear programming and dedicated
to small-size event logs is proposed in Section 3.5. A more advanced optimization method is described in
Section 3.6 and Section 3.7 to handle logs of any size. A numerical experiment is designed in Section 3.8
to compare the new method with existing ones. Finally, conclusion and perspectives are discussed in
Section 3.9, while a real-life case study is presented in Chapter 6.

3.2 Literature review

The goal of process mining is to extract new information about processes from event logs (van der Aalst,
2011). The field of process mining emerged in the early 2000s and the bases were formalized by (van der
Aalst, 2004) in 2004. process mining aims at providing an impartial view of a process based on what really
happened, and not on a supposed organization. The use of process mining is motivated by two observations
(van der Aalst et al., 2003): more and more information is stored in information systems and techniques
from Business Process Management have reached their limits. BPM techniques only study theoretical
processes, unlike process mining which studies the actual behavior as it happened (van der Aalst, 2011). It
can be applied in various systems and domains (industry, administration, finance, health-care, etc.) (van der
Aalst, 2011). The raw material of process mining is a specific type of data set, namely an event log. A log
is a set of traces, each trace being a sequence of ordered events. The only requirement is to have an event
log such that (i) each event refers to an activity (i.e., a well-defined step in the process), (ii) each event
refers to a trace (e.g., a patient, a client), and (iii) events have a time stamp and are ordered.

There are three types of process mining approaches (van der Aalst, 2011). The first is Process Discov-
ery. The goal is to analyze the control-flow perspective. Process Discovery is concerned with the process
behavior, namely the activities in the process and their order of execution. It results in the creation of a
process model, which is unknown beforehand and which reproduces the behavior of the recorded events.
Examples of Process Discovery techniques include the Alpha-Algorithm (van der Aalst, 2004), the Fuzzy
Miner (Gunther and van der Aalst, 2007), the Genetic Miner (van der Aalst et al., 2005) or the Heuristic
Miner (Weijters et al., 2006). The second type of approaches is the validation of a preexisting model and is
called Conformance checking. 1t quantifies the difference between a model and an event log by using a con-
formance metric (Rozinat and van der Aalst, 2008). This step is required before starting the third approach:
the extension of a model. Starting from a preexisting model, the aim is to enrich it with observed data (e.g.,
add organizational and time perspectives). Many of these process mining techniques are available in the
ProM framework (van Dongen et al., 2005), an open-source Java application developed and expanded by
the process mining academic community.

Here, we will focus on process discovery and model evaluation. Different process discovery algorithms
have been proposed and are suitable for different contexts. The Alpha-Algorithm (van der Aalst, 2004)
performs poorly on noisy logs with infrequent behaviors. The Heuristic miner (Weijters et al., 2006) is
capable of dealing with infrequent activities, but it tends to create the infamous spaghetti models when
there are too many activities in the log. The Genetic Miner (van der Aalst et al., 2005) becomes extremely
time consuming to create a process model when there are many activities in the log, and hence is unusable
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in practice. A challenge of using process mining in health-care is to deal with the high variability of cases.
There are almost as many pathways as there are patients, due to the uniqueness of each person’s health.
The use of classical process mining techniques produces the so-called spaghetti-like models that are too
complex to be comprehended (van der Aalst, 2011; Rebuge and Ferreira, 2012; Gunther et al., 2010).
The Fuzzy Miner (Gunther and van der Aalst, 2007) used the zooming cartography metaphor to reduce
the model’s level of detail. Models are more aggregated and simpler to read. It works by applying several
successive graph reductions based on thresholds. However, the fuzzy miner does not consider any semantic
significance related to the domain, therefore there is a risk of aggregating irrelevant activities together to a
cluster. Regarding this limitation, (Bose et al., 2012) proposed hierarchical discovery approaches to deal
with detailed event log and less structures process models. Different from the fuzzy miner, the hierarchies
are obtained through the automated discovery of pattern abstractions (Bose and van der Aalst, 2009). It is
proved that the discovered patterns always have its specific domain semantics.

Data pre-processing techniques also addressed this issue (Ekanayake et al., 2013). The logs are split in
smaller homogeneous logs to reduce the size of the discovered models, which is related to comprehensibil-
ity. Still, it may produce too complicated models or it may require advanced settings which compromises
an automatic and repeatable discovery. Here, we address the complexity issue by using a threshold on the
maximum size of the models. The main limitation of most process mining algorithms lies in the size of the
event logs they can handle. An algorithm will have a widespread utility if it can deal with “big” event logs.
A log can be big in two different ways: it may contain a huge number of traces or it may contain many
different activities. Most existing process mining algorithms scale very badly in the number of activities
(Verbeek and van der Aalst, 2015).

Lack of a common framework to compare existing algorithms on a common basis is also highlighted in
(on Process Mining , 80 authors). In 2011, a standard benchmark of existing discovery algorithms was to
be made (on Process Mining , 80 authors). Representative benchmarks and reference logs are badly needed
to test process mining algorithms on some common basis. To the best of our knowledge, very few works
attempted to take up this challenge. The first effort toward a common evaluation framework for process
mining algorithms was done by (Rozinat et al., 2008). The authors presented the necessary components
of an evaluation framework to enable process mining researchers to compare the performance of their
algorithms. These components are process model quality metrics, common data sets for benchmarks and
model formalism verification (e.g., check if duplicate tasks or self-loops are allowed in the mined model).
They also performed an extensive benchmark of 6 algorithms by comparing their performances on simple
logs. The concepts from (Rozinat et al., 2008) were extended by (Wang et al., 2013) and (Weber et al.,
2013). In (Wang et al., 2013), they defined several new comparison metrics. Instead of comparing models
on a fitness value over a log, they focused on comparing models based on their structure (number of blocks,
loops, etc.). They used this approach to efficiently select the most suitable process mining algorithm for a
given enterprise. In (Weber et al., 2013), they introduce probabilistic automaton as a unifying representation
of several representation languages. In (Rozinat et al., 2008; Wang et al., 2013; Weber et al., 2013), they
all compared models obtained as Petri Nets. This formalism is strong and allows for reliable comparisons.
However, no comparison includes the Fuzzy Miner algorithm which is acquiring a growing popularity in
practical use, especially in its extended version available in the DISCO software developed by Fluxicon.

Here, we aim at contributing to the effort of easier comparisons of discovery algorithms, and especially
for models using more intuitive notation for non-experts than Petri Nets. We propose to compare models
based on a quality metric. For that, we introduce a new intuitive way to measure the conformance of a
model. Our metric can be seen as an extended version of the parsing measure defined in (Weijters et al.,
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2006). Our metric can better differentiate and deal with a wide range of flexible behaviors.

The work of (van der Aalst et al., 2005) is the closest work to the present approach. A genetic algorithm
(GA) was proposed for computing the “most” appropriate Petri net model of an event log with incomplete
events and event noises. Petri net models are transformed into so-called Causal Matrices on which genetic
operators are defined. A fitness score based on parsed activities and completed traces in a token game
is used. Note that there is no one-to-one relation between Petri net models and causal matrices and the
problem under consideration was not formally stated. Further it was observed that the genetic algorithm
performs well on small logs but struggles with large logs with many traces and activities. Optimization
tools are also used in (van der Werf et al., 2008). Integer linear programming (ILP) was used to solve
theory-of-region-based linear systems such that the language of the resulting Petri net is exactly equal to
a given event log language. Note that this ILP approach does not attempt to find the “most” appropriate
model.

To summarize, there has been no attempt to rigorously formulate process mining optimization prob-
lems. The optimization criteria and the feasible process model space have not been clearly defined. Our
work is, to the best of our knowledge, the first attempt to fill this gap. In Section 3.5, a preliminary version
is proposed. The ILP process mining model used to optimize a simplified objective function does not fully
capture flexible behaviors in traces. A rigorous mathematical programming model will be proposed for
process mining optimization. Event log complexity will be addressed by (i) a hierarchical structuration
of event relations and (ii) a scalable Monte-Carlo simulation approach for evaluation of large event logs.
Properties of optimal process models will be addressed. A tabu search approach will be proposed to solve
the optimization problem.

3.3 Basics of Process Mining

This section introduces basic concepts of process mining used in this chapter. It includes the concepts
arising from the data, the notion of process model and quality metrics. The readers are referred to (van der
Aalst, 2011) for more details of process mining.

3.3.1 Eventlogs

Process mining is a data-driven approach. The goal is to extract useful information from existing data
sources, so-called event logs. The followings are formal definitions of relevant concepts including events,
traces, and logs from (van der Aalst, 2011; Gunther, 2009).

Definition 1. (Event) Let Ag,e, = {ai,...,a,} be a finite set of attributes (time-stamp, activity type, case
ID, duration, ...), p € N. An event defined on Ag,.,, is a set of p values, one for each of the attributes. Each
event is uniquely determined by the combination of all its attribute values.

Definition 2. (Trace) Let T be a set of events, a trace o is an ordered sequence of T: 6 = (cy,...,c,,), where
Vi e [1,n], c; € T. n € N is the trace’s length. The set of all the traces over T is denoted 7*.

Definition 3. (Log) Let T be a set of events, a log L over T is a non-empty set of traces over T: L =
{o1,...;0m}, m € N and Vi € [1,m],0; € T*. The events of a given log are defined on the same set of
attributes (with different values).

Example. The goal of our case study is to address the process mining of a well-structured and exhaustive
hospitalization database. It contains the record of each hospital stay for any patient in France from 2006 to
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2015 for about 15 million patients and 280 million stays. In the generic process mining lexicon, a patient
is a trace, a stay is an event and the entire database is a log. The attributes are patient features and medical
diagnosis.

Definition 4. (Event Class) Let Ag,.,; be a set of attributes. An Event Class is a subset of the attribute vector
space defined on Ag,.,;. Let T be a set of events and C be the set of all the Event Classes. Alternatively,
the function “Class” maps each event of T to an Event Class, Class € T — C. The set of event classes of T
isC(T) ={Class(e) | e T}.

Example. In the health-care process mining of (Prodel et al., 2015), event classes were defined by an
attribute describing the medical reason of the stay: the diagnosis. This data field is filled using the 10"
International Classification of Diseases. Any event was assumed unique as two stays could not happen at
the same time, for the same patient and the same medical reason. However, two stays were said similar if
they have the same class. For example, an appendicitis operation is the medical reason of the stay, but two
stays may be different if they last 2 or 5 days.

Events are unique. Two events related to the execution of the same activity are not identical events.
The concept of Event Class is introduced to describe the relations among events. Events of the same class
are considered similar. This notion of class is extremely important in the search of important trace patterns.
Due to the uniqueness of the events, each trace is also unique at the event level. The only way to model
precisely the underlying process would be to represent each of the trace entirely, which is impracticable
for systems with a huge number of traces. The concept of class will allow us to identify commonality of
traces.

In the remaining, events are assumed to have at least 3 attributes: a time-stamp, a trace ID and a class.
After mapping each event to its class, the order of events in a trace still holds as the time-stamps remain
unchanged. Hence, for a given log, a class is said to be directly followed by another if there exists at least
one trace in the log for which the two classes are following each other. It can be formalized as follows:

Definition 5. (Direct following relation) Let T be a set of events, L a log over T and C(L) the set of event
classes of L. The direct following relation among classes of L is defined as follows: let C;, C; € C(L),
(C=C) < (JoeLke][l,(ng—1)]]|ok)=CA olk+1)=C;). Then (C,C,) is called a
transition over L.

Definition 6. (Transition set) Let 7' be a set of events, L a log over T and C(L) the set of event classes of
L. The set of transitions of L is E,c = {(C1,C2) € C(L) x C(L) | C, = Cy}.

The direct following relation between event classes is the starting point of process discovery for most
process mining algorithms (van der Aalst, 2011). For instance, the Alpha miner algorithm (van der Aalst,
2011) builds a Petri Net with all existing direct relations whereas the Heuristic miner algorithm (Weijters
et al., 2006) only considers the most frequent transitions. In this chapter, we use the direct following
relation to define evaluation metrics of process models.

The previous definitions lay formal foundations of the data concept. It allows us to introduce the
abstract concept of process model.

3.3.2 Process model

A process model (PsM) is an abstracted and simplified way to represent a real process, i.e., an event log.
It is useful if the model is representative of the data of the log (van der Aalst, 2011). A model is always



3.3 Basics of Process Mining 57

&

Figure 3.1: Example of a process model with 3 nodes and 4 arcs

created by using a notation formalism. Several notations are available (Petri Nets, BPMN, Markov chain,
Flowchart, PERT, ...). Petri nets are often used in the context of process mining. They are used for process
discovery by the Alpha-algorithm and the region-based techniques (van der Werf et al., 2008), and also for
conformance checking (Rozinat and van der Aalst, 2008). In our approach, we choose the Causal Net of
(Gunther, 2009).

Definition 7. (Process Model) A process model PsM is composed of a set N of nodes (event classes), and a
set E of arcs (transitions). Let 7 be a set of events, L alog over T, PsM = (N, E) = ({n1, ...,nc} ,{e1,...,ey})
where Vi € [1,x], n; € C(L), and Vj € [1,y], ej € Epax-

Example. Let T = {A,B,C,D,E} be a set of events, L = {ABCD,ABB,ABCB} be a log over T containing
3 traces. Then, PsM(L) = ({A,B,C}, {(A,B),(B,C),(B,B),(C,B)}) is a process model of L. Figure 3.1
gives a graphical representation of PsM(L).

An advantage of this notation is to be simple to represent and straightforward to interpret. Nodes
represent tasks in the process. Arcs, connecting the nodes, represent ordering relations upon the tasks. No
theoretical knowledge is required to read a model, unlike Petri Nets and BPMN. Here, all the incoming
joins and the outgoing splits of the nodes are exclusive disjunction (XOR): exactly one path is chosen in
the flow. There is no need to define complex structures to deal with combinations of XOR/XAND splits
or joins. These three global criteria need to be defined by a quantifiable metric. They are discussed in the
following.

3.3.3 Quality metrics

After defining a process model, we now present a way to evaluate its quality. Our objective is to build a
process model metric referring to one or several of the three following dimensions:

e The model must be highly representative.
e The model must be as detailed as possible.

e The model must have a low complexity.

First, we discuss the choice of a metric to assess how representative a model is. It refers to how the
behavior in a log is correctly captured by the model. For a process model, the representativeness of a
process model regarding a log is measured by the replayability. The idea is to take each trace of the log
and to try to replay its sequence through the nodes and arcs of the model. The replayability is also found
by the names of fitness or fidelity. The idea of replayability metrics is not new in the scope of process
mining (Huang and Kumar, 2012; van der Aalst, 2011; Rozinat et al., 2008). Currently, no metric stands
out as a standard for any type of model. When the process model is written as a Petri Net, the token



58 Optimal Process Mining

game is often chosen as the reference quality metric (Rozinat et al., 2008; Rozinat and van der Aalst, 2008;
van der Aalst et al., 2005). It counts the number of missing and remaining tokens in the Petri Net when
replaying the traces. In (Weijters et al., 2006), the fitness measure is defined as the number of correctly
parsed events divided by the number of events in the event log. This metric is similar to the Petri Net
token game but with a causal matrix representation. It performs poorly on flexible logs, when models lack
completeness. In (Rozinat et al., 2008), the authors provided a survey of existing metrics proposed before
2008 for the quality evaluation in different types of models (completeness, soundness, parsing measure,
fitness, appropriateness, precision, footprint, etc.). Many other metrics were also used since then. In
(Huang and Kumar, 2012), the authors defined several quality metrics based on the structure of the model
(number of self-loops and activity blocks). Their goal was to use a metric balancing both a model’s Fidelity
and Specificity.

In Causal Nets notation, other metrics were used (Weijters et al., 2006). They measured several straight-
forward measures (e.g., frequency of activities or number of direct following relations) that are reliable
when dealing with noise-free logs and simple traces. However, these metrics perform poorly on flexible
logs (e.g., with diverse and complex trace behaviors). In (Gunther, 2009), a metric is defined to overcome
this issue and match the Causal Net notation.

The complexity of a process model is usually defined as the number of its components. Nodes and arcs
are considered separately. Let PsM = (N, E) be a process model, then

Node Complexity(PsM) = |N| and Arcs Complexity(PsM) = |E| (3.1)

These measures are directly linked to the readability of the model (Mendling et al., 2007). Models with
higher complexity necessarily have higher replayability as they allow for more traces. Hence, maximizing
replayability and minimizing the complexity are contradictory objectives.

In this chapter, we propose two complementary approaches to solve the optimal process discovery
problem. The first approach is a preliminary work where the discovery problem is defined as an integer
linear programming model (Section 3.5). This approach was found to perform well on rather small logs, but
it lacks efficiency on larger logs and the replayability function to maximize only considers global behaviors
of the traces. In the second approach, we provide a new replayability metric which better captures highly
flexible behaviors (Sections 3.6 and 3.7). To do so, our metric needs to use a wide range of values to
express both general replayability of traces and the small variations in their sequences. It is important to
well discriminate the differences of the sequences. The notion of detail of a model is also captured in the
new replayability function we define in section 3.6. In both cases (preliminary and advanced replayability),
in order to balance replayability and complexity, our approach is to set a complexity threshold (maximum
number of nodes or arcs) and to maximize the replayability under this constraint. Similarly to (Gunther,
2009) who introduced a framework to show different levels of abstraction of a process model, we allow
the choice of different complexity thresholds. It provides different levels of insight in the model. The main
difference between our work and (Gunther, 2009) is that we set the size of the model first before starting
the optimization step. Hence, for each size, we provide an optimal model. In (Gunther, 2009), one model
of maximal size is created (i.e. all classes are included in the model), which is then aggregated in smaller
models without optimality guarantee.
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3.4 Problem description and mathematical formulation

This section is dedicated to the formal definition of process model optimization problem for a given event
log. For this purpose, we first provide an overview of the mathematical formulation. We then provide
precise definitions of different components of the optimization model, including a hierarchical structure of
the event classes and the replayability of traces in the event log.

3.4.1 Mathematical formulation overview

The purpose of our work is to determine the most representative process model subject to model complexity
constraint. More specifically, we consider a given log L defined on a set C of event classes. The problem
consists in determining a process model PsM = (N, E) in order to maximize some replayability subject to
some process model complexity constraint. Each node 7 is to be selected from a given set S C 2" of event
class subsets to be defined in Subsection B. More specifically, our process model optimization, formulated
as a deterministic optimization problem (DetOpt), is defined as follows:

(DetOpt) max R(PsM,L) (3.2)
PsM=(N,E)
with 1
R(PsM,L) = —— Y R(PsM,0)
LI 5=
subject to
C(n)€S,VneN (3.3)
ECNXN (3.4)
C(n)NnC(n') = 2,Vn,n €N (3.5)
INI[+IEIl<U (3.6)

where R(PsM, o) € [0,1] and R(PsM,L) € [0, 1] are respectively the replayability scores of trace ¢ and
event log L to be defined in Subsection 3.6, U > 2 is the process model complexity bound, ||L|| is the
number of traces in L. Constraint (3.3) links each node to an event class subset in S, constraint (3.4) defines
the arcs, constraint (3.5) ensures that each event appears in at most one node, constraint (3.6) is the process
model complexity constraint.

Remark 1. One important feature of our model is to allow assignment of more than one event class to the
same node. This is necessary to build a process model of limited complexity. The meaningfulness of the
process model strongly depends on the closeness of event classes assigned to the same node.

Remark 2. Relation (3.2) defines the replayability of a process model as the average replayability score
with respect to different traces. It gives equal weights to different traces. Results of this chapter easily

extend to the case of weighted replayability score, i.e., R(PsM,L) = Z weR(PsM, o).
o€l

Remark 3. Constraint (3.6) bounds equally node complexity and arc complexity. Again, the results of
this chapter can be adapted to the case with separate node complexity limit and arc complexity limit. The
complexity limit allows the construction of representative process models with different degree of event
class granularity (i.e., details).
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Remark 4. Constraint (3.5) ensures no duplication of any event class in the process model. Its relaxation is
an interesting research avenue leading to better model representativeness but needs to be treated carefully
due to event location ambiguity in the process model.

The deterministic optimization formulation (3.2) can be transformed into an equivalent stochastic opti-
mization formulation as follows:

(StochOpt) max R(PsM,L) (3.7)
PsM=(N,E)
with
R(PsM,L) = Eg[R(PsM, 0)]

subject to (3.3)-(3.6) where the random trace ¢ has equal probability of being any trace in L, i.e., with

probability m The stochastic optimization model can then be approximated by the following Monte-
Carlo optimization problem:

(MCOpt) max Rg(PsM,L) (3.8)
PsM=(N,E)

with
1
K

M=

Rx(PsM L) = R(PsM , cy)

k=1
subject to (3.3)-(3.6) where oy are i.i.d. uniformed sampled traces from L.

Remark 5. The remarkable feature of the Monte-Carlo optimization model is that R(PsM, o) are i.i.d.
random variables, upper bounded by 1 here as the replayability scores will be scaled to be a number in
[0,1], implying that Var[R(PsM,c)] < 1. As a result, even though the event log L can be of huge size with
millions of traces, a small finite number of sampled traces is enough to ensure an unbiased Monte-
Carlo replayability estimation with any desired precision, i.e., any given confidence interval length.
This salient feature will be exploited to speed-up our optimization algorithm.

Remark 6. Even though ILP has been used in (van der Werf et al., 2008) to determine a Petri net model
having the same state graph as the event log and genetic algorithms in (van der Aalst et al., 2005) to
determine a Petri net model, there is no rigorous formulation of the process mining optimization problem.
It is often unclear what criteria to optimize and under what constraints.

3.4.2 Hierarchical structure of the event classes

Our key idea for compact representation of potential assignments of event classes to the same node is the
following powerful yet flexible hierarchical structure of the event classes.

Definition 8. (Hierarchical event structure) The set S C 2" of event class subsets defined on a set C of event
classes has the following hierarchical structure: (i) n € S,Vn € C, and (ii) Vn,n' € S, either C(n) NC(n') =
@ or (C(n) C C(n') or C(n') C C(n)).

Event classes with such hierarchical structure can be represented by a single hierarchical tree with
all basic event classes as leaves and the whole event class set C as the root if C € S, or by a collection of
disjoint hierarchical trees if C ¢ S. Nodes of the hierarchical trees correspond to different meaningful event
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class aggregations. Figure 3.2 shows an example of a hierarchical tree obtained with health-care data (a
sample of diagnosis for French hospital stays). Each class represents a medical diagnosis. The higher in
the tree, the more aggregated the information is. The highest level of aggregation is the general group of
the “diseases of the circulatory system”. It can be split in 3 sub-classes “chronic ischemic heart disease”,
“cerebral infarction” and “secondary hypertension”. Similarly, this classes can be split again in even more
precise diagnoses.

Hierarchical structure of Event Classes

OUEISER Chonic ischaemic
9 heart disease

Chronic ischaemic Cerebral Secondary
heart disease infarction hypertension

Atherosclerotic  Old myocardial ~ Aneurysm Thrombosis of Embolism of  Renovascular Other secondary hSecsndgry
heart disease infarction of heart precerebral arteries cerebral arteries hypertension  hypertension ZE:pee(?iz:g ’

Figure 3.2: Hierarchical tree of event classes on health data, a node is a medical diagnosis. Medical
specialties are split in 22 different chapters of the International Classification of Diseases.

With this new event class structure, assigning similar event classes to the same node in a process model
is equivalent to directly assign upper level event class subset in the hierarchy. The drawback of using high-
level event class subsets is the potential loss of precision. A penalty value associated to high level event
class subsets is integrated in the replayability function (Section 3.6). Hence, the event class aggregation
will be used only when the gain in number of elements compensate the loss of details.

From now on, any event class subset is called a cluster as it contains several basic event classes. A basic
event class is sometimes called an event cluster, i.e., a cluster with only one element. In the remaining of
this chapter, the term of “event class” (or just “class”) is used when describing a trace’s sequence, whereas
“cluster” is used when describing nodes of a process model.

Remark 7. The idea of grouping similar event classes into one single node was also proposed by (Gunther
and van der Aalst, 2007). In their Fuzzy Miner Algorithm, the authors created an aggregation mechanism
to limit the number of nodes to display. They used the analogy of a road map to describe a process
model: the number of elements to display depends on the expected level of information asked by the
user. In cartography, at the highest level of abstraction of a country map, only highways and major cities
are shown. When looking specifically to a neighborhood map, particular houses and small roads become
useful to display. This Fuzzy Miner has become the predominant process Mining algorithm in practical use
with real flexible data. The aggregation is made by first scoring each class seen in the log with a significance
metric (e.g., its frequency in the log). Classes with a significance lower than a user-defined threshold are
candidates for aggregation. Finally, if two or more classes are found correlated enough (having close names
or same duration, occurring both in a short time window, etc.), they are aggregated in one “super-node”.
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The advantage of the approach of (Gunther and van der Aalst, 2007) is to let the user choose a desired level
of abstraction on practical cases by choosing an aggregation threshold. Nevertheless, their aggregation
mechanism does not allow grouping low significance classes with high significance classes, even if they
are strongly correlated. In addition, even if the Fuzzy Miner only uses a reasonable computation time to
build process models, the resulting models are not optimal with regard to any quality measures. It may
even reveal impracticable to just find outstanding models when trying to set the 5 thresholds of the Fuzzy
Miner.

Remark 8. Instead of merging only specific classes based on their significance value as in (Gunther and
van der Aalst, 2007), our approach allows for any classes to be aggregated. A correlation metric is measured
for any tuple of event classes found in the log. Only tuples having a correlation above a threshold are
considered feasible and usable in a model. The correlation metric can be defined in two ways: (i) as some
generic functions of classes attributes (duration, name, co-occurrence, etc.) (Gunther and van der Aalst,
2007); (ii) by expert opinion or domain knowledge on similarity of event classes (e.g., treating a broken
shin or a broken forearm require similar material and care, and thus can be considered as similar activities).

Remark 9. If C € §, the problem (DetOpt) has at least one feasible process model with a single node with
C(n) = C and with a self-loop arc. It will serve as a benchmark solution in our numerical experiments.

3.5 A preliminary approach for optimal process discovery

In this section, we propose a first mathematical model to solve the optimal process discovery problem. We
define the replayability score, i.e. the objective function to maximize, as the weighted sum of several global
measures between the log and the discovered model. Then, an integer linear programming (ILP) model is
proposed to find the optimal solution.

3.5.1 Optimization objectives

A model is representative of the log if it highlights the paths with high probabilities and high number of
involved traces. It does not contain unnecessary elements and it emphasizes the most important ones. We
use the notion of significance to compare the elements of the future model (nodes and edges) (Gunther,
2009). Adapting some metrics of (Gunther and van der Aalst, 2007), we use weighting factors 6 and € so
that 6 +& =1 (8, € € [0,1]). Then, the significance of a cluster C; in a model is:

S(Ci) = 8.Frequency(C;) + €.Routing(C;)

where NB (C)
occurrence i
F Ci) =
requency(C;) max (NB occurrence(C}))
Cjl(GiNCj=2VC;=C;) |
and NB i C;))—NB G
Routing(C) = INB input (C;) out put (C;)|

 NBinput(C;) + NB out put (C;)

NB stands for “Number of” (integer value). The significance is a value in [0, 1] and it is composed of
both the relative frequency of the class and a specific routing feature. A cluster has a high significance if it
often occurs in the log, and if it has a large difference in the number of incoming and outgoing transitions
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in the log. The significance of a transition is only based on its relative frequency:

S(E;) = NB occurrence(E;) EcE
Yo max (NB occurrence(E)) = '~ """
e ‘max

Then, we define two quality criteria of a process model PsM = (N, E) discovered from a log L. First,
the level of details evaluates the proportion of significance in the model compared to the overall significance
of the log. The Detail function represents both the generalization and the precision aspects of the model.
Let v, 6 € [0, 1] be weighting factors, and Y+ 6 = 1, then:

YcenS(C) Lo YEceS(E))

Detail(PsM) =y
(PsM) Yeecw)S(C)  LEieB. S(E))

Secondly, the conformance represents the proportion of included transitions in the model compared to
the original log. It is a simplified conformance metric that reinforces the importance of the transitions of
the model. As the objective is to build the main pathways (successions of several activities), it fits our idea
that the model should highlight the possible paths of the log:

E
Conformance(PsM) = E]
| Emax|
The Detail and the Con formance have values in [0, 1]. This is a multi-objective optimization problem.
We choose to use a linear combination to reduce the problem to only one objective function. Let o, 8 €
[0, 1] be weighting factors, and ot + 8 = 1:

Quality(PsM) = a.Con formance(PsM) + B .Detail (PsM) 3.9

We intend to find a process model that maximizes such quality value. Other approaches could be investi-
gated to solve such a multi-objective problem (no-preference method, a priori and a posteriori methods, or
interactive methods).

3.5.2 Modeling hypotheses

In order to build our ILP model for process discovery, we make the following hypotheses.

1. A given event class cannot be both represented in a cluster and as itself in a model’s node. Thus, if
a class is a node in a model, any cluster including this class cannot be in another node of the model.
Such constraint compacts the model and emphasizes the central nodes. We assume that a precise
labeling of the event classes is done ahead so that it smooths the impact of this strong hypothesis.

2. We choose to locally constraint the maximal number of incoming and outgoing edges of each node.
The threshold for both was set to 5 for this case study. This choice was made to prevent the flower
model effect” (chap. 5 of (van der Aalst, 2011)). A significantly higher or a smaller value of the
threshold make the model meaningless. Furthermore, self-loops edges on the nodes are forbidden
for the moment as they do not provide much additional information on the process.

3. In the discovered process model, we virtually add a starting and an ending nodes where all traces
start and end. It helps for the model description and interpretation.
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4. The significance of a cluster is equal to the mean significance of the classes that it contains. It is
motivated by the fact that the goal of a cluster is to compact the model and to factorize incoming and
outgoing arcs of the included classes.

5. The model is built with several weighting factors and thresholds. The choice of values will shape
the model. The study of the individual impact of each possible combination is out the scope of this
work, so some parameter value are set empirically here.

3.5.3 The integer linear programming model

So far, we have defined the optimal process discovery problem, an objective function to maximize, a size
constraint and a set of modeling hypothesis. Now we provide an integer linear programming (ILP) model
that can find an optimal solution to this problem.

Let i € [1,N] be the index on the event classes. Let k, [ € [1,K] be indexes on the clusters of classes.
The event log related parameters are the following: let T be a set of events, L be a log over T, C(L) be the
set of event classes of L, N be the number of event classes of L, N = |C(L)
of L, and PsM(L) = (N, E) be a process model from L.

, Emax be the set of transitions

Modeling parameters:

o Let MaxComplexity € N be the complexity threshold that the model cannot exceed (user-specific).
e Let p € [1,N] be the maximal number of classes allowed in a cluster (user-specific).

e Let G,(C(L)) be the set of the K clusters obtained in the hierarchical structure. The k" element of
G,(C(L)) is denoted Gy.

o Let My ; = 1(0) if the class C; is in the cluster Gy, Vi € [1,N], V k € [1,K] (M: matrix of affiliations).

o Let T, = 1(0) if 3 Cy) € Gy and C; € Gy | (C1,C2) € Epgy, ¥ k1 € [1,K] (T: matrix of cluster
precedence).

e Let S(i) € [0, 1] be the significance of C;, V C; € C(L). Let S(k,1) € [0,1] be the significance of the
transition from Gy to G, V k,1 € [1,K].

e Let ¢, be the number of occurrences of the transition from Gy to G;, V k,1 € [1,K].

e Leta, f3,7,60,1m, U, 8 and € be weighting factors sothat a+f =1, y+0=1,n+u=1,6+¢e=1.

Decision variables:

o wy = 1(0) if cluster Gy is kept (removed) in PsM (L), V k € [1,K]

e yi; = 1(0) if the edge between Gy and G; is kept (removed) in PsM (L), ¥ k,I € [1,K].

ILP formulation:

Pnllv?()i) o.Conformance(PsM(L)) + B.Detail (PsM(L))
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S.t.
wy and yg; binary V k,1 € [1,K] (3.10)
ki Swi Yk, 1€ [1,K] (3.11)
ki <wi Ve [l1,K] (3.12)
Vit < Ty V k1 € [1,K] (3.13)
K
Y Miiwi <1Vie[l,N] (3.14)
k=1
K
Y ki +yix) = wi Vk € [1,K] (3.15)
=
K K K
(n Z we+ U Z Z)’k,l) < MaxComplexity (3.16)
k=1 k=11=1
yiu<0Vke[l,K] (3.17)
K
Y i <5SVke[1,K] (3.18)
=1
K
Y vk <5Vke[l,K] (3.19)
=1
where
K K K
kZIS (k)wy kZl IZIS (ks D)y
Detail(PsSM(L)) =y ——— )+ 0 =——
( ?]:15(1) ) Zleiz’ilS(k,l)
and N
i1 M iS(i ..
S' (k) = Z’*}Vik(l) (cluster significance)
Zilek,i

The constraint (3.10) ensures that decision variables are binary. (3.11) and (3.12) ensure that an edge is
kept only if its two end clusters are kept. (3.13) forbids edges with no occurrence in the log. (3.14) ensures
the uniqueness of a class in the model. (3.15) ensures that each cluster that is kept is linked with at least
one edge to another node. (3.16) is making certain that the complexity of the model remains under a given
threshold. (3.17) forbids self-loop from a node to itself. (3.18) and (3.19) limit the number of incoming
and outgoing edges for each node.

3.5.4 Numerical results

Our ILP model was implemented in C++ and solved with IBM Cplex 12.6 (Linux cluster, 8 GB of RAM).
The ILP model has 5 input parameters (@, v, 8, 1 and Complexity threshold). We studied the impact of
the complexity threshold and of two weighting factors (¢ and y) on the model quality. Conclusions are
similar for the other weighting factors. The impact is evaluated on two output measures: the Objective
Function (OF) of the ILP and a criteria from the literature that was measured a posteriori (after the optimal
model was found). This measure is the trace replayability (RP), also called fitness. RP is a commonly
used measure in process mining (van der Aalst, 2011; Rozinat et al., 2008; Gunther and van der Aalst,
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2007). It indicates how much of the observed behavior is captured by the process model. RP is the average
percentage of each trace’s sequence that fits the model. It cannot be incorporated as a part of the objective
function because of its non-linearity. In the next section, we propose a new formalism to overcome this
limitation. We characterize the properties of a relevant replayability score and we propose several scores
that can be used as the objective function to maximize in the optimal process discovery problem.
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Figure 3.3: RP and OF of the optimal model depending on the model size, for different values of ¢ and y

Our ILP model was applied to an event log from a real case application in health-care. An extensive
description of the real system and of the domain related elements is proposed in Chapter 6 (Case study).
Here, we focus on the performance of the model. The log contained 134 possible clusters derived from 59
event classes. The four plots of Figure 3.3 show the increase in OF and RP of the optimal discovered model
depending on the maximum size of the model (i.e. the complexity threshold). The first result validates the
optimization behavior: the more elements are allowed in the model, the more OF and RP increase (the
four plots). For high values of the threshold, both OF and RP finally converge toward maximum values
(convergence not reached yet for RP when o = 0.05), which means that adding more elements in the model
does not provide much improvement after a certain level. The two top plots of Figure 3.3 show OF and
RP for 5 values of o between 0.01 and 0.99. For a given complexity threshold, when o increases, OF
decreases significantly whereas the RP is more stable. Higher value of & means a higher importance for
the Con formance over the Detail. The two bottom plots show that OF increases when y does, whereas RP
remains stable. Such experiment demonstrates that the replayability of the model is not highly sensitive to
the weighting factors, which guarantees an easier reuse on other data sets.

We did not extend the numerical study of this model because of the limitations discussed below. Instead,
we focused our attention on creating a flexible framework to deal with large event logs.
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3.5.5 Limitations of the ILP model

The first limitation of the practical use of our ILP program is related to memory usage. The number of
possible clusters must remain under 200-300. Furthermore, the execution time has a bell shape on the
complexity threshold. When few or a lot of elements are allowed in the model, the decision is faster to
make (under 1 second for 15 elements or more than 110, among 134). However, it is more challenging
when the number of elements is in the middle (up to 485 seconds for 35 elements). This computation time
increases exponentially with the number of clusters.

The second limitation of the approach is methodological and much more concerning. The interpretation
of the objective function is fuzzy. It is only partially representative of the log. It only measures global
behaviors of the log (e.g. the number of direct transitions and the frequency of included clusters in the
model), but it does not consider each trace independently. A lot of information from the log is not taken
into account in the model evaluation. Even if the first numerical results tend to show that a classical trace
replayability, that was measured a posteriori, increases when the size of the model increases (which was
expected beforehand), it does not prove that the model is a good fit of the sequencing of events. Only
two by two transitions are well captured in the model, independently from other sequence components.
Hence, few traces with hundreds of events will much more contribute to the objective function than smaller
traces. Moreover, such global indicators do not consider the complex interactions that may occur within
traces’ sequence (such as indirect causality among two events, noise, incomplete sequences). An objective
function which can integrate direct and indirect transitions, but also capable to skip noisy events in a trace’s
sequence, is not linearly related to our decision variables (choice of the nodes and arcs of the model). This
is why we proposed an alternative and linear substitution.

In conclusion, we can say that the problem of finding an optimal model based on the replayability
function is highly combinatorial. In this preliminary work, the objective function is greatly simplified, an
Integer Linear Programming model is proposed and standard ILP solvers are used to solve small instances.
The complexity makes the ILP approach inapplicable even for problem instances of small size with about
100 different event classes. A tabu search method is now proposed to address problems of larger size and
a new replayability function is defined.

3.6 New process model replayability scores

In this section, we first characterize the general properties that a replayability score function should have
and we then provide eight relevant replayability score functions to be investigated here. The following
notation will be used in this subsection:

e R(PsM,o): replayability score of a trace o in a process model PsM,
e C(0), C(PsM): the set of event classes of ¢ and PsM,

e ¢ € PsM: a short-hand notation of ¢ € C(PsM), i.e., event class c is represented by PsM,

{¢,c’) € PsM: a short-hand notation of ¢ and ¢’ being represented by nodes n and n’ of PsM and arc
(n,n’) € E(PsM), i.e., following relation (c,c’) is represented by PsM,

e C(PsM,c): the set of event classes of a node n such that ¢ € C(n)

O € PsM: a shorthand notation indicating the full replayability of ¢ in PsM, i.e., (6 = (c1,¢2,...,¢cn) ,¢i €
PsM, (cj,cit1) € PsM,Vi).
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3.6.1 Properties of the replayability score function

The following defines some regularity properties of the replayability score function, i.e., better replayability
for richer process models.

Definition 9. (Regularity) A replayability score function is said regular if assumptions A1-AS5 hold. Other-
wise it is said irregular.

Al - Perfect replayability:
(o ={c1,¢2,....cn),0 € PsM,||C(PsM,c;)|| = 1) = R(PsM,c) =1
A2 - Null replayability:
(C(o)NC(PsM) = &) = R(PsM,c) =0
A3 - Preference of better event representation:
(6 =(01,¢,00),0" =(01,c',02), c € PsM, ¢ ¢ PsM) = R(PsM,c) > R(PsM,c")
A4 - Preference of better (direct or indirect) following relation representation:

o =(c1,¢2,...,Cn)
PsM = (N,E),PSM’ = (N,E,) :>R(PSM,G) > R(PSM/,G)
<Ci,Cj> €E = <C,’,Cj> eENj>i

AS - Preference for detailed process model

o = <C1,C2,...,Cn>
ci € PsM' & c; € PsM
(ciscj) € PsSM' & (ciscj) € PsSMNYj > i
IC(PsM, ci)|| < [|C(PsM',ci)]

= R(PsM,c) > R(PsM’, o)

3.6.2 New replayability score functions

In the following, we introduce 8 replayability score functions that capture properties of a desirable replaya-
bility score function at different degrees (see Table 3.1).

RY(PsM,c) = 1({c1,c2,...,c,) € PsM)

1
R*(PsM,0) = —max{i: (c,ca,...,c;) € PsM}
n

1
R3(PsM, o) = —max{j:3k,Vi <k,c; ¢ PsM, <ck+1,ck+2, ...7ck+j> € PsM}
n

where 1(x) is a binary variable equal to 1 if x = TRUE. R'(PsM,c) is a binary measure of whether
the trace o is fully represented by PsM. R?(PsM,c) measures the percentage of events in the sub-trace
starting from the beginning represented by PsM. R*>(PsM, ) measures the percentage of events in the first
sub-trace represented by PsM.



3.6 New process model replayability scores 69

Table 3.1: 8 replayability functions with different properties

Function index Feature description
R! Strict replayability
R? Head partial replayability
R Partial replayability
R* I' game replayability
R I' game replayability with details
R% Sub-trace replayability
R Sub-trace replayability with details
RO Forced transition replayability

We then introduce a replayability game I" and define two other score functions. The replayability game
I starts from the first event c|,}, called m-th event played, with m = 1 of trace o represented by PsM. We
then seek the next event ¢; of trace o represented by PsM. If the transition <c[m],c,->, called transition
attempted, exists in PsM, then ¢, 1) = ¢;;m = m+ 1 and repeat above from c,). Otherwise, we repeat
above from c;y1. L(PsM,o) denotes the number of events played, i.e., L(PsM,0) = m, n(PsM,0)
the number of abandoned attempted transitions, and 6 (PsM,c) = 1(|m] # m), called event skipping
indicator, is a binary variable equal to 0 if no event is skipped before the last event c(,).

R*(PsM,o) = <L(PSM’°>

- (JeS(PsM,cy)>Jr

"
R3(PsM, o) < Z Y ——xi,—ad(PsM,o) —ﬁn(PSM’G)>
i=1neN HC n

where x; , is binary and equal to 1 if event c; is played in PsM at node n. Convention 0/0 = 0 is used.

R*(PsM, o) measures the percentage of events played modified by an event skipping penalty. R3(PsM, )
combines a detail-level dependent event replayability measure and penalties of event skipping and aban-
doned attempted transitions of the I' game. Score functions R* and R are also extended to all playable
sub-traces.

R*(PsM,c) = max (”s|—a5(6,s)>

sEPsM (o) n
n(PsM,o,s)
R (PsM,c) = max ad(o,s)—p——-
S:<C[1],....L[m]>€PSM( < Z HC n

where PsM(o) is the set of sub-traces s = <c[1],c[2],...,c[m]> of trace o such that s € PsM, including the
empty sub-trace €; 6(0o,s) = 1([m] #m); n(PsM,o,s) = ZI[Z][]] 1(c; € PsM)—m
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We now introduce a new replayability game and a last score function. It plays exactly the sub-
trace s* = <c[1],c[2],...,c[m]> of all events represented by the process model PsM, i.e., s* is such that
[1]=min(i: ¢; € PsM),[j+1] = min(i > [j] : ¢c; € PsM)). A transition (c(q,c}i1)) is said a forced transition
if <C[,~],C[i+1]> ¢ PsM.

R°(PsM, ) = <ii Z}V HC(ln)Hzl-,n—a5(c,s*) _ﬁqwm>

; n

where z;, is a binary variable equal to 1 if event class ¢; is represented by node n, ¢ (PsM,o,s*) is the
number of forced transitions.
These replayability scores have the following relations.

Property 1. R'(PsM,c) withi = 1,2,3,4a and 5a are regular replayability score functions, whereas R (PsM, &)
with i = 4,5 and 6 are irregular.

Proof. First, assumptions A1, A2 and AS hold for all replayability score functions. A3 and A4 trivially hold
for RI(PsM, o) with i = 1,2,3. A4 clearly holds for R** and R>* as PsM'(c) € PsM(c). A3 holds for R*
as PsM'(c) € PsM (o) and §(o,s) = §(0’,s). A3 holds for R>* as PsM’' (o) € PsM(c) and n(PsM,0,s) €
N(PsM',c,s),¥s € PsM(c’). It can also be checked that A4 holds for RS.

The irregularity of R(PsM,c) with i = 4,5,6 is proven by counter-examples with PsM = (N, E)
for which R°(PsM,c) = R*(PsM, o) if B = 0. Counter-example of A3 for R*: 6 = ABCDEF, ¢’ =
ABGDEF, N = {A,B,C,D,E,F},E = {(A,B),(B,C),(B,D),(D,E),(E,F)}, a = 0.1, R*(PsM,0) = 0.5,
R4(PsM,c’) = 5/6 — a. Counter-example of A4 for R*: E' = E — (B,C), a = 0.1, R*(PsM,c) = 0.5,
R*(PsM',6) = 5/6 — a. Counter-example of A3 for R%: R®(PsM,c) = (1 —1/68)" < RS(PsM,c’) =
5/6—caif f=2and a =0. O

Property 2.

(@) R'(PsM,0) =1= R/(PsM,c) =1Vi=2,3,4;

(b) R*(PsM,c) = R3(PsM, o) or R*(PsM, o) = 0;

() n~'L(PsM,c) > R3(PsM,c), R*(PsM,c) > R*(PsM,0) — «;
(d) R*(PsM,c) > R*(PsM, o) if a <n!;

(e) R*(PsM,c) > R*(PsM, ), R°*(PsM,c) > R*(PsM, o)

Proof. Trivial. O
Property 3. RS(PsM, o) is regular if (an+2B) < x where x 2 minges||g|| 7!

Proof. From the proof of Property 1, only A3 needs to be checked. As o = (01,¢,0,),06" = (0,c',03) ,c €
C(PsM),c’ ¢ C(PsM), then R%(PsM,0) —Ro(PsM,0') > 1y —a— 128 > 0. O

In the remaining of this chapter, we assume o = 0.5~ and B = n~!. Table 3.2 summarizes the re-
playability scores of seven traces with respect to the process model of Figure 3.4. For the strict replayability,
traces 1 and 2 score 1 and others score 0. Head partial replayability allows finer ranking of the replaya-
bility but depends only on the head sub-trace played. Partial replayability improves it by allowing the first
event to be not played. I" game replayability enriches the previous scores by allowing event skips. The
mixed replayability and I" game replayability with details further enrich the scores by taking into account
detail-level of the process model.
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Figure 3.4: Example of a process model with 5 nodes and 5 arcs

Table 3.2: Example of replayability values of the process model of Figure 3.4 on 7 traces

Trace R! R? R3 R? R® R% | R%® R®
1. A-B-C-D-G 1 1 1 1 0.90 1 0.90 | 0.90
2.B-C-D 1 1 1 1 1 1 1 1
3. B-C-D-E-F 0 0.60 | 0.60 | 0.60 | 0.60 | 0.60 | 0.60 | 0.60
4. A-B-C-D-E 0 0.80 | 0.80 | 0.80 | 0.80 | 0.80 | 0.80 | 0.80
5. E-A-B-F-C 0 0 0.40 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50
6. A-B-D 0 0.67 | 0.67 | 0.67 | 0.56 | 0.67 | 0.56 | 0.89
7.A-B-G 0 0.67 | 0.67 | 0.67 | 0.56 | 0.67 | 0.56 | 0.72
Mean value 0.29 | 0.68 | 0.73 | 0.75 | 0.70 | 0.75 | 0.70 | 0.79

3.6.3 Properties of optimal solutions

This subsection establishes the properties of optimal process models depending on replayability score
functions.

Theorem 1. Assume that 6 € PsM implies R(PsM,c) = 1. If C € S, then the process model PsM* with a
single cluster C and a self-loop arc is optimum and R(PsM*,L) = 1.

Proof. Trivial as all traces o € PsM*. O

Remark 10. Replayability score functions R', R?, R*, R* and R* meet the conditions of Theorem 1 and
hence have trivial optimal process model with only the most aggregated clusters. As a result, taking into
account process model details is crucial in process mining optimization and only details-dependent
score functions (R, R3%, R®) will be considered in our numerical experiments.

Theorem 2. Assume that PsM'(c) C PsM(o) implies R(PsM,6) > R(PsM’,0). IfC ¢ S, then there exists
an optimal process model PsM* that contains only root clusters of event class hierarchical trees.

Proof. For any process model PsM, merge into the same node all clusters of PsM belonging to the same
hierarchical tree, and assign to the merged node the root cluster lead to a process model PsM* such that
PsM(oc) C PsM*(o),Vo. As aresult, R(PsM*,6) > R(PsM, o) which concludes the proof. O

Theorem 3. Under A4, R(PsM’,c) > R(PsM, o) where PsM = (N,E), PsM' = (N,E') and E C E'.

Proof. Trivial from A4. O

Remark 11. The above theorem implies that the complexity bound is always reached in optimal process
models.
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3.7 Optimization of process discovery

This section proposes a tabu search algorithm to solve the process mining optimization problem presented
in Section 3.4. We first give an overview of the algorithm and then the details of its components.

3.7.1 Overview of the tabu search

A tabu search is a local search method that avoids being stuck in local optimum by allowing non-improving
solutions (Glover, 1986). As a local search, it takes a feasible solution of the problem and checks for other
similar solutions (the neighbors) to find an improving solution. The idea for escaping local optima is
to record information about already visited solutions and to introduce two mechanisms to prevent from
looping to them. First, at each step of the neighbors search, a deteriorating solution can be chosen if no
improving solution is found. Second, the method forbids to go back to previously visited solutions (“tabu
solutions”) to avoid loops, even if it would improve the current solution. It is done by recording features of
visited solutions in a tabu list. Our tabu search algorithm can be summarized as follows (Algorithm 1).

Algorithm 1 Tabu search algorithm for process mining

Step 1 — Initialization
1.1 Select an initial solution: sg
1.2 Update the current solution: s < sg
1.3 Update the best known solution: s”**" < sq
1.4 Initialize the tabu list as empty: TL < {}
Step 2 — Explore the neighborhood of the current solution
2.1 Generate a set of non tabu neighbor solutions;
2.2 Evaluate all solutions and determine the best: s*

neighbor
2.3 Update the current solution: s <— s ; hbor
2.41f (Sfleighbor > Sbest),
Update the best known solution: shest Sroi ghbor

2.5 Update tabu list: TL <= TL+ {S,,0np0r}
Step 3 — Repeat step 2 until a stopping criterion is reached
Step 4 — Evaluate the final solution shest

A fixed size Q tabu list is used and updated on a First In First Out basis. As a result, whenever a solution
s is accepted at iteration ¢, its features are added to the tabu list and features of the oldest solution identified
at iteration r — Q are removed.

Two local moves are considered in our approach: MoveArc by replacing an arc (n,n’) by another arc
and MoveNode by replacing a node n by another node. As each node of the process model corresponds
to an event cluster, let c¢/(n) be the cluster of node n. The following features are recorded: (cl,cl’) with
cl = cl(n) and cl’ = cl(n') if the MoveArc is used and ¢l if MoveNode is used. The features (cl,cl") forbid
all arcs (cl,cl’). The feature ¢/ forbids nodes n with cl(n) = cl.

The stopping criterion is simply a given number of algorithm iterations. At Step 4, the final solution
5Pt is evaluated exactly using the relation 3.2 (Section 3.4) with respect to all traces of the event log. To
speed up the tabu search, in step 2.2, the selected neighbor solutions are evaluated using the faster Monte-
Carlo approach of relation 3.8 (Section 3.4) with independent random samples for different solutions. In the
present work, the sample size K (number of sampled traces) is selected to ensure that the 95% confidence
interval is smaller than a given threshold. From Remark 5, the confidence interval half width Clyw has the
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following properties:

S(K)? _ tx-1,1-05
Cluw = t(k-1,1-0.50) (K) < - \/E 2

where S(K)? is the standard variance estimate and 1 — & = 95%. The upper bound of the confidence interval
can be refined by the following:

S(K)? < max(1 — E[R(PsM, )], E[R(PsM, )])
3.7.2 Initial solution

Two approaches were used to generate an initial solution. The first is to generate a random model. It
requires two parameters: the maximum number of elements in the model and the initial number of nodes.
Each node of the model is randomly assigned an event cluster. Then, as many arcs as needed to respect
the total number of elements in the model are randomly added between the nodes (only arcs with at least
one occurrence in the log are considered). The resulting model often has a very low replayability value,
especially when the number of possible clusters is large.

The second initial solution is found by the Integer Linear Programming model of our preliminary work
(Section 3.5). The obtained model was proven optimal with regard to an aggregated quality criterion based
on direct flowing relations represented. Although the replayability function described here is different from
this criterion, ILP approach still provides a good initial solution. It significantly reduces the computation
time of the tabu search compared to the random initial solution. With the randomly generated initial
solution, many iterations are needed to go from the initial poor quality solution to a promising area of the
space search.

3.7.3 Local moves

Our tabu search algorithm uses the two different moves to generate promising neighbors from a current
solution.

1. MoveArec: it replaces an existing arc of a model by a new arc

2. MoveNode: it replaces the cluster of a node by a new cluster.

Both moves work similarly: as the total number of nodes and edges in the model is bounded, both moves
first remove a part of the current model and then add new elements after. To decide which arcs and nodes
to remove (or to add) without evaluating all the possible cases, we define an “artificial” performance
measure equal to the number of occurrences of the elements in the log. This performance needs to be
measured only once, when the log is initially read. The idea behind this measure is to identify very quickly,
i.e. with no need for extra computation, the most promising arcs and nodes. As a result, clusters can
be sorted from “best” (highest artificial performance) to “worst” (lowest artificial performance). Pairs of
clusters (arcs) can also be sorted from “best” to “worst”.

MoveArc is a two-step local move to generate X neighbor solutions: first it removes the worst arc of the
model. It then replaces it with some better arcs, i.e. arcs with the highest artificial criterion. The latter is
done from the list of arcs sorted in decreasing order of their artificial performance measure. The X “best”
non tabu arcs of the list are considered leading to X non tabu neighbor solutions

MoveNode is a four-step local move to generate X’ neighbor solutions. First, the “worst” node n of the
model and all its arcs are removed. Second, each incoming arc (n’,n) of the removed node 7 is replaced by
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the non tabu arc (n’,n”") between remaining nodes with the highest “artificial” performance if such an arc
exists. Third, one of the X’ “best” non tabu clusters is assigned to the node n. Fourth, till complexity limit
is reached, the “best” incoming (n”,n) or outgoing arcs (n,n”) of the new node n are added, selected from
the list of non tabu arcs sorted from “best” to “worst”. These 4 steps are illustrated in Figure 3.5.

Moves MoveArc and MoveNode generate respectively X and X’ neighbors for any given model. Step
2.1 of our tabu search algorithm merges the two neighborhoods to create the final set of X + X’ neighbor
solutions. The two moves could also be used alternately instead of jointly, but the search would be forced
to use each type of move every two iterations. Instead, it may turn out to be more relevant to replace
several clusters in a row, followed by several arc replacements in a row. It depends on the search space and
the current model. The replayability of the X + X’ newly created neighboring models is evaluated and the
best model is chosen as the new current solution of the search. The methodology of using a pre-computed
performance measure saves the effort of evaluating the replayability of each possible new model obtained
by replacing any node or by replacing any Cluster (e.g. thousands of possible models). Instead, only X + X’
promising models are evaluated (e.g. tens of models).

Initial Process Model [1] Cluster C is removed [2] Remove incoming arcs

OO0 BO-@-HEO HOE* -G

[4] Assign a new

[3] Reassign outgoing arcs Cluster and its edges

New Process Model

Figure 3.5: Illustration of MoveNode: 4 steps to create a neighboring model

3.7.4 Summary

Global methodology and main contributions of this chapter are presented in Figure 3.6. From an event log,
we create the hierarchical structure for Clusters of event classes as presented in Section 3.4.2, using aggre-
gation methods based on significance value or experts’ knowledge (step 1). It leads us to a set of traces that
is used to create an initial solution (i.e., a process model). Such model may be created randomly or through
integer linear programming, as described in Section 3.7.2 (step 2). Then we execute the tabu search: new
process models are computed using two proposed moves (MoveArc and MoveNode, see Section 3.7.3),
resulting in a set of neighbors to evaluate (step 3). The replayability is evaluated using an original method
based on a Monte-Carlo sampling strategy, allowing to decrease the computational complexity (step 4).
The search continues following the tabu algorithm until the stopping condition is reached.
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Figure 3.6: Global methodology of our approach to solve the optimal process discovery problem

3.8 Computational experiments

This section reports the results of computational experiments for comparison of our tabu search algorithm
with the commercial software DISCO developed by Fluxicon (version 1.9.1) in terms of the replayability
scores defined in this chapter under various process model complexity constraint using the same Causal
Net notation without duplication. A random process model generation approach is also considered to serve
as basis to evaluate the benefit of optimal process mining. A sensitivity analysis is performed to set the
parameters of the tabu search algorithm. The different approaches are tested on a real-life case study and
event logs randomly generated by a log generator to be presented. All experiments described in this section
were performed on a PC with an Intel Core i7 processor (2.1 GHz), 4GB RAM and Linux OS. The tabu
search algorithm was coded in C++.

3.8.1 Log generation

A log generator enables to test process mining algorithms on logs of different complexity. A log complexity
can be defined in various ways, such as the total number of traces, of events, of different traces (variants)
or of event classes. Here, we focus on attributes highly correlated with spaghetti-like models, so we define
a log complexity as the number of event classes it contains. It is easier to discover a compact process
model from a log with few event classes and many traces than the opposite because the total number of
nodes in a model can never exceed the number of classes in the log. Figure 3.7 illustrates two process
models discovered from two separate logs. Both models have a replayability score of 1. Even with four
times fewer traces, the process model of Figure 3.7-b is more complex than the model 3.7-a because the
original log had twice as many classes.

In our experimental design, we generated 5 types of logs with increasing complexity, ranging from
15 to 130. Note that most existing studies consider event logs with less than 30-40 classes (also named
activities or tasks) (van der Aalst, 2004; van der Aalst et al., 2005; Mendling et al., 2007; Rozinat et al.,
2008; Rozinat and van der Aalst, 2008; Huang and Kumar, 2012; Rebuge and Ferreira, 2012; van der Werf
et al., 2008) and only a few try to deal with more than 100 classes (Gunther and van der Aalst, 2007; Prodel
et al., 2015).

Logs are generated following three steps. We first randomly create a process model PsM with a given
size (number of nodes and arcs). Then, we generate traces that perfectly match this model. Finally, we add
noisy events to the traces. Input parameters are the size of PsM, the number of possible event classes, the
number of traces and the percentage Z of noise. The only constraint is to have a number of classes greater
than the number of nodes in the process model. The 3 steps are described in detail below.
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Log complexity impacts models’ structure

(a) Simple process model: (b) More complex process model:

Event log: .
1.A-B-C-D (x3) 6.B-E-D (x1) 1. A-B-D-G-I (x2)
2. A-B-E-D (x7) 7.A-C-E-D  (x1) 2. A-C-G-H-E-J (x2)
3.A-C (x20) 8. A-B-C-E-D (x1) 3. A-F-C-D (x3)
4.A-C-D (x5) 9.C-E-D (x6) 4.D-G-H (x1)
5. A-B-E (x5) 10. C- (x1) 5. D-E-G-I (x2)

- 50 traces, 5 classes, 10 variants - 10 traces, 10 classes, 5 variants

Figure 3.7: Process models complexity versus event log complexity

e Step 1: A process model is created by randomly assigning one cluster to each node. Any arc is
assumed possible. Arcs are recursively added by randomly assigning one outgoing arc to each node
until the size threshold is reached. In the end, nodes almost have the same numbers of arcs. This
assignment procedure ensures a connected graph. See Figure 3.8 for an example of a generated
model of size 26.

e Step 2: Each trace o is generated by randomly choosing a starting node in the model. The event
class in the node is the first element of ¢’s sequence. Then, we compute the probability for ¢ to have
one more event class in its sequence. This probability is a decreasing function of ¢’s current length
ne: po(one more event) = a x n% +b, where a = —0.001 and b = 1. We then randomly choose an
arc of PsM which goes from the current node to a new one. The class in the new node is added to 6’s
sequence. This procedure is repeated until no more event is needed and until we reach the desired
number of traces. The set of all the created traces is denoted L. Finally, we have R'(PsM,c) = 1
with o € Land i € {5,5a,6}.

e Step 3: We add noise in traces by randomly adding event classes in their sequence. Noisy event
classes are chosen among classes that are not assigned in PsM. The number of added noisy classes
s |Z x Z ng | -
oel
Five groups of event logs are generated with process model of complexity (15, 30, 50, 75, 130) with

noise coefficient equal to (5%, 10%, 20%, 20%, 20%) and node-arc complexity of (5-10, 25-50, 30-60,
40-80, 40-80). 20 logs of 100 000 traces are generated for each group. As a result, 100 logs were obtained.

3.8.2 Preliminary analysis of the tabu search

The tabu search parameters of Table 3.3 are used throughout the thesis. The confidence interval is used to
set the number of Mont Carlo samples such that the length of the 90% confidence interval is at most 0.01.
This section focuses on analyzing the impact of the number of tabu search iterations and the size of the
process models.
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Creation of a process model with the generator

Figure 3.8: A process model of size 26 created by the log generator

Table 3.3: Tabu search parameters

Parameter name Value
Size of tabu list 15
Number of MoveArc per iteration 5
Number of MoveNode per iteration 5
Confidence interval 0.01
Number of tabu search iterations [1-500]

The tabu search is evaluated by computing the average replayability of the best found model over sev-
eral replications. For a given log, 20 replications are needed to ensure significant results, due to randomly
created initial solutions. Only replayability score functions R> and RS are considered. Score R is an
extension of R> and behaves similarly to R3. Mean replayability score and 90% confidence interval are
shown in Figure 3.9.

The following observations are made. The size of the model to mine has a clear impact on the best
found solution’s replayability score. Figure 3.9-a shows the replayability value of the best solution found
by our tabu search algorithm versus the size of the discovered model. Though proved to be irregular in
Theorem 1, the RS curve suggests that the optimal R® score is practically regular: having more elements in
the model implies a higher replayability. There is a fast increase in replayability for small to medium size
between 30 and 60, then the increase slows down for sizes between 60 and 80 and becomes almost null for
sizes greater than 100 elements. This convergence is explained by the fact that adding more elements in the
model does not provide much improvement after a certain level. The shape of the R curve illustrates that
the optimal R> score is not regular as models with more elements are proven to have a slightly lower score.

The second result on replayability versus the number of algorithm iterations is important to set the
stopping criterion of tabu search. More iterations give the opportunity to improve the best solution by
exploring more models but is costly in computation time. Impact of the number of iterations on the best
found solution’s replayability score is shown on Figure 3.9-b. Values ranging from 5 to 500 iterations were
tested, but only the range from 5 to 200 is displayed as no further improvement was observed. Test data is
still a set of 10 logs with a complexity of 100 classes. Under this parameter setting, the graph shows that
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Figure 3.9: Replayability versus size of the mined model and number of iterations

no significant improvement is possible beyond 90 iterations whereas it linearly increases the computation
time. In the remaining of this chapter, for any parameter configuration, the number of iterations is 200.

3.8.3 Comparison with the commercial software DISCO

This section presents a comparison between our approach and the commercial software DISCO. DISCO is
an enhanced version of the fuzzy miner presented in (Gunther, 2009). It is suitable for process discovery on
real-life logs with noise, flexible traces, lots of variants and lots of traces. Discovered models are created
as Causal Nets.

In this Section, we choose to use a random model as an initial solution for the tabu search. This choice
is motivated by the fact that DISCO cannot take advantage of results from the ILP model (Prodel et al.,
2015): it would create an unfair comparison bias to use an initial solution generated by the ILP model.
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The comparison was made on 5 sets of 10 logs each, each set corresponding to a given complexity (i.e.,
number of event classes in a log). For each log, we built the best possible process model for 5 different
sizes. Ranges of possible sizes depend on the log complexity as the size (number of nodes) is necessarily
lower than the total number of classes in the log. We also computed results of a random approach where
nodes and arcs were assigned randomly. Results of DISCO, the tabu search and the random approach are
shown in Table 3.4. Column “AVG” is the average replayability of the best mined models over the 200 runs
(10 logs times 20 independent replications). Column “STD” gives the average standard deviation over the
same runs.

Table 3.4 shows that our approach performs better than DISCO for small and middle complexity (15, 30
and 50 Classes). Our tabu search performs similarly as DISCO for higher complexity (75 and 130 Classes).
It is important to notice how both approaches perform very well on various types of logs. It confirms their
capability to deal with flexible real logs. Both methods also significantly outperform the random approach
which shows the important of optimal process mining.

Table 3.4: Replayability function R® of DISCO, a random approach and our tabu search

LC Size DISCO Random Tabu search

AVG STD | AVG STD DIFF | AVG STD DIFF
15| 5/10 | 48.86 10.12 | 31.28 2.79 -35.98% | 68.09 6.35 39.36%
8/16 | 78.71 5.05 | 49.11 2.19 -37.61% | 83.79 3.27 6.45%
11/22 |89.42 2.39 | 70.69 4.09 -20.95% | 89.97 2.37 0.61%
14/28 |94.80 1.90 | 92.81 1.06 -2.10% | 97.01 024 2.33%
30| 10/20 | 53.39 7.13 | 24.66 1.20 -53.80% | 60.37 8.33 13.07%
15/30 | 7279 6.26 | 35.58 1.07 -51.11% | 76.79 7.49 5.49%
20/40 | 83.67 4.04 | 4583 1.08 -45.23% | 87.15 5.68 4.16%
25/50 | 90.15 1.60 | 55.31 0.87 -38.65% | 94.18 5.05 4.47%
30/60 | 92.19 1.11 | 65.08 0.31 -29.40% | 98.18 5.45 6.50%
50| 10/20 | 4444 6.76 | 1527 0.70 -65.65% | 52.95 5.86 19.15%
15/30 | 61.96 5.46 | 21.04 0.86 -66.04% | 70.15 3.81 13.22%
20/40 | 73.54 3.26 | 26.5 0.87 -63.96% | 80.40 1.28 9.33%
30/60 | 79.79 1.38 | 37.27 1.01 -53.28% | 84.73 0.35 6.19%
40/80 | 81.64 0.97 | 47.37 0.85 -41.97% | 86.84 0.30 6.37%
50/100 | 84.21 0.47 | 57.59 0.24 -31.61% | 87.49 0.32 3.89%
751 10/20 | 49.96 7.60 | 10.79 1.54 -78.41% | 50.11 4.28 0.30%
20/40 | 74.21 4.20 | 18.66 1.07 -74.85% | 74.85 2.41 0.86%
30/60 | 81.77 1.28 | 25.92 1.52 -68.30% | 81.99 0.42 0.26%
45/90 | 83.01 1.24 | 35.81 0.71 -56.86% | 83.42 0.38 0.48%
60/120 | 84.33 1.06 | 46.17 1.26 -45.25% | 85.18 0.31 1.01%
70/140 | 8544 0.48 | 52.61 1.05 -38.43% | 86.39 022 1.11%
130| 10/20 | 31.83 7.09 | 6.55 1.12 -79.44% | 40.15 6.08 26.14%
20/40 | 56.81 5.80 | 10.81 0.44 -80.98% | 65.77 4.64 15.77%
35/70 | 77.91 2.50 | 17.51 091 -77.53% | 79.90 2.29 2.55%
50/100 | 81.57 1.62 | 23.64 1.39 -71.02% | 82.98 1.50 1.73%
80/160 | 8296 0.80 | 3591 1.18 -56.71% | 85.25 0.78 2.76%
110/220| 84.35 0.87 | 47.31 093 -4391% | 85.8 0.76 1.72%
130/260| 86.02 0.34 | 55.06 0.15 -36.00% | 86.5 0.41 0.56%
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A graphical comparison of DISCO and our tabu search is also displayed in Figures 3.10 and 3.11
respectively. 3 models for each approach with respectively 10, 25 and 50 nodes are displayed. Both
methods are suitable to deal with models in a range from 1 to 50 nodes without suffering from the spaghetti
curse. To the best of our knowledge, DISCO is the only process mining algorithm capable of generating a
process model which is not “spaghetti-like”.

3.9 Conclusion and future research

In this chapter, we proposed a new methodology to compute process models from complex event logs. The
scientific contribution is multiple: (1) the first rigorous mathematical formulation of the optimal process
mining problem; (2) a hierarchical representation of event relations; (3) an event-log-size independent
Monte-Carlo simulation approach; (4) properties of optimal process models; (5) an efficient tabu search
algorithm for process model optimization. The method was tested on a wide range of both generated and
real event logs. It has proven to perform well in terms of convergence and computation time. The proposed
method outperforms both random process creation strategies and state-of-the-art process mining algorithm,
the Fuzzy Miner heuristic implemented in commercial software DISCO. A realistic case study is presented
in Chapter 6. It also provides qualitative results. The validity of our models has been confirmed by health
practitioners. Finally, we proposed an innovative rigorous mathematical framework which can be used to
build and compare solutions using objective criteria.

For future works, we intend to improve process model computation by taking into account domain
specific parameters and by adding weights on Clusters, classes and/or arcs. Based on experts’ knowledge,
it may be possible to converge quickly to realistic process model. A more in-depth study of the relationship
between the replayability scores and the event log information captured by the resulting model is highly
needed. We also intend to automatically convert Causal Net process models into executable models, by
creating notation equivalences with other formalism such as Petri nets or state-charts, so that it can be
directly injected in a simulation model. This topic is addressed in Chapter 5.
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Figure 3.10: Models discovered by DISCO - 3 size of models
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Figure 3.11: Models discovered by our tabu search - 3 size of models
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Abstract

This chapter addresses the problem of enriching a process model which represents a clinical pathway. We
specifically focus on the study of two perspectives: the decision point analysis and the time perspective.
The decision point problem aims at finding relations between data attributes and the routing choices in
the process. We formulate this problem as a classification problem where the outcome to predict is the
next event in a patient’s clinical pathway. We present the challenge that we face when using a noisy and
heterogeneous log, such as health data. We tackle the problem related to the mismatch bias between the
model and the log when learning a classifier. For that, we propose an innovative methodology which
combines methods from the bioinformatics (sequence alignment algorithms based on similarity matrices)
and the data mining fields. It enables the modeling of the interactions between a patient’s features, his/her
medical history, the natural evolution of a disease and his/her clinical pathway. In addition, we complete
our clinical pathway model with duration thanks to classical distribution fitting. The entire methodology is
generic and automated, so that it can be re-used straight on new data sets.

4.1 Introduction

In the previous chapter, we saw how to discover a process model from large and complex event logs. A
process model can be used as such, as a first approach, for a control-flow analysis and a search of possible
improvements. However, we can go further in the process analysis. The next step after discovering a
process model is to build a simulation model. Using the health-care database of all the hospital events of
numerous patients, our final objective is to create a simulation model of their clinical pathway. A simulation
model gives life to the static control-flow process model. Several additional elements are needed to enhance
a process model into a simulation model:

e The model’s structure: we need to convert the nodes and the edges of the process model into the
actionable states of a simulation model.

A set of rules to choose a path at the output of each node, it is the decision point analysis.

A set of probability distributions for the time spent in each state.
e A set of probability distributions for the time spent between two states.
o A set of probabilities to assign the first state to a simulated patient’s sequence.

e A set of probabilities to decide if the simulation stops after each state.

In this chapter, we specifically focus on the analysis of decision points and of probability distributions.
To this extend, we propose an analytic toolbox. The next chapter is dedicated to the conversion procedure
of a process model into a simulation model, including the model’s structure and the set of probabilities.

The idea of adding other perspectives into a process model has already been addressed in several
ways. In addition to the control-flow perspective, an event log may contain valuable information about
the organizational perspectives, the entity perspective or the time perspective. The general approach that
consists in adding such perspectives is referred to as model enhancement (van der Aalst, 2011, chapter
8). The extension of a model is done by cross-correlating elements of the process model with the log.
On this topic, most works of the literature have specifically focused on the organizational perspective
(Rozinat and van der Aalst, 2006a; van der Aalst, 2011, 2010). The social network analysis enables to
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determine the relationships among the organizational entities (resource, person, role, department, etc.)
that are involved in the different activities of the process. It gives insights about how often these entities
work together to achieve a common task and if there are handovers (Rozinat and van der Aalst, 2006a).
The analysis of resource behavior is also possible if the appropriate time-stamps are present in the event
log. A performance evaluation of the resource can be performed, such as utilization rates, response times
or shortages (van der Aalst, 2010). In most organizations, the matter of resources efficiency is of major
interest. For instance, identifying and reducing resources’ idle times on a production line is both cost
saving and increases productivity. In our application domain, our goal is to study clinical pathways at a
macroscopic level. A patient is followed over several years and the smallest unity for an event is a hospital
stay. An event duration is between half a day to several weeks. At this scale, we do not consider the hour by
hour management of a patient within a hospital. Hence, we do not include any organizational perspective
for our model enhancement. We assume that a patient can always find a hospital with the required facility
to take care of him/her since he/she can move across a large territory. In our case studies (Chapter 6),
patients come from any location of the French territory and are allowed to choose the hospital they want.
Our approach here is driven by the specificity of the health-care domain.

Another perspective that one may want to add to process models is the time perspective. By definition
of an event log, all the events have a time-stamp. Moreover, in practice, they almost always have a duration.
The analyses of the time spent by entities in each event or between events can serve several purposes:
finding bottlenecks, analyzing the service level, monitoring resource utilization or predicting the remaining
process time of ongoing cases (van der Aalst, 2011). Section 4.6 of the present chapter presents how we
derive statistical distributions from the historical data for the duration and for other entity attributes. Finally,
the perspective that we are the most interested in here is the mining of rules that explain the decision points
of the model. The topic of decision mining has been much less addressed compared to the discovery and
the conformance checking of a process model. The scientific contribution of this chapter is the combination
of several existing methods from different fields (process mining, data mining and bioinformatics) to solve
the decision point problem in a health-care context. The decision points that we are facing in a clinical
pathway can represent either medical decisions coming from doctors or the evolution of a disease. To the
best of our knowledge, being able to model and explicit such decision points automatically from event logs
has not been done in the literature.

The remainder of this chapter is organized as follows. Section 4.2 discusses existing literature on de-
cision mining. Section 4.3 introduces a formal definition of the decision point problem that we want to
solve. It also presents our motivation to develop a new methodology that can avoid a mismatch bias due
to complex and heterogeneous logs, as found in health-care. Section 4.4 explains how we use a sequence
alignment algorithm to align each trace of the original log with a fictitious trace generated from the model.
Then, the decision point problem is solved using these traces in Section 4.5. Finally, the model enhance-
ment is completed in Section 4.6 thanks to statistical distribution fitting.

4.2 Literature review

In the field of process mining, process discovery is the most studied approach (Gunther and van der Aalst,
2007; van der Aalst, 2004; van der Aalst et al., 2005; van Dongen et al., 2005; Weijters et al., 2006). Process
discovery is the necessary and initial step when starting to analyze an event log. Many algorithms were
developed in the last two decades to address various situations based on the type of event log (small, large,
noisy, heterogeneous, etc.). Our work on optimal process discovery perfectly illustrates the ongoing search
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for process discovery methods that can deal with large data sets, which are more and more encountered in
practice. Once a process model has been discovered, we want to analyze how data attributes influence the
choices made in the process by looking at the historical data. The topic of finding dependencies between
the data attributes and the routing choices of entities in the process is referred to as decision mining or
decision point analysis (Rozinat et al., 2009; Rozinat and van der Aalst, 2006b; Suriadi et al., 2013).

One of the first work dealing with the complementary combination of a process mining technique for
process discovery and of a data mining algorithm for decision point analysis was done by (Rozinat and
van der Aalst, 2006b). The idea was to take benefit of the available and unused data attributes of the log
to enrich the knowledge about the decision points. It was comforted by several data mining (or machine
learning) algorithms that had become widely used and proven efficient to extract knowledge from large data
sets (Mitchell, 1997; Witten and Frank, 2005). No new data mining had to be developed. The originality is
to propose a combined use of process mining and data mining. The very first step to analyze decision points
is to identify them in the process model. The work of (Rozinat and van der Aalst, 2006b) performs this task
using a Petri Net formalism: a decision point corresponds to a place with multiple outgoing arcs. Figure 4.1
illustrates the decision mining approach developed in the context of Petri Net (Rozinat and van der Aalst,
2006b). Our approach here follows the same logic, but for a few differences discussed above. As shown
at the top of Figure 4.1, the starting point is to have an event log where at least a case ID, a time-stamp
and a labeled activity are known for each event. Then, a process model is discovered using a conventional
process mining algorithm (e.g. the « algorithm (van der Aalst, 2004)). Then, all the decision points are
identified and analyzed with a classification algorithm. For each decision point, it produces routing decision
rules. The overall approach of (Rozinat and van der Aalst, 2006b) was implemented as a decision mining
plug-in in the open software ProM which is dedicated to process mining and its extensions (Rozinat and
van der Aalst, 2006¢). The methodology presented in Figure 4.1 was reused as an intermediary step for
the conversion of a Petri Net into a simulation model (Rozinat et al., 2009). The topic of simulation model
conversion is addressed in Chapter 5.

Event log
case ID activity originator | timestamp ‘ data
case 39 | Send email John 9-3-2005:15.01 | MaiingDate = "9.3.2005"
case 30 Register participant Sue 9-3-2005:15.12 SendVia = “letter”, Address = ...
case 39 Process answer Mona 9-3-2005:16.03 Available for future surveys = “yes”

case 23 Reqister participant Lilly 9-3-2005:16.07 SendVia = "email”, Email = ...

Enactment phase
Analysis phase

Decision point Decision rule

20.12. < MailingDate < 24.12.

Process model SendVia = letter

Decision

Process :
Miner

Miner

Send
email

Figure 4.1: The general approach of decision point analysis (Rozinat and van der Aalst, 2006b)
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In (Rozinat and van der Aalst, 2006b), the authors highlight that the first challenge that practitioners
face when applying decision mining is the quality of the data and their correct interpretation. Noise in the
data is an obstacle to the mining of proper rules. The need for a noise-robust algorithm and the nature of
data (volume, type, heterogeneity) will drive the choice of the data mining algorithm to apply. A good
knowledge of data attributes is also necessary to understand and interpret the resulting decision rules.
Whatever the case study, this prerequisite is unavoidable. Data knowledge can be acquired during the
upstream step of data preparation, in which the practitioner must dig into the data and their meaning. This
is even necessary before starting process mining. Once all the traces’ attributes have been properly defined
(at the very first step when looking at the available event log), we assume that the selected attributes are
relevant to the studied process. In this chapter, we propose an innovative methodology to transform the
original, and possibly noisy traces of the log, into so-called perfectly replayed traces (Section 4.4). It
avoids the under-sampling of historical observations and the creation of a biased classifier. It also provides
a perfect mapping function between the log activities and the process model.

Among the variety of existing data mining algorithms (Witten and Frank, 2005), a decision tree classi-
fier is proposed in (Rozinat and van der Aalst, 2006b). This choice is motivated by the capacity of decision
trees to handle continuous, discrete or categorical variables, and also missing variables. It is a guarantee
for better practical use. They also discuss a way to handle the cases of invisible activities and duplicate
activities when met in the context of Petri Net. Invisible activities are specific to this formalism, but du-
plicate activities also occur in other process model formalism. There are two types of duplicate activities:
(1) two nodes of the same model can represent the same activity but performed at different moments of the
process, (ii) there is a loop in the model that allows to come back a second time to a node. In both cases, it
raises the question of whether or not to use the same classifier in the duplicate activities. Here, as described
for the optimal process discovery, we made the assumption that duplicate nodes in a process model are
not allowed whereas loops are. We consider that the same decision point classifier is used whatever the
amount of visits. We assume that the difference is taken into account in the traces’ attributes, such as in the
“number of already visited nodes” and “total time spent in the process so far”. Then, attribute values will
be higher at a trace’s second visit of this node, which may result is a different routing choice if the classifier
integrates this parameter for the decision. This assumption implies that a trace for the log that had several
times the same event is considered as several separate observations for the learning of the classifier.

The limitations of (Rozinat and van der Aalst, 2006b) and (Rozinat and van der Aalst, 2006¢) regarding
the decision point analysis are the following. First, only Petri Nets are considered. They do not consider
other types of process models. We propose a complementary approach using causal nets. Second, no
performance measures are proposed to discuss the quality of the learned classifier. The initial data are
usually split in two, one for the learning phase and one the testing phase. Testing the algorithm on unseen
data reveals the predictive capacity of the learned rules. It helps detecting over-fitting or other undesired
behaviors (Witten and Frank, 2005). Furthermore, only one data mining algorithm is considered for the
classification problem, a decision tree based algorithm. The rich literature in the data mining field has
proven that no supervised learning algorithm outperforms the others on all problems. Hence, testing several
algorithms can improve the quality of the learning results. If an exhaustive comparison of all the existing
methods is unfeasible on each practical case study, it is recommended to compare the performances of the
most popular algorithms (Decision Trees, Support Vector Machine, Neural Networks, Naive Bayes, etc.)
(Witten and Frank, 2005).

Due to its potential benefit for an in-depth analysis of processes, decision mining has been taken over
in other works (Suriadi et al., 2013; de Leoni et al., 2016). The idea of (Suriadi et al., 2013) is to enrich
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event logs to make it as suitable as possible for any upcoming root cause analysis. The aim of root cause
analysis is to find an explanation for why things happen. It determines the factors that influence the success
or the failure of a process. Hence it can be turned into a classification problem. This approach is a general
contribution to the analysis of a process model because it focuses on the enrichment and the transformation
of a log into a classification-ready log. It may be specifically applied to the case of the decision point
analysis. The approach was shown to achieve good performance results to predict on-time process instances
when using a decision tree algorithm or a rule-based algorithm. Following the idea of (Suriadi et al., 2013),
we propose a new method to enrich a log for the decision point problem. Based on the observation that
original logs might be noisy and too heterogeneous compared to a discovered process model, we propose
a log transformation to make the classification problem feasible (Section 4.4). The work of (de Leoni
et al., 2016) goes one step further by proposing a general framework that unifies existing approaches for
process-related correlation analysis. This framework defines formally how various data sources related to
the process (traces’ attributes, resources, control-flow, organizational and time perspective) can be used
to correlate, predict and cluster the dynamic behavior of the model. They introduce concepts such as log
transformation, trace manipulations or event-filter to solve any process-related question. It gathers existing
approaches in one environment.

To sum up, existing literature on decision mining in the context of process models has proven the
interest of combining data mining and process mining to get new insights about data interactions. Most
works have built their analysis based on the most used formalism for process modeling, a.k.a. Petri Nets.
Other types of process models have been supported. Furthermore, the methods would benefit from more
feedback from case studies on real data. Following the perspective of the previous chapter, our goal is to
propose a reproducible methodology that is suitable for large and complex data sets such as in health-care.
The main contributions of the present work to the field is to adapt existing approaches on the causal net
formalism, to integrate a sequence alignment algorithm to enrich the log and to propose a real application
on a large health data set.

4.3 Decision point analysis

4.3.1 Definition of the decision point problem

A process model is an abstracted view of the reality that intends to represent what happened as described
in the data. It is like a picture that shows the different possible sequences in the process. Let PsM = (N, E)
be a process model discovered using the approach described in the previous chapter. In this causal net
notation, all the incoming joins and the outgoing splits of the nodes are exclusive disjunctions (XOR):
exactly one path is chosen in the flow. However, nothing stipulates how a path is chosen over the others.
To be able to simulate new traces, we need to know the rules to decide which paths are chosen at the output
of each node.

Our purpose here is to determine a set of decision rules, one for each node, that assign the probability
of following each outgoing path and which are the most representative of the event log. More specifically,
we consider a given log L, a process model PsM = (N,E). The problem consists in determining a set
of functions f,, in order to maximize some likelihood function, where Vi € [1,|N|], n; € N. Any given
node n; € N may be followed by {0 : n} transitions ey, ...,e, € E. Vn; € N, we define Successor,, = {n; €
N|(ni,n;) € E} the set of all n;’s successors in PsM. Successor,, may be the empty set. The number of
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elements in Successory, is denoted by z;. Then,

o N ra 1% .
fi ZLXN — Successory;, x [0,1] with Zpi 1 @1
(L,I’l,‘) = {l’l],...,nzi} X {p17"'7pZi} i=1

where .7 is the set of all possible logs. Then, the decision point problem is defined as follows:

argmax [likelihood({ fu,, -, fapy }:L) (4.2)
g

where likelihood({ fu,, .- fu },L) is a measure of the likelihood of using { ..., fu,, } functions in the
simulation model compared to the actual log L. Such a metric is defined in Chapter 5, Section 5.5, where
we assess the validity of the newly built simulation model compared to the log. If Successor,, is empty,
then f,, is the null function (every probability is zero).

Solving the optimization problem (1) to optimality is out of the scope of the present work, just as an
extensive search of all the possible sets of functions {f,, ..., S }, but it would be of interest to dedicate
future works to it. Indeed, the choice of a set {fy,,..., f"\N\} impacts the fidelity of the decision points
compared to what actually happened. Here, we want to highlight the existence of a methodological bias
that arises when choosing a set of functions { f;,,, ..., f”\N\} and the difficulties that arise when choosing such
a set of functions. To illustrate this bias, we introduce a systematic, and rather simple, method to find a set

{fnla'--afnuv\}'

4.3.2 The mismatch bias for the decision point problem

A simple method to determine the probability of following each path of the process model is to use the
historical probabilities found in the log. We consider a log L and a process model PsM = (N,E). Let
n; € N be a node of PsM, n; be a successor of n;. Then, the probability that n; is followed by n; is equal
to the number of traces in L that actually had this transition divided by the number of traces that had n;.
Formally, it gives:

Vl’liEN,fni(L,ni):{(nj,pj)} (43)
= {(n;, '"";f’”')} 4.4)

This formulation is rather simple as it only uses the occurrence frequency of a transition in the data to
calculate its probability. Still, it suffers from a problem of imperfect matching between the data and the
process model. Indeed, when dealing with large and complex logs, not every event class and transition
observed in the log can be represented in the discovered process model. Only the most relevant classes and
transitions, as defined in the replayability score, are kept to respect the size constraint (Chapter 3). Hence,
when looking at the original data to compute the decision path probabilities, many traces are unused. Those
traces are not perfectly replayed in the model because all their events are not represented, so they cannot
contribute to decision point probabilities.

An example of such a mismatch between a process model and traces is shown on Figure 4.2. The
illustrated process model has 3 nodes, including two nodes A and C with only one output edge, and one
node B with a decision point. The 2 possible paths after B are C and B itself. The log is made of 4 traces
which all had the event B, 01, 02, 63, 04. The analysis of B’s decision point is made by counting the traces
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which had the event B and each of the 2 possible following paths (B and C). Following a B, o] had a C,
0, had a B and D (as it had two B), 63 had a E, o4 had a E. Finally, the distribution is 20% for C, 20%
for B, 20% for D and 40% for E. However, only B and C are possible in the process model, so the final
distribution is 50% for C and 50% for B (we ignore D and E contributions). This final result is only based
on two observations, instead of the five available. A more in depth analysis of both 63 and o4 shows that
the event B was followed by E, and eventually by C. It suggests that 03 and 64 would contribute to the
path “B followed by C” but they could not because of a slight difference in their sequence compared to
the process model. The point is that, as illustrated in the example of Figure 4.2, the difference between
the process model and the traces only concerns some specific events and that a slight change in a trace
sequence would avoid the mismatch issue.

Example of a process model  Traces from the log Decision point at B

Q 6, =A-B-C Possible outputs in the model: C or B

77\ _ Rule derived from the log:
6,=B-B-D_ 50% of C (o,) and 50% of B (o)

Rl 6,=A-B-E-C
== But 3 unused traces:
c,=B-E-C-B * 0, 0, in favor of ‘C’ after B if ignoring ‘E’
T * o, infavor of ‘D’ but not in the model

Figure 4.2: Imperfect matching between a log and a process model for decision point analysis

This bias induces two drawbacks in the computation of the decision point probabilities: it creates under-
sized samples that make the probabilities unreliable, and it does not accurately represent the historical data
as most of it is ignored. These two drawbacks are extremely dominant when using large and complex logs.
A way to avoid the mismatch bias would be to have a process model representing exactly all the possible
behaviors seen in the data. It is possible when the model is extremely large but it is contradictory with the
idea that a model must represent as many behaviors as possible while being as small as possible.

In the following, we present an innovative methodology based on the transformation of the original
traces to avoid the mismatch bias. This methodology is made of 3 steps: (1) first we generate the list of
all the traces that can be perfectly replayed in the process model, (2) for each trace of the log, we find the
closest perfectly replayed traces using the Needleman-Wunsch algorithm, along with a similarity matrix of
events, then (3) we use the perfect assigned trace instead of the actual trace for the decision point analysis.

4.4 Perfect traces generation and sequences alignment

4.4.1 Perfect traces generation from a process model

For a given process model, our objective is to generate all the possible perfect traces derived from that
model. The objective of this step is to know all the possible sequences that could be 100% replayed in the
process model, unlike most of the actual traces from the event log. We design an automatic procedure that
generates such perfect sequences. The procedure is presented in Algorithm 2. For any node of the model,
we create a trace of length 1 whose sequence is made of the event in the node (step 1). Then, for each
possible successor of this node, we create a duplicate of the length-1 trace and we add the successor to its
sequence. We iterate this process until there is no more successor to a node or until the generated trace has
reached a maximal size threshold (recursive step 2). This second stopping criterion is used to avoid infinite-
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sized traces. Indeed, as a model can have loops, i.e. there exists a path from a given node to another node
of the model which was previously visited in the sequence, it may possibly generate infinite-sized traces.
For that reason, a maximal size value is imposed to perfect traces. We set this threshold as the size of the
longest trace found in the log.

Finally, any sub-trace of the traces generated with the above procedure is also added to the set of perfect
traces (step 3). Hence, for each generated trace, we obtain the set of all traces whose size is between 1
and maximal size, and which is perfectly re-playable in the model. The number of perfect traces grows
exponentially with the number of nodes and edges in the model.

Algorithm 2 Generation procedure of perfect traces from a process model

Require: PsM = (N, E), a process model
1: Step 1 — Initialization
2: Let L = {0} be the set of the generated perfect traces (initialized as empty)
3: foralln € N do

4:  Create 0 =< n >, (a trace with one event)

5. Set Current,oge = n

6:  Step 2 — Recursive generation of all possible traces

7. if (Successorcurrent,,,, is empty) OR (lenght(c) > Sizenqy) then
8: L=L+ {G }

9: else
10: Ooy)=0

11: for all n’ € Successorcyrrent,,,, d0
12: Create 6’ = 0p+ < n’ >, (duplicate ¢ and add an event to the sequence)
13: Current,pg, = n'

14: Go back to step 2 with 0 = o’

15: end for

16:  end if

17: end for

18: Step 3 — Sub-traces

19: for all o € L do

20:  Add every sub-trace of ¢ to L

21: end for

22: Step 4 — End of the procedure

23: Return L, the set of all the perfectly replayed traces in PsM

This procedure has proven to be exhaustive as it provides all the perfect traces whose size is between
1 and maximal size. However, it is not optimized from an algorithmic point of view. The same sequence
is duplicated as many times as there are routing choices in the model, which requires hard memory. A tree
structure would be more memory saving than storing each possible trace individually. Further improve-
ments could be brought to improve the computational performance of the procedure. It would be especially
needed when the number of possible traces rises to several million.

4.4.2 Sequence alignment for trace mimicry

The purpose of generating all the perfect traces derived from the process model is to align them with the
traces from the original log. For each original trace, we want to find the perfect trace with the closest
sequence. So far, a trace was defined as a sequence of events. We now define a new type of trace, an
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enhanced trace, as the combination of a trace and a set of features. A trace’s closest perfect trace will
inherit the features of the original trace and will be used to solve the decision point problem. This method
takes benefit of more information from the original log by avoiding the mismatch bias.

Definition 1 (Features of a trace). Let T be a set of events, L a log over T and ¢ € L a trace. We define
F ={f1,..., [x} afinite set of attributes (age, gender, medical history, medical cost, follow-up duration...),
x € N. The features of o, denoted 6 (F), is a set of x values defined on F, one for each of the attributes.

Definition 2 (Enhanced trace). Let T be a set of events, L a log over T. An enhanced trace 6™ is a 2-tuple
composed of a trace and its features: 6+ = (0,0(F)).

The alignment of two sequences requires the definition of a score measure that quantifies the distance
between them (similarity matrix). Then, we use the Needleman-Wunsh algorithm to find the best alignment
regarding this score. The best alignment between two sequence is found by trying to add (or remove) one or
several events in one of the sequence, or by inserting a gap, in order to get two identical sequences. Finally,
the distance between two sequences is the amount of operations (add, remove or insert) that is needed. The
following presents in detail the score function and the Needleman-Wunsh algorithm.

Alignment score and similarity matrix

The first step to align two sequences of events is to be able to quantify the closeness between two
sequences of the same size. To compare two sequences and evaluate their closeness, we need to be able to
compare two events. There are 3 possible different situations when comparing one event of a sequence to
one of another sequence: they are the same (= match), they are different (= mismatch) or one event aligns
with a gap in the other sequence (=gap insertion). For instance, when comparing the sequences A-B-C and
A-B-D, we see that 2 events match out of 3. The next question is to know if A-B-C is closer to A-B-D,
to A-B-E or to A-(gap)-C. For that, we propose a method to evaluate an alignment score between two
sequences.

Such score enables to quantify the closeness of two sequences of the same size. The closeness score of
two sequences is equal to the sum of the closeness of their events taken one-by-one. The higher the score
is, the closer the sequences are. Figure 4.4 presents an example of a similarity matrix and of the closeness
score of two sequences. In this case, there are only 3 different events (A,B,C) and the gap factor is set at -5.
Three sequences are compared by computing the two-by-two closeness score. The closeness score between
sequences 1 and 2 is 41 and is higher than the score between sequences 1 and 3, and 2 and 3. It means that
sequences 1 and 2 are the closest sequences in this example. To compute the alignment score between two
sequences, we need to define a similarity matrix: it is a square and positive matrix whose size is equal to
the number of different events in the log. For any pair of events (e}, e;) the matrix gives a similarity score
between e and e;. The higher the score is, the more similar e; and e; are.

This matrix can be created in two ways: the first way is on a case-by-case basis where a domain
experts chooses a closeness value for each possible pair of event. This can be a tedious task when there
are hundreds of possible events, and the result heavily depends on the expert’s opinion. The advantage is
to include a strong domain expertise that is impossible to have otherwise. In the medical field, in-depth
knowledge is required to assess the similarities and differences between two diagnosis or two surgeries. The
second way to create the matrix is to use a hierarchical structure of data. This approach is recommended
for large scale data. The idea is to create clusters of similar events with different levels of aggregation.
For instance, in health-care, “magnetic resonance imaging” and “radiography” can be gathered in a cluster
“imaging activities”, which again can be gathered with “blood tests” into a super-cluster “non-invasive
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medical examinations”, and so on. The closeness between two events corresponds to the inverse of the
distance, as the number of clusters in the hierarchy between them.
1

cl _ 4.5
oseness(ey,e) Length of the shortest path from e; and e; in the hierarchy )

This definition makes the similarity matrix symmetric (the distance between A and B is the same as the
distance between B and A). Figure 4.3 shows an example of such a hierarchical structure with health-care
events. The event “magnetic resonance imaging” is only 1 cluster far from “radiography”, but 3 clusters
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far from “magnetic resonance imaging”. Some events, like “radiography” and ‘“’neurosurgery’ cannot be

compared at all, then their closeness is null (equivalent to say that their distance is infinite).

Medical

Level 2 clusters examinations

Level 1 clusters Radiography

Magnetic . Tests of .
Events Radiography { MeeEss ] { Serology ] ‘ Spinal surgery I ‘ Neurosurgery

Figure 4.3: Example of a hierarchical structure of health-care events

In addition to the similarity matrix, we use a gap factor that penalizes the presence of a gap in a
sequence. This factor is necessarily a negative number. Finally, the similarity matrix and the gap factor
enable to quantify the closeness of two sequences of the same size.

Similarity matrix Sequences to compare Closeness scores:
A B C si:A-B-C S(s4,8,) =20+ 18 + 3 = 41
A /20 5 3
c\3 2 17 s;;A-0-B S(s,,55) =20 + (-5) + 5 =20
Gap factor: -5

Figure 4.4: Example of closeness scores between two sequences of events

Once we can compute the closeness score of two sequences of the same size, we are interested in a
generalization for any size of sequence. For two given sequences of any size, we need to find the best
possible alignment of these two sequences that will end up in two sequences of the same size. For instance,
if we search to align the sequences A-B-C and A-C, we see that one possible best alignment is to transform
A-C into A-(gap)-C. Then, we can compute the closeness score of A-B-C and A-(gap)-C as explained
previously. Finding such best alignment between two sequences is not trivial and requires a dedicated
algorithm. In the following, we introduce the Needleman-Wunsh algorithm to do so.
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Sequence alignment with the Needleman-Wunsh algorithm

The Needleman-Wunsch algorithm is an algorithm that was originally developed in 1970 and used in
bioinformatics to align protein or nucleotide sequences (Needleman and Wunsch, 1970). The goal was
to perform a global sequence alignment between two sequences and to find out structural or functional
similarity. In the field of DNA analysis, when a new sequence is found, the structure and function can be
predicted thanks to sequence alignment. It relies on the belief that a sequence sharing common ancestor
would exhibit similar structure or function. Hence, higher the sequence similarity, greater is the chance
that they share similar structure or function.

The Needleman-Wunsch algorithm is a dynamic programming approach which divides the global prob-
lem into smaller independent sub problems. It saves tremendous computation time as it does not need to
enumerate all the possible alignments between two sequences. The complexity of the algorithm is O(n?),
n being the length of the longest sequence. The algorithm browses the two sequences event by event and
determine the outcome score of three possibilities based on the given position in the sequence: it is a per-
fect match (diagonal elements of the similarity matrix), it is a mismatch (other elements of the similarity
matrix) or a gap is inserted (gap factor). At the end of this procedure, the algorithm produces a 2D rectan-
gular matrix whose size is the one of the two studied sequences. It contains the values of the best action
among the 3 for any relative position of the two sequences. Finally, the optimal alignment is obtained by
finding the path from the top left element to the bottom right element of the matrix that maximizes the total
score. (See (Needleman and Wunsch, 1970) for a more in depth explanation of the dynamic programming
algorithm).

By searching the highest scores in the matrix, the best alignment can be accurately obtained. The
advantage of using this algorithm is its guarantee to find the optimal alignment between two sequences and
its low computational complexity. The main challenge of using such method is that it heavily relies on
the choice of a reliable similarity matrix and of a gap factor. When dealing with a domain such as DNA
sequencing where the sequence elements are well documented (there are only four possible nucleotide
bases A, C, G and T) and ruled by biological facts (e.g. probability of a mutation between two nucleotides
may be evaluated following chemical properties), the corresponding similarity matrix and gap factors can
be more easily derived. In our case, we are dealing with much shorter sequences than DNA, but with
a much larger variety of events (several hundreds for a typical clinical pathway case study compared to
four bases for DNA and 26 amino acids for proteins). Hence, finding a reliable similarity matrix is much
more of a challenge. This is why we decided to use the hierarchical structure of the events to compute the
similarity matrix. Our approach relies on a well established medical classification, but it can accept some
afterward modifications based on expert opinion. The choice of a similarity matrix can also be evaluated
when validating the simulation model that will be ultimately built at the end of the chain. Indeed, the
behavior of the model will be compared both to the perfect traces and to the original traces.

Eventually, each trace of the original log is aligned with each perfect trace that was generated. The
perfect trace whose alignment induces the highest score is elected as the best matching sequence for the
original trace. Each perfect trace is converted into an enhanced trace by adding the features of its original
counterpart. The original log is thus replaced by a new log with these enhanced perfect traces. The newly
created log can now be used to solve the decision point problem without a mismatch bias.

Discussion on sequence alignment
The aforementioned method enables to align two sequences of events in order to quantify their similarity.
We propose to use this to transform original logs into logs with only perfectly replayed traces. This new log
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is more suitable to solve the classification problems of a model decision points. Nevertheless, this method
could also be used outside of this context. Comparing two sequences of events is a broader problem than
data preparation for classification. In health-care (the same applies for other domains), comparing the
clinical pathway of two patients is not straightforward when they have had tens of medical events. Here,
we propose an objective and formalized way to achieve this goal, with the advantage that the alignment
rests upon the strong medical expertise that is captured in the similarity matrix. A two-by-two sequence
comparison can also be used to compare a patient’s pathway with a guideline pathway. This would then
bring the same type of responses as conformance checking (van der Aalst, 2011).

Summary of the sequence alignment method

To sum up, we propose a method to quantitatively compare two sequences of medical events, which con-
stitutes the first element of our analytic toolbox.

We consider the following hypothesis.

1. H;: we consider a similarity matrix M to measure how similar two process events are
2. H,: we introduce a gap factor G to penalize the presence of gaps in sequences

3. Hj;: we define a score function which uses M and G to quantify the closeness of two sequences
The analysis method can be summarized as follows:

1. Generate all the perfect traces (set P)
2. Extract all the traces from the log and enhance them (set E)

3. For each trace of E, find the closest perfect trace in P using the Needleman-Wunsch algorithm

4.5 Classification models to solve the decision point problem

Previously, we have defined the decision point problem that we need to solve to determine the routing
rules of a process model. We have introduced a first way to solve this problem, which was to use the
historical probability that each path is chosen. This method totally applies to the newly created log with
perfect traces. The advantages of the probabilistic method are to be simple to compute, straightforward
to understand and it does not need any configuration. However, it is a short-sighted approach that only
considers a single piece of information to determine the next node: the current state. Indeed, it does not
consider the previous elements of the sequence or any feature of the trace. Our ultimate goal is to create a
simulation model of the process that is capable of reproducing as much as possible the behavior seen in the
data. This is why we now focus on more advanced methods from the field of machine learning to solve the
decision point problem.

Machine learning for health-care consists in developing algorithms that learn to recognize complex pat-
terns within valuable and massive data. Challenges related to that topic are numerous, and many scientific
fields are involved: computer science, data science, operational research. When applied to health-care, the
objectives are often summarized as improving quality and timeliness of care, maximizing financial perfor-
mance, and decreasing practice variability across organizations. It relies on the following tasks: (i) identify
critical features that impact outcomes (allocation of limited resources/time for greater effectiveness); (ii)
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seek greater use of treatment evidence to advance the quality and effectiveness of care delivery; (iii) rapid
learning and best practice dissemination.

The following is organized as follows. Section 4.5.1 states the decision problem as a classification
problem, Section 4.5.2 explains how to prepare the data from the log to perform the learning, Section 4.5.3
discusses the choice of an appropriate machine learning algorithm to solve the classification problem and
Section 4.5.4 presents the validation step of the results.

4.5.1 Decision points as a classification problem

A process model is an oriented graph in which a decision point corresponds to a node with multiple outgo-
ing arcs. Since only one path can be chosen by a process instance, each time that several outgoing arcs can
possibly be chosen after a node, a rule must be defined to explicit this choice. There is no way to know the
number of decision points in a process model based on the number of nodes and edges. It depends on the
structure of the process model, especially on the presence of loops or of terminal nodes with no outgoing
edges. For each of the identified decision points of a process model, our objective is to determine with
certainty what the followed path of an entity based on its features will be. This objective can be rephrased
more specifically as a classification problem which includes the role of input variables in the search of the
output path (Rozinat and van der Aalst, 2006b; Mitchell, 1997; Witten and Frank, 2005).

Definition 3 (Classification problem). Given a node of a process model where there is a decision point,
the problem consists in finding the most reliable classifier that can derive the outgoing path based on rules
including a set of input variables.

A separate classifier will be created independently for each decision point. The different outgoing
paths that can be chosen are the output “classes” to predict and the traces features are used as the input
variables. The creation of a classifier is done by learning from the historical observations, i.e. from the
traces. The learning process intends to generalize the behaviors seen by discovering patterns between the
input variables and the desired outcome. These patterns are formally expressed as a set of logical rules.
There are 3 key steps to learn such rules from raw data.

1. Data preparation
2. Choice of the classification algorithm which will learn the rules from past observation

3. Validation of the newly discovered rules on new observations

From a case study perspective, each decision point of a clinical pathway is a critical moment of a
patient’s care. It can simultaneously model the natural evolution of a disease, the medical choices made
by practitioners or the individual choice of a patient to see a doctor. For instance, after a cardiac arrest,
a patient may either slowly recover, either have another cardiac event or even die. This choice is ruled
by the complex dynamic of cardiac degeneration, the medical history of the patient and his/her features
(including life conditions). It also depends on the decision of a physician to send a patient home or to
keep him one more day after an acute hospitalization. The modeling of a clinical pathway decision points
with a classifier is essential to represent these critical nodes of a patient’s life, especially for the follow-up
over several years. We do not pretend to provide a model that is capable of capturing all the interactions
that take part in a care process. We propose the best possible model based on the available input variables
in the historical data. The resulting model brings new answers to the understanding of long term clinical
pathways.
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4.5.2 Data preparation

For a given node x with a decision point, the learning phase is done by selecting all the enhanced traces (i.e.
patients), among the aligned traces obtained at step 3, that had an event x in their sequence. Each selected
trace becomes a learning observation where the target variable is “the next event after x in its sequence”.
The input variables that are used to learn the classifier are the traces’ attributes. An important point is that
only the trace attributes that were known until the x point are included in the analysis (e.g. the total time
spent by the entity in the process is the time between the beginning and x, so is the total number of occurred
events). If a trace’s sequence contains twice the same event, then the trace is considered as two separate
observations. An example of a ready-for-classification table of observations is shown in Figure 4.5. A
process model with 4 nodes and 5 edges was discovered. There is one decision point that was identified,
it is the routing after node “B” (radiography). Then, we extracted from the log the 5 patients that had a
“B” event in their sequence. They are displayed on the right side of Figure 4.5. Regarding the technical
part of the data selection, a program that automatically selects the relevant observations for each decision
point of a given model was implemented in Python (version 2.7). This program is interfaced upstream with
the output of the C++ program performing the optimal process discovery, and downstream with the Python
machine learning library.

The process model Observations for the decision point after B
» 9’90/'5‘/0/7 point after B Patient Medical events Gender Age Radiography Nextevent
General practitioner / ID sequence results after B
consultation
1 A-B-C Female 50 Tumor (¢}
m 2 A-B-C Male 48 Tumor (¢}
U 3 A-B-D Male 51  Nothing D
Radiography Surgery Follow-up 4 B-C-D-D-D  Male 35  Tumor c
consultation 5 A-B-D Female 85 Tumor D

Figure 4.5: Example of a ready-for-classification log for a single decision point

4.5.3 Selection of a machine learning algorithm

The choice of a machine learning (or data mining) algorithm to perform a learning task is not straightfor-
ward. It depends on the data (size, quality, nature), on the question that we want to answer, on the available
computational power, etc. Usually, we do not know the best algorithm before we try some of them. There
are many available machine learning algorithms that can be used to perform different tasks (Caruana and
Niculescu-Mizil, 2006; Witten and Frank, 2005). We present a list of 25 of the most popular machine
learning algorithms in Appendix A. Algorithms are grouped according to the task they perform (regres-
sion, two or multi-classes classification, anomaly detection) and ordered by their number of parameters,
either or not they use linearity and by their usual trend in accuracy and training time. Most of them are
available in open source tools. For the practical use of the work presented in this thesis, we decided to
use Scikit-learn, a free software machine learning library for the Python programming language. Scikit-
learn includes all of the most used algorithms by researchers and practitioners, namely Support Vector
Machines, Decision Trees, Stochastic Gradient Descent, Naive Bayes, Generalized Linear Models, Nearest
Neighbors, Ensemble methods and Neural network (Wu et al., 2008).

Regarding the decision point problem that we want to solve, it is a supervised learning (the class is
known for historical observations) and a multi-class classification problem. Here, data quality is not an
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issue anymore because we performed a log transformation that ensures that each trace can be perfectly
replayed in the model. Hence, at each decision point, the only possible paths are those present in the
model. The question which cannot be answered with certainty here is the number of observations found
in the log for each decision point of the model. It mainly depends on two factors: the size of the process
model and the number of occurrences of each event in the log. The impact of the latter on the number
of training observation is immediate. The size of the model (i.e. the number of nodes and edges) has an
indirect impact. The bigger the process model, the higher the number of nodes and edges, and thus the
number of possible paths between two points of the model increases. It means that the traces generated for
sequence alignment will take a larger variety of paths in the model. It induces a mechanical diminution
of the number of traces that specifically enter in each decision point. This phenomenon is described in a
qualitative manner here, a precise quantification of the amount of observations shall be proceeded for each
case study. However, based on the assumption that a discovered model is only valuable and kept if it is
representative of the log, it means that each element of the model was sufficiently seen in the log compared
to the number of actual traces. By nature of a data mining approach, there is preconceived rule that could
be applied to determine the minimum number of observations required for a classification task. Instead,
past experience and afterward validation are used to produce recommendations on the size of the learning
sample (Mitchell, 1997).

In the following, we discuss 2 data mining approaches for our decision point problem: decision tree
algorithms, similarly as the method proposed in (Rozinat and van der Aalst, 2006b), and ensemble methods
to increase learning performance. We will specifically present random forests.

Decision Trees: popular and explicit classifiers

Decision tree learning is one of the most practical and widely used methods to perform inductive infer-
ence (Mitchell, 1997). It can be used to solve classification or regression problems. The learned function
can be graphically represented by a tree made of a single root node that can lead to several leaf nodes. An
illustration of a decision tree is shown in Figure 4.6. It represents a possible decision tree classifier’s output
for the decision point B of the model in Figure 4.5. The tree has 3 levels. The first level is the root node
and includes all the patients. This node is then split in two nodes based on the input variables “radiography
results”. The left group is split again using the “age of the patient” and a threshold at 80 years old. In
the end, the three has 3 leaves, each having a prediction value for the next event. A decision tree can also
be represented as a set of “if-then” rules. The popularity of decision tree is due to its capability to handle
noisy data, large volumes of data and any type of variables. Moreover, it has been successfully applied to
a broad range of learning tasks in various domains, from medical diagnosis to facial recognition and credit
risk assessment for loans.

In our case, similarly to (Rozinat et al., 2009), we decided to use decision trees for 2 main reasons.
First, they can handle any type of variables, from continuous values (e.g. length of stay) to binary values
(e.g. presence of an infection), categorical values (e.g. medical diagnosis) and discrete values (e.g. number
of previous consultations). Moreover, many improvements of decision tree learners have been proposed in
the literature to avoid over-fitting, to handle missing value, and to speed up the learning phase. It makes
decision trees extremely valuable for practical use. The second motivation for the choice of decision trees is
for the clear interpretation of the result. The graphical representation of the tree enables the understanding
of the most discriminating input variables that were used to distribute the learning observations in the leaves
of the tree. Hence, not only does the model provide reliable predictions, it also gives explanation about the
outcome. In the perspective of discovering unknown relationships from the data, this aspect is of major
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Decision Tree for a decision point
5 patients

Does the radiography
show a tumor ?

4 patients

Prediction: C 1 patient

Is the patient younger Next state
than 80 years old ? prediction: D

Yes No

3 patients 1 patient

Next state Next state

prediction: C prediction: D

Figure 4.6: Example of a decision tree learner’s output for the process model of Figure 4.5

interest for our case study applications. It is also a strong demand coming from the final recipients of our
clinical pathway models, health practitioners (hospital staff, drug/device makers). In health-care, relatively
few models exist for modeling the long-term (during several years) follow-up of patients (Jensen et al.,
2014). Hence, proposing new and explicit classification models at each step of the care process is valuable,
even if some trees are rather big (several tens of levels and hundreds of nodes).

A decision tree classifies instances by sorting them down the tree from the root to some leaf node,
where each split of branches is made using a rule on a single input variable. In practice (see Chapter 6,
case study), we decided to use the CART (Classification and Regression Trees) algorithm. It is very similar
to the C4.5 algorithm (an algorithm used to generate a decision tree developed by Ross Quinlan (Quinlan,
1993)), but it differs in that it supports numerical target variables (regression) and does not compute rule
sets. Instead, CART constructs binary trees using the features and thresholds that yield to the largest infor-
mation gain at each node!. We implemented a Python program to automatically identify all the decision
points of a process model and transform the event log into as many data sets of traces observations. Then,
a decision tree learner is run for each decision point. The output tree is converted into a set of if-then
rules and is incorporated in the C++ program that we developed to convert a process model into a simu-
lation model (next chapter). These aspects do not fall within the scope of scientific challenges, but they
enable an automated reuse of the entire methodology on new data and still bring a valuable contribution for
practitioners.

The only obstacle for a perfectly automated re-use of this decision point analysis using a machine
learning technique is inherent to any learning technique: it needs to be configured. Decision Trees require
at least the set up of 5 parameters. A short description of these parameters is presented in Table 4.1.
A relevant tuning of the parameters will avoid the classical pitfalls of machine learning (overfitting, bad
accuracy).

Finding the set of parameter values that produces the best (e.g. the most accurate) decision tree is not
trivial because of the high number of possible combinations. Instead, in practice, parameter values are
adjusted empirically by the user, by trial and error, until the desired level of accuracy is reached. Such
approach is time consuming, user dependent and becomes fastidious for models with numerous decision
points. In the scope of the present thesis, we focused our efforts on the development of an innovative

Lreference: http://scikit-learn.org/stable/modules/tree.html
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Table 4.1: The 5 main input parameters of a decision tree learner (CART algorithm of scikit-learn)

Parameter name Short description

split criterion The function to measure the quality of a split (e.g.
Gini impurity or information gain).

maximal depth The maximum depth of the tree (distance between
the root and a leaf).

minimum sample split The minimum number of samples required to split
an internal node.

minimum sample leaf The minimum number of samples required to be at
a leaf node.

minimum impurity split | Threshold for early stopping in tree growth. A node
will split if its impurity is above the threshold, oth-
erwise it is a leaf.

combination of process mining and machine learning techniques to investigate clinical pathways from
large scale databases. The search for an optimal tuning of a decision tree classifier requires advanced skills
in the field of machine learning. Still, our goal is to propose a modeling methodology which is highly
reusable and as much automated as possible for health data. Although we could not investigate the matter
of the optimal tuning of a decision tree learning in this thesis, several existing approaches propose to use
classical optimization methods such as genetic algorithm (Camilleri and Neri, 2014; Camilleri et al., 2014;
Coroiu, 2016). We also propose a brief discussion about the growing research field of discriminant analysis
using mixed-integer programming in the perspectives, which proposes complementary approaches to solve
typical machine learning problems.

Ensemble methods: the quest for performance

The goal of ensemble methods is to combine the predictions of several base estimators built with a given
learning algorithm (e.g. a decision tree algorithm) in order to improve generalizability and robustness
compared to a single estimator. The idea of ensemble methods is that “unity is strength”. The average
of several independent estimators is usually better than any single estimator. Similarly, other ensemble
methods (boosting methods) build each base estimator sequentially, so that each new estimator tries to
reduce the bias of the combined estimator”. The search for the best way to generate a pool of accurate and
diverse base learners and for a way to combine their output for a maximal results is an ongoing research
field (Zhou, 2012).

Random forest is one ensemble method where base estimators are decision trees?. The creation of each
tree is different from the the one of a single decision tree learner. Each tree in the ensemble is only built
from a sample drawn with replacement from the training set (i.e., a bootstrap sample). In addition, when
splitting a node during the construction of the tree, the chosen split is no longer the best split among all
features but among a random subset of the features (Breiman, 2001). Random forest are extremely useful
in practice because they correct the trend of single decision trees to over-fit the data. Moreover, the general
performance of the classifier increases systematically with the increase of the number of trees in the set,
until a threshold is reached and no more improvement is achieved. This gain is obtained at the cost of com-
putational power. Finally, Random Forest perform extremely well compared to other supervised learning

Zreference: http://scikit-learn.org/stable/modules/ensemble.html
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algorithms, even for high dimensional data (Caruana et al., 2008). This is even truer when balancing the
accuracy, the Area under the Curve and the required amount of time to get the model. The drawback of
random forest, and of ensemble methods in general, is their black box effect. No more interpretation of the
model is possible and no understandable rules can be derived after the classifier is built. The only available
information when predicting the class of a new observation is the feature importance. It tells how much
each feature contributed to the resulting prediction.

In this thesis, we pursue two objectives. The first is to discover a complete model of clinical pathways
that we can simulate. To this end, we propose a methodological framework to automatically perform a
process discovery, a decision point analysis and a conversion into a simulation model. Then, new patients
are generated through the model. The use of random forest as a supervised machine learning algorithm fits
our approach to create a model including all the perspectives. Simultaneously, the second objective is to
find the determinant factors that best explain why pathways happen the way they do. For that purpose, a
single decision tree learner provides more explanation of the routing choices.

4.5.4 Validation of classification models

In the previous paragraphs, we discussed the definition of a classification problem, the data preparation, and
the selection of a supervised learning algorithm. The last step of a classifier construction is the validation.
This task is achieved by testing the classification model on new observations. For any data mining project,
some of the historical observations are used to learn the classifier whereas others are used to test and
validate it. The validation results will determine if the classifier’s predictions are good enough on unseen
data. If they are not, then the parameters of the algorithm will be tuned until it reaches satisfactory results.
This creates an optimization loop where the objective is to maximize the quality of the classifier and the
variables are the algorithm’s parameters and the choice of features in the data. This validation process is
part of a more general scheme, the CRISP-DM reference model (Chapman et al., 2000). CRISP-DM is a
comprehensive data mining methodology that provides anyone, from novices to data mining experts, with
a complete blueprint for conducting a data mining project.

In our study, creating a classification model is not an end in itself, it is only an intermediate step to
enrich the process model. As a result, the validation of this classifier can be carried out in two distinct
ways. The first is to validate the classifier independently of the rest of the clinical pathway model. The
validation is done exclusively by evaluating the performance of the model on new observations (distinct
from the learning observations). Separate validations procedure are run for the classifier of each decision
point. The second approach to validate the quality of the learning algorithm can be achieved at a later step
of our methodology. It is done when the simulation model is completed. Then, it is done by evaluating
the overall behavior of the process model seen as a whole. Global measures about the routing choices
can be made after new traces are generated in the simulation model. The simulation model’s behavior is
compared to the original log, based on several key performance measures. An iterative feedback loop can
be implemented to search for the data mining algorithm that would produce the best validation measures.
The advantage of this validation approach is to consider metrics related to the entire process (e.g. average
number of hospital stays by patient during their pathway), instead of local ones (e.g. number of well
classified path for patients after their a given stay X). In conclusion, we can say that the two validation
approaches are complementary. In the case study (Chapter 6), we present the results of both.
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4.6 Statistical distributions from the event log

In addition to the decision point analysis, we add two other perspectives to a given process model so that
it can then be dynamically simulated. These perspectives are the time aspect (within event duration and
between events duration) and the probabilistic distributions of trace features.

4.6.1 Characterization of clinical pathway components

In a clinical pathway, time is crucial. The elapsed time between the first symptoms and the beginning
of a treatment often makes a difference between recovery and death. In a clinical pathway model, we
distinguish two measures of time: time spent in a state (hospital stay) and time spent between two states
(patient at home). The first one is of the order of a few days whereas the latter can extend from one day
to several months. The length of stay or the duration between two stays is heavily stochastic. It depends
on the patient, on his/her condition and on other external causes. Based on the event log, we can derive
duration measures of the elapsed time between any two moments of the pathway. Historical data shows the
variety of possible values. A solution to use historical data in the modeling of the duration phenomenon
is to fit these observations with a random theoretical distribution. A separate function shall be used for
each state and each transition.

The second set of phenomenons that we want to incorporate in the simulation model are patient features.
Again, we consider two types of features. First, there are the process-related features. Examples of such
features, defined for any patient, are “the number of hospital stays since the first hospitalization”, “the total
time spent since the initial diagnoses” and “accumulated cost of care”. These features do not need to be
modeled as such because they are mere variables which need to be updated when a new trace (patient) is
run in the model (clinical pathway). The second type of features are the inherent values of each patient.
Examples are “age”, “gender”, “weight”, “height”, “level of white blood cell” and “presence of diabetes”.
Most of these features may be known as soon as the first hospital event of each patient but they are not
fixed. They can be modified by the occurrence of specific events (e.g. a bariatric surgery will change the
obesity status of a patient) or across time (e.g. age increases and so does the natural death rate). We are
interested in knowing the distribution of these features in the historical data. Then, in the simulation model,
we will be able to generate new patients who follow this distribution. Both the process-related and inherent
features are useful for the analysis of decision points described below because they play an important role
in the routing choices. They bring a tremendous added-value to the model compared to simple probabilistic
routing choices. Patients’ features can also be used to fit several distributions for a given hospital stay. For
instance, the random distribution for the length of stay of a knee surgery will not be the same for patients
under 25 years old and over 70. Using such splits can improve the level of detail, and thus the quality of
the model.

4.6.2 Selection of the best fitting distribution

A way to model a phenomenon such as duration or features distribution is to fit it with a random theoretical
distribution. Based on the event log, we assume that we were able to compute a set of historical observa-
tions for any variable that we want to model. Not every theoretical distribution is suitable to model any
phenomenon. Instead, it is necessary to first look at the characteristics of the historical values. The analysis
of input data from such a sample can be split up in three steps (Law and Kelton, 2000, chapter 6):
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1. Identifying the appropriate probability distribution (normal, log-normal, beta, Weibull, exponential,
etc.)

2. Estimating the parameters of the hypothesized distribution

3. Validating the assumed statistical model by a goodness-of fit test, such as the chi-square or Kolmogorov-
Smirnov test, and by graphical methods.

The choice of an appropriate distribution is essential and relies on a thorough study of few basic com-
ponents of the historical data. The very first step is to determine if the variable has discrete or continuous
variable. For instance, the “number of previous medical consultations” is a discrete variable whereas the
“cost of care” is continuous. Specific distributions shall be chosen accordingly. Then, one shall look at
the presence of a symmetry around the mean value (do lower and higher values spread similarly around
the mean). This criteria is rarely observed in actual data. The third element to check is the presence of a
lower bound and/or of an upper bound. For instance, any duration is always greater than zero and the risk
of being obese is lower than 100%. Finally, the last component to observe in the data is the likelihood for
extreme values. For instance, regarding patients’ age, it is common to have patients between 0 and 2 years
(babies) but much more rare to have patients over 110 years old. Based on the investigation of these 4
elements, one may be able to narrow down the set of possible theoretical distributions. In practice, normal
distributions requirements are rarely met by historical data. It makes this choice of distribution very poor
compared to many other possibilities, but it is often made for its simplicity.

Once a distribution is chosen (e.g. log-normal or Weibull), the next step is usually to estimate its
parameters. Different parameter values will result in different shapes of the curve, which will more or
less fit the historical data. A parameter configuration is validated by testing the difference between the
theoretical distribution and the data with a statistical test (Law and Kelton, 2000, chapter 6).

In practice, this whole data fitting procedure can be found in most commercial or open-source soft-
ware related to data analysis or simulation models. In this thesis, we used the Input Analyzer of Arena
software. It performs an automatic selection and parameter tuning of the best fitting distribution among
tens of the most commonly used. An example of distribution fitting for the variable “age” is shown in
Figure 4.7. Based on the characteristics of the data (continuous, lower bounded by zero, no upper bound,
asymmetrical), the best theoretical distribution was found to be a log-normal with a parameter value 5.2.
We implemented a C++ program to automatically build the observation sets of each variable from the
event log. Then, each observation set is automatically processed by the Input Analyzer, returning the best
theoretical distribution.

Generation of random variables. Within the simulation model, the generation of a random variable
from a theoretical distribution consists in getting one observation of a random variable based on the desired
distribution. We do not present the subject any further here as the topic was extensively addressed in (Law
and Kelton, 2000). The reader is referred to (Law and Kelton, 2000) to read about the available methods
used to generate random variables. These methods are fully widespread in most commercial simulation
software.

4.7 Summary and future works

In this chapter, we explored several aspects of process analysis. The main focus was to add several perspec-
tives to a process model, in the form of a causal net, so that we can simulate new traces (patients). We first
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Figure 4.7: Example of a distribution fitting for patient age

formally defined the decision mining problem and the challenges that arise when using the traces from the
log to solve it. Our solution to the decision mining problem differs from existing studies where most works
use probabilistic models (Markov chain). We introduced an original way to combine sequence alignment
using the Needleman-Wunsh algorithm along with similarity measures applied to process modeling, per-
fect trace generation and classical data mining algorithm to achieve the task of learning reliable decision
point rules. We also introduce an already proven way to learn statistical distributions from data, so that we
can integrate the time perspective in our process models. The complete methodology was proposed in a
generic way to ensure reuse.

4.7.1 Contributions

In this chapter, we propose a health analytic research toolbox which encapsulates 3 contributions.

A method to quantitatively compare two sequences of medical events. This step was presented
here as an intermediary step before performing classification tasks, but it is also a significant contribution
as such to field of medical aid. The alignment of two sequences was only possible after the creation of
a meaningful similarity matrix for event classes. Medical events are far too complex to apprehend and to
classify for people with no medical knowledge. For that reason, and based on our collaboration with physi-
cians and health data experts, we propose to use a hierarchical structure of data. Such a structure can be
built manually by medical experts during data preparation. We also propose to use the 10 revision of the
International Classification of Disease, a consensual and already hierarchical reference, to automatically
create a hierarchical structure of events. It is extremely valuable when dealing with hundreds or thousands
of event classes, in a log where classes were derived from the diagnosis of each hospital stay. Case studies
are presented in Chapter 6. Finally, we have an available method to give the closeness score of two se-
quences of medical events. One sequence can be a guideline pathway that patients are supposed to follow
and the second a specific patient that a doctor is following.

A predictive model of the next step in a clinical pathway. At any node of a process model where
there is a routing choice, we propose to use a classification algorithm which predicts the path that an entity
will follow based on its features. We identified two traditional machine learning algorithms to perform
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these tasks. First, we propose to use decision tree learners. Their major advantage is to produce intelligible
rules that human being can understand. It helps understanding the factors that most influence each choice
of a clinical pathway. That way, we continue enriching our knowledge discovery from health data. The
other approach is to use an ensemble method (e.g. Random forest), which will produce better predictions
but which lacks interpretation capability.

A complete methodology to produce the two previous points, to which we add the time perspective
discovered with distribution fitting, in an generic manner. It enables a straightforward reuse of the approach
on new data sets. Even with different data attributes, the methodology stands. In the end, we have an
automated way to convert raw data into a process model (Chapter 3), enriched with additional perspectives
such as decision points and the time (present chapter).

4.7.2 Limitations

We distinguish two limitations of the presented work. The first one relates to the data quality and the second
one to the choice of a machine learning algorithm.

Data quality is a major concern for any person using it. So far, we referred to the “data” as an event log
where all the events are labeled, they have a time-stamp and they are related to a process instance. We also
considered that other attributes could be available for each event. These attributes can relate to the event
itself (e.g. duration, location, number of seized resources) or to the instance (e.g. patient’s age). Here,
we do not want to expand on the subject of data quality from the collection, the missing values, the noise
or the inconsistencies point of views. Such subjects have been treated in the literature (Bose et al., 2013).
We want to highlight the quality issue from the data meaning point of view. In our approach, not only did
we assume that many attributes were available in the data, but also that these attributes were relevant for
studying decision points. This assumption is a strong one, and especially when dealing with health data.
A full study could be dedicated to the analysis of raw data so that it becomes useful in making decisions.
It includes both classical data preparation (cleaning, sorting, description, type) and a dissection of all the
domain-related attributes. For instance, during a hospital stay, patients vital signs can be recorded several
times. When a patient is followed for several years and for tens of hospitalizations, the amount of recorded
information can be substantial and mostly useless regarding the patient’s current treatment. On the other
hand, important factors of a clinical pathway, such as a patient’s age and his/her medical history, might not
be recorded, thus leading to a shaky model of the decision points. To sum up the limitation that we address
here, our modeling approach rests upon the availability of relevant data attributes. We did not address this
data quality issue much in our methodology here, but we are well aware of it and we propose a thorough
description of the data that we use in our case study (Chapter 6).

The second limitation of our approach lies in the choice of a machine learning algorithm to solve the
classification problems. We only proposed two supervised learning algorithms (decision trees and random
forest), which is insufficient to guarantee the best possible predictions. Based on the classification problem
that we defined, a performance benchmark of machine learning algorithms on health data sets would benefit
to our methodology. The study could focus on the determination of the most commonly found attributes in
hospital event logs (e.g. the list of patient’s attributes that are systematically recorded for the medical care).
Then, based on several logs of different sizes from real life cases, a standard comparison of the prediction
algorithms could be performed. Such a benchmark comparison of machine learning algorithms would
help practitioners to select the most appropriate algorithm when studying clinical pathways. It would also
contribute to the proposition of a general framework for decision aid in a health-care context.
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4.7.3 Future works: medical decision aid

Resource utilization

The present work builds the ground for further enrichment of a process model. For instance, the analysis
of the resources at stakes in the process, also called the organizational perspective, is a topic that has
already been addressed by the process mining community. For that, it requires that each event of the log
is related to a resource (human, facility, machine, etc.). Then, one can study resources utilization rates or
the handover among several resources. Here, we modeled clinical pathways at a macroscopic scale. The
smallest unit of description is a hospital stay (an event). We think that promising improvements could
be brought to our approach by modeling medical procedures within each stay. In the current model of a
clinical pathway, we modeled the rules that determine the next stay of a patient based on this stay attributes
and on the patient’s features. However, each stay could be described as a care process itself composed of
several sequential steps (arrival, nurse consultation, medical consultation, imaging, departure). Each step
is a sub-event which requires specific resources (human or material). Patients who are hospitalized at the
same time would share these resources.

Medical decision aid

Furthermore, during a stay, physicians make several decisions (for instance the choice of operating a
patient, of early dismissal or of treatment shift). It would bring the overall model to the next level to
successfully model medical decisions and resource dynamics.

DAMIP approaches

Particle swarm optimization techniques for feature selection, coupled with an optimization-based ap-
proach called discriminant analysis using mixed-integer programming (DAMIP) is an emergent and promis-
ing field of research. It can be applied to identify a classification rule with relatively small subsets of
discriminatory factors that can be used to predict resource needs or outcome for treatment. For exam-
ple, (Lee et al., 2012) proposed a clinical decision tool for predicting patient care characteristics: patients
returning within 72 hours in the emergency department using such approach, and demonstrated that opti-
mization achieves better results than classical machine learning techniques. Such approach was also used
for modeling and optimizing clinic work-flow (Lee et al., 2016).
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Abstract

This chapter presents the final methodological step to automatically create simulation models of clinical
pathways, starting from raw databases. We introduce an automatic procedure to convert a process model,
discovered with process mining, into a simulation model. The concept of state chart is used and enriched
to incorporate the distinctive features of health-care processes into the model. Hence, we introduce a new
subclass of state chart, called ”Clinical Pathway State Chart”, with the required properties to simulate
a cohort of patients while taking into account the pathways discovered using process mining techniques
presented in Chapter 3 and the features found using the health analytic toolbox presented in Chapter 4.
The clinical pathway simulation model is used to simulate new patients’ sequence of events. The resulting
model is validated by comparing key performances indicators with the historical data. Finally, we use
the model to perform sensitivity analyses and what-if scenario evaluations. The simulation process is
automated and can be used with any process model and any set of data as defined before.

5.1 Introduction

In Chapter 4, we proposed a new approach to discover clinical pathways (CP) from a national hospital
database using process mining. The objective was to create the most representative process model of the
event log under a constraint on the size of the model. In the literature, CP analysis of recorded data was
mainly done using either data mining or process mining techniques. Such approaches receive an increasing
attention in the field of medical informatics. The next step of this research consists in (i) proposing a model
that can be executed using simulation and (ii) testing what-if scenarios. Scenarios can be related to various
decisions, such as a change in the medical treatment of certain patients, the launch of new medical devices
supposed to be more effective to cure certain diseases, or a change in hospital activities financing.

This chapter provides a comprehensive methodology to analyze and simulate such CPs. It uses an
existing process model discovered from an event log and a set of features found using the health-care
analytics toolbox. For that, we propose (i) a new procedure to automatically build a simulation model of
patients’ CP from an event log of hospital stays, and (ii) a new subclass of state charts called “’Clinical
Pathway State Charts” (CPSC) to capture all the required material to efficiently simulate and evaluate the
performances of any clinical pathway.

Such methodology may be applied using any database as data input and may be applied for any cohort
of patients, which constitutes a significant scientific contribution. Simulation of clinical pathways brings
new knowledge and allows the evaluation of scenarios through design of experiments. Along with the
simulation model, an automated set of analyses can be performed, including formal validation procedures
and sensitivity analysis. The latter provides immediate insights on the variables of the case study which
have the highest impact on key performance indicators. Target users of our approach are numerous:

¢ hospital managers: predict the results of investments in new care services or management strategies;

¢ health-care practitioners: test the relevancy of new treatments at certain steps of the care pathway
of the patients under study;

e pharmaceutical firms: extrapolate the impact of a new drug or a new medical device on the patient
care pathway by taking into account the cost of hospital stays.
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The goal of modeling and simulation is to reproduce the behavior of the original traces found in the
log. Hence, we want to reproduce the sequencing of events, the random or controlled aspects of a path
choice or the dynamic evolution of an instance’s features. So far, based on the definitions of the previous
chapters, we do not consider resource sharing in our model. Thus, patients do not compete with each other
for resource access. Indeed, our main application case study (see Chapter 7, case study) is the analysis of
clinical pathways at a macroscopic point of view. We assume that a patient can always find an hospital
which meets its need (operating room, medical specialist, imagining technology, etc.) as he/she can move
on a vast territory (national scale). Our description of clinical pathways is not limited in time and space.
It means that we study the sequencing of hospital events for millions of patients over several years. The
delay between two events ranges from days to months and the total follow-up duration often reaches 5 to
10 years. At this scale, we assume that a hospital event is the smallest descriptive unit. We do not study
the care process within an hospital stay, with hour by hour steps (MRI, passage in the emergency room,
nurse care, medical care, etc.). Many research works can be found in the literature on the topic of modeling
and analyzing clinical pathways within a single hospital stay, from the entry point to the discharge (Lucidi
et al., 2016; Franck et al., 2015; Perdomo et al., 2006; Augusto and Xie, 2014). In Section 5.8, we discuss
the merging into a single model of both high-level and daily management perspectives of clinical pathways.

The remainder of this chapter is organized as follows: a literature review related to the automatic
creation of a simulation model and to its performance evaluation is given in Section 5.2. We then introduce
the concept of clinical pathway state charts, a new subclass of state charts, that we use for the simulation in
Section 5.3. We also present a methodology for the automatic conversion of causal net into CPSC. Then,
Section 5.4 presents the simulation procedure that we perform to generate output measures and Section 5.5
explains how we validate the model with these measures. Sections 5.6 and 5.7 are dedicated to the use of
the simulation model (sensitivity analysis and what-if scenario). Possible extensions and perspectives are
discussed in Section 5.8.

5.2 Literature review

The main motivation for an automated creation of simulation models is that most simulation models are
handmade models. Handmade models are built based on available documentation, observations of the mod-
eler and on interviews of experts. This is a time consuming approach and a partial view of the processes.
The perception of the actual process is influenced by the experience of the human studying it. It introduces
a bias which may impact the key performance indicators and the overall results of the simulation study.
To avoid these biases, the idea of integrating various process mining results to automatically generate a
complete simulation model was first done by (Rozinat et al., 2009). Such idea of a complementary input
for simulation models was then advocated by (Martin et al., 2014b) and (Martin et al., 2014a). In (Rozinat
et al., 2009), the authors focus on the validation of a simulation model (whether generated or hand-made)
since its quality is crucial for drawing conclusions from a simulation run. Finally, they highlight the chal-
lenges that are faced when discovering simulation models from event logs. It includes creating not too
complex models to have usable results, adding other perspectives to the flow perspective (e.g., patients’
features or human resources), and adjusting the model for real-time simulation. They show an example
of their modeling methodology using Petri Net as the formal representation of their process models. It
allows for a strong formalism of the modeling framework, but it lacks the capacity of dealing with very
heterogeneous and eccentric behaviors.

The work of (Zhou et al., 2014) describes a case study in health-care where process mining and sim-
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ulation are used together. They use the fuzzy miner algorithm for process discovery (Gunther and van der
Aalst, 2007). They specifically study the pathway of patients during a single hospital stay, starting from
the admission to the release. The process included the key steps of the process, such as check in, medical
consultation and diagnosis, waiting and check out. Nevertheless, if a patient is readmitted later, he/she
is considered as a new patient starting the process for the first time. Our work is driven by health-care
case studies with numerous patients. For that reason, we need a flexible modeling framework, which is
the CPSC formalism presented in the next section. Our approach intends to show the clinical pathway
of patients during several years. A patient is followed over a long period of time and across a national
territory. It leads to a complete description of care pathways at a macroscopic view. In (Augusto and Xie,
2014), a modeling and simulation framework dedicated to health-care systems was proposed. The main
contribution was an automated procedure to convert a set of UML models to an actionable Petri net. The
framework, named MedPRO, was successfully applied to various case studies such as the operating the-
ater, the hospital pharmacy logistics or a neuro-vascular service organization. In this thesis we propose an
automated procedure; however, we also automatically create process models using process mining instead
of relying on experts with hand-made models in the MedPRO approach.

The creation of a simulation model is not an end in itself. The real purpose is to run the model and to
evaluate the behavior of the system. For that, a design of experiment must be defined. The experimental
phase is twofold: preliminary experiments are dedicated to the validation of the simulation model, and once
a model has been validated, new experiments can be driven to fully exploit the benefits of the model. It
includes a sensitivity analysis of all the input variables and the evaluation of new scenarios. The validation
of a simulation model is essential to ensure its practical utility. A model does not need to be absolutely
valid, instead it has to be valid regarding a specific purpose (Sargent, 2011). Validation techniques are
multiple and no approach outperforms the others systematically. The choice of a validation technique
essentially relies on the available information related to the model (several sets of historical data, experts’
opinions, graphical visualizations of the process, etc.) (Sargent, 2011). In this thesis, we propose a rigorous
and automated procedure to validate the simulation models using the information related to the traces.

Once a model is validated, it can finally be put at work. A simulation model is a powerful tool that
allows to test a large variety of configurations in order to see their impact on the model’s outputs. The
impact of a new configuration can be studied in two ways. The first is to perform a sensitivity analysis
and the second is through what-if scenarios evaluation. A sensitivity analysis (SA) is the study of how
the variations of input parameters impact the model’s outputs. SA approaches are either local or global
(Maljovec et al., 2016). Local SA are dedicated to the study of a model’s responses over the variations of a
single parameter while other parameters remain fixed (Saltelli et al., 2008). On the other hand, global SA
study the output changes when all the parameters vary simultaneously (Saltelli et al., 2008). Global SA are
more complex to handle because of the large number of possible combinations when dealing with numerous
parameters and because of the interpretation of the results. Here, we only focus on local SA. Moreover, in
the continuity of our methodology presented so far, we propose a procedure for the automatic generation
of a simulation model SA. The process of performing a sensitivity analysis is often hand-made and domain
dependent (Wu and Mortveit, 2015). It requires (i) to identify variables of the model whose impact on the
outcomes has a relevant meaning, (ii) to determine the range of possible values that these variables can take,
and (iii) to analyze the significance of the discovered relationships. In (Wu and Mortveit, 2015), the authors
introduced a general framework for experimental design and sensitivity analysis of simulation models.
They generalized the concept of uncertainty quantification and SA for simulation models from different
domains. The most important part of their work is the development of a tool that allows the user to perform
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SA without having any knowledge about the model specifications and formalism. However, it still requires
the user to choose a SA technique and the variation ranges. To the best of our knowledge, proposing an
automated procedure to generate input-output sensitivity analyses from well-formalized simulation models,
while being domain independent, is innovative and has not been done.

The final step of the model utilization is the evaluation of what-if scenarios. This aspect of simulation
is extremely documented in the literature as it is the first motivation to create simulation models. Almost
every article about simulation model applied to a case study deals with scenarios evaluation. Examples of
scenarios evaluation using a simulation model in the health-care domain can be found in (Augusto et al.,
2015; Augusto and Xie, 2014; Franck et al., 2015; Pehlivan et al., 2013b; Perdomo et al., 2006).

5.3 State chart definition and conversion framework

This section presents the formalism that we use to define a simulation model and our conversion procedure
to transform a process model into it. A state chart (also called a finite-state machine) is a mathematical
model that describes the behavior of a system. It is an excellent way to model the process steps of an
entity, the activity of a resource or the coordination of several entities. A state chart is made of states and
transitions. Then, at any moment, any instance of the state chart can only be in one state at a time. This
state is called its current state. The instance can change from a state to another when a specific condition
is met, this is called a transition. State charts can be used to model systems in a large variety of domains
and problems.

5.3.1 State chart definition

To simulate the clinical pathway of new patients, we use the general concept of state charts. It includes the
definition of states, transitions, probabilities of activating a transition and a state duration. We then enrich
this state chart definition with two new concepts: wait-states and care-states. It allows us to better model
the behavior of a clinical pathway. Eventually, we introduce a new subclass of state chart that encapsulates
all the specific features of a clinical pathway and simulates it.

Definition 4 (State chart). A state chart (SC) is a 4-tuple M = (S,V,{,T) where S = {s1,52,...,5,} is a
finite set of states, V C (S X S) is a finite set of transitions, { : V — [0, 1] is the probability of activating a
transition, and T : S — N is the time spent in a state.

Our goal is to use a state chart to model the clinical pathway of a patient. A patient is modeled using
the concept of entity, where each entity is defined by a set of features and an active state.

Definition 5 (Entity). An entity is a 3-tuple u= (M, f,s), where M = (S,V,§, 1) isa SC, f ={fi(u),..., fx(u)})
is a set of assigned values for attributes from F (the set of trace’s attributes, Chapter 5) and s is its current
state, s € S.

Two types of states are defined to distinguish states related to a stay in a hospital and states related to a
waiting period between two hospital stays.

Definition 6 (Care-state). A Care-state is a 2-tuple s = (I,B) where [ is a unique label and, with n € N*,
B={(f1,v1),---,(fu,vu)} is the list of entities’ features {fi,..., [»} to be updated in this state with new
values {vi,...,vy}. It includes at least a state-related cost that will be used as a performance indicator in
the simulation.
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A care-state is related to a change in a patient’s health condition and requires a medical response

process. During this process, the entity’s attributes may change according to the set B.

Definition 7 (Wait-state). A wait-state is a singleton s = (1) where 1 is a unique label.

Finally, we propose a new subclass of state chart to describe the clinical care pathway of patients,
denoted Clinical Pathway State Chart.

Definition 8 (Clinical Pathway State Chart). A Clinical Pathway State Chart (CPSC) is a 6-tuple CPSC =
(S, V7 Ca T7p7 Q)
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SX{f],...,fx} — {Vl,...,v‘v‘}X{pl,...,p‘v‘} =1

T : S — N is the time spent in a state.

p: S —[0,1] is the probability that the simulation starts at a given care-state, Y, p(s) =1
seS

q: S — [0,1] is the probability that the simulation stops after reaching a given state

A Clinical Pathway State Chart (CPSC) is a state chart whose underlying graph is a bigraph (bipartite

graph) and which has the 5 following properties:

1.

The two types of states of the bipartite graph are care-states and wait-states. By definition, two
states of the same type cannot be linked by a transition. E.g., after the care-state “surgery during
an hospitalization for heart failure” there must be one of the 3 following wait-states, “die”, “recover
partially” or “recover fully”.

Each wait-state has exactly one input transition and one output transition: the probability of activating
the output transition of a wait-state is always equal to 1.

The probability of activating a transition in a clinical pathway model depends on the current state of
an entity, but it also depends on this entity’s features.

The sum of all the output transitions probabilities of a care-state is equal to 1 (definition of ().

In an actual clinical pathway, any state can be the starting point or the stopping point of a patient care
process (the condition of an ill patient can be much advanced or not when he is seen for the first time,
and a patient may die at any time). A CPSC needs two further components to capture such behavior:

According to Definition 8, a care-state may be followed by {0;n} wait-state(s), meaning one of n
options will be realized according to the probability of the mapping function {. A wait-state is always
followed by exactly one care-state: the probability of the transition between a wait-state and a care-state is
equal to 1.
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5.3.2 Conversion procedure

An algorithm for the automatic conversion of a process model into a Clinical Pathway State Chart was
developed. In this section, we present the conversion procedure step by step. The conversion is done se-
quentially: first, the structure of the model is created. Each node and arc of the process model is converted
into a specific state of the CPSC. Then, for each newly created state, a decision point classifier and statisti-
cal distributions are added. In the end, we obtain a fully operational CPSC.

First part: creation of the state chart’s structure
Input: A process model PsM = (N, E) composed of a set N of nodes and a set E of arcs
Output: A state chart SC = (S,V,{, 1)

1. Initialization: Let S be the set of states and V be the set of transitions. S and V are empty.
2. For each node n € N, add a care-state sj, to set S.

3. For each arc e € E having n € N (resp. m € N) as origin node (resp. destination node): (i) add a wait-
state s)¥ to set S; (ii) add the two transitions {(s$,s¥), (s¥,s5,) } to set V. The number of transitions in

V is always equal to twice the number of edges in E.

4. Let {, 7 all be the null function on their domain of definition.

To execute the resulting state chart SC in a simulation model, we need to define the functions { (tran-
sition probabilities) and 7 (duration in states). We also need to add two probabilistic distributions to our
newly created state chart: p (starting states probabilities) and g (stopping probabilities in states).

Second part: probabilities and state duration of the CPSC

Input: SC = (S,V,{, 1) + decision point classifiers (Chapter 5, section 7) + statistical distributions (Chap-
ter 5, section 8)

Output: A complete Clinical Pathway State Chart CPSC = (S,V,{,7,p,q)

1. For each care-state s, € S, build a decision point classifiers C;, as defined in Chapter 5, then { (s, { fi})
Cs,(s¢). For each wait-state s,, € S, as s,, only has one output transition v,, by definition (probability
of v,, being triggered is 1):

C(va{fi}) = {Vl,.. S V(w=1)sYws V(w+1)5 - - - ,Vn} X {0, .. 70,1,07 cee ,0}

2. For each care-state s. and each wait-state s,, of S, fit the historical observations of state duration with
the best possible random distribution (Chapter 5, Section 8). The result is 7.

3. For each care-state s, € S, compute the probability of being the first state of a CPSC instance based
on the historical data: p(s.) = (nb of traces who started in s.)/(nb of traces in the log). For each
wait-state s,, € S, p(s,) = 0 (an instance cannot start in a wait state).

4. For each care-state s, € S, compute the probability of being the last state of a CPSC instance based
on the historical data: g(s.) = (nb of traces who finished in s.)/(nb of traces who had s.). For
each wait-state s,, € S, ¢(s,,) = 0 (an instance cannot stop in a wait state).

Using such a procedure, the resulting state chart CPSC = (S,V,{, 1, p,q) is a Clinical Pathway State
Chart as formally defined in Definition 8. This model can be executed to run new instances of its process.
The following presents an example of the conversion procedure used on a small process model.
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Example. We consider the process model given in Figure 5.1. This process model is formally defined as
a causal net by the sets N = {A,B,C,D} and E = {e,e;,e3,e4,e5} (4 nodes and 5 edges). The first part of
the conversion procedure produces the state chart CP = (S,V, {, 7) presented on Figure 5.1 with:

i C C C C w W w W W C 3 ; w3
o §= {sA,sl_q,sC,sD,s1 385 5873 584 ,s5} where state s{ is a care-state related to node i and state sy is a

wait-state related to edge e;. Care-states refer to hospital stays and wait-states to waiting between
two stays.

o Vi={(s3,57), (575p), (53,53, (53,5¢): (55:55), (555D (5654, (54'55D) (5555, (8555p) }

e { and 7 are initialized as null (they are defined at the second step).

The initial process model The new state-chart

States (x 9):

S= {SAC‘ SBC, SCC’ SDC’ SWWs SQW, S3W, SAW! S5W}

e3

e2 e4
Transitions (x 10):

V ={(sn% 51), (51", 859, (8% S2")s (52", 59, (Sg% S3"),
PsM = ({A, B, C, D}, {e1, e2, €3, e4, e5})

4 nodes, 5 edges (SSW! sDc)v (SCC! S4W)! (S4W! SDC)v (SDC: st)v (SSW: SDC)}

CONVERSION
PROCEDURE
(First part)

Figure 5.1: Illustration of the first step of the conversion procedure on a simple process model (4 nodes, 5
edges)

Figure 5.2: Graphical representation of a CPSC: care-states (blue), wait-states (orange) and transitions
(black)

The second part of the conversion procedure produces a complete Clinical Pathway State Chart CPSC =
(S,V,C,t,p,q). An example of the computation of {,7,p and ¢ is presented on Figure 5.3. The com-
putation of decision point classifiers, state duration, start and stop probabilities is performed using the
health-care analytics toolbox described in the previous chapter.

5.4 Simulation setting up

This section presents the simulation procedure used to run a newly converted simulation model. Such a
model can now be used to simulate new enhanced traces, as defined in Chapter 4.
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Original event log C (Decision point classifiers)
Patient  Hospitalstay Gender Age Input state  Classifier Rule Output probability
sequence
1 A-B-C Female 50 Sp° For any instance 100% to s"
2 A-B-C Male 48 Sg° If (gender = male) « 50% to s,
3 A-B-D Male 5il CONVERSION ¢« 50% to s,
4 B-C-D-D-D Male 35 PROCEDURE else (female) 100% to 5.
(Second part) 2
sc® For any instance 100% to s,
Sp° For any instance 100% to s;"

Historical lengths of stay and inter-stays (in days)

Stays A B C D
Duration | (5,2, 4) | (11,15, 20, 25) |(5,10,5) | (1,2, 3, 2)

T (state duration)

ciEpeenisy) o Tarr 0,55 79

&

sg® Normal(17.8, 6.1)
From/to| A->B B>C ([B>D|C>D|D>D sc% Triangular (5, 7.5, 10)  Ss'" 5 + normal(0, 0.5)
Duration | (50, 45, 75) | (10,8,26)| (5) | (100) | (2, 4) sp°: Exponential(1.8) s,":100 + normal(0, 10)
s5": 2.4 + normal(0, 0.24)
p (start probability) q (stop probability)
Sp°: 75% sc% 0% 5,%: 0% Sc%: 66%
sg°: 25% sp% 0% s5% 0% sp%: 50%

Figure 5.3: Illustration of the second conversion step based on a simple event log (4 traces, 4 event classes)

5.4.1 Simulation procedure

As explained in the introduction of the present Chapter, the simulated entities do not interact with each
other (e.g. no resource sharing among patients and no contagious disease are modeled). Hence, each
entity can be simulated independently and the same procedure is repeated to simulate an entire cohort with
numerous patients. As entities are independent and normally distributed, our experiment meets the criteria
of a Monte-Carlo experiment (Raychaudhuri, 2008). Monte-Carlo methods are a broad class of numerical
simulation models that are used to solve difficult problems with randomness. The general concept of
Monte-Carlo methods can be summarized in 4 steps:

1. Define a domain for the inputs
Example: a CPSC defines a domain of possible sequences of care

2. Generate inputs randomly from probability distributions over the domain
Example: Each patient is an input with specific values drawn from distributions

3. Compute the deterministic output for each input
Example: each KPI is measured for each simulated entity

4. Aggregate the results
Example: compute the average and the error of each KPI

The simulation procedure for a single entity is described in Algorithm 3. First, a new entity is created
(line 2 of Algorithm 3). Its initial values of features (line 3) and its initial state (line 4) are drawn from
the right random distributions. Then, the procedure computes the time spent in the current state (line 7)
and the next state based on the classifier (line 11). This is repeated until a stopping criterion is reached
(line 10). Three stopping criteria are used. The first possibility is when a state with no outgoing transition
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is reached (line 18), the second is the natural probability that a sequence stops within a given care-state
(both possibilities are included in the function g of the CPSC), and the third is when an entity’s sequence
reaches the threshold of the maximal number of events (line 10). This threshold is set empirically by
looking at the size of the longest trace sequence of the original log. The threshold avoids to have extremely
long simulated traces that would be unrealistic (and probably due to a repeated loop of events). When an
entity enters into a new care-state, its features are updated accordingly (line 15). For instance, if the entity
has an attribute “health condition”, it can be updated to “good” after a successful post-surgery follow-up
with a favorable advice of the doctor, or to “bad” after an hospitalization for heart failure after a passage
through the emergency room. Similarly, other attributes such as costs, age or medical history are updated.
In addition, in any state of the model, the entity’s time-span is incremented of the duration spent in this
state (line 14).

Algorithm 3 Simulation procedure of a new entity

Require: a Clinical Pathway State Chart CPSC = (S,V, {, 7, p,q) and the maximal threshold on the number
of states an entity may have M € N*
Step 1 - Initialization
Create a new entity u < (f,s), s < {0} (current state), f < {0} (features)
For each feature, draw a value x from the random distribution and f <— f + {x}
Draw a random number x in [0, 1], p{~") (x) gives the matching starting state so: 5 < so
TS(u) < 0 (time spent by u in states)
NB(u) < 1 (number of visited states)
Draw a duration value x from state s random distribution: T'S(u) < TS(u) + x
Draw a random number x € [0, 1], to compare with the stopping probability of q
Step 2 — Simulate a pathway
while (NB(u) < M) and (x > ¢(s)) do

compute the next state spey of u with {(s, f)

S < Spext, the new state

NB(u) < NB(u)+1

Draw a duration value x from state s random distribution: TS(u) < TS(u) + x

if 5,0¢ € S¢ then

update the entity’s features: f <— By (f)

end if

Draw a random number x € [0, 1], to compare with the stopping probability of q
19: end while
20: Step 3 — End of simulation
21: return u

R A A
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5.4.2 Simulation output

The above procedure describes the simulation of a single entity. It represents one observation of a random
process. Our objective is to evaluate the global performances of the clinical pathway that we modeled. For
that, we first need to define a set a key performance indicators. Then, we will simulate a large number of
patients as described in the Algorithm 3. As patients are independent and equally distributed, the procedure
meets the Monte-Carlo simulation criterion (Raychaudhuri, 2008). The key performance indicators are first
measured for each patient and they are then averaged on the entire cohort to be significant. Finally, we will
be able to provide a standardized simulation report.
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Key performance indicators

The key performance indicators (KPIs) are used for 2 purposes. It will be used to validate our simulation
model behaviors and to test new situations. For the validation, we compare the indicators measured in
output of the simulation model with the same measure directly derived from the original log. The validation
of the model is unavoidable before running further tests. Indeed, a model is useless if it does not reproduce
the actual system behavior.

Many KPIs can possibly be measured at the end of a simulation run. Most of the time, KPIs are
specifically chosen for each case study. For instance, for the care process of patient with a lung cancer, the
time between the diagnosis and the death is of major interest. In the case of the follow-up process after a
spinal surgery, the percentage of patients who develop an infection is more relevant. However, based on the
definition of a CPSC, we propose a set of generic KPIs that can be used for any case. For each simulated
entity of a CPSC = (S,V,{, 7, p,q), we measure at least the following:

o KPI #1: The total (cumulative) time spent in care-states
o KPI #2: The total time spent in wait-states
e KPI #3: The number of visited care-states

o KPI #4: The number of times that state s; was visited, Vi € S

Remark 12. We do not need to measure the number of visited wait-states because it is equal to the number
of visited care-states minus 1.

Remark 13. KPI #4 represents several measures. There are as many KPIs as there are states in S.

These KPIs are measured for each simulated entity. Then, to evaluate the global behavior of the cohort,
we compute the average value of each KPI. Hence, KPIs #1, #2, #3 and #4 become (i) the average time
spent in care-states by a patient, (ii) the average time spent in wait-states by a patient, (iii) the average
number of visited care-states by a patient and (iv) the average number of times that state s; was visited by
a patient. In addition, we add another KPI for the global evaluation of the cohort:

e KPI #5: The average number of different entities that visited state s; at least once, Vi € S

KPI #5 is slightly different from KPI #4. The difference relies in the fact that an entity can be in a
given state s; more than once during its clinical pathway. We are interested in knowing the total number
of times that a state was visited (KPI 4) and the number of different entities that visited it (KPI #5). The
difference between KPI #4 and KPI #5 is not relevant for all the states, it depends on each case study. In
practice, some states were observed to be recurrent states. For instance, during the care process of patients
with a cancer, the chemotherapy sessions are repeated multiple times over several weeks. So, in a cohort
of patients with diabetes where the goal is to study the clinical pathway related to the management of
diabetes, few patients may have a cancer and may undergo chemotherapy. These patients will be the only
to have tens of chemotherapy sessions. On a global view of the cohort, it may appear that each patient has
on average one chemotherapy session. However, this would not be true as only a small part of the patients
gather all the sessions. This is why KPIs #4 and #5 bring different information about the care process.

Finally, we want to emphasize the need for more KPIs to be defined for each case study. We will see
examples in the Chapter 7 (case studies). Still, the set of 5 generic KPIs presented here already captures
well the behavior of a cohort simulated in a CPSC. It describes the main aspects related to the time spent
in states and to the trajectory of entities in the model (number and types of the visited states).
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Simulation stochasticity and confidence interval calculation

The simulation of a single entity’s clinical pathway represents one observation of a random process. At
the different steps of the simulation (starting state, features initialization, decision points routing, etc.),
random draws were made from theoretical distribution. Our objective is to get a good estimation for each
KPI. For that, we repeat the simulation procedure for a large number of entities. The KPIs are estimated as
the empirical mean on the sample of simulated entities.

For a given sample of n independent and normally distributed entities, the estimation X and the error €

of a KPI x at a confidence level (1 — @) are:

xX=

. n—1
Y xi e=1""x— (5.1)
i=1 * Vn

S|

where & is the empirical standard deviation of the sample and ¢! is the t-distribution value of the Student
law with (n — 1) degrees of freedom and a confidence level of a (see Appendix B for the table of t-
distribution values). By the law of large numbers, the error on the KPIs’ estimation converges to zero as
the number of simulated entities grows. This is the main advantage of the approach: in theory, the method
always converges. In practice, the available computation time is often a limitation. Hence, the final results
is a balance between an affordable computation time and an acceptable level of error.

Simulation results summary

At the end of a simulation run (i.e. the simulation of numerous entities), a report with the results is
generated. It includes the estimated mean and the error of each key performance indicator chosen by the
user. It also includes detailed information about the simulation run elements (e.g. number of simulated
entities, memory usage, elapse time, etc.). Such reports are useful for stakeholders to understand the output
of the simulation model and should be carefully built upon the relevant key indicators for each of them.

5.5 Validation of the simulation model

The concern of whether or not a model and its results are “correct” is addressed through the model ver-
ification and validation. Verification is the process of determining that a model implementation and its
associated data accurately represent the developer’s conceptual description and specifications. Verification
addresses programming-oriented issues. It ensures that the conceived model was successfully transposed
in a computer language. A detailed discussion about verification is out of the scope of the present work.

Validation is the process of determining the degree to which a simulation model is an accurate repre-
sentation of the real world, specifically from the perspective of the intended uses of the model (Schlesinger,
1979). Model validation is critical in the development of a simulation model because a model that cannot
be validated is simply useless. There is no need for a model that cannot reproduce the real system, and if it
is easy to demonstrate that a model is false, it is much harder to ensure that it is reliable. Figure 5.4 shows
the relations between a real system, a conceptual model and a simulation model. The verification is made
between the conceptual model and the simulation model, whereas the validation that we are interested in
here is the operational validation between the simulation model and the real system.

There is no generic method to determine how a model should be validated (Sargent, 2011). Each model
is unique and must be validated accordingly. A model is always built regarding a specific application and
it must be validated with respect to that objective. It requires defining the model output variables related



5.5 Validation of the simulation model 119

Real
system "
g ~
s ~
s N
,
Operational Conceptual
validation model
validation
/ ————
' Analysis "
! nalysis \
P Experimentation and \
) Data modeling \
X validity !
! 1
! ]
A |
Simulation | Computer programming Conceptual
model model
% |
S 4
S 7
S 7
N -

~

~  Verification --~

Figure 5.4: Simplified version of the modeling process and of the verification-validation process (Sargent,
2011)

to this application. This is exactly the role of the key performance indicators (see Section 5.4.2). For each
indicator, we need to define an acceptable range of possible values. If the results are within this range, the
model will be validated. The choice of a range is often based on the actual value of the real system plus or
minus a margin of error.

5.5.1 Validation techniques

There are several ways to validate a simulation model. In (Sargent, 2011), the author summarizes and
presents 15 of the most commonly used validation techniques. These techniques can be used independently
or combined together. They show the variety of aspects that validation can take. The reader is referred to
each technique’s specific literature for more details. All 15 validation techniques are detailed in Annex C.
In this work, we focus on two techniques in particular:

1. Face Validity: Individuals knowledgeable about the system are asked whether the model and its
behavior are reasonable.

2. Historical Data Validation: If historical data exist, part of the data is used to build the model and the
remaining data are used to test whether the model behaves as the system does.

The choice of historical data validation is motivated by the fact that it is one of the methods that can
be done automatically and which does not need any human intervention. Indeed, our leitmotiv through this
thesis is to propose methods that are generic and reusable on any data set. Comparing the output KPIs of
our simulation model to the historical value found in the event log is the best way to fully take advantage of
the database. So far, in our methodological process, aggregate measures about the studied process were not
used. Using historical data validation is a fast and objective way to validate the model. Moreover, several
validation techniques enlighten the need for the validation of the model’s assumptions. Here, the modeling
hypothesis are those of the process mining algorithm that was used to discover the model. The strong
hypothesis were the choice of a model notation (the causal net) and of a replayability measure which can
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assess if a model is representative of the event log. These two aspects were discussed in detail in Chapter 4.
Then, between the discovered process model and the simulation model we applied several modeling choices
(perfect trace generation, trace alignment, statistical distribution, conversion procedure) that brought their
part of new assumptions. Each choice was motivated and explained regarding a conceptual or a technical
challenge. Our goal is not to validate each step independently, but to evaluate the final behavior of the
resulting model. That is why historical data validation and a sensitivity analysis appear to us as the most
appropriate way of doing so.

In addition to the historical data validation of the KPIs, we are well aware of the potential benefit
of using face validity. Experts with knowledge about the actual process can provide efficient feedback
about the model behavior. It is even truer in the health-care domain where the understanding of disease
evolution or medical decisions is difficult. In the present work, for the application of our methodology
on health data, the advice of medical experts were solicited at two specific points of the analysis: first,
at the very beginning when preparing the data (event labeling and definition of hierarchical classes), and
then for the interpretation of the sensitivity analysis. Indeed, as presented in the next section, the results
of the sensitivity analysis (i.e. the test of numerous possible configurations) would require an important
amount of data from the real system to be confronted and validated. Instead, the opinion of experts from
the application field can provide thoughtful insights about these results.

5.5.2 Model validation and calibration

Validation is usually achieved through the calibration of the model. A model calibration is an iterative
process which is done by comparing the model to the actual system behavior and by using the discrepan-
cies between the two to improve the model. This process is repeated until model accuracy is considered
acceptable enough. Figure 5.5 presents a schematic view of such a calibration process. New values of input
parameters are tested until the validation is satisfied.

Select input Simulation Get output Validation |res | The model
parameters model runs measures satisfied ? is ready

No

Figure 5.5: Schematic view of a simulation model calibration process

Most models have many input parameters and several output results, so finding the set of parameter
values that provides the most accurate model is not trivial. One way to do it is to run a simulation exper-
iment for any possible value of the input variables. However, in most practice application, it is unfeasible
because of the tremendous computational time it would take. It can be due to the large number of different
values and combination to test, or to the complexity of running the model for non-optimal values (espe-
cially for extreme case values). Rather than trying all possible values, the idea is to use an optimization
method to find optimal values for input variables. The problem of finding the set of parameters that induce
the best model regarding the accuracy of several outputs is a multi-objective optimization problem. To
solve that problem, new approaches were developed and gathered in the field of “simulation-based opti-
mization” (Carson and Maria, 1997). Such approach can be used to simulate health-care systems (Lucidi
et al., 2016). In (Lucidi et al., 2016), the author proposes a simulation-based optimization approach that
makes use of a discrete-event simulation model to model hospital services. This model is then combined
with a derivative-free multi-objective optimization method to solve a resource allocation problem.
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Here, we developed a simulation model where entities are simulated independently. It allows us to use
parallel computing and to use a limited amount of computing time (few seconds for a million of entities).
Hence, in our case studies (Chapter 7), we were able to use a brute-force checking of all the possible in-
put values. However, in the perspectives of integrating other aspects of the process such as resources and
patient-to-patient interactions, parallel computing would not be possible anymore. Discrete-event simula-
tion and multi-agent simulation would be good modeling alternatives. This is why we wanted to mention
simulation-based optimization as a way to tackle the challenge of a good model calibration.

5.5.3 Model validation with historical data

The validation of our simulation model is done by comparing the output values of key performance indi-
cators with those of the historical data. In our case, we have two separate data sets that can be used for
validation. The first is the original log and the second is the aligned log created afterward. Indeed, in our
methodology to build the simulation model, we converted the original event log into an ad-hoc event log
that we called an aligned log (Section 4.4, Chapter 4). This choice was motivated by the fact that a model
cannot represent every possible behavior seen in the original event log, it must generalize and be synthetic.
So, we faced a matching bias between the original log and the model when studying the decision points
and the statistical distributions. We proposed the solution of using a log with perfectly aligned traces to
avoid this bias.

By definition, the aligned log is much closer to the model than the original log because each trace of the
aligned log can be perfectly replayed in the model. It is not the case of the traces from the original log. So,
the model validations with the two logs would provide different results in most cases. For instance, if we
want to compare the performances of the model on KPI #4 defined previously (the average number of times
that a state s; was visited by simulated entities), we face several pitfalls. Again, some events of the original
logs may not be represented in the model (by a care-state). Hence, there is no possible way to evaluate a
KPI #4 for these events. Similarly, the transitions (as input or output) of these events, as observed in the
original log, cannot be seen in the model. Furthermore, when counting the number of times that a given
transition was observed in the original log versus the number of times the related wait-state was used in the
simulation, the noise of the log will disturb the result. Indeed, the transition A — C may not appear often
in the log because of a noisy event B that is not represented in the model (A — B — C is seen in the log).
The resulting value is biased. These issues do not occur when using the aligned log. In the following, we
present a standard validation procedure using the aligned log. We discuss a way to perform the validation
with the original log in the future works section.

Validation of a single KPI with the aligned log

The model validation with the aligned log is straightforward. Each output value of a KPI obtained from
the model is compared to the same measure from the log. More formally, let CPSC be a clinical pathway
state chart, let L, be an aligned log and let R = {KPI,,...,KPI,} be the set of key performance indicators
chosen to validate CPSC with L,, with n > 1. Then, for each KPI we compute the absolute difference
between the model value and the log value:

8 = |KPIFPSC —KPI|, Vi€ [1,n] (5.2)

where KPICPSC is the average value of the Monte-Carlo replications for the KPI #i, and KPI™ is the
value computed from the aligned log. The simulation also produces an error value & which gives the
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confidence interval [KPICPSC — g, KPICPSC + g]around the value of KPICPSC (See Section 5.4.2 for the
error calculation). The confidence interval gives the range of values in which we are confident that the KPI
value obtained with the simulation is.

A first approach for the general validation: binary measure

Based on the difference §; between the model and the log, the first way to assess the model validity is to
use a binary validation process: if the KPI value obtained from the log belongs to the confidence interval
of the simulation, we can conclude that the model is valid regarding this specific KPI. Formally, for each
KPI we define a dedicated validation function v;:

vi + R - {0,1}
if 0; < & ] .
(5.€) 1 ifg<g Vie[ln] (5.3)
0 else

In other words, if v;(8;, &) is equal to 1, we can conclude that the model’s behavior regarding the KPI
#i is the same as the one observed in the log. The approach is repeated for each KPI of R. In most cases,
and this is the main interest of a simulation model, there are several KPIs to evaluate (from few to several
tens). Once we have computed the validation function of each KPI so that we know if the model is valid
for each KPI independently, we must aggregate these results to determine if the model is valid globally.
One way to do it is to choose a threshold on the minimum percentage of KPIs on which the model shall be
valid. Moreover, all the KPIs are not equally important for the validation. We introduce a set of weighting
factors f3; € [0,1] for that purpose. Let T, € [0, 1] be such a threshold, then a simulation model CPSC is
valid if the inequality 5.4 is verified:

Y Bivi(8i€) > Toin  with ) Bi=1 (5.4)
i=1 i=1

Remark 14. A model is declared valid under a given configuration (= a set of parameter values), not for
any configuration.

Remark 15. If we impose that 7,,;, = 1, the model is valid if and only if it is valid for every KPI.

The choice of using 7,,;, < 1 is motivated by the important necessity of avoiding overfitting. Overfitting
occurs when a model tends to copy to much the behavior of the data it was supposed to learn from, so that
it cannot generalize the observed patterns. It is like memorizing each trace of log and then repeating those
traces when simulating new patients. It does not distinguish between the noise and the frequent patterns.
In our case, overfitting may occur because of the decision point classifiers or the distribution fits chosen
to build our model (Chapter 5). If the classification models overfit the data locally in each care-state,
the resulting CPSC will express the same behavior globally. It reinforces the need for a selective choice
of the most appropriate machine learning algorithm for the local classification problem. Still, choosing
the appropriate value for 7" is not trivial and may appear subjective. The choice depends on the size of
the case study. For instance, for a model with only 5 different KPIs to evaluate, it appears reasonable to
expect that the model is valid regarding all the 5 indicators (7},;, = 100%). On the other hand, for a model
with hundreds of KPIs, more flexibility can be admitted (7},,;, = 80%,90%,95%) because no model would
possibly fit all KPIs. In any case, T,,;, can be seen as the minimum number (or percentage) of KPIs that a
model must validate locally to be valid globally.
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Remark 16. For any case study where a simulation model is created and must be validated, it is important
that the value of T is determined beforehand of any run. The choice must not be dictated by the outcome
results of the simulation to guarantee the objectivity of the results.

A second approach for the general validation: closeness measure
The second way to assess a model’s validity is to use a validation function that computes the distance
between the simulation result and the log. Formally, the set of v; functions becomes:

Vi Rz — R*

S.8) = |5—¢f (5-5)

Similarly to the binary validation, the results of the v; functions need to be aggregated to assess the
global validity of the model. A model is valid if the distance to the log is small enough. Again, a threshold
value T, is used to objectively determine if the validity criterion is met. A simulation model CPSC is
valid if the inequality 5.6 is verified:

< vi(0;, &) . <
i < Tmax h P = 1 .
l;ﬁ S wit l;ﬁ (5.6)

where .4/ is a factor used to normalized v;, so that KPIs measured on different scales are comparable and
summable. The advantage of the closeness validation is to allow for a broader range of possible v; values.
When using the binary validation, there is no difference between the cases where the difference between
the model and the log is very slightly over the € value and the case where the difference is extremely
higher than the € value. In both cases, the model is not valid. With the closeness validation, we intend to
avoid this abrupt cut-off effect. A model that is rather close to the log regarding each KPI, but not close
enough to be lower than the € value, is a model of interest. First, it may be the best model that we are able
to find. Validation results obtained with the closeness validity allows for a comparison between several
models. Second, it seems more promising to change a model that is almost valid than any non-valid model
to finally get a valid model. The advantage of the binary validation is to be simpler to interpret. A model is
considered as valid if it is locally valid for a sufficient number of KPIs. The value 7,,;, directly expresses
this “sufficient” threshold. Concerning the closeness validation, the choice of a value for 7,,,, is more
difficult to interpret and normalization factors need to be found.

An illustrated example of validation

Figure 5.6 shows an example of validation results for a small size model. The CPSC is made of 16 care-
states and 35 wait-states. The validation is done by evaluating the value of the KPI #5 (the average number
of different entities that visited a given state at least once). Here, only the results for the 16 care-states
are shown, not those of the wait states. It produces 16 different KPIs. For each KPI, the value from the
simulation (blue histogram), the value from the log (orange histogram) and the simulation error € (red bars)
are displayed. The original log included 3 450 patients and we simulated 10 000 new ones. The simulation
KPI values were standardized for a population of 3 450 patients to be comparable with the original log.
Graphically, we can see that the confidence interval of 12 KPIs does include the value of the original log
(states 2, 0, 6, 8, 25, 10, 7, 57, 11, 13, 5, 14). Based on the binary validation approach described above, if
we use uniform weighting factors of 1/16 for each KPI, the validation score of the model is % =75%. If

1
the validation threshold lower than 75%, the model would be considered valid.
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Figure 5.6: Illustration of validation results on 16 Key Performance Indicators

5.5.4 Summary of model validation

In the above section, we have seen the challenges related to a simulation model’s validation, a broad
range of possible validation techniques and the specific case of historical data validation. Historical data
validation allows for an objective and quantified measurement of a model’s validity. In the following, we
consider that we have a simulation model that was calibrated and validated with such approaches. To sum

up:

o The calibration is performed automatically by brute-force checking of all possible input values since
simulation experiments are run in parallel.

e New validation approaches are proposed. A binary measure against the aligned log is proposed on
predefined KPI’s using a validation threshold proposed by the user (for example 85% is sufficient to
validate the model presented in the case study in Chapter 6). A closeness measure is also proposed
to avoid the cut-off effect of binary.

At this point, we obtain a validated simulation model and we can focus on its utilization.

5.6 Sensitivity analysis

Once a simulation model has been validated, we can start thinking about its utilization. The goal of creating
a simulation model is to replicate the behavior of the actual system, so that we can then analyze how a
change affects the output of the process. The relationship between the input changes and the outcomes is
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Table 5.1: List of the variables independent of the case study

Modeling step Variables

Process Mining Size of the discovered model

related variables Number of tabu search iterations

Variables from the The similarity matrix used for trace alignment

simulation model’s Each parameter of the classification algorithm used for decision point
creation analysis

The maximal length of the perfect traces sequence

Variables from the Number of simulated entities
simulation execution Confidence level o used for the error measurement
The validation threshold (7,,;, or T,,4x)

not straightforward because it is not described by a function. Instead, we use the model to represent the
entire care process with several intermediate random distributions and advanced classifiers.

A sensitivity analysis (SA) is the study of how the variations of input parameters impacts the model
outputs. It is a technique used to determine how different values of an independent variable impact a
particular dependent variable. SA can be used for different purposes. For instance, it can be used to
calibrate a model. When the exact value of an input parameter in unknown, we can test a range of possible
values to determine the most credible value based on the produced outcomes. SA is also a validation
technique. A model is validated by ensuring that it produces the desired outcomes for several configurations
(i.e. several sets of input values). SA can be used to ensure that a model is robust in case of random
variations, i.e. that it does not produce huge output variations under very small changes in the input
conditions. SA also serves as an optimization tool if it is used to determine the values that produce the
maximal/minimal outcomes.

Here, we are interested in producing a sensitivity analysis of an already valid model in order to get
new insights about the impact of various input parameters of the case study. In the continuity of our
methodology for an automatic creation and validation of a simulation model, we propose an automatic
generation of a SA. For that, we first need to select eligible input variables that may impact the model
outcomes. For each selected variable, a range of possible values to test is then determined. Finally, the
results of the SA are presented graphically (Tornado diagram or individual impact curve).

5.6.1 Automatic selection of variables to evaluate

We distinguish two groups of possible variables to test in the SA.

Variables that do not depend on the underlying data and case study. These variables were used all
along the technical construction of the simulation model, from the very first step of process mining to
the final validation. An extensive list of these variables is presented in Table 5.1. The analysis of case
study-independent variables in a sensitivity analysis is a focus on the model’s behavior. Indeed, it would
help quantifying the changes in response to a different configuration. It could determine if the model is
robust and if some variables have a higher impact on the model’s behavior. However, this analysis is partly
redundant with the calibration and the validation of the model. A search for the best values of simulation
input parameters was performed to find a valid model. The search was only done for the simulation model
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parameters. The impact of all the variables used prior to the simulation model creation was not assessed.
We performed several local validations of the used parameters, but not globally on the final outcomes of
the simulation. The advantage of proposing an automatic procedure to transform raw data into outcome
results of simulation model is to allow for such a feedback loop. It was not designed in the current study
but will be discussed as further extension. So, we do not include these variables in the SA.

Specific variables related to the case study. These variables are either event attributes or trace at-
tributes. They were used for different purposes. We used trace attributes to learn decision point classifiers.
We used event attributes to generate random distribution fitting. We combined event attributes and trace
attributes to model the relationship between the two (e.g. a patient that has the hospital event “obstetric
surgery” will not have the attribute “obesity” anymore). In health-care, examples of hospital event at-
tributes are the length of stay, the medical diagnosis, the severity of the stay, the injected dose of drugs,
the cost and the biology results. Examples of patient attributes are age, gender, size, weight, presence of
comorbidities and medical history. For each trace attribute, we derived a statistical distribution from the
original log. The distribution is either a random distribution for numeric variables (ex: age) or a discrete
probabilistic distribution for categorical variables (ex: male/female dividing).

Whatever the group of a variable is (independent or not of the case study), it can be identified as one
of the three following types: textual, categorical or numeric. They are presented in Table 5.2. Here, we do
not consider textual variables. Once we have identified the variables that can be included in the sensitivity
analysis, we need to determine their variation range.

Table 5.2: The 3 different types of variables

Type of Variable

Textual

Categorical

Numerical

Description

Made of words, cannot
be easily interpreted (re-
quires knowledge about
the language semantic)
and the studied domain

Values of a categorical
variable cannot be com-
pared and ordered

Values can be compared,
ordered and whose dif-
ferences are explainable

Possible values

Almost an infinite num-
ber of possible values,
like languages

Limited number of pos-
sible values

Any value within a finite
or infinite interval

rive high-quality infor-

with a categorical dis-

Example A doctor’s consultation | Gender takes the value | Costs, age, length of stay
reporting male or female, the | and body temperature
blood type of a person is
A,B,ABorO
Formalism Text mining is a branch | A categorical variable | Either discrete (prob-
of artificial intelligence | with K (K > 1) possi- | abilistic  distributions,
that is dedicated to de- | ble values is described | similar to categorical

variables) or continuous

mation from text tribution: each value i | (probability density
has a probability p; and | function, e.g. normal
Kiopi=1 distribution).
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5.6.2 Variation range of the variables

The variation range of a variable depends on its type. The variation range of categorical variables and
of discrete numeric variables can be determined automatically. These variables can be described by a
probabilistic distribution where each probability belongs to the interval [0 — 1]. Let x be such a variable and
X = {x;} be the set of K(K > 1) possible values that x can take. Then, the probability distribution of x is:

Support: x € X

Parameters: py,...,px

K
where Vi € [1,K], pi = p(x =x;),0 < p; < 1 and Zpi =1
=1

1

The range of possible values for each p; is [0, 1]. We propose the procedure described in Algorithm 4
for the sensibility analysis of a variable x.

Algorithm 4 Automatic variations of categorical or discrete variables for sensitivity analysis

Require: A simulation model CPSC, a categorical or discrete variable x described by py,..., pk
1: Choose an incremental step A €]0, 1]
2: foralli € [1,K] do

3: pi+ 1

4:  forall j € [1,K]\{i} do

5: Dj 0

6: end for

7. while p; > 0do

8: Run a simulation of CPSC
9: pi<pi—A
10: for all j € [1,K]\{i} do
1 pi+pit
12: end for
13:  end while
14: end for

This procedure allows to test a large variety of configurations for variable x. We are well aware that it
does not represent an exhaustive test of all the possible combinations of values for the p;. Still, it tests high
values of each p; to see the impact of specific values of x. Regarding the choice of the incremental index
A, it depends on the available computing power. The smaller the values of A are, the higher the number of
runs to launch is. For a categorical variable with K possible values, the required number of simulation runs
is given by Equation 5.7.

1
Number of runs = K x A 5.7

The variation range of a numeric continuous variable can be determined in two ways. It can be done
by an expert that has the knowledge about the possible values that a variable may take. For instance,
in the case of a patient’s attributes such as the systolic blood pressure, physicians know that the range
of possible values is [70 — 190] mmHg. The necessity for experts’ opinion is highly variable dependent,
and so case study dependent. The expert’s opinion approach is a “manual” way to determine the possible
range of values. It must be done for each variable and it may require to cross several experts. The second
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way to determine the variation range of a numeric variable is to use the most probable value found in the
historical data and to choose surrounding values. This approach is based on the fact that we have numerous
observations of values for each variable. Thanks to these observations, we were able to fit the data to find
the closest random distribution. Now, we propose to shift the random distribution to get new random draws
for the variable. The best fitting random distribution is not changed, we keep the same function (normal,
log-normal, exponential, beta, Weibull, etc.) with the same parameters. We only add a translation factor
T. That way, it respects the shape of the distribution that is characteristic of the initial data but we explore
new possible values. The translation factor is chosen based on the historical data. For a given variable x,
we compute the standard deviation o, of the observations from the data. Then, we propose that the range
of possible values for the translation factor 7 is [—0,+0|. Figure 5.7 shows an example of a Weibull
distribution shifting for two values of T (—2 and +2).

[ Original data, Weibull(10,20)
0.71 W Shift 1: Weibull(10,20)-2
[ Shift 2: Weibull(10,20)+2

0.6

0.5

Density

0.31

0.2

0.14

0.0 2 8
Variable x

Figure 5.7: Example of shifting for a Weibull distribution

The variation of the translation factor 7' within the interval [—0,+0] is determined with an incremental
step A, similarly to categorical variables. Algorithm 5 presents the procedure to perform the sensitivity
analysis of a continuous variable. It is done by running a simulation run for each possible value of 7" within
its variation range. A specificity of continuous variables is that their domain of definition is an interval. In
comparison, for categorical or discrete variables, the set of possible values is totally known beforehand and
no impossible value can be drawn. In the case of continuous variables, the translation shift that we propose
may result in the draw of values outside of the variable’s domain of definition. For instance, the variable
“age of patients” can never be negative, its domain of definition is [0, 4co[. This constraint motivated the
choice of using translations withing the range [—o,+06]|, which provides, by definition, a good insight
about the scattering of possible values. A translation that does not exceed standard deviation will likely
generate random draws withing the definition domain. Still, we also use truncated random distributions
for all variables with a bounded (or semi-bounded) domain of definition. A truncated function returns the
value of the lower (upper) bound of the domain of definition if a draw is smaller (higher).
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Algorithm 5 Automatic variations of continuous variables for sensitivity analysis

Let CPSC be a simulation model
Let x be a continuous variable described by a random distribution &,
Let o be the standard deviation of x
Choose an incremental step A €]0,20]
Set T = —o (translation factor)
while T € [-0,+0] do
De=D+T
Run a simulation of CPSC
T=T+A
end while

D e A o e

_
e

Finally, for any type of variables, the sensitivity analysis provides the set of outcomes from the simu-
lation model that were obtained for a given set of input values for this variable. The interpretation of these
outcomes are presented in the following.

5.6.3 Results of the sensitivity analysis

The goal of the sensitivity analysis is to determine the impact of the input variables on the model outcomes.
For each input variable, all else being equal, we ran the simulation with several different values. The SA
results can be seen in two ways. First, we can individually explore the absolute impact of each variable.
Then, we can compare and sort the variables to know their relative impact.

Single input-output relationship

The individual impact of each variable is determined for one KPI at a time. Even if the model produces
several KPI in output, we are not in a multi-objective approach here, we want to discover the relationship
between one input variable and one output KPI. Our goal is two-fold: (1) we determine if the input-
output relationship can be modeled by a regular function and (2) we determine the pairs of input values for
which there is a significant difference in output. For each input value of a variable, the model provides an
estimation of the studied KPI and an error interval.

The existence of an input-output relationship is tested by fitting the data with standard regression mod-
els (linear, polynomial, logistic, exponential). The significant thresholds are determined with the error
interval. If the output values obtained for two different inputs are close and their error interval overlaps,
then no significant difference is observed. The conclusion might be different depending on the chosen
confidence level (See Section 5.4.2 for precision about confidence intervals). The higher the wanted con-
fidence level is, the larger the error interval is and the more difficult it is to have significant differences.
A solution to reduce the error is to increase the number of replications, at the cost of more computational
time. If we find two outputs for which the estimations are included in intervals that are totally disjointed,
then we can assess the presence of a causal relation between the input variable and the output KPIL.

Relative comparison of the impact of several inputs on one output

We are also interested in knowing the variables that impact the most a given output. For that, we perform
a comparative sensitivity analysis based on the individual results. Even if the input variables are of different
natures (age, gender, injected dose, location, etc.) and so are their range intervals, there exist analytic
techniques to compare them all. The most used technique is a graphical approach, the tornado diagrams.
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A tornado diagram is basically a bar chart which plots a KPI's output values for 3 specific values of each
input variable: the lower value, the baseline and the higher value. Then, the difference in output values
between the lower and the higher values is computed. Finally, the input variables are sorted by decreasing
order of this difference. In our case, the baseline value of each variable is the observed value from the
historical data. The lower and upper values are those of the variation range defined previously. As a
result, a tornado diagram is a tool that gives an idea of which factors are the most important for a specific
measurement. A separate tornado diagram must be built for each KPI of the case study.

Example. Figure 5.8 presents an illustration of a tornado diagram for 8 input variables (e.g. proportion of
diabetic patients, with hypertension, with kidney failure, with cancer, age distribution, gender distribution).
In this example, the variable 8 is the most impacting on the output KPI (e.g. the death rate). The baseline
is represented by a vertical line and the impact of lower (resp. higher) values are displayed by orange bars
(resp. blue) on the left (resp. right) part of the baseline. We see that a decrease in variable 8 will more
significantly decrease the KPI compared to its increase (the graph is not symmetrical).

Tornado diagram

Variable 8 46

Variable 7
Variable 6
Variable 5
Variable 4

Variable 3

43 43

Variable 2

Variable 1 a3y 4

36 38 40 42 44 46 48
Output value of a given KPI

Figure 5.8: Example of a tornado diagram for 8 input variables

The quality of a tornado diagram heavily rests on the selection of a variation range for each input
variable. A common mistake would be to vary each variable in the same proportion around the baseline
(e.g. to test a +/ — 10% variation) without considering that variables are of different natures and that a
10% increase may have no sense for certain variables. For instance, a daily 10% increase in the systolic
blood pressure is common and would not impact much on a patient’s condition, whereas a 10% increase in
a chemotherapy dose could be lethal. Hence, a scrupulous determination of each variable possible range
of values is of major necessity. This reason adds to our choice of building our variation ranges based on
the historical standard deviation. That way, the range becomes variable-dependent and will allow to test
realistic values. In addition to the choice of the lower and upper values used for the tornado diagram, we
can assess the risk that this value will be met in real life. This risk is often estimated by experts.
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5.6.4 Summary

To sum up, sensitivity analysis helps us to determine the most impacting variables on each output
measure. Our “automatic sensitivity analysis” package can be summarized in 4 items:

e Automatic selection of variables to evaluate: (i) modeling variables (size of the model, similarity
matrix elements, confidence level, etc.), and (ii) case study variables, including events’ attributes
(Iength of stay, costs, etc.) and patients’ attributes (age, gender, obesity, diabetes, medical history,
etc.).

e Automatic generation of a variation range for these variables. Depending on their type, we devel-
oped a procedure to generate relevant intervals.

e Computation of single input-output relationship for one output KPI.

e Computation of relative contributions of several inputs over one output KPI.

SA gives the decision makers some insights into the uncertainties and their potential impact. It also
potentially discovers hidden input-output relationships that were not straightforward to determine without
a comprehensive model. Such information can be used to organize an action plan with the most relevant
leverages regarding the target (e.g. fighting opportunistic infections in patients with hepatitis C would be
much more cost reducing on the long term compared to reducing hypertension for the same patients).

5.7 What-if scenarios evaluation

The second part of the simulation model utilization is the evaluation of what-if scenarios. This part is the
main motivation for the creation of a simulation model. A clinical pathway model integrates numerous
variables to be representative of the actual system’s behavior. These variables represent different aspects
of the model (patients’ features, decision rules at routing choices, delays, existence of a direct transition
between two states, etc.). When simulating a new patient, they can take fixed values (e.g. date of the
initial diagnosis) or evolve dynamically through the simulation (e.g. age of a patient). Some of them
are more complex to apprehend (e.g. a decision tree modeling the routing choice after a given state). A
what-if analysis is the definition of a new scenario that we want to evaluate thanks to the model. For that,
we give input variables new values (or new rules for decision trees), thus influencing the model behavior.
The measurement of KPIs enables to appreciate the output changes induced by the new input values.
The creation of scenarios to test is totally case dependent. Typically, when modeling a hospital service
operating, basic scenarios involve adding/removing resources and looking at the impact on the service rate
or the waiting time. A scenario with variations of only one variable is a sensitivity analysis. For what-if
analyses, we can define more advanced scenarios that incorporate several concomitant variable changes in
the model. The scenario is created to represent possible situations that could be faced by the system.

Here, we modeled clinical pathways based on the historical follow-up of patients over several years.
The idea is to create a single model for all the patients suffering from a given disease. The interesting
scenarios to test depend on the choice of a disease and of its main components (treatment, natural evolution,
death rate). Examples of scenarios that can be studied are: (1) to modify the population structure to test
the impact of an aging population, (2) change medical guidelines to allow for more patients to undergo an
innovative surgery, (3) evaluate the long term impacts (on readmission, costs, death) of a new drug of a
new medical device on the market. In the next chapter, we go through an extensive case study related to
cardiovascular diseases.



132 Simulation of clinical pathways

5.8 Summary and perspectives

In this chapter, we proposed a formal procedure for the automatic conversion of a process model, in the
form of a causal net, into a simulation model. Our objective was to be able to generate new patients that
are close enough to the historical data. We used the concept of state charts to integrate several perspectives
of clinical pathways into a single simulation model. After the simulation model creation, we introduced
several generic key performance indicators that can be used for model validation. We run the model to
simulate the pathway of new patients so that we compare the output KPIs with the historical values from
the event log. A validated model is finally used to perform sensitivity analysis and what-if scenarios
evaluation. Sensitivity analysis provides insights about the determinant factors (input variables) that most
impact the model’s behavior (output measures). In the remaining, we highlight the contributions of this
work and two possible extensions.

5.8.1 Contributions

The contributions of this chapter are methodological. The framework that we propose to automatically
convert a process model into a simulation model is generic. So, it can be applied to any database and
to any cohort of patients. This constitutes the main scientific contribution of this work. It includes the
definition of a new type of state chart, dedicated to the representation of clinical pathways, of automatic
conversion and validation procedures. This last aspect appears to be sometimes neglected or made on
subjective opinions. We propose an objective validation of a simulation model thanks to the use of the
historical event log. Finally, we present two ways to take benefit of the created model in the context of
clinical pathways: a sensitivity analysis for the search of determinant factors and the evaluation of what-if
scenarios to test more advanced changes of the current process. The originality of the approach also relies
on its combination with the process mining approach. Combined together, the process discovery and the
conversion into a simulation model create a full methodology to turn raw data into an actionable model.

The methodology takes into account the features of the health-care data used as input. It proposes a set
of predefined tools for accurate validation and extensive sensitivity analysis based on 5 relevant KPI’s. All
this material constitutes a simulation toolbox that can be personalized by practitioners depending on the
case study, as presented in the next chapter.

5.8.2 Future works: further validation and a model of hospital services

Validation with the original log

A limitation of our approach is our choice to validate a simulation model with the aligned log, instead of
the original log. This choice was motivated by the necessity to compute key performance indicators from
the model that can be systematically derived from the log (e.g. the average number of patients that had a
stay Y after a stay X). This was only possible with a log in which traces are perfectly re-playable, such as
in the aligned log. In the case of the original log, the transition from X to Y might not even be observed
if there are other types of noisy events in-between. In the previous chapter, we demonstrate the relevance
of using a rigorous methodology to align the traces from the original log with perfect traces. Then, we
could use the closest perfect trace of each original trace to take its place for the decision point analysis, and
eventually here for validation. Still, even if the aligned log is a good replacement for the original log, one
may want to actually compare the model with the actual data. A model’s behavior is expected to be closer
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to the aligned log than to the original log. This is due to the definition of the perfect traces (generated
traces from the process model). The two types of logs have the same difference to the model in the best
case only, when each original trace is exactly identical to its closest perfect trace (i.e. the model represents
every possible sequence seen in the data).

The validation with the real log requires the definition of a new metric because we are comparing
two objects of slightly different natures (different event classes and transitions). A way to do it could be
to take benefit of the alignment procedure that we introduced in the previous chapter. The alignment of
two distinct sequences with the Needleman-Wunsh algorithm is a quantification of their difference. The
simulation model can be used to generate new patients and their sequence of hospital event. A possible
validation metric of the simulation model could be the average value, for a large number of simulated traces,
of their best alignment with a trace from the log. In other words, if each trace generated by the model is
relatively close to at least one trace from the log, then the model is valid. A threshold value shall be defined
ahead for the minimum level of the average closeness value that is expected to conclude positively. Other
validation metrics could also focus on other perspectives than the sequencing of events. For instance, the
time perspective could be investigated. Again, several convolutions are required to compare the model and
the log on equal footing.

Modeling hospital resources and patients’ interactions

Two levels of detail for clinical pathways

A second perspective to our approach is the individual modeling of each hospital stay as a small process
itself. In our current model, care-states change patients’ features in a deterministic way. An exception is
made for the time spent in a state by a patient, a random value is drawn for a theoretical distribution. Still,
the changes of being in that specific state are the same for all the patients. An interesting extension would
be to add a resource perspective and to model medical decisions into the clinical pathway state chart. In
the current approach, resources were not taken into account as our main objective was to model clinical
pathways at a macroscopic level. The time scale of resources consumption appeared negligible (few hours)
compared to the follow-up duration (several years). However, as a second step of the modeling process, we
could enrich the model with finer-grained details. For each care-state, patients require hospital resources
to be managed. Resources at stake are various, from human resources (nurse, doctor, stretcher bearer) to
material resources (bed, drugs, dressing, operating room). Our definition of a clinical pathway state chart
was though to be able to integrate resources without having to redefine every concept. Indeed, a care-state
is defined as ¢, = (I,B) where [ is a label and B a set of patient attributes to be updated in this state with
new values. In the current version of our CPSC, the B set was used to update the features of any entity that
goes through this state. B can be extended to other attributes that would be related to the resources, such as
the number of available nurses to take care of a patient in state c;. Wait states remain the same because they
do not imply resource consumption as it represents the moment between two hospital events. The patient
is out of the care system.

Discrete event simulation

This new integration of resources implies a dynamic management of their seizing and release by the
patients. It means that patients cannot be considered independently, they interact with each other through
resources. The Monte-Carlo simulation would not apply anymore. Thus, we could extend the modeling
of care-states to the next level by proposing that each care-state is a dedicated discrete-event simulation
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(DES) model. Such DES models would allow the integration of the resources, but also of patient-dependent
decisions. These decisions can be medical (e.g. the choice of operating a patient) or come from the patient
(e.g. the choice of being operated in a given hospital). The use of DES to model health care systems, and
more specifically hospital services, was extensively done in the literature (Augusto and Xie, 2014). Here,
we think that the originality of future works would be in the combination of two models (a state chart and
a DES model) to describe clinical pathways at two levels of detail. The resulting model could be provided
in the form of a general causal net representing the clinical pathway, as described here, where each node
triggers the execution of a sub-model. The patients play the role of “agents” who advance through the
clinical pathway and whose health condition evolves. Each variation of their condition is associated with a
hospitalization (hospital event) modeled by a discrete-event-simulation model. The medical decisions and
the length of the stay impact the condition of patients. Such an approach capable of modeling both the
daily care process within a hospital stay and the long term evolution of patients’ condition was not found
in the literature, to the best of our knowledge. The resulting model would provide more precise results for
decision aid in a health-care context.
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Abstract

This chapter presents a comprehensive case study to illustrate the practical use of the approaches intro-
duced in the previous chapters. The French national database of the hospital claims from 2006 to 2015 is
used as an event log. It contains the hospital records of several million patients. The case study focuses on
the clinical pathway of patients with cardiovascular diseases. In particular, the case of patients suffering
from cardiac arrhythmia and who need the implantation of cardioverter defibrillators is addressed. We
show how we can discover a model of the clinical pathway and how it brings new information to practi-
tioners. Then, we convert this descriptive model into a simulation model to test new scenarios. In the end,
we are able to quantify the impact on the care process of an aging population and of a new implantation
strategies. This illustrates the benefit of the method for medical decision aid.

6.1 Introduction to the French database of hospital claims

This section is dedicated to the presentation of the raw material used for real-life applications of process
discovery and simulation of clinical pathways: the French database of all the hospital events between 2006
and 2015. We discuss a brief history of that database, its content and examples of existing studies.

6.1.1 Context of health data in France

The French health-care system, as most countries’ health-care system, is divided in two parts: the hospital
setting and the community medicine. Hospitals play a central role in the overall organization. They provide
a broad variety of medical services, from consultations of medical specialists to the most complex surgeries.
In opposition, community medicine is dedicated to primary cares and the follow-up of chronic diseases.
The main actors of community medicine are general practitioners, specialists, pharmacists and home-health
nurse. The overall health-care system is managed by a governmental institution, the Health Ministry.
The Health Insurance (Assurance maladie) is responsible for the reimbursement part. It covers all the
costs related to any type of care (general medicine, expensive drugs, laboratory tests, hospitalizations,
rehabilitation, vaccinations, maternity, disability, etc.). The health insurance operates on the basis of tariffs
that are set by conventions or by the health ministry.

In brief, the health insurance is in charge of managing all the care expenses of the country. Nowadays,
care payments and reimbursement processes are fully computerized. Every time that a person visits his/her
doctor or a pharmacy drug is reimbursed, a new entry is added to a dedicated and massive information
system: the National Health Insurance Information System (Systeme national d’information inter-régimes
de I’ Assurance maladie [SNIIRAM]). The SNIIRAM is fed by the information generated by the takeover
of all health-care consumption and hospitalizations in France. The main mass is provided by 1.2 billion care
claims each year, the current volume being 450 terabytes. It is arguably the largest health-care database in
the world. It contains the health data related to both hospital activities and community cares. Each person
is given an anonymous ID when he/she needs care for the very first time. Then, the same ID is used for
his/her entire life. It allows for the follow-up of the cares received by each patient. Although it appears
very appealing to use such an exhaustive database for epidemiological studies or for the evaluation of the
burden of diseases, its access is extremely restricted, even for research purposes. The main reasons for
such restrictions are the risks of misuse of such sensitive data. However, there exist agreements that can be
granted to access the hospital part of the SNIIRAM database.
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In the context of this thesis, we could only use the hospital part of the SNIIRAM database, which is
referred by the acronym “PMSI”. A special agreement can be obtained through the National Commission
for Information Technology and Civil Liberties (CNIL) to access the PMSI. The data are then provided by
the Technical Agency for Hospital Information (ATIH). Here, we used the hospital database provided to
the company HEVA under the accreditation number 2015-111111-56-18, databases number M14N056 and
M14L056. In the following, we present in detail the PMSI database.

6.1.2 A national and medical information system database: the PMSI
A brief history of the database

The Program for the Medicalization of Information Systems (Programme de Médicalisation des Systemes
d’Information [PMSI]) is an integral part of the reform of the French health system to reduce the inequality
of resources between health-care establishments. In order to measure the activity and resources of the insti-
tutions, it is necessary to have quantified and standardized information, the PMSI. The French PMSI took
its inspiration from the American model developed by Professor Robert Fetter (Yale University) in which
he proposed to create Diagnosis Related Groups (DRG). These groups, thanks to both medical and finan-
cial homogeneity, allowed for an empirical construction of the costs of hospitalization from standardized
information collected on several million hospital stays. The data collected were classified in a deliberately
limited number of groups of stays with medical similarity and a similar cost. Nearly 600 DRG groups were
established. The PMSI project arrived in France in 1982 with the aim of defining the activity of health
facilities and calculating the resulting budget allocation. However, it initially had more of a public health
and epidemiological perspective, rather than a financial objective, which differentiated it from the original
American model. Still, it was rapidly turned into a budget allocation tool. The French Ministry of Social
Affairs adapted the DRG classification to the French system: it bears the name of Homogeneous Groups
of Patients (Groupes homogenes de malades [GHM]), a nomenclature updated every year. The collection
of data through the PMSI progressively became mandatory for both private and public facilities.

Since 2005, the PMSI has been used for the implementation of activity-based pricing, a new payment
system for hospitals, based on their activity. The valuation of this activity within the framework of the
PMSI makes it possible to remunerate this activity accordingly. The activity-based pricing mechanically
induced a drastic increase in the quality of the information collected. Indeed, missing values or errors led
to the absence of a payment for the hospital. Devoted departments and human resources are dedicated to
the proper collection, encoding and validation of the data. By extension, “PMSI” is referred as the name
of the resulting database, in addition to the legal and technical frameworks necessary to its creation. The
PMSI is now used in several medical sectors, with different modes of collection. For MCO (Medicine,
Surgery [Chirurgie], Obstetrics) hospital stays, it is based on the systematic collection and the automated
treatment of medico-administrative information. Regarding the post-acute care and rehabilitation sector,
the collection focuses more on the type of patient care and its degree of dependence. The PMSI is also
applied for hospitalization at home, as well as for psychiatry. In the end, the biggest asset of the MCO-
PMSI database is its exhaustiveness in France.
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The content of the PMSI database

The volumes

The PMSI is made of several databases which gather all information related to hospital claims. These
databases contain the medical and administrative information registered in the patient medical records for
all the hospitalizations in France. In the context of the present thesis, we only consider the last 10 years
of collected data (from 2006 to 2015 included) and the principal acute care database (Medicine, Surgery,
Obstetrics). During that decade, 12.5 million distinct patients were hospitalized each year on average.
These patients induced an average of 25.4 million hospital stays per year. Table 6.1 shows the evolution
in the volume of data collected in the PMSI over that period. A regular increase of about 3% is observed
each year, from 21.6 million hospital stays in 2006 to 28.9 in 2015. The large increase of 12% more stays
in 2008 compared to 2007 is explained by a change in the coding practices. The new financing regulation
created a strong incentive for an exhaustive reporting of hospital activities.

Table 6.1: Number of distinct patients and hospital stays in the PMSI from 2006 to 2015

2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015
Patients (million) | 10.7 | 11.0 11.1 127 | 128 | 13.1 | 132 | 133 | 135 | 137
Stays (million) 216 | 212 238 | 246 | 253 | 26.1 | 26.7 | 274 | 282 | 289
1-year rise (stay) - -1.7% | 124% | 3.1% | 2.8% | 3.2% | 2.3% | 2.8% | 2.8% | 2.4%

Collected information

A hospital stay is defined as the set of actions and events that occur between the entry and the exit
of a patient in a care facility. During a single hospital stay, a patient may visit one or several medical
departments, may be treated for one or several diseases and may be seen by one or several physicians.
Within a hospital stay, each time that a patient goes into a distinct medical department, a medical unit
summary (Résumé d’Unité Médicale [RUM]) is produced and recorded in the information systems. Most
of the time, patients only visit one department. The RUM contains a limited number of administrative
and medical information which must be systematically documented and coded according to standardized
nomenclature and classifications in order to benefit from automated processing. At the end of a hospital
stay, regardless of the number of RUM generated, only one final summary of what happened is produced
and stored in the information system. In the case of several RUM, data are aggregated to fit the final
summary’s format (e.g. lengths of stay are summed, only the most important diagnosis is kept and all
the medical procedures are recorded). In the end, for each hospital stay, the data elements recorded are
presented as one line (= one observation) of a structured database. The number of different items recorded
is variable but not less than 70 fixed fields. A majority of items are internal codes that are used for the right
trans-coding of what happened into the appropriate financing codes. They do not carry information about
the clinical pathway. In Appendix D, we present the 28 most useful fields recorded in the PMSI database
for the study of clinical pathways. These fields are clustered in 3 groups: the administrative fields (8 items),
the patient fields (7 items) and the medical fields (13 items).

Administrative fields provide information about the care facility in which the stay happened, its dura-
tion, its cost and the ongoing version of the DRG classification. Most administrative fields contain scattered
information about the calculation of the cost.

Patient fields are dedicated to pieces of information that specifically refer to each patient. It includes a
unique patient ID, age, gender, home location (ZIP code) and the elapse time since the last hospitalization.
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The latter is provided as a replacement of the actual date of the hospital stay. The reason is to reinforce the
anonymity of a patient. Thus, we only know the discharge year and month, but not the exact day, and the
elapse time (in days) since the last record for that patient (in the same of a different facility). The elapse
time is useful for the medical follow-of patients and for the study of clinical pathways. The home location
can be used to determine the attractiveness of a hospital in its region, and the required travel time for the
patient to reach a care facility. In the PMSI, patients are identified with a unique and anonymous number
(ID) that allows for the linking of records relating to any of their hospital stays. This personal ID is of
major importance to enable the follow-up of patients across time. The main strength of the PMSI database
is to be exhaustive. It contains the records of all the hospital events in France, public and private sectors
included. A patient can be followed through his entire hospital history.

Medical fields provide information about the reason why the patient was hospitalized in the first place
(main and secondary diagnoses) and about the cares which were provided during the stay (medical proce-
dures, expensive drugs, admission in intensive care, etc.). The medical diagnoses are chosen according to
the International Classification of Disease, 10" revision (ICD-10")!. ICD-10" is the international standard
diagnostic tool for epidemiology, health management and clinical purposes, and is updated by the World
Health Organization. Each disease is referred by a code (ex: C34 stands for “lung cancer”). Regarding
medical procedures, they are coded according to the common classification of medical procedures (classi-
fication commune des actes médicaux[CCAM])2. The CCAM is a French nomenclature which intends to
encode the procedures practiced by physicians. This medical information is then combined with financial
elements of the stay to find the Diagnose Related Group (ex: 04M091 stands for “Tumors of the respiratory
system, severity 1~ and the standard tariff for the care is 2,355€ in the public sector).

Limitations of the PMSI

Despite the incontestable interest of the PMSI database, one must be aware of its limitations. The first
limitation is its scope. It only includes data related to hospital events, but not the cares provided outside of
hospitals. This limitation is critical for the study of diseases mostly managed outside hospital (e.g. chronic
diseases such as diabetes). A patient may not be seen at hospital for 6 months, it does not mean that he
did not receive any care. Our objective here is to study clinical pathways, that-is-to-say the sequencing of
medical cares received by a patient. Hence, our model would not reflect the reality if it lacks most of the
key events that happened outside a hospital. This is why the choice of a case (= a disease) for the study
of clinical pathways with the PMSI database must be thoroughly made. The care management of chosen
disease must be hospital-centered.

The second limitation of the PMSI is the quality of the data collected. The collection is made by
the medical staff with coding knowledge with only one purpose: financing the activity. It induces the
following effect: only the elements of a stay that impact the tariff are well filled. The main and secondary
diagnoses are essential to determine the diagnosis related group of the stay (and thus the cost), and so are
the length of stay, the medical procedures carried out and the expensive drug administrations. However,
fields which do not impact the calculation of the tariff are only optional. It was observed that additional
diagnoses (in addition to the main and the secondary diagnoses) are imperfectly filled. For instance, if
a patient is hospitalized for a stroke, his diabetes may not be mentioned in the report. It is a secondary
aspect of the patient’s condition that does not directly impact the medical and the economic aspects of the
stay. No further resources were deployed to take care of the patient after the stroke episode because of the

Hnternational Classification of Diseases, 10! revision: http://www.who.int/classifications/icd/
2 Common classification of medical procedures: http://www.ameli.fr/accueil-de-la-ccam/index.php
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diabetes. Finally, regarding the data quality issue, we provide 2 indicators (average values between 2009
and 2015): the ratio of stays with a missing patient ID was 1.8% and there were 2.5% of stays with no
DRG assigned. The third limitation of PMSI lies in the absence of data related to medical examination.
The PMSI database is distinct from hospital information systems. The PMSI is the common framework
used by every care facility in the country to gather financing information, but it does not replace existing
electronic patient files used inside each facility. Among the medical data that would enrich the PMSI, we
can list the results of biology tests, of imaging (MRI, PET-scan, X-ray) and of biopsy.

Exploitation of the PMSI database

The PMSI has generated the first permanent and medicalized database at the national level. It is now useful
for several purposes.

1. A budgetary allocation tool.
2. A support for setting up strategic dashboards (= tool for organizational management)
3. An access to data on the types and the volume of diseases managed at hospital.

4. An assess to the real cost of hospitalizations in France (essential to economic studies).

Budgetary use of the PMSI

The first goal of the PMSI is to be a budget allocation tool. For this purpose, the activity of care of the
patients of all the health establishments is declared. A national tariff, validated by the Health Ministry,
is applied to each of the declared benefits. Then, Regional Health Agencies (Agence Régionale de la
Santé [ARS])]) locally ensure the good management of hospital and medical expenses. It is a principle of
adjustment of the financing to the activity actually observed. The PMSI thus constitutes a tool for reducing
resource inequalities among health institutions, among departments and among regions.

Cost of hospitalized diseases (burden of disease)

With the PMSI, the hospital activity can be precisely measured using the definition of GHM (homoge-
neous groups of patients). Currently, 25 major categories of diagnosis (catégorie majeure de diagnostic)
and 3 other major categories (catégorie majeure) have been defined. These categories are the first level
of classification of an hospital stay and correspond most often to a functional system (affections of the
nervous system, of the eye, of the respiratory system, etc.).

Strategic use of the PMSI

The PMSI can serve as a support for strategic dashboards, which are tools to help strategic decisions of
the management of hospital. The PMSI database can be supplemented by the addition of useful information
to practitioners and managers. For instance, the knowledge of the volumes of patients hospitalized in each
department enables to choose the adequate resources (human or material) and to plan future investments
and developments. The use of cartography can also help to identify the attractiveness of a hospital in its
region.

Use in pharmaco-economic studies

In addition to the GHM (group of homogeneous patients) and thus of the full cost, another data source
can be used to better estimate the breakdown in sub-components of the cost (medical staff, infirmary,
consumables, medical procedures, catering, laundry). It is a sample of stays for which the detail of the
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costs were specifically measured. This level of detail is the most interesting feature in the field of medico-
economic studies. It makes possible to distinguish fixed items from variable items. When one considers the
effects of a new care protocol or a new therapeutic approach, it is possible to consider, for a given hospital,
that in the short term only variable items will have variations in expenditure. The impact on fixed items
will be much more difficult to identify. For instance, reducing the average length of stay for a GHM is of
interest to the hospital only if the time saved can be devoted to another activity.

In the present chapter, our objective is to show how our generic methodology can be applied on the
PMSI database to extract knowledge about clinical pathways. It works for the study of any disease. In
our model, we integrate costs, patient-related data, medical diagnoses and the effect of drugs (or medical
devices). In this regard, our approach is at the same time an epidemiology study, a burden of disease and a
pharmaco-economic study. We do not currently consider organizational aspects.

6.1.3 Example of studies using the PMSI data

Existing literature
The PMSI database has already been used as a source for numerous descriptive analyses. We gathered
existing works into 3 categories based on their general purpose:

e Epidemiological studies: the PMSI is used to determine the number of patients affected by a disease
and their characteristics (age, gender, location, etc.). The PMSI is particularly reliable for diseases
that are managed at hospital (pulmonary tuberculosis (Girard et al., 2014), uterine fibroids (Fernan-
dez et al., 2014), venous thromboembolic disease (Allaert et al., 2016), risk factors for osteoarticular
infection (Petit et al., 2016), etc.)

e Cost-oriented studies/ Burden of disease: the PMSI is used to determine the cost of a disease from
a health insurance perspective. The cost is usually evaluated over a 1-year period and for any care
directly related to a given disease (chronic hepatitis C (Abergel et al., 2016), breast cancer (Benjamin
etal., 2012), febrile neutropenia (Freyer et al., 2016), spinal tumors (de Léotoing et al., 2015), dengue
(Uhart et al., 2016), home bortezomib injection (Touati et al., 2016), thromboembolic events in breast
or prostate cancers (Scotte et al., 2015), etc.).

e Treatment efficiency / adverse events: the PMSI can also be used to analyze certain adverse events,
re-hospitalization risks and hospital death rate ((Chaignot et al., 2015), drug adverse events (Osmont
et al., 2013), death cause in atrial fibrillation (Fauchier et al., 2015), predictive scores (Fauchier et al.,
2016), lung cancer management (Pages et al., 2016), etc.).

A preliminary approach for clinical pathway modeling: lung cancer

In the context of this thesis and of clinical pathways modeling, we studied the treatment received by
patients suffering from lung cancer. The objective was to analyze the sequences of treatments received
by patients hospitalized for lung cancer. We distinguished two groups of patients, metastatic and non-
metastatic patients. From the PMSI database, we extracted all the patients with a lung cancer diagnosis
(code C34%*) in 2011, and we checked the absence of any prior hospital stay for the same reason between
2009 and 2010. Then, patients were followed for 2 years, until 2013 (each patient is exactly followed
during 730 days after his diagnosis). The study was carried out for 5 of the 27 French regions, including
Paris region. Here, we only present the results of the Rhéne-Alpes region.
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In Rhone-Alpes, 3,696 patients were included and generated 65,417 hospital stays. We considered 14
types of hospitalization (= 14 treatments) that are directly related to the care management of lung cancer.
They are presented in Figure 6.1. We gathered any other type of hospital stay in the category “other”. We
assumed that several hospital stays of the same type are in fact one treatment (e.g. a weekly chemotherapy
session is repeated over several months, which generates tens of stays). In order to detect similarities in
these patients’ sequences of treatment, we used a simple heuristic: (i) patients who received the same
treatment during their first stay are gathered together, (ii) in each resulting subgroup, patients are divided
again based on their second treatment, (iii) the same operation is repeated until the last stay. The strength
of our approach was to provide an innovation data visualization to see all the possible sequences in one
graph.

An example of our new graph of sequences is presented in Figure 6.1. The sequence of treatments starts
from the inner circle of this sunburst graph. For instance, in Rhone-Alpes, 34% of patients started with a
checkup, 15% with a curative surgery and 13% with chemotherapy. Then, each additional layer shows the
following possible sequences. For instance, after the initial checkup, surgery 4% of patients (of the 3,696)
initiated chemotherapy and 5% went in palliative care.
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Figure 6.1: Analysis results of care sequences in lung cancer
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An advantage of the approach is to be simple to implement (the heuristic) and graphically powerful.
It provides new insights about the care management of patients during a two-year follow-up. In addition,
it allows for comparison between two regions or two groups of patients. For instance, Figure 6.2 shows a
comparison between non-metastatic patients and metastatic patients in Rhone-Alpes. These two sunburst
graphs can be seen as a split of the Figure 6.1 graph in two graphs. The comparison shows that a large
proportion of metastatic patients immediately goes in palliative care (23%) because no treatment could
work at that stage, whereas non-metastatic patients can have curative surgery (29%) as a first treatment.
We see that the therapeutic strategies are extremely different.
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Figure 6.2: Comparison of metastatic status care sequences in lung cancer

The lung cancer study is a preliminary work on clinical pathways. It illustrates the capacity of the
PMSI to provide strong medical insights about disease management. A basic heuristic, combined with an
innovative data visualization, can help decision makers in their understanding of the care management of
lung cancer in France.

A machine learning project: classification of patient profiles in HIV

In Chapter 4, we presented a health-care analytics toolbox with 3 components (comparison of two
sequences, predictive models and an automated analysis process). Here, we present the results of using
the approach described in the predictive models. The focus is not on the prediction of the next step of a
clinical pathway, but on the classification of patients into cost profiles. The therapeutic area is the Human
Immunodeficiency Virus infection, which causes the Acquired ImmunoDeficiency Syndrome. The entire
study is presented in Appendix E.

6.2 Cardiovascular diseases, arrhythmia and implantable cardioverter de-
fibrillators
This section presents the medical case that we study. We first present the context of cardiovascular diseases,

then we explain how we can identify these diseases in the PMSI database and we finally explain our
objectives.
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6.2.1 General context

Cardiovascular diseases

Cardiovascular diseases are one of the major health problems today. It was ranked the first leading cause
of death in the world in 2012 by the WHO, accounting for almost 17 million deaths in the world in 2005
(Mehra, 2007). It represents 30% of all annual deaths. More specifically, cardiac arrhythmia is a group of
conditions in which the heartbeat is abnormal. A cardiac arrhythmia occurs when the heart beats irregularly
or if it beats fewer than 60 pulses (too slow) or more than 100 pulses per minute (too fast), without being
justified (e.g. physical effort). There are several types of cardiac arrhythmia which can be grouped in
4 main types: extra-beats, supra-ventricular tachycardia, ventricular arrhythmia, and brady-arrhythmia.
Here, we are only interested in ventricular arrhythmia because they are the most important cause of
sudden cardiac arrest (80% of the cases). Sudden cardiac arrests (SCA) represent half of the deaths due to
cardiovascular diseases, thus accounting for 15% of global deaths every year (Sasson et al., 2010). Sudden
cardiac arrests affect about 40,000 people per year in France (0.7 per million population) and 300,300
in the USA (1.0 per million population). Defibrillation by a defibrillator (implantable or external) is the
only treatment to restore normal heart rhythm in case of ventricular arrhythmia (ventricular fibrillation and
ventricular tachycardia).

Implantable Cardioverter Defibrillators

An Implantable Cardioverter Defibrillator (ICD) is a small device which is placed in the chest. Physi-
cians implant the device to treat irregular heartbeats such as arrhythmia. An ICD uses electrical pulses or
shocks to help control life-threatening arrhythmia, especially those that can cause SCA. SCA is a condition
in which the heart suddenly stops beating. If the heart stops beating, blood stops flowing to the brain and
other vital organs. SCA usually causes death if not treated within minutes. This is why ICDs are indicated
in prevention of an episode of cardiac arrest due to a ventricular tachycardia. It is also recommended after
the occurrence of an episode, but the survival rate is extremely low (about 3-8% for cardiac arrests outside
of a hospital (Bougouin et al., 2014; Rea et al., 2004)). A defibrillator is similar to a pacemaker but it
does not perform the same tasks. Bradycardia, an excessive slowing of the heart, is treated by a pacemaker
which restarts cardiac activity by producing an electrical impulse. Tachycardia is treated by defibrillators.
The latter will make it possible to re-synchronize a ventricle which begins to get carried away and which
contracts in an anarchic manner. In practice, most defibrillators can also perform a pacemaker activity.

Defibrillators are battery-powered device placed under the skin. They are made of two parts: a gener-

ator and electrode wires (or leads). Thin wires connect the ICD generator to the heart. The electric pulses
are delivered at the extremity of leads that passed through a vein to the right chamber. Figure 6.3 shows
the location of an implanted defibrillator. The generator is usually nearby the heart and under the clavi-
cle. Because the electrical conduction system of the heart can present disorders at several levels, several
types of ICDs have been developed in order to correct the various disorders. There are 3 types of ICDs,
depending on the number of leads.

1. Single chamber ICD have a single lead in the heart. It is located in the right ventricle.
2. Dual chamber ICD have two leads, one in the right atrium and one in the right ventricle.

3. Triple chamber ICD, or bi-ventricular ICDs, have three leads. Locations are the right atrium, the
right ventricle and the outer wall of the left ventricle.

3Blausen.com staff. “Blausen gallery 2014”. Wikiversity Journal of Medicine. DOI:10.15347/wjm/2014.010. ISSN 20018762.
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Implantable Cardioverter Defibrillator

Implantable
Cardioverter
Defibrillator

Tip of lead in right
ventricle of Heart

Figure 6.3: Illustration of Implantable Cardioverter Defibrillator (ICD)?

Compared to the single chamber ICD, the double chamber ICD makes it possible to restore the function
of the atrium. It works either by stimulating the atrium before the ventricles, or by detecting its activity
from the natural stimulator, the sinus node, and then to stimulate the ventricle in the event of failure.
Triple chamber ICDs can also perform cardiac resynchronisation, in addition to the defibrillation. Cardiac
resynchronization therapy is an effective therapy in patients with heart failure. Triple chamber ICDs are
also called “CRT-D” (Cardiac Re-synchronization Therapy Defibrillators). In the following case study, we
extracted all the patients who were implanted from the database, whatever the type of ICD. A specific focus
will be made for the patients with CRT-D devices.

The number of implanted ICDs in France has been continuously increasing for two decades. Figure 6.4
shows the number of implantation procedures between 1991 and 2015 in France. The first publication
concerning the implantation of an ICD in human dates from 1980 (Mirowski et al., 1980). The nineties
saw the coming up of the technology, while the 2000-2010 decade witnessed its booming. The increase
between 2000 and 2015 is almost linear. In 2015, the number of implantation procedures reached 10,904.
It includes both first implantation cases and replacements. Replacements represented 14% of implantation
in 2006 and 25% in 2015. Regarding first implantation, it raised from 5,300 new patients implanted in 2006
t0 9,200 in 2013. Figure 6.4 also presents two projections of the number of implantation procedures for the
upcoming years. The first projection is a linear regression based on the historical data from 2005 to 2015
(only the most recent decade), whereas the second projection is a sigmoid function that takes into account
older data point from the nineties. The sigmoid function is particularly adapted to model the life-cycle of
new technologies, from their very beginning to a market saturation. The linear projection is more suitable
for the case of an unlimited market (or when the saturation effect is still far away) or when the technology
is continuously improving (the interest for the product is renewed). The number of future implanted ICD
is also mechanically influenced by the number of already implanted patients and the lifetime of the device.
The more patients are implanted, the more ICD will be replaced.
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Figure 6.4: Number of implanted defibrillators in France from 1991 to 2015 and projections for upcoming
years

6.2.2 Objectives

Based on the general context of cardiac arrhythmia and implantable defibrillators, our general objective is
to use the PMSI database to discover the clinical pathway of patients suffering from such disease. Heart
diseases have a significant impact on the health of patients. As a result, they are mainly taken care of
at hospital, especially for acute episodes. It makes the PMSI database very suitable for their studies.
Moreover, ICD implantation is a surgical act that is systematically performed at hospital. Regarding this
specific case study, our objectives are the followings.

Objectives:

e Obj;: Discover the sequence of events prior to a defibrillator implantation to search early signs. It
would help shortening the delay before implantation.

e Obj,: Build a model of clinical pathways to compare what happened (delays, acute events, follow-up)
with medical expert’s opinion. Deviations will be investigated.

e Objs: Assess the efficiency of ICD after implantation. It can be measured with the absence of cardiac
relapses. A survival analysis will also be performed.

e Obj4: Compare the actual delay between the implantation and the replacement of an ICD versus the
theoretical lifetime (device maker).

e Objs: Evaluate new scenarios (an aging population, widening the indications for implantation, a new
device on the market).
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6.2.3 Data extraction

The PMSI database is a structured database which uses consensual classifications for the medical variables.
The data extraction step is dedicated to the selection of the right patients from the database. It requires the
selection of codes related to our case study. There are two groups of codes: (i) medical diagnoses related
to arrhythmia, (ii) medical procedures related to an implantation surgery. Then, we need to identify any
hospital stay related to the included patients.

Patient inclusion

Our objective is to study the clinical pathway of patients who were implanted an ICD. We are interested
in their medical history before being implanted and in the post-surgery follow-up. To fulfill that objective,
and based on the fact that we can use the PMSI data from 2006 to 2013*, we decided to initially include
all the patients that were implanted during the year 2008. It gives us a 2-year backward follow-up and a
5-year afterward follow-up.

First cohort: all the patients implanted in 2008. Patients were identified in the database thanks
to the codes for the medical procedure: “Implantation of an automatic cardiac defibrillator”. Experts
from the field identified 8 codes corresponding to that definition is the French classification of medical
procedures (Classification commune des actes médicaux [CCAM]). They are presented in Table 6.2. Each
code corresponds to a precise procedure, with the surgical access and the number and the location of the
probes. The tariff (of the procedure, not the device), as chosen by regulatory authorities, is also indicated.
Finally, the type of implanted ICD is given. We used these CCAM codes to identify the patients that were
implanted in 2008. The resulting cohort was made of 8,053 patients. The distribution of the 3 types of
ICD (simple, double of triple chamber) among these patients is presented in Figure 6.5. Simple chamber
ICDs represent 1/3 of the implanted ICDs (2,684). Triple chamber devices are the most frequent with 39%
of the cases (3,141), and double chamber ICDs account for 27% (2,174). The remaining 0.7% (54) of ICDs
could not be assigned to any type of ICD, so they were removed from the study. Medical experts were also
interested in getting a focus on the patients who received a triple chamber defibrillator (CRT-D). These
patients are a subgroup of the 8,053 patients included. The challenge was to identify these patients with the
highest possible certainty that they indeed received a triple chamber ICD. We cross-validated our patients
selection by the presence of the right surgical procedure code (DELF014 or DELF020) and the presence of
a bill for a triple chamber device. This cross-validation narrowed down the number the inclusion to 1,602
patients. Still, this was preferable compared to the risk of including a patient with another type of ICD.

Second cohort: all the patients suffering from heart failure in 2008. The approach differs from
the first cohort because we identified all the patients who suffered from at least one heart failure that
led to a hospitalization. The identification of these patients with heart failure was made thanks to the
“main diagnosis” and the “secondary diagnosis” fields of all the 2008 hospitalizations. In the International
Classification of Diseases, “Heart failure” is referred as one of the 4 following codes: 150, 1500, 1501 and
I509. Figure 6.6 shows the legend and the hierarchical structure of these 4 codes. I50 encompasses the 3
others. Using these codes in the PMSI database, we found 152,393 patients for the year 2008.

4Due to changes in the regulation of data access, we could not include the years 2014 and 2015 in this specific analysis.



148

Case study

Table 6.2: Codes of medical procedures related to ICD implantation in the French classification

CCAM codes

Description of the medical procedure

ICD Type

DELFO013

Implantation of an automatic cardiac defibrillator, with the in-
sertion of a right intraventricular probe through a transcuta-
Nneous venous access

Simple

DELA004

Implantation of a cardiac defibrillator with epicardial electrode
placement, by direct approach

Simple

DELFO016

Implantation of an automatic cardiac defibrillator without atrial
defibrillation function, with the insertion of an intra-transatrial
probe and a right intraventricular probe through a transcuta-
neous venous access

Double

DELFO014

Implantation of an automatic cardiac defibrillator with the in-
sertion of an intra-atrial probe and a right intra-ventricular
probe and a probe into a left cardiac vein through a transcu-
taneous vein

Triple

DELF020

Implantation of an automatic cardiac defibrillator with the in-
sertion of a right intraventricular probe and a probe in a left
cardiac vein through a transcutaneous venous access

Triple

DELAO007

Implantation of a cardiac defibrillator

Unknown

DELF900

Implantation of an automatic cardiac defibrillator with atrial de-
fibrillation function, with insertion of an intra-atrial probe and
a right intra-ventricular probe through a transcutaneous venous
access

Unknown

DEGAO003

Removal of an implantable cardiac pacemaker or cardiac defib-
rillator

Unknown

Distribution of ICD types
for 2008 implantations

Other
1%

Triple
39%

. Double
27%

Figure 6.5: Distribution of the 3 types of implantable cardioverter defibrillators

Backward and afterward follow-ups

The two cohorts of patients were defined through an inclusion stay which happened in 2008. Then, our

objective is to follow these patients across time. For that, we used the unique ID of each patient to find and

extract all his/her hospital stays, whatever the hospitalization motive.

The first cohort, made of 8,053 patients, generated a total of 69,947 hospital stays for a follow-up from
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Heart failure
Congestive Left ventricular Heart failure,
heart failure failure unspecified

Figure 6.6: Hierarchical structure of heart failure codes in the ICD-10"")

2006 to 2013 included. Patients were followed 2 years (2006-2008) before the defibrillator implantation
and 5 years after (2008-2013). The objective is to discover the clinical pathway of patients who were
implanted, but also the pathways that led them to the implantation. The subgroup of 1,602 patients with a
triple chamber ICD represents 21,170 hospital stays.

The second cohort, made of 152,393 patients, generated 997,648 hospital stays during the period 2008-
2014. We only extracted hospital stays which occurred after the first episode of heart failure in 2008. We
did not look backward.

Labeling of events with medical diagnoses

The step that follows the extraction of all the patients’ stays (= events) is their labeling. In process mining,
each event must have at least 3 attributes: a case ID, a time-stamp and an event class (= a name). In our
case study, the case ID is the patient ID and the time-stamp is the date of the stay. The labeling of hospital
stays is the process of assigning an event class (= a character string) which best describes what happened.
The assignment is made based on the event’s attributes (duration, diagnoses, tariff, location, etc.). The
same labeling must be applied to all the stays.

The labeling process
We identified two ways to perform the labeling: the first one is to use the already existing DRG clas-
sification, whereas the second one is to use the medical diagnoses. More classes could be generated by
combining the diagnosis with the length of stay, the patient’s age or the hospital location, but it would dras-
tically increase the variability by making each stay unique. The advantage of the DRG classification is to
rely on a consensual nomenclature which was produced and improved over several decades. It includes the
work of many financial and medical experts. The classification algorithm takes into account all the hospital
stay’s attributes to produce a DRG. However, our objective is to study the different steps of each patient’s
pathway. In particular, we are interested in finding correlations between the different diseases that a patient
may have, or finding a link between the elapsed time before a treatment is started and its efficiency. We
came to the conclusion that DRGs were not the most suitable labels to that regard. Instead, we considered
the medical diagnoses (main and secondary). They better express the patient’s condition at a given moment
(= the reason why he came to the hospital). In addition, we include the impact of the medical response
(=medical procedure) to a patient’s condition into the concept of clinical pathway state chart. It allows us
to model the patients’ condition and the response care separately.
The label of a hospital stay was chosen as the main medical diagnosis. A hospital stay can now
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be summed up with its 3 minimal attributes. For example, stay I refers to the hospitalization of patient
1 on the 1I'' of January 2008 and for left ventricular heart failure. For each stay, the main diagnosis is
a code selected from the International Classification of Disease. An advantage of this classification is
to be hierarchically structured, so that we can choose different levels of aggregation. Once the label of
each stay is obtained, we can study the individual pathway of each patient. A graphical illustration of 3
patients’ sequences is presented in Figure 6.7. Each patient can have a different number of hospital stays
in his sequence. We can see that the 3 patients had an ICD implantation, but not at the same moment. In
this example, 7 types of stays are considered: ICD Implantation, I501 (left ventricular failure), 148 (atrial
fibrillation), 200 (unstable angina), 142[0-2] (cardiomyopathy), Z450 (adjustment of cardiac devices), [251
(atherosclerotic heart disease), and two final events (death or end of record).

PATIENT 1 — — 1501 END OF RECORD

PATIENT 2 — — —D— D)

PATIENT X —_— —_— — 1501 1501 DEATH

Figure 6.7: Graphical representation of individual clinical pathways after the labeling of stays

Event classes and labels

The labeling process is the most critical aspect of the data extraction. Based on the labeling method,
the number of different event classes can drastically change. For instance, for the second cohort and its
997,648 stays, using the main diagnosis leads to 6912 classes. Note that existing works in the process
mining literature rarely apply on case studies with more than a hundred classes. Regarding our first cohort
with its 69,947 stays, the labeling with diagnoses generates 1,058 event classes. The labeling of the CRT-D
subgroup of cohort 1 and its 21,170 stays generates 689 classes. The number of classes in the event log is
the number one factor for the complexity of process discovery and of the resulting model.

Clusters of classes

Besides a complexity threshold on the model’s size, we allow for some classes to be gathered in super-
classes, called clusters, to create a compact clinical pathway model. Any class cannot be clustered with
another. A domain-specific rule determines the feasible clusters. Here, classes are labeled based on the
diagnosis, so we choose to allow the clustering of classes from the same medical specialty (digestive,
circulatory, respiratory, nervous system, ... ), as defined in the ICD-10". It is done by comparing the digits
of diagnosis codes (e.g. I501 and 1505 can be clustered in 150). It narrows down the clustering possibilities
(ex: 20 classes would generate more than 1 million possible clusters with no rule, whereas only 100 are
feasible with our rule). A cluster is a pool of one or several event classes. The list of feasible clusters is
known ahead of the optimization part (process discovery). The optimization balances between reducing
the number of elements by merging classes in clusters, and losing precision. It means that all the clusters
are not systematically used in the model.
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Data preparation

The final part of data extraction is data preparation. The objective is to transform the data set of hospi-
tal stays that we just extracted into a ready-to-be-mined database. Basic data transformations were the
following:

e Given the volume of hospital stays at stake, we remove any stay with a missing value for the diag-
noses or the time-stamp (< 1% of data).

e We deal with incoherence in the data, such as overlapping stays (the first stay is not finished when
the second starts). It may happen in practice when a patient is temporarily transferred into another
facility before he returns to the original facility. In that case, the first stay encompasses the second
one. We remove the second stay from the data set (< 1% of data).

e When a patient spends less than a day at the hospital, the length of stay is recorded as “0 days” (28%
of the stays). We arbitrarily transform their length of stay to “half a day (0.5)”, it is the minimal
possible duration.

e When the length of stay is missing or negative (2.0% of the events), we arbitrary set the value as the
minimum value of half a day.

Event classes filtering. The labeling of raw data induced a large number of event classes (ex: 6,912
classes for cohort 2). This is due to the inclusion of all the hospital stays of the patients, whatever the
motive of hospitalization. It means that a stay for a broken arm will be included and will most certainly
have no link with the heart condition. They are the noisy stays. For instance, in the CRT-D subgroup
of cohort 1, among the 689 event classes, 233 of them (34%) only occurred once. It means that 1% of
hospital stays (233 out of 21,170) account for 34% of the variability. The complete graph of the number of
events represented depending on a filter on the number of classes is presented in Figure 6.8. It shows how
only a few number of classes (24) are needed to represent two thirds of the events (66%). On this other
hand, the gap in the number of classes needed to go from 90% to 100% of the events is tremendous (545
classes). This example illustrates a trend that was observed on all the data sets that we extracted from the
PMSI. There is an important variety of hospital stays, even for patients suffering from the same disease.
It emphasizes the need to apply an event class filter before starting the process discovery step. For the
present case study, we used the following filters:

e Cohort 1 (entire): we keep the 197 most frequent classes (18.6%), which accounts for 90.5% of the
stays (63,302 stays).

e Cohort 1’ (CRT-D subgroup): we keep the 169 most frequent classes (24.5%), which accounts for
91.8% of the stays (19,431 stays).

e Cohort 2: we keep the 149 most frequent classes (2.2%), which accounts for 74% of the stays
(734,155). For this cohort, the motivation for a strict filter is to balance the broad inclusion criterion
(“heart failure”) which gathers very heterogeneous patients.

Patients’ attributes are derived from their medical history. In addition to the age when implanted and
the gender, for each stay of a patient during the follow-up period, we search for the record of medical char-
acteristics. We are interested in finding comorbidities, which are the presence of one or more additional
diseases/disorders co-occurring with a primary disease. These comorbidities can be found thanks to the list
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Figure 6.8: Most of the variability (= number of classes) is due to a small number of stays. The 10% of the
less frequent events are labeled by 79% of the classes (545).

of other related diagnoses field. In (Quan et al., 2005), a complete list of codes for the identification of
the comorbidities used to evaluate the Charlson’ index is proposed. We propose a simplified version with
5 general comorbidities which can be used for any case study.

1. Hypertension
Diabetes
Obesity

Renal failure

A

Presence of a cancer

These 5 comorbidities can be chosen with more or less detail (e.g. presence of a metastatic solid tumor and
diabetes with end-organ damage), and other comorbidities can be defined for each specific study (AIDS,
liver disease, pulmonary disease, leukemia, etc.). The resulting data set, with patients’ attributes, cleaned
and labeled events, is our final event log.

Summary

The results of the data extraction are summarized in Table 6.3.

5The Charlson comorbidity index is a measure of the mortality for patients who have a range of comorbid conditions.
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Table 6.3: Data summary

Cohort 1 Cohort 1’ Cohort 2
Inclusion criteria ICD implantation | CRT-D implantation, Heart failure
(all types) subgroup of cohort 1
Inclusion year 2008 2008 2008
Number of patients 8,053 1,602 152,393
Follow-up window 2006-2014 2006-2013 2008-2014
Raw extraction
Number of stays 69,947 21,170 997,648
Number of classes 1,058 689 6,912
After filtering
Number of stays 63,302 (90.5%) 19,431 (91.8%) 313,007 (31.4%)
Number of classes 197 (18.6%) 169 (24.5%) 8 (0.1%)

6.3 Process discovery

Process discovery is the starting point of the automatic modeling framework presented in this thesis. For
the sake of clarity and space, we do not present the totality of the discovered process models for the 3
cohorts described above. The models related to the cohort 1 are not presented here, but are visually very
similar to those presented for cohort 1°. In the following, we mainly focus on the results of cohort 1’
(patients implanted with a triple chamber ICD) because they bring new striking information. We also
present the result of cohort 2 as a preparation for the conversion into a simulation model.

Before we start mining the log of cohort 1°, we asked their opinion to medical specialists. Indeed,
by experience, cardiologists already know the main steps of ICD implanted patient’s care pathway: (i) a
severe heart failure, (ii) a device implantation, (iii) postoperative complications, (iv) device replacement,
(v) another heart failure, and (vi) death (high mortality is observed). These steps are expected to be found
in the future discovered process model.

6.3.1 Process discovery with our tabu search

The model discovered by our tabu search is illustrated on Figure 6.9. First observation is that the figure is
graphically readable: the optimization process only kept most important paths to respect the size constraint
(which fulfills objective 1 out of 5 of Section 6.2.2). Note that the top node, named “Start” is a virtual
node that was added for graphical readability. It is not related to a hospital stay. This model also validates
cardiologists’ knowledge about the main steps (which fulfills objective 2) and provides more precision:

1. First, patients usually undergo a heart failure, and/or other cardiac issues (73% of patients had at
least 1 stay in the last 6 months before implantation).

2. There is an average delay of 3 months and 1 week between this first event and the implantation
surgery.

3. Patients are implanted of a CRT-D during an 8-day hospital stay.

4. A patient may be readmitted (49.7% of risks) on average 8 months and 2 weeks later for another
heart failure (which fulfills objective 3).
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SYNTHETIC PATHWAY MODEL OF IMPLANTED PATIENTS

COO0®0e Hospital stays Number of patients :

HISTORY PRIOR
TO IMPLANTATION
(2006-2008)

HEART ISSUES

1501 - Left ventricular failure

148 - Atrial fibrillation

o, | of patients were hospitalized
51% for heart failure (code 1501),
on average 5 months before
implantation.

o, | of patients had at least 1 stay
73% in the last 6 months before
implantation.

1200 - Unstable angina
I142[0-2] - Cardiomyopathy

1472 - Ventricular tachycardia

1251 - Atherosclerotic hearth disease

o, | of patients did not have
11% any history over the
2 previous years.

2008

FOLLOW-UP AFTER
IMPLANTATION
(2008-2013)

COMPLICATIONS,
RELAPSES & OTHERS

Z450 - Adjustment of cardiac devices

2years 1y 1years 3years
m.

3 months 3 months

Z514 - Preparatory care 8% had complications related to

their defibrillator (on average
2 years and 1 month after)

509, were hospitalized for heart
failure (on average 8 months
after), including 51% who
already had heart failure
before being implanted.

28% were readmitted to adjust their
device (code Z450) (on average
2 years and 2 months after).

died at the hospital within
29%, 6 years (average : 2 years
END OF and 4 months after).

R570 - Cardiogenic shock

Z098 - Follow-up examination

7

I]“ﬂ_y

RECORD

2013

Figure 6.9: Heart failure process model for a size threshold of 50 (arcs+nodes)

5. 28.4% of patients are readmitted 2 years and 2 months after implantation for an adjustment of their
cardiac device.

6. As most patients are between 65 and 75 years old, cataract surgery is often observed (8.5%) during
the follow-up.

7. Death rate (at hospital) after 5 years is 28.7%. Death rate at home is unknown.
Additional outcomes about cardiomyopathy, tachycardia and ischemic disease were also discovered in

the model (see Figure 6.9). In addition to the general benefit of the overall model, the most surprising
discoveries about the clinical pathways were 2 folds for practitioners. First, it is the important proportion
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of patients who were hospitalized at least once for heart failures, and often several months before implan-
tation. This rises the question of improving the detection of eligible patients to reduce the delay before
implantation, and thus mortality.

The second element is the seemingly too short delay between the implantation stay and the “adjustment
of a cardiac device” (Z450). This type of stay is highly associated with a replacement of the defibrillator.
First cause of replacement is the battery which is running out. Device makers suggest that the lifetime
of defibrillator is between 5 and 8 years (based on the frequency of electric pulse). However, our model
shows that the average delay between the implantation and the replacement is 3 years and 3 months (+/-
1 year and 10 months), median is 4 years and 5 months (which fulfills objective 4). It means that half of
the patients who had an ICD replacement (N = 418, 26% of the cohort) do so before 4 years and 5 months
after implantation, thus being under the lower bound of the supposedly lifetime. These median and mean
values are underestimations of the actual values because we only followed the patients until December 31%
2013, which means that we could not observe later replacement. Thus, patients were followed from 5 to
6 years, depending on the date of implantation in 2008. Still, the proportion of patients whose device was
replaced before 5 years is astonishing. The cost of a defibrillator fluctuates between 15,000€ and 20,000€.
The question of its lifetime and of its replacement rate is important from an health insurance perspective.

6.3.2 Process discovery and replayability formulas

Using this case study on cardiovascular diseases and implantable defibrillators, it is also possible to discuss
the added value of the replayability formulas proposed in Chapter 3 (optimal process discovery). In the
following, we propose a qualitative comparison of the resulting models depending on the replayability for-
mula. Figure 6.10 presents the models discovered using a fictitious data-set obtained by the log generator.
Figure 6.11 presents the models generated using a real data-set from our defibrillator case study.

In both figures, the models generated using R!, R>, R®> and R* scores are useless, since the optimal
solution is reached with one cluster containing all classes and one arc. The model in Figure 6.11 contains
two additional clusters since the predefined structure of the data forces all patients to have an implantation;
all other classes are gathered into two clusters before and after implantation. Such result is not surprising
(as demonstrated in Theorem 1 of Chapter 3).

The comparison between models using R> and R® scores is rather interesting. In Figure 6.10-R®, the
model contains more information, especially because of the representation of several sub-sequences (such
as CO-C38-C16-C36-CI-C29-C13-C59 or C29-C3-C41). This behavior is important to enlighten clinical
pathways instead of isolated events, as presented in the model generated using the R’ score. In the latter,
the model is too “horizontal”, with many very short sub sequences. Such phenomenon is denoted “Daisy
flower” effect (van der Aalst, 2011) and should be avoided for the sake of clarity. In Figure 6.11, we can dis-
cuss the medical validity of both graphs taking into account the special medical features of our case study.
In Figure 6.11-R, our algorithm is unable to determine the most representative pre-implantation care path-
way, whereas it appears clearly in Figure 6.10-RS: Unstable angina-Heart failure-Cardiomyopathy and
Unstable angina-Heart failure-Chronic ischemic cardiomyopathy are known to be two coherent sub se-
quences of care leading to implantation when considering patients with cardiac diseases. The same remark
holds for post-implantation care sub-processes, where Atrial fibrillation-Heart failure-Chronic ischemic
cardiomyopathy clearly appears whereas similar clusters are not always connected with the R> score, which
is considered as irrelevant by health-care practitioners.
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Figure 6.10: Process modes vs replayability criterion on a fictitious log with 100 classes, 10 000 patients
and 150 000 events
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Figure 6.11: Process models vs replayability criterion on a real data set with 169 classes, 1,602 patients
and 19,431 events

6.4 Process model enrichment

The second part of the automatic modeling framework presented in this thesis is model enrichment. For
that, we used the health-care analytics toolbox presented in Chapter 4. We continue with the 1,602 patients
of cohort 1’ and the process model of Figure 6.9.
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Figure 6.12: Computational behavior of the trace enhancement process (perfect trace generation and se-
quence alignment) on the event log of cohort 1’

6.4.1 Sequence alignment

Based on the discovered model presented in Figure 6.9, the generation of all the possible perfect traces was
performed. 7,984 perfectly replayed traces were obtained (maximal length of perfect trace was set to 10).
The similarity matrix elements were calculated using the hierarchical structure of the International Classi-
fication of Disease. The class/class distance (or cluster/cluster or cluster/class) was defined as the inverse
of the distance between the two elements in the classification (See chapter 4, section 4.4.2, Figure 4.3 for
more details).

Then, each of the 1,602 original traces has been aligned with the perfect traces to find the closest
perfect sequence. The computational time for this operation is linear in the number of traces in the log
and exponential in the size of the model (i.e. the number of generated perfect traces). The overall process
(perfect trace generation, then sequence alignment) required 8 minutes and 12 seconds on a 4Go RAM
virtual machine running on Linux (Intel core i7 processor). Figure 6.12 shows the computational behavior
of this process based on the threshold on the maximal length of perfect traces’ sequence. The number
of generated perfect traces is a degree-2 polynomial function of n, the maximal length (O(n?)). The
computation time for the trace generation and the sequence alignment is exponential. This is due to the
simplicity of the alignment procedure: each original trace is aligned with every perfect trace to find the
closest sequence. More advanced procedures could be developed to reduce the computation time. For
instance, typical strategies like branch and bounds could save tremendous time (many perfect traces are
extremely similar). Here, as this step needs to be performed only once for each case study, we could afford
computation times between few minutes to few hours without being critical. Finally, we obtain a new
enhanced log which contains 1,602 perfect traces.
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6.4.2 Analysis of the routing choices

Algorithm selection

The analysis of the routing choices was made using two well-known machine learning algorithms: De-
cision Trees and Random Forest. For comparison purpose, we also tested the result of using a Dummy
classifier, that-is-to-say a simple prediction method for our decision point problem. We implemented this
algorithm in Python, using scikit-learn libraries.

e Decision Tree (‘“DecisionTreeClassifier”’): Decision tree learning is a predictive model. In the tree,
each internal (non-leaf) node is labeled with an input feature. The arcs represent filters on values of
these input values. Each leaf of the tree is labeled with a prediction or a probability distribution over
the possible predictions. Parameters of the method are: the maximal depth of the tree,the minimal
number of patients in a leaf and the splitting criterion. More advanced parameters exist in most
recent versions of the algorithms.

¢ Random Forest (“RandomForestClassifier”’): A random forest is a meta estimator. It is composed
of several decision trees, each of them being learned on a different sub-samples of the data set. Then,
the random forest averages the decision trees’ predictions to improve the predictive accuracy and to
control over-fitting. Parameters are: the number of trees, the aggregation method (e.g. bootstrap)
and the same parameters as the decision tree classifier.

¢ Dummy (“DummyClassifier”): it is a classifier that makes predictions using simple rules. Examples
of rules are stratified (random predictions by respecting the class distribution of the data), random
(totally random predictions) and most frequent (predicts the most frequent label of the data).

Other machine learning algorithms could have been used for this classification task, but we did not
investigate this point further. In the remaining of this chapter, the following parameters were used. The
dummy classifier follows a stratified rule. The decision tree uses a Gini impurity as a splitting criterion,
the maximal depth is chosen to be equal to the number of input variables (5 in this case study), the
minimum number of patients in a leaf is set to 5% of the number of observations. The random forest is
made of 100 trees, built with a bootstrap strategy and each tree has the same parameters as the decision tree
classifier. Our choices were motivated by our need to have generic choices that can be automatically reused
without being manually defined. However, each machine learning task is an optimization process where the
objective is to maximize the predictive capacity of the learned classifier, and the input parameters are the
adjustment variables. Finding the optimal configuration of a classifier is not trivial and was not investigated
here. We choose a set of rather standard values, without being too strict on the learning criteria. It enables
the classifiers to find certain rules in the data.

Performance evaluation

Based on the clinical pathway model of Figure 6.9, 8 decision points were identified. They correspond
to the nodes with at least two output arcs. For each decision point, the enhanced log has been transformed
to obtain a set of observations (1 line = 1 trace) with the input variables (patients’ features) and the output
target (the next state). Patients’ features (process-related and medical condition) are used as input variables
for the prediction of the next state of their clinical pathway. The 3 classifiers (decision tree, dummy and
random forest) were evaluated on 3 performance measures:

.. o true positive _
e The Precision = e positive + false positive < [0 1]
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_ true positive .
e The recall = true positive + false negative € [0 1}

_ (precision xrecall) _
e The fl-score =2 x (Te==r o € [0—1]

The objective is to maximize the 3 measures simultaneously. Precision represents positive predictive value
and recall represents the probability of detection. The fl-score can be interpreted as a weighted average
of the precision and the recall. Here, we use a “weighted” version of the f1-score, where f1 is computed
for each class label, then their average is computed, weighted by the support (number of instance of each
label). It can result in a f1-score that is not between precision and recall (as presented in the formula above).

Table 6.4 presents the results of the 3 classifiers on the 8 decision points of the clinical pathway model
of Figure 6.9. For each decision point (= horizontal line), the highest value of each performance measure is
highlighted. Random forest strictly dominates decision tree and dummy on 4 cases out of 8 (implantation,
I501a, 1501b and Z098) for the 3 measures. Decision tree strictly dominates the two others for the 3
measures on 1 case out of 8 (Z450). For the remaining 3 cases (1420, 148, 1422), no classifier is dominant
for the 3 measures. Random forest has the best values for 7 measures out of 9, decision tree has 4 (random
forest and decision tree perform equally three time) and dummy has 1. We can conclude that Random
forest outperforms decision tree on their predictive capability.

Table 6.4: Performance results of 3 classifiers for 8 decision points of a clinical pathway

Decision point Decision Tree Dummy Random Forest
(nb observations) (historical probabilities) (100 trees)
precision | recall | fl-score || precision | recall | fl-score || precision | recall | fl1-score

Implantation (1537) 0.28 0.34 0.29 0.16 0.17 0.16 0.48 0.45 0.41
1420 (178) 0.72 0.72 0.72 0.58 0.58 0.58 0.75 0.71 0.62
1501.a (2688) 0.62 0.65 0.59 0.53 0.53 0.53 0.66 0.67 0.61
7450 (360) 0.77 0.78 0.71 0.64 0.65 0.65 0.74 0.77 0.67
I501.b (3274) 0.57 0.64 0.50 0.45 0.46 0.46 0.61 0.65 0.54
148 (144) 0.79 0.89 0.84 0.82 0.83 0.82 0.79 0.89 0.84
1422 (575) 0.62 0.61 0.51 0.52 0.52 0.52 0.62 0.63 0.60
7098 (1327) 0.65 0.66 0.55 0.54 0.54 0.54 0.67 0.68 0.61

Still, it is worth noticing that the gap between random forest and decision tree is usually small (8% on
average of all the measures), and that the absolute value of all the classifiers do not reach high and desirable
levels (no classifier gets a precision or a recall higher than 89%). Further works could be dedicated to
improve these results. Another interesting point is that decision tree performs much better than a dummy
classifier. This is valuable because, in addition to its predictive capability, the quality of a classifier also
relies in its interpretability. The prediction made by a random forest can hardly be interpreted as it is
based on the averaging of multiple decision trees that were learned in a specific manner. On the contrary, a
decision tree provides a set of explicit rules that entirely explain how each prediction is made. The choice of
a decision tree classifier is relevant when looking for a good predictive level and for explicit rules, whereas
random forests are indicated when trying to maximize predictive performances.

Figure 6.13 illustrates the advantage of using a decision tree classifier to discover the underlying rules
of the predictions. It represents the decision point of state implantation. The question to solve is “what will
be the very first hospital event of a patient after his/her implantation?”. At the top of the tree, the root node
represents all the historical observations for the studied decision point (1,537 patients out of 1,602 because
65 had no further stay after implantation). The splitting criterion is the Gini index and each split is binary.
An example of a rule that can be derived from the tree is:
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feature7 < 0.5
gini = 0.5518
samples = 3274
value = [383, 2079, 460, 352]

False
feature1 = 0.5
gini = 0.6438

samples = 1051
value =[215, 550, 99, 187]

feature1 < 0.5
gini = 0.4893

samples = 2223
value = [168, 1529, 361, 165]

feature3 < 52.5
gini = 0.6056
samples = 396
value =[67, 216, 10, 103]

feature2< 1.5
gini = 0.4837
samples = 1707
value = [115, 1173, 327, 92]

feature3 < 79.5
gini = 04891
samples =516
value = [53, 356, 34, 73]

mple: 5
value =[148, 334, 89, 84]

gini =0.2778 gini = 0.6514 gini = 0.6544 gini = 0.5908 gini = 0.4805 gini = 0.5003 gini = 0481 gini = 0.6395
samples = 6 samples = 649 samples = 59 samples = 337 samples = 1514 samples = 193 samples = 495 samples = 21
value = [5,0,0,1] ) |value =[143, 334,89, 83] ) (value=[17,25,0,17]) (value=[50, 191,10,86] | |value =[105, 1047, 276,86] | |value =[10, 126,51,6] ) (value =[50, 345, 32,68] ) (value =[3, 11, 2, 5]

Figure 6.13: Knowledge discovery with the explicit rules of decision trees

“A patient with feature5 = 0 (i.e. the patient does not have diabetes) and featurel = 0 (no hyper-
tension) and feature3 > 40.5 (age greater than 40.5) can have one of 4 next states with the probabilities:
51.5% for state heart failure (334/649), 22.0% for state end of record (143/69), 13.7% for state adjustment
of cardiac devices (89/649) and 12.8% for state cataract surgeries (83/649). This is the second most bottom
left leaf of the tree.”

The knowledge of the rules used in the predictive model is valuable. It helps finding unknown correla-
tion, or on the contrary it helps validating preconceived ideas about the clinical pathway.

6.4.3 Time perspective

The time perspective was added to the model using classic distribution fitting method on the historical data.
The theoretical distributions that were obtained for the lengths of stay are presented in Table 6.5. The most
frequently used distribution is the “log-normal” distribution. The same fitting procedure was applied to
obtain the duration of all the arcs of the model.

Table 6.5: Distribution fitting for the length of stay of each state of Figure 6.9 process model

State Theoretical distribution
148 -0.5 + lognormal(4.55, 5.3)
142[0-2] normal(7.3, 6.21)

1501a -0.5 + weibull(8.23, 1.34)
1251 -0.5 + lognormal(5.35, 7.09)
1200 -0.5 + lognormal(6.08, 7.49)
1472 -0.5 + lognormal(7.34, 8.47)
Implantation | 0.5 + lognormal(7.44, 7.05)
1501b -0.001 + exponential(8.78)
7450 -0.001 + exponential(2.69)
7514 -0.5 + lognormal(1.15, 1.17)
7098 -0.5 + lognormal(1.21, 1.19)
R570 -0.001 + gamma(20.2, 0.606)
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6.5 Simulation of clinical pathways

We perform the conversion of the previously discovered process model into a simulation model. The model
is validated with 5 Key Performance Indicators. Finally, the model is used to perform a sensitivy analysis
on patient features and to evaluate new scenarios of implantation strategies.

6.5.1 Model creation

The clinical pathway model of Figure 6.9 is a process model in the form of a causal net. We uses the con-
version procedure presented in Chapter 5 to obtain a Clinical Pathway State Chart CPSC = (S,V, ¢, 1, p.q).
S and V are directly derived from the nodes and arcs of the causal net, { is made of the decision trees
described above (Figure 6.13) and 7 was obtained with distribution fitting (the wait states part of 7 is de-
scribed in table 6.5). The two last elements of the CPSC are p and g. They were obtained from the historical
data and they are presented in Table 6.6. In the current case study, the p and ¢ function have special values
because all the patients have at least the implantation state. Then, all the prior care states have a probability
of zero to be the end of the pathway and all the following care states have a probability of zero to be the
starting point of the pathway. In addition, as we added a care state “death” and a care state “end of record”,
they are the only two care states with a stopping probability strictly greater than 0 (exactly equal to 1).
These two care states have a null length of stay. 8 care states (148 after ICD, 1251 after ICD, 1501b, Z514,
7098, R570, 1420, Z450) are not displayed in Table 6.6 because their starting and stopping probabilities
are both null.

Table 6.6: Starting and stopping probabilities of the Clinical Pathway State Chart

Wait States Starting Stopping
probability | probability
148 (before ICD) 6.5% 0
1472 3.9% 0
1200 4.7% 0
1251 (before ICD) 11.1% 0
1422 11.0% 0
I501a 49.2% 0
Implantation 13.6% 0
Death 0 1
End of record 0 1

6.5.2 Model validation

The model was validated using the 5 Key Performance Indicators presented in Chapter 5.

o KPI #1: The average time spent in care-states by a patient

KPI #2: The average time spent in wait-states by a patient

KPI #3: The average number of visited care-states by a patient

KPI #4: The average number of times that state s; was visited by a patient, Vi € S

e KPI #5: The average number of different entities that visited state s; at least once, Vi € S
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The results for all the KPIs are presented in Table 6.7, based on the simulation of 100,000 patients.
Regarding KPI-1 and KPI-2 (time related measures), the validation was challenging because of the large
variability of these measures in the original data: historical mean for KPI-1 is 65 days, standard deviation
is 88 days. Historical mean for KPI-2 is 4 years and 1 month, standard deviation is 2 years and 1 month.
The simulation model seems to underestimate the time spent by patients in care states (KPI-1) and in wait
states (KPI-2) when using the mean and the standard deviation. However, the simulation results show a
significant decrease in the variability (standard deviation) compared to historical data. The high variability
of the data is explained by the presence of some outsiders (e.g. a patient spent 4 years at hospital). We think
that a variability reduction is an asset for the simulation model. Based on these results, we think that KPI-1
and KPI-2 would require a different validation method, such as a more advanced distribution comparison.
It would provide more reliable conclusions that the current mean and standard deviation.

Table 6.7: Validation results for 5 measures (100,000 simulated patients)

KPI Historical data Simulation model | Simulation model
Mean (+/- STD) Mean (+/- STD) 95% CI

KPI#1 | 65.80 days (+/- 88.10) 45.07 (+/- 29.18) +/-0.15

KPI #2 4 years 1 month 3 years 8 months +/- 1.55 days

(+/- 2 years 1 month) (+/- 9 months)

KPI #3 | 13.2 care states (+/-18.8) 11.7 (+/- 4.8) +/- 0.025

KPI #4 Figure 6.14 68.5% -

KPI #5 Figure 6.15 75.0% -

The validation of the CPSC is more straightforward for the remaining KPIs. Regarding KPI-3, we
obtained a close value of the number of care states in a trace sequence (11.7 versus 13.2). KPI-4 and
KPI-5 are presented in detail in Figure 6.14 and Figure 6.15 respectively, but only for care states (not wait
states). For each care state, the histogram shows the historical data (orange), the simulation result (blue) and
the 95% confidence interval (red line). Based on a binary validation approach, the simulation model gets a
validation score of 68.5% for KPI-4, and 75.0% for KPI-5, which is above regular thresholds (50% or 66%
for binary validation). Even if the model passes over the regular thresholds, it presents the same behavior
of a slight underestimation of the number of patients in each state (blue lines are lower than orange lines).
We found a possible explanation for this shift. After a thorough examination of the decision points rules
(decision trees), it appears that the routing probabilities toward “death” and “end of record” are slightly
overestimated, making patients’ sequences ending too early. A solution would be to study the sensibility of
the results regarding such variables and adjust the values using a simulation-optimization approach. This
conclusion matches our previous discussion about the need for an optimized tuning of the data mining
algorithm (not provided here). It would result in a model adjustment leading to higher validation scores.

6.5.3 Sensitivity analysis

A sensitivity analysis of input parameters was then performed for the simulation model described above,
as described in Chapter 5. The input parameters are the patient features available in the case study data. It
includes the 5 comorbidities described in Section 6.2.3, 2 non-medical patient characteristics and 1 variable
related to defibrillators:

1. Patient has hypertension

2. Patient has diabetes
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Figure 6.14: Validation of the CPSC on KPI#4. States legend: O (implantation), 1 (end of record), 2
(I501a), 3 (1501b), 4 (death), 5 (1200), 6 (Z450), 7 (1420), 8 (Z098), 9 (1422), 10 (1251), 11 (148-before),

13 (1472), 14 (148-after), 25 (2514), 57 (R570)

3. Patient is obese
Patient has Kkidney failure

Patient has a cancer

SANEER A

Age of the patient at the first ICD implantation
7. patient gender

8. Replacement rate

The replacement rate represents the chances that a patient’s ICD is replaced during post-implantation

follow-up. It corresponds to the routing probabilities of having the state Z450 (from any other state con-

nected with a transition).

The sensibility analysis is performed once for each KPI. A total of 103 graphs (KPI-1, KPI-2 and KPI-3
require one graph each, whereas KPI-4 and KPI-5 require 50 graphs each, one for each care state and one
for each wait state). Most of the 50 graphs related to KPI-4 are similar, and so are those of KPI-5. We
present 4 of the most remarkable results, which means a striking impact of the input variables on the output
KPI or its total absence, in Figures 6.16, 6.17, 6.18 and 6.19. For each parameter setting, 10,000 patients

were simulated (confidence intervals are shown on the graphs).
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Figure 6.15: Validation of the CPSC on KPI#5. States legend: O (implantation), 1 (end of record), 2
(I501a), 3 (1501b), 4 (death), 5 (1200), 6 (Z450), 7 (1420), 8 (Z098), 9 (1422), 10 (I1251), 11 (I148-before),
13 (I472), 14 (148-after), 25 (Z514), 57 (R570)

Results (1/4). Figure 6.16 shows the result of the sensitivity analysis on KPI-1, the total time spent by
patients in care-states. The impact of the 8 input variables is displayed on the same graph (8 curves), even
if each variable varies independently (anything else equal). The y-axis represents the possible values of
KPI-1 and the x-axis represents variations on the input variables. In order to plot and to easily compare the
8 curves, we normalized the possible values of each variable. The baseline point is when the modification
coefficient of all variables is 1 (Green Arrow).

Among the 8 inputs, only two influence the time spent by patients in care-states: the age at implantation
(red line) and the presence of kidney (grey line) failure. First, the impact of kidney failure is linear. The
fewer patients have kidney failure (caution, a high coefficient of this input variables actually means fewer
patients have it), the shorter the total time spent in care-states (i.e. at hospital) will be. It can be explained
by the necessity of having very regular dialyses sessions (half a day) when having kidney failure. Regarding
the age of implantation, the shape of the curve appears more atypical at first sight. Starting from the left,
there is a fast increase in KPI-1 when the implantation age increases, then it stagnates, and it finally slowly
decreases. This shape illustrates the fact that an increase in age is totally correlated with the need for more
cares (the initial increase). However, after a certain threshold (mean age at implantation is 75), the need
for care on a 4-year term decreases because patients die faster.
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Figure 6.16: Sensitivity analysis result - impact of 8 input variables on KPI-1

Results (2/4). Figure 6.17 shows the result of the sensitivity analysis on KPI-4, the number of times that
state cardiomyopathy before implantation was visited by a patient. The outcome values are standardized
for 1,602 patients (even if 10,000 patients were simulated). For this KPI, it is interesting to notice that no
input variable significantly impacts the output values. It means that such cardiac issues are not dependent
on factors that we incorporated in the model. A more in-depth backward analysis of patient history might
turn out more relevant (more than 2 years before implantation).

Results (3/4). Similarly to the previous graph, Figure 6.18 shows the result of the sensitivity analysis on
KPI-4, the number of times that state cardiomyopathy after implantation was visited by a patient. This time,
two input variables show a direct impact on the output values: the age at implantation and the replacement
rate. An increase in the age of patients when being implanted induces a substantial decrease in the number
of times they have a cardiomyopathy (red line). This is probably explained by an edge effect of the long-
term follow up of patients (4-5 years). Older patients with severe heart conditions have “less time” to
develop other issues as the 2-year death rate is extremely high for patients over 75 years old.

Regarding the replacement rate, an increase (i.e. more patients have a defibrillator replacement after
few years) induces a linear decrease in the risk of having a cardiomyopathy (green line). It shows the
importance of a close follow-up of patients and of anticipating the device malfunctioning.

Results (4/4). Figure 6.19 shows the result of the sensitivity analysis on KPI-4, for a care state which
is not directly related to heart issues: the cataract surgery (eye troubles). As a side effect of the cohort
characteristics (mean age at implantation is 66 years old), lots of patients require cataract surgery. It is
known as being very predominant in elderly people. We find the same results: the age at implantation
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Figure 6.17: Sensitivity analysis result - impact of 8 input variables on KPI-4 (a)
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Figure 6.18: Sensitivity analysis result - impact of 8 input variables on KPI-4 (b)

is highly correlated with the need for more surgeries (red line). The relation between kidney failure and



6.5 Simulation of clinical pathways 167

cataract is unclear to us, even if a positive linear relation is observed (grey line). An interesting point is the
relation between the replacement rate and the number of surgeries (green line). The more patients have an
ICD replacement, the more they have a cataract surgery. This can be explained by the lengthening of the
life expectancy of patients with a replaced device.

Impact of the input parameters on KPI-4 (cataract surgery)
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Figure 6.19: Sensitivity analysis result - impact of 8 input variables on KPI4 (c)

6.5.4 Scenarios evaluation - new implantation strategies

The ultimate use of the simulation model is to evaluate new scenarios. Based on our case study on defib-
rillators, a question that arose from experts of the medical field concerns the implantation strategies. They
asked about the potential impact of opening the criterion for patients to be eligible for implantation. For
that purpose, we use the cohort 2 of the 152,393 patients who had a heart failure. Then, we compare the
performances of using different implantation strategies. A strategy is composed of two elements: a ratio of
patients that are eligible for 1st implantation and a ratio of patients eligible for replacement.

Clinical Pathway State Chart Creation After the data extraction (Section 6.2.3), we created a Causal
Net using a Process Mining approach. For this specific part only, the resulting clinical pathway state chart,
obtained after using our conversion algorithm was implemented in Anylogic 7.2.0 software. It is shown
on Figure 6.20. Figure 6.20-a shows the CPSC. Its § care-states are depicted by yellow boxes (first yellow
box is excluded as it is the common entry point): (1) I501a for the first left ventricular failure, (2) 1472 for
ventricular tachycardia, (3) I500 for congestive heart failure, (4) 1509 for unspecified heart failure, (5) 1422
for other hypertrophic cardiomyopathy, (6) 1501b for a relapse of left ventricular failure, (7) deceased and
(8) end of follow-up. A financial cost is assigned to each care-state. It includes human, material and facility
costs to take care of the patient during his/her hospitalization. The 20 wait-states are depicted by arrows
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Figure 6.20: (a) Clinical pathway state chart used in the heart failure case study (Anylogic soft-
ware screenshots), (b) Care process triggered by certain care-state, (c) Table of the costs (based on
http://www.aideaucodage.fr/ghm)

(solid and dotted lines). On Figure 6.20-b, we show a simple model of the medical decision triggered when
a patient is in one of 4 specific care-states (1,2,3,4). A physician decides to implant or not a cardioverter
defibrillator to the patient to prevent a cardiac arrest. If the patient was previously implanted, the physician
may decide to replace the device and to implant a new one (lifetime of a defibrillator is 5 to 8 years). The
third possible decision is to not implant the patient but to hospitalize him/her for regular care (nursing,
monitoring and drugs). Decisions of implantation and replacement are based on probabilities observed
from data history. These 2 probabilities will be studied as variable inputs in the simulation experiments.

The last components of CPSC to define are the functions { and 7. Transition probabilities represent
the risk for a patient to switch from his current state to another state. It is the risk of being readmitted
at hospital later for another issue. In terms of patient’s health condition, lower probabilities are always
better. Only the transition probability toward care-state number (8)-end of follow-up shall be high for a
better outcome: the patient was cured and will have no more adverse event. Implanted Patients do not have
significantly different lengths of stay compared to never implanted patients, so T is assumed the same for
all patients. However, major differences in transition probabilities were observed between the 3 groups
of patients: those never implanted, those implanted once and those implanted and replaced. Data history
shows that implanted patients have lower risk of readmission compared to not implanted patients. It tends
to show that implantable defibrillators have positive effects on the patients’ health condition. Similarly,
replaced patients have a slightly lower risk of readmission than implanted patients. The underlying reasons
might be correlated to factors out of the scope of the current study (age of first implantation, device lifetime
or type of technology). Different transition probabilities are used for the 3 groups. Distributions used for
T were found using a best fit tool based on the mean squared error. Distributions for each of the 8 care-
states are (unit is days): (1) 371 x Beta(1.2,46.4), (2) 213 x Beta(0.688,24.1), (3) Weibull(11.6,1.18), (4)
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—0.5 4+ Weibull(12.4,1.28), (5) —0.5+ LogN(5.86,8.22), (6) —0.5+ Erlang(4.77,2), care-states (7) and
(8) have no distribution by definition.

Experimentation and Results The previously defined Clinical Pathway State Chart models the evolution
of patients’ health condition in heart failure. It also models the medical decision to implant or not a patient
with a defibrillator. Such decision impacts on the probability of adverse events. An implantable cardioverter
defibrillator costs between 10,000€ and 16,000€, whereas hospitalizations for a heart issue cost between
1,000€ and 4,000€ euros depending on the severity (See Figure 6.20-c). Now, we show how we used
our simulation model to study several care management scenarios that balance costs and care quality. The
performance of scenarios is assessed by evaluating 3 key performance indicators (KPIs): (1) total cost
incurred by all patients, (2) death rate and (3) proportion of patients who had a heart failure relapse. All
three KPIs are measured after a fixed simulation time of 5 years.

We specifically studied the variation of two parameters: first implantation probability (i.e. the medi-
cal decision to implant the device when in care-States (2)(3)(4)(5)) and replacement probability (i.e. the
medical decision to replace the device in the same care-states). Both parameters varied between 0 and 0.5
with a 0.1 step. In order to ensure the statistical validity of our results, we performed several replications of
each parameter setting. The number of replications was chosen large enough to ensure a 95% confidence
interval on the 3 KPIs. It is set to 40,000 patients. Results of the simulation runs are shown in Table 6.8
and Figure 6.21.

Table 6.8: Simulation results for 3 KPI (cost, death rate and heart failure relapse) for different values of
implantation and replacement probabilities. Each simulation was done with 40,000 patients.

. Implantation | Replacement| Total cost Heart failure
Scenario PrF:)bability p::)bability (milion€) |Peathrate(%) " ) nce
1 0,30 0,05 335,2 33,41% 23 890
2 0,40 0,05 365,3 33,41% 23 888
3 0,50 0,05 374,6 33,41% 23 888
4 0,10 0,1 412,7 33,40% 23 886
5 0,20 0,1 356,3 33,40% 23 876
6 0,40 0,1 367,2 33,40% 23 870
7 0,50 0,1 383,5 33,41% 23 888
8 0,10 0,15 346,0 33,40% 23 880
9 0,20 0,15 394,8 33,39% 23 879
10 0,30 0,15 385,4 33,39% 23 876
11 0,40 0,15 406,1 33,39% 23 865
12 0,50 0,15 435,3 33,38% 23 862
13 0,10 0,2 387,2 33,39% 23 862
14 0,15 0,2 365,8 33,38% 23 886
15 0,20 0,2 307,1 33,38% 23 898
16 0,30 0,2 356,3 33,39% 23 884
17 0,35 0,2 409,7 33,40% 23 837
18 0,40 0,2 429,2 33,41% 23 828
19 0,45 0,2 438,5 33,40% 23 842
20 0,50 0,2 398,3 33,40% 23 860

Numerical results validate our modeling approach and the balance mechanism between costs and care
quality. When the implantation rate increases, the total cost follows because of the device’s cost. It also
slightly decreases the death rate (significant difference only between extreme scenarios). No significant
reduction of heart failure relapse was observed. The decreasing trend in death rate is slow compared to the
increase in cost. It shows that the current model reaches its limits and is not rich and complex enough to
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Figure 6.21: Simulation results: measure of 2 KPI (cost and death rate) for different values of implantation
probability. Each simulation was done with 40,000 patients.

capture all the mechanisms at work. These results are preliminaries for deeper experimentation. Our goal
here was to validate the concept of an innovative way of converting Process Mining results into a simulation
model. This objective was reached and this work is a good starting point for further investigations.

6.6 Conclusion

This chapter presented a comprehensive case study to illustrate the practical use of the approaches intro-
duced in this thesis. The French national database of the hospital claims from 2006 to 2015 is used as an
event log. The case of patients suffering from cardiac arrhythmia and who need the implantation of car-
dioverter defibrillators is addressed. Numerous results were provided and show the benefit of our approach
(knowledge discovery, process discovery, car sequence comparison, decision tree rules, time perspective,
model validation, sensitivity analysis and scenarios evaluation).

The modeling methodology can be re-used on new case studies (other medical areas) or on new data
having the same structure. This is the most important strength of the approach. Models are not hand-
made at each step, they are automatically derived from well prepared data. Regarding the simulation of
new clinical pathway scenarios, our approach can be seen as a proof of concept that could be extended to
simulate larger models and more complex scenarios, whatever the size of the data.



Conclusion

Summary

Industrial engineering, among other scientific disciplines, promotes the adaptation of existing methods,
or the development of new ones, to help improve the performance of health-care systems. In health-
care organizations, a major trend for the improvement of care quality while reducing costs is the design
and implementation of clinical pathways. Clinical pathway modeling is a popular topic which has been
addressed in various ways, depending on the techniques and the description level. However, due to the
inherent variability of care processes, to the stochasticity of patient management and the lack of evidence-
based decisions, several challenges remain to propose sufficiently flexible and realistic models.

In this thesis, we proposed a complete and innovative methodology to automatically discover, analyze
and simulate clinical pathways using health data. This methodology splits up in several steps, each of
whom is dedicated to a scientific challenge. It makes the contributions of this work multi-fold.

First, a new approach to compute optimal process models from complex event logs is proposed. It in-
cludes the mathematical definition of new replayability functions, the first attempt to propose a quantitative
criterion to evaluate mined process models. A solution method based on a tabu search is also proposed.
Then, a health-care analytic toolbox with 3 instruments is introduced: a method to quantitatively compare
two sequences of medical events, a predictive model of the next step in a clinical pathway and a complete
methodology to automatically integrate the two previous points in the context of clinical pathway model-
ing. A formal procedure for the automatic conversion of a static process model, in the form of a causal
net, into a simulation model was presented. A new class of state chart, the Clinical Pathway State Chart,
enables the integration of many concepts related to care processes. The resulting simulation model is used
to perform sensitivity analysis and scenarios evaluations on a personalized and automatic basis. The entire
methodology has been formalized in a generic framework, so that it can be implemented and used in an
automatic manner.

Our modeling methodology was applied on a several millions-hospital events database, the French na-
tional database of all hospital activities from 2006 to 2015 (11 million patients per year). A comprehensive
case study on cardiovascular diseases was made to illustrate the practical use of the approaches and their
benefit for medical decision aid.

Future works

As a final point, we would like to gather our scattered discussions about some of the possible extensions of
the present work that we could identified. Through this thesis, we came through a variety of scientific chal-
lenges. We addressed each challenge with a dedicated technique, or a combination of dedicated techniques.
Some of our choices could have been different, and some of our models can be improved.
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For future works regarding the process discovery problem, one could improve process model compu-
tation by taking into account domain specific parameters and by adding weights on clusters, classes and/or
arcs. The use of experts’ knowledge could be integrated in an ontology map, so that a discovery algorithm
can use it to converge quickly to realistic process model. A more in-depth study of the relationship between
a process model quality measures and the information contained in the data is also needed.

Our analytic toolbox could also benefit from some improvements, especially in the choice of a machine
learning algorithm to solve the classification problems. We only proposed two supervised learning algo-
rithms (decision trees and random forest), which is insufficient to guarantee the best possible predictions.
Based on the classification problem that we defined, a performance benchmark of machine learning algo-
rithms on health data sets would benefit to our methodology. The emergent field of discriminant analysis
using mixed-integer programming also seems a promising way to perform classifications tasks (Lee et al.,
2012, 2016).

A major extension of our models relies in the addition of resources and medical decision modeling. It
would open a large set of possibilities. The individual modeling of each hospital stay as a small process
itself would bring a new perspective to the entire approach. In our current model, care-states modify pa-
tients’ features in a deterministic way. An interesting extension would be to add a resource perspective
and to model medical decisions into the clinical pathway state chart. Our definition of a clinical pathway
state chart enables the integration resources and medical decisions without having to redefine every con-
cept. This new integration of resources implies a dynamic management of their seizing and release by the
patients. It means that patients cannot be considered independently anymore, they interact with each other
through resource-sharing mechanisms. The Monte-Carlo simulation would not apply anymore. Thus, we
could extend the modeling of care-states to the next level by proposing that each care-state is a dedicated
discrete-event simulation model.

We strongly believe that the work of this thesis can be used as the ground foundations to create a
bridge between traditional modeling-and-simulation of hospital services (such as Discrete Event Simula-
tion), more original modeling methods (Multi-Agent Systems) and process mining techniques. The com-
bination of the 3 approaches would result in a single, and probably rather complex, but extremely complete
model of long-term clinical pathways. It would integrate at the same time the objectivity of data-driven
process discovery at a national scale, and the precision of detailed hospital service models and optimized
organizations. In addition, it would also capture complex interactions between patients, care providers and
disease natural evolution.
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Appendix A

Overview of the 25 most used machine
learning in practice'

Training

Algorithm Accuracy time

Linearity Parameters

Two-class classification
logistic regression

decision forest

decision jungle

boosted decision tree
neural network

averaged perceptron
support vector machine
locally deep support vector
machine o

Bayes’ point machine o °
Multi-class classification

logistic regression ° °
decision forest

decision jungle

neural network

one-v-all - - - -
Regression

linear

Bayesian linear
decision forest
boosted decision tree
fast forest quantile
neural network
Poisson °
ordinal

Anomaly detection

support vector machine o

PCA-based anomaly detection

K-means o ° 4
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Algorithm properties:
e - shows excellent accuracy, fast training times, and the use of linearity
o - shows good accuracy and moderate training times

'From Microsoft Azure Machine Learning https://docs.microsoft.com/en-us/azure/machine-learning/machine-learning-
algorithm-choice



Appendix B

Student t-distribution table

Table B.1: Student’s t-distribution for k degrees of freedom and quantiles of order 1 — o

o 25% | 20% 15 % 10 % 5% 2,5 % 1% 0,5 % 0,25 % 0,1 % 0,05 %

o | 5% | 80% | 85% | 0% | 95% | 975% | 9% | 99.5% | 99,75% | 99,9 % | 99,95 %

1 1,376 | 1,963 | 3,078 | 6,314 12,71 31,82 63,66 127,3 318,3 636,6

0,816 | 1,061 | 1,386 | 1,886 2,92 4,303 6,965 9,925 14,09 22,33 31,6

0,765 | 0,978 1,25 1,638 | 2,353 3,182 | 4,541 5,841 7,453 10,21 12,92

0,741 | 0,941 1,19 1,533 | 2,132 2,776 3,747 4,604 5,598 7,173 8,61

0,718 | 0,906 | 1,134 1,44 1,943 2,447 3,143 3,707 4,317 5,208 5,959

0,711 | 0,896 | 1,119 | 1,415 | 1,895 2,365 2,998 3,499 4,029 4,785 5,408

0,706 | 0,889 | 1,108 | 1,397 1,86 2,306 2,896 3,355 3,833 4,501 5,041

K
1
2
3
4
5 0,727 | 092 | LI56 | 1,476 | 2,015 | 2,571 | 3,365 | 4032 | 4773 | 5893 | 6,869
6
7
8
9

0,703 | 0,883 1,1 1,383 | 1,833 2,262 2,821 3,25 3,69 4,297 4,781

10 0,7 0,879 | 1,093 | 1,372 | 1,812 2,228 2,764 3,169 3,581 4,144 4,587

11 0,697 | 0,876 | 1,088 | 1,363 | 1,796 2,201 2,718 3,106 3,497 4,025 4,437

12 0,695 | 0,873 | 1,083 | 1,356 | 1,782 2,179 2,681 3,055 3,428 3,93 4,318

13 0,694 | 0,87 1,079 1,35 1,771 2,16 2,65 3,012 3,372 3,852 4,221

14 0,692 | 0,868 | 1,076 | 1,345 | 1,761 2,145 2,624 2,977 3,326 3,787 4,14

15 0,691 | 0,866 | 1,074 | 1,341 | 1,753 2,131 2,602 2,947 3,286 3,733 4,073

16 0,69 | 0,865 | 1,071 | 1,337 | 1,746 2,12 2,583 2,921 3,252 3,686 4,015

17 0,689 | 0,863 | 1,069 | 1,333 1,74 2,11 2,567 2,898 3,222 3,646 3,965

18 0,688 | 0,862 | 1,067 1,33 1,734 2,101 2,552 2,878 3,197 3,61 3,922

19 0,688 | 0,861 | 1,066 | 1,328 | 1,729 2,093 2,539 2,861 3,174 3,579 3,883

20 0,687 | 0,86 1,064 | 1,325 | 1,725 2,086 2,528 2,845 3,153 3,552 3,85

21 0,686 | 0,859 | 1,063 | 1,323 | 1,721 2,08 2,518 2,831 3,135 3,527 3,819

22 0,686 | 0,858 | 1,061 | 1,321 | 1,717 2,074 2,508 2,819 3,119 3,505 3,792

23 0,685 | 0,858 1,06 1,319 | 1,714 2,069 2,5 2,807 3,104 3,485 3,767

24 0,685 | 0,857 | 1,059 | 1,318 | 1,711 2,064 2,492 2,797 3,091 3,467 3,745

25 0,684 | 0,856 | 1,058 | 1,316 | 1,708 2,06 2,485 2,787 3,078 3,45 3,725

26 0,684 | 0,856 | 1,058 | 1,315 | 1,706 2,056 2,479 2,779 3,067 3,435 3,707

27 0,684 | 0,855 | 1,057 | 1,314 | 1,703 2,052 2,473 2,771 3,057 3,421 3,69

28 0,683 | 0,855 | 1,056 | 1,313 | 1,701 2,048 2,467 2,763 3,047 3,408 3,674

29 0,683 | 0,854 | 1,055 | 1,311 | 1,699 2,045 2,462 2,756 3,038 3,396 3,659

30 0,683 | 0,854 | 1,055 1,31 1,697 2,042 2,457 2,75 3,03 3,385 3,646

40 0,681 | 0,851 1,05 1,303 | 1,684 2,021 2,423 2,704 2,971 3,307 3,551

50 0,679 | 0,849 | 1,047 | 1,299 | 1,676 2,009 2,403 2,678 2,937 3,261 3,496

60 0,679 | 0,848 | 1,045 | 1,296 | 1,671 2 2,39 2,66 2,915 3,232 3,46

80 0,678 | 0,846 | 1,043 | 1,292 | 1,664 1,99 2,374 2,639 2,887 3,195 3,416

100 0,677 | 0,845 | 1,042 1,29 1,66 1,984 2,364 2,626 2,871 3,174 3,39

120 0,677 | 0,845 | 1,041 | 1,289 | 1,658 1,98 2,358 2,617 2,86 3,16 3,373

oo 0,674 | 0,842 | 1,036 | 1,282 | 1,645 1,96 2,326 2,576 2,807 3,09 3,291
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Appendix C

List of 15 validation techniques for
simulation models (Sargent, 2011)

1. Animation: The model’s operational behavior is displayed graphically as the model moves through
time. For instance, the movements of parts through a factory during a simulation run are shown
graphically.

2. Comparison to other models: Various results of the simulation model being validated are compared
to results of other (valid) models. For example, simple cases of a simulation model are compared to
known results of analytic models.

3. Degenerate Tests: The degeneracy of the model’s behavior is tested by appropriate selection of values
of the input and internal parameters. For example, does the average number in the queue of a single
server continue to increase over time when the arrival rate is larger than the service rate?

4. Event Validity: The events of occurrences of the simulation model are compared to those of the real
system to determine if they are similar. For example, compare the number of fires in a fire department
simulation to the actual number of fires.

5. Extreme Condition Tests: The model structure and outputs should be plausible for any extreme and
unlikely combination of levels of factors in the system. For example, if in-process inventories are
zero, production output should usually be zero.

6. Face Validity: Individuals knowledgeable about the system are asked whether the model and its
behavior are reasonable.

7. Historical Data Validation: If historical data exist, part of the data is used to build the model and the
remaining data are used to test whether the model behaves as the system does.

8. Historical Methods: The three historical methods of validation are rationalism, empiricism, and pos-
itive economics. Rationalism requires that the assumptions underlying a model be clearly stated and
that they are readily accepted. Logic deductions are used from these assumptions to develop the cor-
rect (valid) model. Empiricism requires every assumption and outcome to be empirically validated.
Positive economics requires only that the model’s outcome(s) be correct and is not concerned with a
model’s assumptions or structure (causal relationships or mechanisms).

9. Internal Validity: Several replications of a stochastic model are made to determine the amount of
(internal) stochastic variability in the model. A large amount of variability may cause the model’s
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10.

11.

12.

13.

14.

15.

results to be questionable.

Multistage Validation: Naylor and Finger (1967) proposed combining the three historical methods
of rationalism, empiricism, and positive economics into a multistage process of validation. It con-
sists of (1) developing the model’s assumptions on theory, observations, and general knowledge, (2)
validating the model’s assumptions where possible by empirically testing them, and (3) comparing
the input-output relationships of the model to the real system.

Operational Graphics: Values of various performance measures are shown graphically as the model
runs through time. The dynamical behaviors of performance indicators are visually displayed as the
simulation model runs through time to ensure they behave correctly.

Parameter Variability - Sensitivity Analysis: This technique consists of changing the values of the
input and internal parameters of a model to determine the effect upon the model’s behavior or output.
The same relationships should occur in the model as in the real system.

Predictive Validation: The model is used to predict the system’s behavior. Then, comparisons are
made between the system’s behavior and the model’s forecast to determine if they are the same. The
system data may come from an operational system or be obtained by conducting experiments on the
system.

Traces: The behaviors of different types of specific entities in the model are traced (followed) through
the model to determine if the model’s logic is correct and if the necessary accuracy is obtained.

Turing Tests: Individuals who are knowledgeable about the operations of the system being modeled
are asked if they can discriminate between system and model outputs.
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The relevant PMSI fields for the study of
clinical pathways

Table D.1: List of the 28 most useful fields of the PMSI database.

Field name ‘ Brief description

Administrative fields

Facility ID Name, location and status of the facility

Hospital stay ID Unique identifier of the stay in the database

Version of the DRG classification A new version of the DRG codes is edited each year
Tariff of the stay Cost of the stay from a health insurance perspective
Length of stay Duration (in days)

Year (at discharge) 2013, 2014, 2015, ...

Month (at discharge) From 1 to 12

Number of RUM Number of aggregated RUM producing the stay summary
Patient fields

Patient ID Unique identifier of a patient

Age of the patient (year) Age at entrance (in days if younger than 1 year)

Gender Male / Female

Elapse time since the last stay Duration in days

Entry mode From home / internal transfer / external transfer

Exit mode To home / internal transfer / external transfer / death
Home ZIP code Location area of the patient’s home

Medical fields

Main diagnosis Medical reason of the hospitalization (code from the ICD-10")!
Secondary diagnosis Associated reason of the hospitalization (code from the ICD-10™)!
List of other related diagnoses Useful for multi-pathology patients

List of medical procedures Procedures are coded according to the French CCAM?
List of expensive drugs The list only includes drugs that induce extra charges
Diagnose Related Group (GHM) Aggregation of all medical and financial information in one code
Number of chemo/radio-therapy sessions | Several sessions can be invoiced in a single stay

Use of dialysis Number of medical procedures, induces extra charge

Use of hemodialysis Number of medical procedures, induces extra charge

Use of hyperbaric chamber Number of medical procedures, induces extra charge
Need for reanimation Number of days in reanimation, induces extra charge
Need for intensive care Number of days in intensive care, induces extra charge

Pregnancy duration If relevant, duration in weeks
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Appendix E

Application of machine learning to find cost
profiles for HIV patients

In Chapter 4, we presented a health-care analytics toolbox with 3 components (comparison of two
sequences, predictive models and an automated analysis process). Here, we present the results of
specifically using the approach described in the predictive models on a case study. The focus is not on the
prediction of the next step of a clinical pathway, but on the classification of patient profiles based on their
features. The therapeutic area is the Human Immunodeficiency Virus (HIV) infection, which causes the
Acquired ImmunoDeficiency Syndrome (AIDS). The entire study is illustrated in Appendix E.

The objective was to assess the capability of a classic data mining technique to be applied on a
health-care database in order to better understand drivers of health-care expenditures and the management
of diseases.

Method. We selected hospital stays with an HIV code, HIV being the principal cause of hospitalization
or not (codes B20*, B21%*, B22*, B23*, B24*). Patients hospitalized with an HIV code in 2013 were
extracted and followed up for one year (365 days). 10 groups of comorbidities and 5 types of
opportunistic infections (OI) linked to HIV were also identified, and their presence was tracked among
these patients. Data were analyzed with a Decision Tree algorithm (CART algorithm with smart pruning
option), in order to explain HIV hospitalization costs depending on non-linear combinations of age,
gender and the presence of comorbidities or Ols.

Results. 30,294 patients with 70,180 hospital stays were included, for a total cost of 180 million euros.
The Decision Tree algorithm could determine 165 different patient profiles, created automatically to
maximize the gathering of patients with similar features. The most discriminating variables for the cost of
hospitalization were infections not associated to HIV, bacterial OI, cancer, fungal infections and
endocrino-metabolic complications, whereas age, psychiatric and hepatic comorbidities were not
discriminating. The average annual cost of patient profiles ranged from 1,680€ to 42,650€. These results
are shown in Figure E.1. We used a sunburst graph to visualize how the entire cohort (30,294) is
iteratively split in two subgroups at each layer (from the inner circle to the outside circle). Each split is
based on the binary response to a specific question (= a patient’s feature). In the end, each strip of the
sunburst represents a patient profile. The bottom of Figure E.1 presents 4 stringent profiles, from a
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frequent and low cost profile (profile 2) to a rare and high cost profile (profile 4).

RESULTS

Figure 4
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€5,981

€30,000

€43,000
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€3,850 €2,388 €22,746 €33,830
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Figure E.1: Cost profiles for patients with HIV

This exploratory study shows that traditional data mining techniques, such as Decision

Tree Algorithms, are relevant to identify patient profiles from big databases and may have predictive

capabilities. It could help identifying leverages to prevent hospitalizations costs. Further research should
be done, adding therapeutic and biological parameters.

In this section, we have introduced a health-care database that can be used for several purposes. The

next section presents a comprehensive medical case study on which we propose to apply the modeling

methodology presented in this thesis.
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ADVANCED DATA MINING APPROACH

Healthcare

Prediction of costs associated
with the hospital management of
HIV patients in France

INTRODUCTION

Data mining is not new and has been efficiently employed in others domains (Bank, Cybernetics, Marketing, Energy, etc.)". The amount of data collected in medical information systems is tremendous, but
much data remains unused because of their complexity?. This still increasing volume of data requires new analytical approaches that are efficient, sensitive and better than classical statistics to handle Big Data’.

METHODOLOGICAL DIVERGENCES BETWEEN DATA MINING AND STATISTICS

DATA MINING CRITERIA STATISTICS

Explanatory approach, discover the unknown with no preconception PARADIGM (Un)-validate predefined hypothesis, risk of experimenter bias

Unrivalled quality of predictions and explanations, using cross-validations.

MAIN FEATURE

Precise measurement of uncertainty, comparison of 2 populations, confidence

Use extrapolation for missing data
High adaptability and reusability in other domains

ion Tree, Neural Network, Bayesian, Genetic Algorithm, Support Vector
Machine

Capable of dealing with millions of data (“Big data”)

Data mining selects and tells you the non-linear combinations of many variables
that best explain the value of the target variable.

OBJECTIVE

‘The main objective of this study is to assess the capability of a dat: technique ppl
on a healthcare database in order to better drivers of and the
of diseases.

We utilized the approach in order to explain the patient features that are the main drivers of cost associated with HIV
patients’ hospital management. A secondary objective s to assess how reproducible such an approach is on other
medical databases with potentially different patient features,

SECOND FEATURE

EXAMPLES OF TECHNIQUES

VOLUME

TYPICAL RESULTS

assessment of measures
Mathematical definition of statistical tests ensures significant results

Principal Component Analysis, p-value testing, multivariate & univariate
regression

Suitable for middle size datasets (< 1 million observations)

Logistic regression tells you that X% of the cost is explained by having this or this
comorbidity, PCA tells you if variables are redundant.

METHODS

KEY FIGURES

Study period: January 2013 - December 2014
Number of HIV patients: 30,294

Number of stays: 70180

Total annual cost: 180 million €

Mean annual cost per patient : 5,981 € (+/-10661)
Nb of patient profiles found using Data Mining: 165

DATA EXTRACTION

The PMSI-MSO (French Medical Information System -
Medicine, Surgery, Obstetric units) database was
used to extract all hospital stays in 2013 with at least
one of the following HIV ICD-10 (International
Classification of Diseases, 10" revision) codes as
principal diagnosis, related diagnosis or significantly
associated diagnosis: B20*, B21°, B22*, B23", B24".

G

70,180 ve180

stays total annual cost

RESULTS

Figure 4

DISCOVERY OF PATIENT PROFILES
1-Infections unrelated o HIV?

2-Bacterial opportunistic nfection ?
3-Presence of acancer?

4-Fungalopportunistic nfection?

6~ Endocrino-metabolic comorbidity ?

CONCLUSION

1-YEAR FOLLOW-UP OF PATIENTS &
CLASSIFICATIONS OF STAYS

For each patient hospitalized once in 2013 with an
HIV code, a 12 months follow-up was performed to
capture any further hospital stay. The same algorithm
and medical review as for the inclusion stay were
conducted on these additional stays, in order to
exclude stays not related to HIV. All stays were
classified by HIV clinician experts into 10 groups of
comorbidities and 5 groups of opportunistic
infections (O) using ICD-10 codes (figure 2).

HIV HOSPITALIZATION COST

The cost of stays were evaluated from a NHS
perspective. The PMSI database provides many
details about stays’ cost as it was specifically
designed for economic evaluation of hospital
activities

OUR DATA MINING ALGORITHM
Data were analyzed with a supervised-learning data

mining technique, an Enhanced Decision Tree
algorithm based on Breiman’ CART model* (figure 3)

€1500

€20000

€30000

€43000

Figure 2
INPUT VARIABLES FOR THE ANALYSIS OF PATIENT PROFILES WITH DATA MINING
2 28 83735
25 e — 7395 Psychiatric
23— 906 ). Hepatic
16— 07205, Cancer
'2,, 15— 05767 Neurological
3 a08ap.
Infecti
| Bacterial 20585, | Protozoan 660, 7 e— 000 oy
Fungal 419p. | Other 614p. 104 e—0T)p.  Renal
| viral 104 enm— 23555 Bone
Figure 3

THE 4 STEPS OF THE DATA MINING APPROACH

SELECTION OF ALL THE PATIENTS' FEATURES

(@
wBPu @&

cenoe

ADATA SCIENTIST

CONFIGURES-THEALGORITHM

Information gain criterion
Learning sample ratio

Maximal depth

Observations weights

Statistical pruning
Stopping criterion

&

wean ace CouoRmONES  oPPORTUNSTC  AVERAGE CosT
THE ALGORITHM SPLITS PATIENTS
INTO 2 SUBGROUPS 301294
the most discriminative variable for the cost patients
MEAN ANNUAL COST/ PATIENT
5,981
oD HAVE ATEDTOHIV?

881 ns na
26,706 3,463
patients patients
4,473 17,602
OF STEP 20NE UNTIL
R —— REMAINING VARIABLES ARE NOT
BACTERIAL INFECTION 2 ACANCER?
or
“'?_‘_?"' TOO FEW PATIENTS IN EACH “‘?_‘_? "

SUBGROUP TO BE SPLIT AGAIN

725,369 1,337 *

orR
patients patients
THE NUMBER OF SUBGROUPS
3,850 16,293  REACHES AGIVEN THRESHOLD
PRESENCE OF AN
PRESENCE OF
ACANCER? ENDOCRINO-METABOLIC
COMPLICATION ?

n.?—l—?n-
21,980 3,389

patients patients

1,280 9,190

m?—l—?vn
“804 533"

patients patients

12,016 22,746

2,447

patients

1,016 **

patients

13,084 .28,484

RESULTS : 165 PROFILES

a profile of patients.

804 12,016

patients

leaf of the tree

&

EXEMPLE OF A PROFILE
1-Nopresenceafinfection notassociated o HI.
2-Prosenceofabacteralinfection

3-Absenceofanendocrino-metabolc comrbiy.

The present study is a pilot that successfully demonstrates how a data mining technique, from the field of Artificial Intelligence, can help us better understand Hospital costs for HIV patients: our data mining algorithm
identified specific patient profiles which explain the differentiating cost drivers in HIV inpatient care. Classical statistical approaches would struggle to provide such detailed profiles with numerous combinations

of variables.

1-This approach could work with other data sources, especially with more clinical and laboratory data (e.

viral load).

It can also explain drivers for any available target variables (cost, death, patients virologically suppressed o patients dropping out of care).
2 - Such collaborative efforts between health care professionals and engineers can lead to enhanced uses of health data that can provide new answers and thus improve

disease management

Example: Preventing a bacterial infection in newly diagnosed HIV patients with Endocrino-Metabolic comorbidities, is much more cost reducing than preventing a fungal infection.
3 -Based on results of Data Mining analyses, clinicians will know the medical interventions to focus on and prioritize.
Example: Results show that newly diagnosed HIV patients are more likely to get bacterial infections if they already have neurological and renal comorbidities (=predictive capabilities).
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Abstract: During the last two decades, the amount of data collected in Information Systems
has drastically increased. This large amount of data is highly valuable to reveal important
patterns. This reality applies to health-care where the computerization is still an ongoing
process. Health-care systems are characterized by the inherent variability and complexity of
care management and disease evolution. Existing methods from the fields of process mining,
data mining and mathematical modeling cannot handle large-sized and variable event logs.
Our goal is to develop an extensive methodology to turn health data from event logs into
simulation models of clinical pathways. We first introduce a mathematical framework to
discover optimal process models. Our approach shows the benefits of combining
combinatorial optimization and process mining techniques. Then, we enrich the discovered
model with additional data from the log. An innovative combination of a sequence alignment
algorithm and of classical data mining techniques is used to analyse path choices within long-
term clinical pathways. The approach is demonstrated to be suitable for noisy and large logs.
Finally, we propose an automatic procedure to convert static models of clinical pathways into
dynamic simulation models. The resulting models perform sensitivity analyses to quantify the
impact of determinant factors on several key performance indicators related to care processes.
They are also used to evaluate what-if scenarios, such as the impacts of a new drug (or
medical device) on both short and long-term aspects of clinical pathways. The presented
methodology was proven to be highly reusable on various medical fields and on any source
of event logs. Using the national French database of all the hospital events from 2006 to
2015, an extensive case study on cardiovascular diseases is presented to show the efficiency
of the proposed framework. Numerical results and relevant graphical representations are
obtained and provide brand new knowledge to health practitioners and decision-makers.
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Résumé : Les deux derniéres décennies ont été marquées par une augmentation significative
des données collectées dans les systemes d'informations. Cette masse de données rendue
disponible contient des informations riches et peu exploitées. Cette réalité s’applique au
secteur de la santé ou l'informatisation est un réel enjeu pour I’amélioration de 1’efficience et
de la qualité des soins. Les méthodes existantes dans les domaines de l'extraction de
processus, de I'exploration de données et de la modélisation mathématique ne parviennent pas
a gérer des données aussi hétérogenes et volumineuses que celles de la santé. Notre objectif
est de développer une méthodologie complete pour transformer des données de santé brutes
en modeles de simulation des parcours de soins cliniques. Nous introduisons d'abord un cadre
mathématique dédié a la découverte de modéles décrivant les parcours de soin, en combinant
optimisation combinatoire et Process Mining. Ensuite, nous enrichissons ce modéle par
I’utilisation conjointe d’un algorithme d’alignement de séquences et de techniques classiques
de Data Mining. Notre approche est capable de gérer des données bruitées et de grande taille.
Enfin, nous proposons une procédure pour la conversion automatique d'un modéle descriptif
des parcours de soins en un modéle de simulation dynamique. Apres validation, le modéle
obtenu est exécuté pour effectuer des analyses de sensibilité et évaluer de nouveaux
scénarios. Un cas d’étude sur les maladies cardiovasculaires est présenté, avec 'utilisation de
la base nationale des hospitalisations entre 2006 et 2015. La méthodologie présentée dans
cette these est entierement réutilisable dans d'autres aires thérapeutiques et sur d'autres
sources de données de santé.



