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Chapter 1

Introduction

Recent years have seen widespread penetration of residential broadband internet access [4]. Many modern consumer electronics use internet access such as laptops, smartphones, video-games and smart-tvs. A home network connects these devices to the internet. Figure 1.1 illustrates a typical home network setup. Devices can connect to a home access point (AP) using wired (e.g. Ethernet, PLC) or wireless (most often Wi-Fi). Users obtain internet access by signing a contract with an Internet Service Provider (ISP) and the home AP connects to the ISP network through the access link. More complex home network scenarios exist: another networking device can have the access link or multiple APs can provide access to the home network. In this example, one AP both connects Wi-Fi devices to the home network and provides internet access. This gives the home AP a centralized view of all devices in the home.

Wi-Fi is the preferred technology to implement home networks. The majority of mobile devices, such as tablets and smartphones, can only communicate over wireless and prioritize using the Wi-Fi network. Wired connectivity requires physical installation and gateways often have a limited number of ports, whereas many devices can connect to the same Wi-Fi network. The average home network has more stations connected through Wi-Fi than Ethernet and only a minority of homes uses all available Ethernet ports [39]. Wi-Fi traffic is predicted to grow to almost half (49%) of total IP traffic by 2020 from 42% in 2015 [55].

Wi-Fi networks can disrupt end-to-end application performance. Wi-Fi networks use radio bands reserved internationally for radio frequency use. Since many other radio applications share the radio band, electromagnetic interference may disrupt Wi-Fi traffic. In the 2.4Ghz band, for example, non Wi-Fi radio frequency (RF) devices such as microwaves, cordless phones and wireless cameras can severely degrade Wi-Fi
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Figure 1.1: Example of home network access to internet applications.

performance [96]. Other Wi-Fi devices also compete for medium access, although the
medium access control (MAC) protocol coordinates medium sharing between stations.
In dense urban neighborhoods it is typical to see tens of competing Wi-Fi networks [91],
alongside many non Wi-Fi RF devices [96]. In these cases, the Wi-Fi performance can
vary. A poorly located AP may leave stations with weak signal, degrading performance
as they communicate through low speed links.

Poor end-to-end application performance can degrade users’ Quality-of-Experience
(QoE). The concept of QoE combines user perception, experience, and expectations
with quality of service (QoS) metrics. Figure 1.2 shows the relationship between net-
work and application QoS and QoE. Network-layer QoS problems (e.g. throughput
bottlenecks, packet losses, jitter) can degrade application-layer QoS metrics (e.g. video
bitrate, page load time, audio artifacts), which in turn affects users’ quality perception.
In Wi-Fi networks, poor Wi-Fi quality can degrade network QoS. Several studies have
shown that network QoS and application QoS metrics can have a considerable impact
on QoE [36].

Diagnosing QoE degradations is challenging. The end-to-end path between the user
device and application server traverses different networks, each of which can impair
performance and degrade QoE. For example, if a YouTube video shows poor image
quality and frequently stalls, the problem can be located in the home network, in
the access link, in the ISP network, or the server network itself. Users often do not
know whether there is a problem in the home, ISP or server network. Moreover, end
users often blame the ISP for any problem in their internet connectivity, including the
home Wi-Fi network. A practical way to diagnose QoE degradations is to monitor
QoS metrics. ISPs spend considerable effort monitoring their network, while content /
application providers monitor the service side. Home networks, however, are managed by end users who most often have limited to none network management expertise [33]. Monitoring home Wi-Fi quality is sufficient to detect most performance problems located in the home network, since wired connectivity is rarely problematic. The ISP in many cases provides and controls the home AP, and it can use it to monitor Wi-Fi quality on behalf of users.

This thesis designs and evaluates techniques to passively monitor Wi-Fi quality on commodity access points and predict when Wi-Fi quality degrades internet application QoE. The home AP is the ideal monitoring vantage point since it has visibility on most home Wi-Fi devices and is often controlled by the ISP. In our approach, the home AP periodically makes Wi-Fi quality measurements at every ISP’s customers. A Wi-Fi monitoring system collects AP measurements and infers Wi-Fi quality per station over time. We propose methods to infer Wi-Fi link capacity and available bandwidth from Wi-Fi QoS metrics. Since users typically only notice network problems when internet application QoE degrades, we also propose predictors of the effect of Wi-Fi quality on QoE. Our goal is to build a system that ISPs can deploy at scale on commodity APs. This goal brings some restrictions. We assume commodity APs that ISPs can deploy at no additional cost. This excludes solutions that rely on APs with specialized hardware or multiple Wi-Fi interfaces. We also exclude solutions that use other monitoring hosts within the home network. We want to avoid any disruption to user activities. This precludes solutions that do not require any installation on end users’ devices. We avoid creating traffic in the home network, and create little access link traffic overhead. We do not use active measurements, since they may disrupt user traffic. The APs only
send aggregated statistics of measured Wi-Fi metrics in order to reduce overhead.

The rest of this chapter introduces the background and challenges on measuring Wi-Fi quality and predicting Quality-of-Experience. Then, we present the research contributions of this thesis, followed by the thesis outline.

1.1 Wi-Fi networks

1.1.1 Background

802.11 MAC protocol. The IEEE 802.11 Medium Access protocol uses carrier sense multiple access with collision avoidance (CSMA/CA). Nodes only transmit after they sense the medium idle for the duration of Arbitration Interframe Space (AIFS) plus a backoff timer. If Clear Channel Assessment detects the medium as busy (due to presence of Wi-Fi or non-Wi-Fi signal), then nodes exponentially increase the contention window size, and defer transmission for a random backoff counter, chosen between 0 and the contention window size. Frames need to be acknowledged by the receiver through an ACK frame, otherwise they are retransmitted, and each transmission is spaced by a Short Interframe Space (SIFS). The Request to Send (RTS) and Clear to Send (CTS) handshake is an optional mechanism used to reduce frame collisions and to mitigate the hidden node problem. It uses the network allocation vector in RTS/CTS messages to indicate for how long the medium will be busy due to impending transmissions.

Medium Sharing and Frame Aggregation. 802.11n introduces frame aggregation, which reduces MAC overhead by allowing delivery of multiple aggregated Mac Protocol Data Units (A-MPDUs) in a single medium access. The number of A-MPDUs per medium access depends on the PHY rate used and we represent this number by AGG(P), for a given PHY rate, P. The maximum A-MPDU size used by the transmit-
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Figure 1.4: Causes of Wi-Fi performance problems

MAX is implementation dependent, but it is mainly bounded by the maximum Rx A-MPDU length advertised by the receiver on control messages, which can assume the values: 8, 16, 32 or 64 Kbytes. Figure 1.3 illustrates a typical A-MPDU exchange with RTS/CTS protection.

Physical rate and rate adaptation algorithm. An 802.11n device is able to use any of the physical (PHY) rates introduced by 802.11n as well as legacy 802.11g and 802.11b rates. The maximum PHY rate for 802.11n using one antenna and 20MHz channel bandwidth and long guard interval is 65Mbps. Devices with two or more antennas can increase the PHY rate with Multiple-Input-Multiple-Output (MIMO). It is also possible to double PHY rate using 40Mhz channel bandwidth. Channel conditions determine the best PHY rate to use: if they are good, higher PHY rates maximize performance; otherwise, lower PHY rates increase the probability of reception. The rate adaptation algorithm is responsible for selecting the PHY rate for each frame. Even though rate adaptation algorithms are not specified by the standard, popular implementations are Adaptive Multi-Rate Retry, Onoe and Sample Rate [130].

1.1.2 Performance impairments in Wi-Fi networks

We classify performance impairments in Wi-Fi networks onto two broad classes according to their causes: medium access problems, which comprise problems that prevent Wi-Fi stations from accessing the medium; and frame delivery problems, which comprise problems that reduce the efficiency of frame delivery. Figure 1.4 summarizes the taxonomy of causes for Wi-Fi performance problems. Multiple problems can simultaneously impair Wi-Fi network performance. Wi-Fi contention occurs in Wi-Fi
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channels with many active stations or when a sub-set of stations occupy a significant amount of airtime. The rate anomaly problem, presented by Heusse et al. [41], is a type of Wi-Fi contention problem where one station greatly reduces others’ available bandwidth. Non Wi-Fi contention occurs when a radio frequency device, such as a microwave, cordless phone, or wireless camera, blocks the Wi-Fi channel for a large fraction of time. Rayanchu et al. [96] proposed a method to detect the presence of non Wi-Fi RF devices. Their results show that non Wi-Fi RF devices can limit throughput and increase MAC layer losses. Frame delivery problems occur when stations use the airtime available inefficiently. Attenuation causes stations to receive frames with low signal, forcing the use of lower but more robust PHY rates to ensure reception. For example, a station which only receives frames at PHY rates 6.5 Mbps and below could receive over $20 \times$ higher throughput at PHY rate 130 Mbps. Poor channel conditions causes frame errors at some PHY rate modulations, preventing efficient frame delivery. For example, some Wi-Fi links show high frame loss when using MIMO, due to the lack of spatial diversity. Frequency selective fading also causes high bitrate error at some subcarriers [128]. Interference from Wi-Fi and non Wi-Fi devices can also cause frame delivery problems. This happens when the transmitter’s CCA cannot detect but there is interference affecting the receiver, causing collisions and frame losses. Due to the ambiguity between collisions and low signal, the rate adaptation algorithm often interprets frame losses as low signal and decreases the PHY rate, lowering frame delivery efficiency [95]. An example is the hidden terminal problem, which is partially resolved using RTS/CTS protection.

1.2 Measuring Wi-Fi quality

We can quantify Wi-Fi quality by monitoring metrics at different layers. We can infer Wi-Fi quality problems by measuring network QoS metrics. Alternatively, link-layer metrics can also indicate Wi-Fi quality.

The IETF has several metrics for quantifying end-to-end network performance, such as bandwidth, network delays and packet losses [90]. In Wi-Fi networks, we highlight three key IP-layer network performance metrics. The Wi-Fi link’s available bandwidth represents the IP datarate the Wi-Fi link can sustain over a time interval. Available bandwidth helps identify, for example, if the Wi-Fi link bottlenecks internet access. The Wi-Fi link packet loss is the fraction of IP packets lost in a Wi-Fi link due to bottlenecks or frame losses. Frame losses due to collision or low signal are common
occurrences in Wi-Fi networks. MAC layer retransmission avoids IP packet losses, but successive frame losses causes IP packet losses. The Wi-Fi link latency is the one-way delay of IP packet transmissions in the Wi-Fi link. Busy Wi-Fi channels incur additional Wi-Fi link latency. Frame retransmissions increase latency and introduce jitter.

Link-layer metrics can also indicate Wi-Fi network quality. The received signal strength indicator (RSSI) measures the signal strength of frames the AP receives from the station and is an indication of attenuation. A Wi-Fi link that uses high PHY rates during data transfers typically represents good Wi-Fi quality. Wi-Fi links with low frame delivery ratio (FDR) experience jitter and reduced bandwidth. Some Wi-Fi cards can breakdown airtime availability into the fraction of time the CCA detects the medium as available, busy due to Wi-Fi traffic from other devices, or busy due to non Wi-Fi RF devices. These metrics detect the existence of Wi-Fi and non Wi-Fi contention.

We can measure network performance metrics using active or passive measurements. Active measurements send probes to quantify network performance. We can use ICMP pings, for example, to measure link latency and packet loss. Passive measurements passively observe link-layer and network metrics, without injecting probes. We can measure these metrics from the home AP, end user devices or other vantage point.

Our goal of developing a practical solution that ISPs can deploy at no additional cost at scale brings some restrictions. Active measurement solutions [67, 117] can help in on-demand Wi-Fi diagnosis, but they are unfit for large scale ISP deployments, since continuous active measurements may disrupt users’ traffic and drain stations battery. The solution must use a passive measurement approach. Passively measuring some network QoS metrics requires packet inspection. For example, we can measure Wi-Fi link round-trip-time (RTT) as the elapsed time between data segments and corresponding ACKs on TCP traffic to the station. Although previous studies have instrumented APs to infer IP-layer QoS metrics [114, 89, 92], we avoid per-packet processing since the processing overhead can affect network performance on commodity APs. Finally, we want our solution to work on commercial APs, so we rely on standard link-layer metrics already exposed by Wi-Fi drivers. This excludes solutions with additional specialized hardware, multiple Wi-Fi cards, or driver modifications [76, 89].

We propose to sample link-layer Wi-Fi metrics to infer Wi-Fi quality. We define the Wi-Fi link capacity as the maximum UDP throughput a device can achieve assuming
full medium availability. We develop a method for estimating the Wi-Fi link capacity from passive link-layer Wi-Fi metrics and show that we can use the link capacity in combination with counters of medium availability to estimate the Wi-Fi link available bandwidth. We also propose a method that uses the Wi-Fi link capacity to diagnose Wi-Fi performance problems into medium access and/or frame delivery problems.

1.3 Quality-of-Experience

The research community has made significant efforts into defining and understanding Quality-of-Experience (QoE). While there is some consensus on general rules and best practices, there is no agreed framework to study and understand user QoE. In this section, we give background on QoE research and define the QoE terminology we adopt.

**QoE definition.** We use the QoE definition proposed by ITU Telecommunication Standardization Section (ITU-T) as “the overall acceptability of an application or service, as perceived subjectively by the end-user”, which “includes the complete end-to-end system effects” and “may be influenced by user expectations and context” [62]. We refer to this as user QoE or simply QoE.

A number of authors agree that many factors influence QoE. Skorin-Kapov et al. [106] classify QoE influence factors into application, resource, context and user space using the ARCU model. We adopt the terminology proposed by Reiter et al. [98], which classify QoE influence factors between human, context, and system influence factors. While authors may differ on how to classify influence factors, they often agree on what factors may influence QoE. A few examples of QoE influence factors are user demographics (e.g., age, gender, cultural background), the physical context (e.g., at home/work/airport), and user device (e.g., mobile/stationary, screen size).

These influence factors are inter-dependent. For example, Balanchandran et al. [32] show that, for the majority of cases, video bitrate has a strong and positive relationship with QoE, except during live sports events, where users may play the video in background. Given the existence of these numerous influence factors, some of which are hardly measurable, it is very difficult to study and measure QoE. Most QoE studies are, thus, limited to one or a few key influence factors. In this dissertation, we focus on the Wi-Fi quality and how it affects QoE on web browsing, YouTube, audio and video RTC.

Detecting when Wi-Fi quality degrades QoE using passive Wi-Fi metrics is chal-
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This thesis makes the following contributions.

1. **Design and evaluation of a method for passive Wi-Fi link capacity estimation.**

   We define and validate simple models to estimate Wi-Fi link capacity in 802.11n networks. Previous models [66] are for 802.11a/b/g, which did not have frame aggregation. First, we define a model under the assumptions of fixed PHY rate and no frame losses. Then, we extend this model to the realistic case where the PHY rate varies and frame losses occur. We validate our model with controlled experiments. Our results show that we can estimate the Wi-Fi link capacity with errors similar to the state of the art, but without the need to tune station-specific parameters. Finally, we show that the Wi-Fi link capacity can help us distinguish between medium access and frame delivery problems with two case studies.

2. **Design and evaluation of predictors for the effect of Wi-Fi quality on QoE for web browsing, YouTube, audio and video RTC.**

   We show how to use passive link-layer Wi-Fi metrics available in commodity APs to predict the effect of Wi-Fi quality on QoE. Evaluating the effect of Wi-Fi quality on QoE on a great number of Wi-Fi scenarios is challenging. We perform automated controlled experiments on a great number of Wi-Fi scenarios in a Wi-Fi testbed and monitor application QoS metrics. We avoid intrusive user studies by using state of the art QoS / QoE models to map application QoS
into estimated QoE. We use support vector regression (SVR) to train predictors, and show that Tx PHY rate, frame delivery ratio, and counters of Wi-Fi and non-Wi-Fi occupation can predict estimated degradation mean opinion scores (DMOS, in range [1-5]) with root mean square errors between 0.643 and 0.777. We validate predictors with experiments in an uncontrolled environment, under real Wi-Fi conditions, and we observe root-mean square errors between 0.740 and 0.938. These results allow ISPs to remotely monitor Wi-Fi quality at commodity APs and identify when Wi-Fi quality degrades QoE.

3. Design of a method to identify poor QoE events.

We leverage the QoE predictors for web, YouTube, and audio and video RTC to identify instances where Wi-Fi metrics indicates that user experience should be poor across applications. We use K-means clustering to identify groups of Wi-Fi quality metrics that capture different QoE behavior. In particular, we identify clusters where all applications perform poorly. We then classify poor QoE events as short, consistent, and intermittent poor QoE events. We evaluate how often stations show each kind of poor QoE event and find that the majority of stations presents a mix between short, intermittent, and consistent poor QoE events, but stations with a larger fraction of poor QoE samples contain more samples on consistent poor QoE events.

4. Characterization of Wi-Fi quality in the wild.

We analyze data from 6086 stations connected to 832 APs of customers of a large Asian-Pacific residential ISP, to characterize Wi-Fi quality in the wild. We find that Wi-Fi quality is generally good for internet applications. In the large majority of collected samples, Wi-Fi does not impair application quality. We classify only 9% of all samples as poor QoE samples, and 60% of stations have less than 5% poor QoE samples. We also find that link utilization is below 10% on 90% of all samples. We also observe instances of reduced Wi-Fi quality. We find that Avg Tx PHY rate is below 6.5Mbps on 8.9% of all samples, and that medium occupancy is above 50% on 7.4% of all Wi-Fi samples. We find that 10.4% of stations have more than 25% poor QoE samples, with some poor QoE events stretching over many hours. The existence of a large number of short and intermittent poor QoE events highlights the necessity of continual monitoring to detect and diagnose Wi-Fi quality.
1.5 Thesis outline

This thesis is organized as follows. Chapter 2 presents related work on Wi-Fi networks and QoE of internet applications. Chapter 3 designs and evaluates the method for estimating station link capacity from passive Wi-Fi metrics. Chapter 4 builds predictors of the Wi-Fi quality effect on QoE. Chapter 5 applies the link capacity method and QoE predictors to characterize Wi-Fi quality in the wild. We conclude in Chapter 6.
Chapter 2

Related work

In this chapter, we review the state of the art on monitoring, characterization, and diagnosis of Wi-Fi networks. Then, we review the methodologies for studying Quality of Experience, as well as QoS/QoE models for several internet applications.

2.1 Wi-Fi networks

In this section, we discuss related work on Wi-Fi network link capacity and bandwidth estimation. Then we discuss methods for diagnosis performance problems in Wi-Fi networks. Then, we review studies that characterize Wi-Fi performance across different environments.

2.1.1 Link capacity and bandwidth estimation

We review the state of the art on methods to measure available bandwidth and estimate Wi-Fi link capacity. Most work on available bandwidth estimation on Wi-Fi networks uses active measurements \([77, 75]\). While these techniques can estimate link bandwidth, they are unfit for large scale ISP deployments, since active measurements can disrupt users’ traffic, drain stations battery and require cooperation between endpoints. There are methods for estimating maximum MAC throughput achievable under ideal Wi-Fi network conditions. These methods does not measure network metrics, only calculate maximum throughput values based on protocol specification. Jun et al. \([66]\) calculate the theoretical maximum throughput of IEEE 802.11a, b and g based on protocol parameters. Skordoulis et al. \([105]\) compare the different frame aggregation mechanisms proposed in IEEE 802.11n, giving simulation results for the maximum throughput. These models are useful for giving link capacity upper bounds, since we can calculate
maximum throughput per device given its Wi-Fi capabilities. These models typically consider fixed PHY rate usage and although we can calculate maximum throughput per PHY rate, PHY rate values vary often in practice, due to the rate adaptation algorithm. Patro et al. [89] proposed Witt, which uses passive measurements of PHY rate samples to estimate link capacity and available bandwidth. We propose a hybrid method that combines maximum throughput estimations, considering IEEE 802.11n parameters, and passive PHY rate and frame delivery measurements to estimate link capacity when PHY rate varies. We combine link capacity with counters of medium availability to estimate the Wi-Fi link available bandwidth.

2.1.2 Diagnosis

Diagnosing the root cause of Wi-Fi problems is a challenging task. We classify Wi-Fi diagnosis methods between active and passive. Active methods employ active measurements to distinguish between possible root causes. Syrigos et al. [117] propose the use of active measurements with fixed PHY rate to diagnose common 802.11 pathologies. Kanuparthy et al. [67] proposes using user-level probing to diagnose common WLAN performance problems. They are appropriate for troubleshooting, when the presence of a Wi-Fi problem is known or expected. They are not fit for continual monitoring, since measurements may disturb local traffic and/or drain battery of Wi-Fi stations. Passive methods overcome these limitations by passively monitoring quality metrics. Rayanchu et al. [95] propose a method to diagnose frame collision from weak signal. This method requires modifications to the Wi-Fi kernel of both the AP and the device. Lakshminarayanan et al. [76] propose using a second NIC to diagnose medium usage, allowing accurate diagnosis of Wi-Fi and non Wi-Fi interference. Shravan et al. [96] developed Airshark, a system which detects different non Wi-Fi interference sources by using energy samples from the Wi-Fi card. These methods are able to diagnose Wi-Fi problems with a great degree of precision, but require a second NIC for dedicated spectrum monitoring, limiting deployment. There is work on diagnosing Wi-Fi performance problems in enterprise and campus networks, where multiple APs are managed by the same entity, using a mix of active and passive measurements [24, 11]. These solutions often require combining the multiple points of view to diagnose performance problems, while we can only rely on the single home AP. We propose passive diagnosis of Wi-Fi problems between medium access and frame delivery problems, as shown in Figure 1.4. Kanuparthy et al. [76] and Syrigos et al. [117] propose similar classification of Wi-Fi performance problems.
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2.1.3 Characterization

There are prior studies characterizing Wi-Fi performance in the wild using the AP point of view. Pei et al. [92] studies the latency in the Wi-Fi hop using 47 APs deployed in a university campus. They found that the Wi-Fi hop latency is larger than 20ms on more than 50% of TCP packets. Ioannis et al. [91] use passive Wi-Fi performance measurements from 167 homes on a period of four months. They found that a small number of devices accounts for most of the observed traffic, and suggest that most poor performance reports are caused by network interference. Biswas et al. [11] characterize Wi-Fi network usage and performance on over 20 thousand APs in industrial networks. They found that Wi-Fi network usage is growing quickly, the 2.4Ghz spectrum is more saturated than 5.0 Ghz, and that there is no direct relationship between the number of nearby SSIDs and channel utilization. Each of these studies adds to our understanding of Wi-Fi quality in different settings, but none of them addresses the issue of how Wi-Fi quality affects QoE as we do here.

2.2 Quality of Experience

In this section, we classify the methods to study QoE. Then, we present background and related work on web browsing, YouTube, and audio and video RTC.

2.2.1 QoE assessment methodologies

Studying and measuring QoE is an inherently difficult task, due to its subjective nature. We categorize methods to study QoE into three classes.

Subjective quality assessment. In this methodology, researchers evaluate the quality of a system, application or service through the subjective evaluation of users during controlled experiments. This is often the most informative approach, with researchers using questionnaires and interviews to directly obtain user opinion [99]. A common metric for summarizing the opinion of multiple users is the Mean Opinion Score (MOS). We obtain MOS by averaging the opinion of multiple users, informed through a numerical quality scale such as the Absolute Category Rating (ACR), where 1 = Bad, 2 = Poor, 3 = Fair, 4 = Good, 5 = Excellent.

Many influence factors may alter the user quality perception, such as ambient noise, screen quality, or user expectation. This requires researchers to carefully control test conditions and decide which factors to consider in their experiments. This, in addition
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to the large number of user opinions necessary to obtain statistically relevant results, makes this methodology expensive and difficult to scale.

Several studies use subjective quality assessment to provide a mapping between network or application QoS and MOS [99, 2, 5, 34, 122, 123, 124, 125, 61, 36]. Some authors refer to these mappings as QoS/QoE models.

User engagement. An alternative to subjective quality assessment is to implicitly collect user feedback through user engagement metrics. Balanchandran et al. [6] studies the effects of video QoS metrics on user video viewing time. They find that users are likely to abandon videos which show a high number of buffering events or have low bitrate. These finding were later confirmed by subjective studies [121]. Implicit feedback studies can reveal fundamental relationships between application QoS metrics and QoE but cannot propose QoS/QoE mappings. While implicit feedback is a known technique in the information retrieval community [70], it is rarely used to study QoE of internet applications.

Objective quality assessment. In this methodology, researchers evaluate the quality of a system by monitoring application QoS metrics that are known to highly correlate with user QoE. Depending on how much information is available from the original source, we classify objective quality assessment methods as full reference, reduced reference, or no reference. Full reference methods are the most accurate, since they compare the original and transmitted signals to calculate an objective quality metric, but are hard to employ as the original signal is not always available. No reference methods estimate quality using only the received signal, while reduced reference methods use also meta-data from the original signal to better estimate quality. Full reference methods are often used when the original signal is available, as is the case during some controlled experiments.

Objective quality assessment methods are important components of QoE monitoring and QoE management systems. QoE monitoring systems focus on detecting instances where QoE is good/bad, subject to constraints imposed by the system point of view. There are QoE monitoring proposals from different points of views, from end-devices [18, 68], ISPs[17, 30], and content providers [73, 6]. QoE management systems uses a combination of QoE monitoring and prediction to arbitrate resources and optimize user QoE [73, 42].

Several studies show the effect of network quality impairments on QoE for different internet applications [19, 108, 69, 64, 99]. To the best of our knowledge, no work studies the effect of Wi-Fi quality on QoE as we do here. We use objective quality assessment
to study the relationship between Wi-Fi quality and QoE. Then, we propose a QoE monitoring method that predicts user QoE based on Wi-Fi quality.

### 2.2.2 QoE of internet applications

There’s extensive work studying QoE influence factors and proposing QoS/QoE models for different internet applications. Below, we present background and related work on web browsing, YouTube, and audio and video RTC.

**Web browsing.** There is recent interest into understanding web browsing QoE and its influence factors. Varela et al. [119] studies the influence of page load time, visual appeal and ease-of-use on user QoE. Bocchi et al. [12] analyzes how different application QoS metrics correlate to one another, proposing easier to obtain application QoS metrics. While these show that web browsing QoE is the result of many influence factors, end user waiting time is consistently identified as the main system influence factor for QoE.

The perception of end user waiting time on web requests is also subject to debate. The time between the page request, marked by an explicit “click” or entering a url, and page load completion can be measured using the `onload` browser event, triggered when all HTTP requests are answered. This time duration may differ from the user perception of page load time, as users may find the page “ready” before all page requests complete. We refer to these waiting times as “PLT” and “user perceived PLT”, respectively. Varvello et al. [120] used crowdsourcing to directly compare user perceived PLT with several web QoS metrics. The found that PLT closely resembles user perceived PLT, user perceived PLT usually over-estimates PLT. It is important to note that user perceived PLT tends to differ from PLT for pages with content “below the fold”, not normally visible without scrolling the page, as observed by Schatz et al. [99].

There are different web browsing QoS/QoE models based on the type of web activity: opening a single page, browsing through an extended session, reading e-mails, or downloading a file [99]. Considering the simpler case of single-page retrieval, the ITU-T g 1030 proposes a MOS model based on subjective studies, mapping PLT to MOS considering fast, medium, and slow network contexts [61]. This model considers a logarithmic relationship between PLT and MOS, which is in line with most recent web QoE studies [35, 110]. Alternatively, there’s work mapping PLT and MOS using an exponential relationship, but results tend to only differ for exceptionally large PLT [36]. We use the ITU-T g 1030 model to map PLT measured by the `onload` event.
into MOS.

**Audio RTC.** Audio RTC allows internet voice communication between two or more participants. There are many methods to estimate the perceived quality of a voice service. While many influence factors may affect QoE, most methods consider a listen only context of an average user, not considering conversational dynamics (e.g., reading text vs. free speech) or economic expectations (e.g., free vs. paid service) [99]. We identify two main approaches. Signal based methods analyze the received signal to estimate listening quality using full reference analysis (e.g., Perceptual Speech Quality Measure (PESQ) [58]) or no reference analysis (e.g., ITU-T P.563 [59]). Parametric models, such as the E-model (ITU-T G.107), estimate listening quality based on several impairment factors such as one way delay, codec distortions, and others. There are also hybrid approaches, combining parametric and signal based methods, covering a wider range of quality impairments [111]. In our work, we use PESQ to estimate audio quality impairments and the E-model to estimate one-way delay impairments, similarly to Sun et al. [111].

**Video streaming.** Video streaming is a popular internet application, with IP video accounting for 70% of all consumer internet traffic [54]. Video encoding is a key aspect of video streaming, as uncompressed videos are very bandwidth demanding. We can obtain videos with different bitrates depending on quality parameters set during the encoding process, such as frame rate, resolution, and quantization parameter. Videos with higher bitrate are often associated with better QoE [104, 6]. Higher is not always better: video streaming typically requires a connection bandwidth larger than the video bitrate, otherwise packet losses and delays may incur in significant quality impairments.

There are two very different approaches to deliver video on the internet. Packet loss tolerant transport protocols, such as Real time Transport Protocol (RTP) and RTP Control Protocol (RTCP), are mainly used to deliver real time audio and video on the internet. They accept losing some packets in order to timely deliver content between peers, thereby minimizing latency and jitter. RTP and RTCP are widely used by IPTV services [127], as well as real time communication applications using WebRTC [85]. Alternatively, HTTP video streaming uses TCP to reliably deliver content between peers. While this guarantees content fidelity, packet retransmissions may cause latency and jitter. This is the preferred approach for streaming video on-demand content, and was largely popularized by YouTube.

**RTP video streaming.** Different quality impairments may occur during RTP
video streaming. Since RTP does not directly employ error recovery mechanisms, packet losses directly degrades the video quality through visual artifacts. Some systems may employ error concealment techniques to reduce perceived degradation, for example by freezing the video until a completely valid frame is available [72]. In cases where there’s not enough bandwidth for video transmission, we will observe severe quality degradation due to packet losses. In the case of real time encoding, the sender may dynamically adapt the video bitrate to reduce bandwidth requirements.

PSNR, SSIM and VQM are three full reference quality metrics widely used for video quality assessment, analyzing image quality distortion frame by frame between reference and transmitted videos. PSNR and SSIM are image quality assessment metrics, comparing two images to produce an error/similarity score. SSIM is the preferred choice, since PSNR was shown to not correlate well with human perception [123]. Wang et al. [124] proposes a QoS/QoE model that maps average video SSIM to MOS. There are other well performing QoS/QoE models, such as the VQM model [94] and the MOVIE-index [100]. In our work, we use full reference analysis to calculate average SSIM per video sample during video RTC experiments. Then, we calculate MOS values using the mapping proposed by Wang et al. [124].

HTTP video streaming. In its simpler version, HTTP video streaming consists of downloading a single video file. The video playback contains an initial joining time, where the video player fills the playback buffer, followed by the video execution with possible rebuffing events, video playback interruptions to refill the video playback buffer when it empties. Intuitively, video playback should occur smoothly as long as video download rate is faster than playback rate. The video server may provide videos with different bitrate options, allowing clients to choose the desired video quality.

The development of Adaptive Video Streaming allows video bitrate adaptation to occur during playback. Each video file is encoded at different bitrates (notably, with different resolution) and each video file is partitioned into several “chunks” with equal duration. The client downloads sequential chunks to play the video, with the possibility of choosing the bitrate of each chunk. Video player can dynamically adapt to variations in available bandwidth by reducing/increasing video chunk bitrate.

We identify three key application QoS metrics on HTTP adaptive video streaming: join time, rebuffing events, and video bitrate. Many researchers agree that join time has the lowest impact on QoE [121, 6, 30]. Wamser et al. [121] shows that the number, duration and frequency of rebuffing events can significantly degrade QoE, proposing a QoS/QoE model that estimates MOS based on these metrics. The average
video bitrate and number of bitrate changes are also important factors on video QoE quality [6, 48]. We measure video quality using two models. For each experiment, we calculate average video SSIM to calculate image quality impairments on video executions at lower bitrates, and obtain MOS values using the model proposed by Wang et al. [124]. We also measure the number and duration of buffering events to calculate quality impairments due to rebuffering events using the model proposed by Wamser et al. [121]. Finally, we estimate quality impairments as the minimum MOS estimation between both models.

2.3 Summary

Home Wi-Fi networks is an important topic of research given the prevalence of Wi-Fi connectivity in home networks. Prior work on link capacity and available bandwidth estimation used active measurements or assumed unrealistic PHY rate utilization. We build a method that estimates Wi-Fi link capacity and available bandwidth by passively measuring link-layer Wi-Fi metrics. There is work using active measurements to diagnose Wi-Fi pathologies. They are appropriate for Wi-Fi troubleshooting, but we cannot continually execute them in home networks. There is work using multiple Wi-Fi cards such that one functions as AP and the other monitor and diagnose the RF spectrum. We avoid the use of multiple Wi-Fi cards since we want solutions that ISPs can deploy at no additional cost. We propose passive diagnosis of Wi-Fi problems between medium access and frame delivery problems.

Impairments in the home Wi-Fi network can degrade user QoE on internet applications. Prior work shows the effect of network quality impairments on QoE for different internet applications. To the best of our knowledge, no work studies the effect of Wi-Fi quality on QoE as we do. We use objective quality assessment to study the relationship between Wi-Fi quality and QoE. Then, we propose a QoE monitoring method that predicts user QoE based on Wi-Fi quality.
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Passive Wi-Fi link capacity estimation

In this section, we present a method to estimate the link capacity of Wi-Fi links using passive metrics Wi-Fi drivers commonly expose. We define the link capacity as the maximum UDP throughput between the AP and the device assuming full medium availability. Our contribution is to define and validate simple models to estimate link capacity in 802.11n networks. Previous models [66] are for 802.11a/b/g, which did not have frame aggregation. First, we define a model under the assumptions of fixed physical data rate (or PHY rate) and no frame losses (§3.2). Then, we extend this model to the realistic case where the PHY rate varies and frame losses occur (§3.3).

Link capacity is useful for Wi-Fi diagnosis. As illustrated in Figure 1.4, a device’s throughput may be limited because of medium access problems (i.e., Wi-Fi or non-Wi-Fi contention prevents access to the medium) or frame delivery problems affecting the link capacity (i.e., when the channel quality is poor) [76]. In §3.4, we show with two case studies how to use the link capacity to identify Wi-Fi performance bottlenecks and distinguish between those caused by medium access or frame delivery problems.

We tuned and validated our models experimentally on a commercial AP with a Broadcom NIC, which is a popular NIC in the APs ISPs provide. Our solution is broadly applicable, and we are starting to implement it on other chipsets. The results of our controlled experiments show that we can estimate the link capacity with estimation errors similar to the state of the art, but without the need to tune station-specific parameters.
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3.1 Experimental setup

This section describes the setup of our experiments to validate the link capacity models. We run experiments in two settings: an anechoic chamber, where we know there is no external source of contention and interference; and our lab in Paris, which is a more realistic environment with other Wi-Fi networks and other sources of non-Wi-Fi interference.

**Testbed.** We study primarily one Technicolor AP with a Dual core Broadcom MIPS 400 MHz processor, 256 MB DDR RAM and a Broadcom BCM6362 NIC with 802.11n 2x2 technology. This AP chooses the $\text{MAX}_{\text{agg}}$ based on the maximum Rx A-MPDU length of the station, advertised on control messages. Particularly, we observe that $\text{MAX}_{\text{agg}}$ is equal to 4, 8, 16 and 32 when the *Maximum A-MPDU length* is 8, 16, 32 and 64 Kbytes respectively. For brevity, we consider that the AP only uses long guard interval and 20Mhz bandwidth, since this is the default configuration for the AP. Although most of our evaluation focuses on one AP, it has the Broadcom driver *wl*, which is popular among the APs ISPs provide to their customers. We also test the Broadcom brcmsmac driver and the Atheros ath9k driver in §3.2.2. We observe different behaviors among the drivers, but it is possible to tune the parameters of the model to account for these differences.

We perform link capacity tests using two devices: an Android tablet, with an 802.11n 1x1 NIC with $\text{MAX}_{\text{agg}} = 8$, and a MacBook pro, with a Broadcom 802.11n 2x2 NIC with $\text{MAX}_{\text{agg}} = 32$. We use two applications with the android tablet: *iPerf for Android* to use iperf in server mode, and *Wake Lock* to prevent the device from entering in sleep mode. We use iperf client on a Lenovo laptop with Ubuntu 12 to generate traffic from the AP to the devices. We use a sniffer, a MacBook pro in monitoring mode, to capture frames the AP sends and receives. We look at the retry bit to infer frame losses at the station and jumps on the MAC sequence number to infer frames not captured by the sniffer. This gives us ground truth on the link capacity and frame delivery ratio.

**Fixed PHY rate experiments.** In this scenario, we use a driver utility tool on the AP to saturate the link to the device using a chosen fixed PHY rate. We use packets with MAC payload of 1500 bytes, since it is the default Ethernet MTU. We execute one experiment per PHY rate with 5 minutes duration, for both the tablet and the MacBook. We measure the link capacity by calculating the UDP throughput to the device using packet logs from the sniffer, discounting IP and UDP packet headers.

**Varying PHY rate experiments.** In this scenario, the Lenovo laptop (con-
Table 3.1: Description of metrics measured on the access point.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Granularity</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AP metrics</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BUSY_WIFI</td>
<td>2 s</td>
<td>% of time receiving Wi-Fi traffic</td>
</tr>
<tr>
<td>BUSY_NonWiFi</td>
<td>2 s</td>
<td>% of time medium busy due to non-Wi-Fi signal</td>
</tr>
<tr>
<td>A-MPDU chain size</td>
<td>any</td>
<td>Size of last transmitted A-MPDU chain</td>
</tr>
<tr>
<td>Station metrics</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TX/RX data rate</td>
<td>any</td>
<td>Kilobits sent / received</td>
</tr>
<tr>
<td>TX/RX PHY rate</td>
<td>any</td>
<td>PHY rate of last non-management frame sent / received</td>
</tr>
<tr>
<td>FDR</td>
<td>any</td>
<td>Fraction of frames successfully delivered to station</td>
</tr>
</tbody>
</table>

connected through a gigabit interface to the AP) uses iperf to generate UDP traffic to the station. We perform link capacity tests in the anechoic chamber, using a metal box to generate stable attenuation between the AP and the station. We perform one test without any attenuation and three tests with the device inside the metal box in different positions, to obtain different levels of link quality. Experiment duration is 20 minutes per scenario, and we measure the link capacity by calculating the UDP throughput to the station using packet logs from the sniffer.

**AP sampling.** Our link capacity solution can be implemented by periodically sampling AP parameters, as shown in §3.3.2. Table 3.1 describes the metrics we sample from the AP. We use wlctl, a Broadcom utility program, to sample the AP.

BUSY_WIFI and BUSY_NonWiFi are measured by the Wi-Fi driver over a period of 2 seconds. The other metrics can be sampled at any granularity, restricted only by the sampling overhead. It is possible to discover MAX_agg of connected stations by monitoring the AMPDU-chain size on periods when only one station is transmitting.

### 3.2 Link Capacity under ideal conditions

This section proposes a model to estimate the link capacity assuming that the PHY rate is constant and there are no losses (i.e., 100% frame delivery). We remove these simplifying assumptions in the next section.

#### 3.2.1 Model

Our model of link capacity extends the model of Jun et al. [66] to work under 802.11n MAC improvements, including frame aggregation. We calculate the link capacity for a given PHY rate, $P$, by dividing the UDP payload of the A-MPDU by its transmission time:
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\[ LC(P) = \frac{AGG(P) \times \text{UDP payload}}{\text{A-MPDU TxDelay}(P)} \times (1 - B_o) \]  

(3.2.1)

where \( B_o \) is the fraction of time the AP is busy sending beacons.

**A-MPDU UDP payload.** We calculate the UDP payload of the A-MPDU frame exchange by multiplying the UDP payload per IP packet by the number of MPDUs sent at \( P, AGG(P) \). We show how to obtain \( AGG(P) \) in §3.2.2.

**A-MPDU transmission delay.** To compute the A-MPDU transmission delay, we use 802.11 protocol parameters to model an A-MPDU exchange of \( N \) packets of size \( S \) using PHY rate \( P \). Figure 1.3 shows our A-MPDU frame-exchange model, which uses Enhanced Distributed Channel Access (EDCA). We compute the A-MPDU transmission delay as:

\[ \text{TxDelay}(N,S,P) = T_{AIFS} + T_{BO} + 3 \times T_{SIFS} + T_{RTS} + T_{CTS} + T_{ACK} + \text{DATA}(N,S,P) \]  

(3.2.2)

With no frame loss assumption, the backoff timer does not exponentially increase. The backoff timer is chosen using a uniform distribution between 0 and \( CW_{\text{min}} \), giving the expected value of \( \frac{CW_{\text{min}}}{2} \). We estimate the delay to transfer the data block as:

\[ \text{DATA}(N,S,P) = T_{PH} + \frac{22 + N \times (S_{MH} + S)}{P} \]  

(3.2.3)

where \( T_{PH} \) is the transmission delay of the PHY header, and \( S_{MH} \) is the MAC header size. We add 22 trailing bits (16 + 6) to form the OFDM symbols. This is an approximation since we don’t consider padding bits.

For the purposes of calculating the link capacity, we use \( S = 1500 \) bytes (default MTU for Ethernet networks), UDP payload of 1472 bytes and \( N = AGG(P) \). Other model parameters are defined in Table 3.2. We consider frame exchanges using Best Effort Access Category, since it is the default configuration for bulk traffic transfer, and the use of implicit Block Ack Request. We consider control frames with PHY rate \( \in \{1, 2, 6, 12, 24\} \) Mbps, and assume that the PHY rate to transmit a control frame is lower than that of a data frame. We use the transmission delay of control frames proposed by Jun et al [66] (shown in Table 3.3).

### 3.2.2 Parameter tuning

Our model in §3.2.1 has two parameters that we must estimate for the particular AP under study: \( B_o \) and \( AGG(P) \). In practice, ISPs work with relatively few models
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Table 3.2: Parameters for the model instance

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{SIFS}, T_{PIFS}, T_{AIFS}$</td>
<td>16, 25, 43µs</td>
</tr>
<tr>
<td>$T_{BO}$</td>
<td>139.5µs</td>
</tr>
<tr>
<td>$T_{PH}$</td>
<td>20µs</td>
</tr>
<tr>
<td>$S_{MH}$</td>
<td>38 bytes</td>
</tr>
<tr>
<td>$CW_{min}$</td>
<td>31</td>
</tr>
</tbody>
</table>

Table 3.3: Timing of control frames

<table>
<thead>
<tr>
<th>Modulation</th>
<th>$T_{RTS}$</th>
<th>$T_{CTS}$</th>
<th>$T_{ACK}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>OFDM 24</td>
<td>28µs</td>
<td>28µs</td>
<td>32µs$^1$</td>
</tr>
<tr>
<td>OFDM 12</td>
<td>36µs</td>
<td>32µs</td>
<td>44µs$^2$</td>
</tr>
<tr>
<td>OFDM 6</td>
<td>52µs</td>
<td>44µs</td>
<td>68µs$^3$</td>
</tr>
<tr>
<td>DSSS 2</td>
<td>272µs</td>
<td>248µs</td>
<td>248µs</td>
</tr>
<tr>
<td>DSSS 1</td>
<td>352µs</td>
<td>304µs</td>
<td>304µs</td>
</tr>
</tbody>
</table>

of APs and estimating these parameters is simple. We show how to obtain $B_o$ by using the beacon interval and the number of SSIDs advertised. Even though $AGG(P)$ is implementation dependent, we show that the two most used Broadcom 802.11n drivers use the same function $AGG(P)$.

**Beacon overhead ($B_o$).** We estimate the $B_o$ as the fraction of time the AP is busy sending beacons. We calculate the delay to transmit a single beacon as its transmission time + $T_{PIFS}$. We calculate how many beacons are sent each second as the inverse of the beacon interval, and multiply it by the number of advertised SSIDs.

The AP under study advertises 3 SSIDs using 242-byte beacons at PHY rate 1 Mbps every 100 ms. We calculate that the AP sends 30 beacons each second, each beacon with duration of 1981 µs. Since the AP spends 59.430 ms every second sending beacons, we have $B_o = 5.943\%$.

**Frame Aggregation per PHY rate ($AGG(P)$).** Either the driver or the hardware decides the aggregation of frames into A-MPDUs, with most modern 802.11n devices opting for the latter [71]. Broadcom NICs capable of IEEE 802.11n can use either the closed proprietary wl driver or the open-source driver brcm80211.

We setup a small controlled experiment to understand how our AP, which uses the wl driver, selects the number of frames per A-MPDU for different PHY rates. In this
Table 3.4: Estimated A-MPDU size (AGG), temporal duration (dur) in $\mu$s and link capacity (LC) in Mbps per PHY rate.

<table>
<thead>
<tr>
<th>PHY rate (Mbps)</th>
<th>MAX$_{AGG}$ = 8</th>
<th>MAX$_{AGG}$ = 32</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AGG</td>
<td>DUR</td>
</tr>
<tr>
<td>6.5</td>
<td>2</td>
<td>4150.35</td>
</tr>
<tr>
<td>13.0</td>
<td>5</td>
<td>5045.81</td>
</tr>
<tr>
<td>19.5</td>
<td>7</td>
<td>4730.32</td>
</tr>
<tr>
<td>26.0</td>
<td>8</td>
<td>4075.35</td>
</tr>
<tr>
<td>39.0</td>
<td>8</td>
<td>2813.40</td>
</tr>
<tr>
<td>52.0</td>
<td>8</td>
<td>2182.42</td>
</tr>
<tr>
<td>58.5</td>
<td>8</td>
<td>1972.10</td>
</tr>
<tr>
<td>65.0</td>
<td>8</td>
<td>1803.84</td>
</tr>
<tr>
<td>78.0</td>
<td>8</td>
<td>1551.45</td>
</tr>
<tr>
<td>104.0</td>
<td>8</td>
<td>1235.96</td>
</tr>
<tr>
<td>117.0</td>
<td>8</td>
<td>1130.80</td>
</tr>
<tr>
<td>130.0</td>
<td>8</td>
<td>1046.67</td>
</tr>
</tbody>
</table>

In the experiment, the AP sends data to the android tablet or to the MacBook using fixed PHY rate, as described in §3.1. The number of frames per A-MPDU used by the tablet and the MacBook is shown in Columns 2 and 5 of Table 3.4, respectively. We see that, when transmitting packets of the same size, the A-MPDU size varies per PHY rate, with more packets per A-MPDU at higher PHY rates up to MAX$_{AGG}$.

The inspection of brcmsmac’s source code helps explain this behavior. The transmitter limits transmission duration to a threshold $txop$. It estimates how many bits can be sent during $txop$ and then computes the maximum number of frames per A-MPDU with the equation:

$$AGG(P) = \min\left(\left\lfloor \frac{P \times txop}{\text{MAC frame length}} \right\rfloor, \text{MAX}_{agg}\right)$$

(3.2.4)

The MAC frame length is given by MAC payload + $S_{MH}$. Considering a MAC payload of 1500 bytes and the default value of $txop$ in brcmsmac of 5 ms, we were able to correctly estimate $AGG(P)$ for all PHY rates in Table 3.4. This suggests that both wl and brcmsmac uses the same $txop$ threshold values.

While analyzing the sniffer logs, we observe an artefact on how the AP handles frame aggregation. Between PHY rates 52 Mbps to 78 Mbps, the A-MDPU
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![Graph showing estimated vs. measured link capacity of MacBook]

Figure 3.1: Estimated vs. measured link capacity of MacBook

size of transmitted frames successively alternates between two values, \( AGG(P) \) and \( MAX_{AGG} - AGG(P) \). The most extreme case is on the MacBook at PHY rate 78 Mbps, where we observe alternating A-MPDUs of sizes 31 and 1, resulting in reduced throughput in comparison with the usage of back-to-back transmissions of A-MPDUs of size 31. We consistently observed this artifact on all transmissions of the AP. We conjecture that the NIC is internally splitting outbound packets in blocks of size \( MAX_{AGG} \) and then attempting to deliver all packets inside this block before moving to the next.

We perform a fixed PHY rate experiment with a Unix machine using an Atheros card with ath9k driver to check whether we see the same behavior. With the Atheros card we observe no instances of A-MPDUs with alternating sizes. This result indicates that this artifact is specific to the Broadcom NIC. Further tests are necessary to confirm whether this behavior happens on other models of Broadcom NICs.

3.2.3 Experimental validation

In order to validate the proposed model, we perform controlled experiments in an anechoic chamber using fixed PHY rate capacity tests as described in §3.1, comparing the measured link capacity with the estimated link capacity. This step should highlight any discrepancies between the link capacity model and the achieved UDP throughput. At PHY rates 52 Mbps to 78 Mbps we consider frame exchanges with A-MPDU sizes of 16, since the transmitter uses 2 medium accesses to deliver 32 packets.
Figure 3.1 shows the MAC efficiency, the ratio between the link capacity and the PHY rate, during tests with the MacBook. Under fixed A-MDPU sizes, the AP deliver more frames at higher PHY rates, resulting in more medium accesses and larger MAC overhead. We see this behavior between PHY rates 39 Mbps and 78 Mbps with $AGG(P) = 16$, and between PHY rates 104 Mbps and 130 Mbps, with $AGG(P) = 32$. We are able to accurately estimate the link capacity at all PHY rates. However, the link capacity estimation is slightly positively biased (1.925%, on average), due to the extremely optimistic model assumptions.

Figure 3.2 shows the MAC efficiency for tests with the Android Tablet. A-MPDU size reaches maximum value when PHY rate $\geq$ 26 Mbps, thus the downward MAC efficiency between PHY rates 26 Mbps and 65 Mbps. We observe that estimated LC differs from measured LC when PHY rate $\geq$ 26 Mbps, showing a positive bias of up to 17% at PHY rate 65 Mbps. Our analysis of sniffer’s packet logs reveals that the AP takes additional time between A-MPDUs of size 8 (around 200 µs). We made additional tests with other android devices with $MAX_{agg}$ of 8 and 32, but we only observe this when $MAX_{agg} = 8$. When including the additional delay in the model, we obtain a smaller positive bias (3.96%) on the link capacity (adjusted LC). We consider in the next section two link capacity models: one using purely protocol information (LC: original) and a second (LC: adjusted), which includes the observed additional delay for devices with $MAX_{agg} = 8$. Also, we consider the presence of a positive bias of 4%,
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This section adapts the model from §3.2 to work in practice. Rate adaptation algorithms frequently change the selected PHY rate [74] and frames may be lost (i.e., frame delivery < 100%). We first adapt the model from §3.2 to take these issues into account. Then, we discuss how to obtain the inputs for the model. Finally, we validate our model using controlled experiments and comparing it with the state of the art.

3.3.1 Model

As Wi-Fi link capacity varies over time, our model estimates the link capacity for a given time interval $[t_0, t_0 + \tau]$. Even though the PHY rate changes over time, the AP uses only one PHY rate for each frame. Thus, we can obtain “instant” link capacity measurements by applying the model from Equation 3.2.1. Let $P(t)$ be the PHY rate used at $t$ and $FDR(t)$ be the frame delivery rate at $t$. We estimate the link capacity for the time interval $[t_0, t_0 + \tau]$ as follows:

$$LC(t_0, \tau) = \frac{1}{\tau} \int_{t_0}^{t_0 + \tau} FDR(t) \times LC(P(t)) dt.$$  \hspace{1cm} (3.3.1)

3.3.2 Model inputs

The model in Equation 3.3.1 takes four inputs:

1. The initial estimation time, $t_0$, is simply the time operators will run link capacity estimation. In our existing trials with ISPs, we report the link capacity estimates periodically, but we can imagine scenarios where operators will request the estimate on demand as well.

2. The estimation interval, $\tau$, depends on how frequently and fine-grained operators want to estimate link capacity. Values of $\tau$ that are too large will average link capacity over a long time interval and may miss variations of link capacity that are important to diagnose Wi-Fi performance. On the other hand, if $\tau$ is too small (for instance, less than a second) the variations of link capacity estimates in short periods of time become harder to interpret and to map to user’s Wi-Fi performance.
3. The function of PHY rate over time, $P(t)$. We obtain $P(t)$ by periodically polling the Wi-Fi driver. Ideally, we would get the PHY rate per frame as previous work has done for OpenWrt APs [89]. However, per-frame measurements impose high load on the system, particularly during moments of high network load. We show that we can obtain low sampling error by periodically sampling the driver for the PHY rate of last transmitted data frame.

4. The frame delivery ratio over time, $FDR(t)$. Similar to $P(t)$, we obtain $FDR(t)$ by polling the Wi-Fi driver. Unfortunately, $FDR(t)$ is not available for upstream traffic. We can approximate upstream $FDR(t)$ based on the downstream values, but this deserves further investigation, which we leave for future work.

We evaluate the sampling error of different $\tau$ and $\lambda$ parameters as follows. We emulate PHY rate sampling using the sniffer logs of the UDP iperf capacity tests, as described in §3.1. We periodically sample the PHY rate of the last data frame, with periodicity $\lambda$ over an estimation period $\tau$. We consider PHY rate sampling with periodicity 1 ms as the ground truth. We compare the link capacity sampled with parameters $\lambda \in \{1 \, s, 0.3 \, s, 0.1 \, s, 0.03 \, s\}$ and $\tau \in \{1 \, s, 10 \, s, 30 \, s, 60 \, s\}$ with the ground truth, obtaining the sampling error. We execute 100 runs, randomly choosing the starting time and report average sampling error and standard deviation.
We can see in Figure 3.3 that sampling error decreases for larger $\tau$ and smaller $\lambda$. This is expected since estimation error tends to decrease with more PHY rate samples, which is given by $\tau/\lambda$. Therefore, there is a trade-off between sampling overhead, imposed by $\lambda$, and estimation granularity, imposed by $\tau$. We see that sampling error is, on average, below 2% when $\tau/\lambda \geq 30$.

### 3.3.3 Validation

In order to evaluate our algorithm, we performed controlled experiments in the anechoic chamber. We performed UDP iperf capacity tests as described in §3.1, using $\tau = 10$ s.

**Comparison method.** We compare our method with the state of the art in Wi-Fi throughput estimation “Wi-Fi based TCP throughput” (Witt) [89]. Witt is calculated by linearly fitting a custom metric, *link experience*, with TCP throughput ground truth data. Link experience and Witt are given by:

\[
\text{link}\_\text{exp} = (1 - a) \times (1 - c) \times \sum_i s_i r_i / p_i \quad (3.3.2)
\]

\[
\text{Witt} = \beta_1 \times \text{link}\_\text{exp} + \beta_0 \quad (3.3.3)
\]

where $a \in [0, 1]$ is a percentage of airtime utilization used by external sources, and $c \in [0, 1]$ accounts for local contention. While originally Witt is used to predict TCP throughput, we fit Witt to predict UDP throughput.
Both LC and Witt have very high correlation coefficients with the throughput, respectively .997 and 0.996. A key difference between both methods is that Witt finds the ratio between PHY rate and data rates (the MAC efficiency) by fitting $\beta_1$ on a data set and minimizing errors with the intercept $\beta_0$. We calculate the MAC efficiency per PHY rate. We see this when comparing Witt’s original $(\beta_0, \beta_1)$ parameters $(-0.494, 0.733)$ with parameters found by fitting only the tablet data $(2.502, 0.629)$ and only the MacBook data $(0.875, 0.783)$. Witt cannot distinguish .11n devices with low and large frame aggregation usage, causing less accurate throughput predictions.

We compare the estimated link capacity using 4 methods: 1) Witt with original $\beta$ values; 2) Witt with $\beta$ values found by fitting this device’s fixed PHY rates tests (Witt: reference); 3) LC with original values (LC: Original) and; 4) LC considering the AP instance inefficiencies at high PHY rates, as seen in in §3.2 (LC: Reference).

Figure 3.4 shows the distribution of estimation errors of the 4 different approaches. As expected, training the prediction method with reference data from the device under test significantly reduce prediction errors. However, training per station is impractical in operational environments. Over 90% of the predictions had error below 15% for original LC, and over 95% presented error below 5% when using LC with reference data. We conclude that, in order to obtain more accurate link capacity estimations, the model should be tuned to properly incorporate performance inefficiencies on devices with restricted A-MPDU capabilities (i.e., $MAX_{AGG} \in \{8, 16\}$) as shown in §3.2. Fortunately, this has to be done once per AP model.

### 3.4 Diagnosis of throughput bottlenecks

In this section, we present how we can use the proposed link capacity to diagnose downstream throughput bottlenecks. We show that, by using the estimated link capacity defined in §3.3 in conjunction with other AP metrics, we can estimate the available bandwidth, which helps identifying throughput bottlenecks. Further, we show how we can diagnose instances of reduced available bandwidth.

#### 3.4.1 Medium Access and Frame delivery losses

Figure 3.5 illustrates how the MAC overhead, frame delivery losses (FD), and medium access losses (MA) explain the difference between the nominal physical link capacity and the available bandwidth.

The link capacity defined in §3.3 estimates how much bandwidth the link supports
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<table>
<thead>
<tr>
<th>Nominal capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum link capacity (MLC)</td>
</tr>
<tr>
<td>Link capacity (LC)</td>
</tr>
<tr>
<td>Available Bandwidth (AB)</td>
</tr>
</tbody>
</table>

Figure 3.5: Breakdown of nominal capacity into: maximum link capacity, link capacity, available bandwidth, medium access losses and frame delivery losses

assuming full medium availability, but in reality we share the unlicensed medium with many Wi-Fi and non-Wi-Fi sources. Wi-Fi cards can export, for a given period, the percentage of time the medium was busy due to the reception of nearby Wi-Fi frames ($BUSY_{WIFI}$) or to the presence of high noise ($BUSY_{NonWIFI}$). We use these metrics to account for medium sharing. The AP we study report these counters with a resolution of 1%. We define medium access losses ($MA$) as the fraction of $LC$ lost due to busy medium, and available bandwidth ($AB$) as the fraction of $LC$ available for usage.

\[
MA = LC \times (BUSY_{WIFI} + BUSY_{NonWIFI})
\]

\[
AB = LC \times (1 - BUSY_{WIFI} - BUSY_{NonWIFI})
\]

Consider an ideal Wi-Fi link, with no frame loss nor medium sharing. This link would present the maximum $LC$ value ($MLC$), limited only by the maximum PHY rate available between endpoints. If $LC$ is lower than $MLC$, the channel quality is poor and we lose capacity due to a frame delivery problem. Therefore, we consider the difference between $MLC$ and $LC$ a frame delivery loss.

\[
FD = MLC - LC
\]

3.4.2 Case studies

Here we show two case studies, where we apply the metrics defined in §3.4.1 to diagnose the source of the reduced available bandwidth.

**Non-Wi-Fi interference.** We investigate how the available bandwidth varies under microwave interference with an experiment in the anechoic chamber. We use
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iperf to generate UDP traffic from the AP to the tablet as described in §3.1. The AP is configured to use channel 11, the most impacted by microwave interference. The experiment lasts 14 minutes and the microwave is ON during the first 10 minutes.

Figure 3.6 shows AB, MA, and FD, normalized by the maximum link capacity. From minutes 1 to 10 we see that the throughput is roughly 60% of the maximum link capacity, due to the Microwave duty cycle of approximately 40%. We observe that, after 7 minutes, the gateway manages to achieve more and more throughput. This seems to be a microwave mechanism to avoid overheating by periodically reducing the number of active cycles. Our method is able to predict the general trend of the microwave interference. Since in this scenario $BUSY_{\text{WiFi}} = 0$, we can further diagnose the interference source as non-Wi-Fi.

**Wi-Fi performance in uncontrolled environments.** Here, we diagnose the available bandwidth of a transmission in a real world uncontrolled scenario. We use iperf to generate traffic from the AP to the tablet in our office space. We put the AP on the extreme end of a long corridor, and the tablet at the other end, 40 meters apart.

Figure 3.7 shows the estimated available bandwidth as well as the causes for throughput losses. Between minutes 1 and 2, the throughput goes down to 3 Mbps. During this period, the tablet only received transmissions with PHY rate 5.5 Mbps. This result indicates a frame delivery problem either due to high noise, which prevents higher modulation usage, or narrow band interference, which prevents usage of OFDM.
modulation. Our method allows us to identify that the throughput loss during this period was due to a frame delivery loss.

3.5 Summary

In this section, we presented an algorithm to estimate the link capacity based on passive metrics from APs, which is ready to be deployed at scale. We show that it is possible to estimate the link capacity per PHY rate based on a limited set of parameters related to the particular AP instance. Then, we extend the initial model to estimate the link capacity when the PHY rate varies. We measured the link capacity in different link quality conditions and found that more than 90% of the estimations present error below 15% without prior parameter tuning, and more than 95% present estimation error below 5% with appropriate parameter tuning using fixed PHY rate tests. Also, our method achieves below 2% sampling errors when the ratio $\tau/\lambda \geq 30$. This method allows ISPs to passively monitor Wi-Fi quality on commodity APs. The simple diagnosis approach proposed allows helpdesk operators diagnose users’ Wi-Fi problems, distinguishing medium access and frame delivery problems.
Chapter 4

Predicting the effect of Wi-Fi quality on QoE

In this chapter, we develop a model that predicts the effect of Wi-Fi quality on four internet applications: web browsing, YouTube, audio and video real time communication (RTC). We selected these applications because they are popular among residential users [11]. Evaluating the effect of Wi-Fi quality on application QoE is challenging. We want to execute experiments on a wide range of Wi-Fi scenarios, with multiple tests per experiment. To span all these settings requires thousands of individual tests per application. With subjective quality assessment, we ask multiple users to evaluate application QoE per test to obtain the Mean Opinion Score (MOS). The combination of user tests makes this approach unpractical. Instead, we use objective quality assessment to evaluate QoE by measuring application specific QoS metrics per test (§4.1). Then, we estimate quality impairments using state of the art QoS/QoE models to translate application QoS into mean opinion scores (MOS) (§4.2). We evaluate the accuracy of proposed QoS/QoE models with small user studies. Then, we generate training sets by combining the Wi-Fi metrics and estimated QoE, and use regression analysis to build predictors of the effect of Wi-Fi quality on QoE (§4.3).

We use cross-validation and grid optimization to find model parameters, with MOS predictions showing root-mean square errors (RMSE) between 0.643 and 0.777. We perform validation tests with data collected in our lab (with realistic Wi-Fi conditions), where we collect both Wi-Fi metrics and application metrics, and we find RMSE between 0.740, and 0.938 (§4.3.3).
4.1 Experimental setup

To understand how Wi-Fi quality affects user QoE, we perform controlled experiments on each of the four applications: web browsing, YouTube streaming, and audio / video RTC. The typical method to assess quality of experience is to request users to explicitly rate the quality of internet applications, obtaining mean opinion scores (MOS) [99]. We deem this approach impractical, since we want to systematically cover a wide range of Wi-Fi configurations. Indeed, we obtain over ten thousands data points across applications (over 27 hours of application time), each requiring the rating of multiple users. Instead, during each experiment we measure application specific QoS metrics and use state-of-the-art QoS/QoE models to obtain estimated MOS values.

4.1.1 Testbed

We emulate a Wi-Fi home network using the testbed shown in Figure 4.1, where we execute experiments on internet applications under controlled Wi-Fi conditions. We use a Technicolor AP with a Broadcom BCM6362 NIC with 802.11n 2x2 technology, and two MacBook pro stations (STA1 and STA2) with 802.11n 2x2 technology. This AP is used by some residential ISPs and has the same capabilities of those used in the field study, shown in Section 5. The Wi-Fi testbed is located in Belgium, and it connects to the internet through an Ubuntu 12 gateway using TC to emulate bandwidth restrictions of a home network access link, with 16 Mbps available bandwidth for download traffic. Our Web and iperf servers are Ubuntu 12 computers. We also use an Android tablet with 802.11n 1x1 technology, using iperf in server mode to receive traffic that interferes with the AP under test. We use the default AP Wi-Fi configurations: 20MHz channel width and long guard interval PHY rates only, on 2.4 GHz. We restrict Wi-Fi physical layer (PHY) rates to only use one-spatial-stream, due to the difficulty of reliably enabling MIMO communication in shielded boxes. While we do not study PHY rates above 65 Mbps, we expect QoE impairments to be similar to experiments...
where there is no attenuation and one-spatial-stream PHY rate is maximum at 65 Mbps.

4.1.2 Experiment parameters

We vary the Wi-Fi conditions over two axis:

- **Link speed.** When the link quality between AP and STA is good, the AP can use fast and efficient PHY rates. When the link quality is poor, however, the rate adaptation algorithm uses slow but robust PHY rates to ensure frame reception. We vary the link speed by introducing six increasing levels of attenuation in the path between AP and STA using a programmable attenuator.

- **Medium availability.** The IEEE 802.11 medium access protocol specifies that nodes only transmit after sensing the medium idle. We vary the medium availability sensed by the AP by introducing interference from Wi-Fi or non-Wi-Fi sources. To introduce Wi-Fi interference, we use the iperf client to generate competing Wi-Fi traffic in the “interfering link”, as shown in Figure 4.1. The AP from the interfering link is configured to only use PHY rate 5.5 Mbps, consuming more airtime per frame. We found that by generating constant bit rate UDP traffic of 0.7 Mbps, 1.1 Mbps, 2.1 Mbps and 2.9 Mbps we obtain, respectively, 70%, 50%, 30% and 15% medium availability, measured by the CCA counters on the AP.

To generate interference from a non Wi-Fi source, we use a signal generator to inject a narrowband sinewave to block the AP’s CCA. We sweep the interfering sinewave in and out of the spectral CCA range of the AP every 200ms. By varying the percentage of time the sinewave is inside and outside this range, we create scenarios with medium availability of 100%, 75%, 50%, 25%, and 12.5%. We verified that Wi-Fi counters on the AP observe the intended medium availability with error below 5%.

4.1.3 Applications

For each Wi-Fi scenario, we execute automated tests on four internet applications: web browsing, YouTube streaming, and audio / video RTC, while we monitor Wi-Fi, network, and application QoS metrics. Below, we detail the experiment execution for each application.

- **Web browsing.** STA1 uses PhantomJS, a headless browser, to sequentially access 10 times a set of 10 pages on the internet. We chose a mix of pages figuring in the Alexa TOP 20 pages in Belgium. We access the front pages of the following domains: bing.com, google.be, twitter.com, live.com, wikipedia.org, facebook.com, yahoo.com,
We use JavaScript to record the page load time (PLT) triggered by the `onload` event.

**YouTube.** STA1 uses Google Chrome to access an instrumented YouTube page, which downloads and plays each YouTube video using DASH, during two minutes. We access three YouTube videos per experiment: a politician speech, a movie trailer, and a music clip. We choose these clips to obtain diversity in video content. We use JavaScript to record join time, buffering events, and video resolution.

**Audio and video RTC.** We use WebRTC to perform Audio and Video RTC tests. We implemented a simple WebRTC application that allows two peers to communicate in an audio and/or video call. STA1 and STA2 access a WebRTC page stored on the web server. Once connected, they each open a WebRTC session to the server, waiting for the other to connect. When both successfully connect, they initiate a WebRTC audio or audio/video call. We use the default OPUS plugin on WebRTC to encode audio and the VP8 plugin to encode video with default options. We use the `–use-fake-device-for-media-stream` command line option to perform audio/video real-time communication tests which allow us to control the audio/video sent by each WebRTC peer. This closely resembles a real user environment, since the audio/video processing will go through the same processing stack as a real microphone/camera. We use javascript setup to record the received audio/video streams by each WebRTC peer.

We use a set of 20 different audio samples recommended by ITU-T for speech quality assessment [60], each with an approximate duration of eight seconds. We create a single audio file with all the audio samples, which is then sent to Google Chrome’s fake audio input device. To prevent echo canceling from interfering with the audio samples, we only examine cases where STA2 sends audio and STA1 is silent. After the experiment, we manually extract the individual audio samples from the received audio feed. For video, we use standard reference videos featuring human subjects from the Xiph collection [129], namely: *FourPeople, Johnny, KristenAndSara, Vidyo1, Vidyo3* and *Vidyo4*. We downgraded the original video format to $640 \times 480$, 30 fps to match common webcam capabilities. We merged all the video samples, each contains 300 frames (10 seconds), into a single video file, separated by 15 “black” frames to mark the transition between samples. After the experiment, we extract individual video samples from the received video using the “black” frames to detect sample transition, as well as manual verification (in rare cases, none of the “black” frames were received).
4.2 QoE from QoS metrics

We use objective quality assessment to measure how QoE varies across Wi-Fi scenarios. In this section, we present the QoS/QoE models used to quantify user QoE for each application. We select QoS/QoE models available in the literature for each application and adapt them to work on today’s internet services. We validate our model choices with a small user study.

4.2.1 Approach overview

For each application, we define a function \( f : x \rightarrow y \), where \( x \) is a vector of application QoS metrics and \( y \) is a MOS score. Absolute MOS values are not adequate to estimate the effect of Wi-Fi quality on QoE. A number of models exist to obtain \( f \) for each of the applications in study. These models output the average absolute quality rating given by users in the study. For example, the simple act of encoding a video for real time transmission will reduce its quality. Yet, users today are used to the quality loss due to encoding. Moreover, our goal is to predict the Wi-Fi contribution to MOS degradation. Hence, we normalize the output of \( f \) to obtain degradation MOS (DMOS) instead of absolute MOS. We calculate DMOS values, in range \([1 - 5]\), using the formula:

\[
\tilde{f}(x) = 4.0 \times \frac{f(x) - MOS_{\text{min}}}{MOS_{\text{max}} - MOS_{\text{min}}} + 1.0
\]  

(4.2.1)

where \( MOS_{\text{min}} \) is given by the minimum MOS value from experiments, and \( MOS_{\text{max}} \) is the average MOS during baseline experiments (i.e., no Wi-Fi impairment). This way, DMOS on baseline scenarios is always 5, whereas DMOS on the worst scenario is always 1. It is possible to find \( MOS_{\text{max}} \) and \( MOS_{\text{min}} \) by respectively maximizing and minimizing \( f(x) \) for the set of application QoS parameters expected to be found in the target scenario. We use Equation 4.2.1 to obtain DMOS on all application models.

4.2.2 Video RTC QoE model

There is extensive work on objective video quality assessment using three types of metrics to capture video quality: full reference, reduced reference, and no reference. Since we have access to the original video signal in our testbed, we use full reference metrics, which are the most accurate. Popular full reference metrics are PSNR, SSIM, and VQM. We opt to use Structural Similarity (SSIM), since it was shown many times to have strong correlation with human perception.
We compare each video clip received by STA1 (transmitted sample), with the original sent by STA2 (reference sample), and compute per-frame SSIM. We calculate the video’s average SSIM ($s$) and map it to the video MOS score using Equation 4.2.2, proposed by Wang et. al for video quality assessment [124].

$$f_v(s) = 129.25s^3 - 64.76s^2 + 22.08s$$ (4.2.2)

We noticed that under low network capacity, WebRTC often suppresses frames to reduce bandwidth, sending as little as 10 frames per second in extreme conditions. We deal with skipped frames using the strategy employed by Zinner et. al [132], by comparing reference skipped frames with the last received frame, producing reduced SSIM whenever the degraded sample presents skipped frames or freezes.

On some experiments, we observed instances where STA1 was able to associate to the AP and communicate to STA2 through WebRTC, but could not sustain the video call due to high packet loss. Since WebRTC prematurely terminates the call, we could not obtain valid transmitted samples. For every experiment where we observe a WebRTC connection for 10 second but no video traffic, we generate a sample with DMOS = 1.0, since there is no service.

**Model validation.** We conduct a small user study to see how DMOS correlates with user opinion. For each one of the six reference samples, we select 20 different transmitted samples with varying levels of video quality. We explain to users that they

![Figure 4.2: Validation of video RTC QoE model](image)
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should consider a scenario of a real-time internet video call, show them the reference sample, and ask them to rate the quality of five transmitted samples. We give them the degradation category rating scale, from 1 to 5, to describe the perceived degradation: 1, very annoying; 2, annoying; 3, slightly annoying; 4, perceptible but not annoying; and 5, imperceptible. Each user rates a total of 30 samples, so tests require between 6 and 10 minutes to complete.

We requested for volunteers for this study through friends, at Technicolor labs and our lab mailing list, with answers from 40 users. We use a score normalization procedure similar to Wang et. al [123], to deal with users which do not use the whole range of grading options. First, we apply normalization by standard deviation per user. Then, we re-scale all normalized scores into range [1-5], obtaining user DMOS. Figure 4.2 shows compares user DMOS and estimated DMOS, with a strong correlation of 0.9547.

4.2.3 Audio RTC QoE model

There are many methods to estimate the perceived quality of a voice service. Signal based methods analyze the distorted signal to estimate listening quality, by either searching for known distortion patterns (e.g., ITU-T P.563) or by comparing it to the undistorted signal (e.g., Perceptual Speech Quality Measure (PESQ) [58]). Parametric
models, such as the E-model (ITU-T G.107), estimate listening quality based on several impairment factors such as one way delay, codec distortions, and others [99]. Here, we combine PESQ and E-model to account for both audio distortions and one way delays, following the approach of Lingfen et. al [111]. We obtain PESQ MOS by comparing the reference and received test samples, and one way delay by monitoring the median latency of WebRTC packets.

Similarly to video WebRTC experiments, we observed instances where STA1 was able to associate to the AP and communicate to STA2 through WebRTC, but could not sustain the audio call. For every experiment where we observe a WebRTC connection for 10 second but no audio traffic, we generate a sample with DMOS = 1.0, since there is no service.

**Model validation.** To understand how audio quality correlates with user opinion, we conduct a small user study. We select 12 reference audio clips, and 10 transmitted samples for each audio clip with different levels of audio quality. We explain users that they should consider a scenario of a real-time internet audio call, give them the reference sample and ask them to rate the quality of five transmitted samples. We give them the degradation category rating scale, from 1 to 5, to describe the perceived degradation. Each user rates a total of 60 samples, so tests require between 10 and 15 minutes to complete.

We requested native Dutch speaking volunteers (as the original audio clips are in
Dutch) for this study among friends and at Technicolor labs, with answers from 20 users. We apply the raw score normalization procedure described on §4.2.2 to obtain user DMOS. Figure 4.3 compares user DMOS and estimated DMOS per audio sample. We see that while for the majority of cases estimated DMOS is in line with user DMOS, there are cases where user DMOS is significantly higher than estimated DMOS. We listened to all degraded samples from this study and found two main impairments: voice distortion, such as when the voice “digitalizes”; and missing audio, such as when a word or phrase is partially or completely absent, as shown by the different markers on Figure 4.3. Our analysis of instances where none of the above impairments are present and user DMOS > estimated DMOS shows that the vast majority of transmitted samples are slightly fast/slower than original. This analysis suggests that PESQ is detecting audio distortions which users did not notice or care. We advise researchers to carefully review PESQ results, since PESQ may bias results if the application alters playback rate as part of its adaptation mechanism.

To counter this issue, we alter raw PESQ MOS values using a small $\delta$ parameter. We listen to all audio samples and increase PESQ MOS by $\delta$ whenever there is no voice distortion nor missing audio, or decrease PESQ MOS by $\delta$ otherwise. We find $\delta = 0.5$ minimizes the RMSE between user and estimated DMOS. Figure 4.4 shows estimated and user DMOS on the adjusted audio QoE model, with a correlation of 0.9191.

### 4.2.4 Web browsing QoE model

While there is extensive work showing that web browsing QoE is a result of many influence factors, end user waiting time is consistently identified as the main system influence factor for user QoE. Also, there are different QoE models based on the type of web activity: browsing through an extended session, opening a page, reading e-mails, or downloading a file [99]. Here, we consider the simple case of opening a single web page.

Most single-page web-QoE models consider the page load time (PLT) as the main application QoS metric. The PLT, however, is hard to measure since it is not always clear when users consider the page “ready”. Here we use the PLT as measured by the onload event, since for the majority of pages, the onload event coincides with the user perception of the page being ready [120]. There is work suggesting that expectation [53] and page aesthetics [119] significantly influence web QoE. Since Wi-Fi quality cannot directly affect those, we remain confident on modeling MOS as a function of PLT.

We employ the ITU-T G 1030 single page web QoE model [61], which maps PLT
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Figure 4.5: Validation of Web QoE model

into MOS in range [1-5] for fast, medium, or slow networks contexts. The network context expresses the user expectation of network speed, with users more tolerant to delays on slower network contexts. The ITU-T G 1030 proposes a logarithmic relationship between PLT and MOS, which is in line with most recent web QoE studies [35, 110]. We map PLT to MOS using Equation 4.2.3. We consider the medium network context, where \( Min = 0.395 \) and \( Max = 38 \), since home internet speed is usually lower than backbones or enterprise networks.

\[
f_w(PLT) = 4.0 \times \frac{\log(PLT/Min)}{\log(Min/Max)} + 5.0 \tag{4.2.3}
\]

During web browsing experiments, we limit PLT to a maximum of 10s. In case the web page does not finish loading within 10s, we do not have the precise PLT. In these cases, if the main HTML finished loading, we consider PLT = 10s. Otherwise, we consider that the service failed and set DMOS = 1.0.

**Model validation.** We validate the proposed model with data from a user study on Web QoE made by Bocchi et. al [12], which contains over 4000 PLT and user scores from 146 users across 41 websites and 8 network scenarios. We only consider users with at least 10 scores, and only pages with at least 10 scores. We aggregate results for each combination of page and network scenario to calculate MOS and mean PLT, which we use to obtain estimated MOS. Figure 4.5 shows the relationship between user and estimated MOS, with a correlation of 0.8529. This result suggests that PLT has a
4.2. **QoE from QoS metrics**

4.2.5 **YouTube QoE model**

Video streaming is a popular internet application and YouTube is the most used video streaming service on the internet. While network impairments may cause frame losses on video RTC, YouTube uses TCP to reliably transmit content. YouTube uses a playback buffer to smoothly play the video and executions typically occur smoothly as long as video download rate is faster than playback rate. *Buffering events* occur when the playback buffer empties, when the player stops to refill the buffer. These instances are so disruptive that, in default configuration, YouTube attempts to prevent buffering events with adaptive bitrate streaming. In this scenario, the video player dynamically selects video bitrate during playback.

There are three main factors influencing QoE: average bitrate, join time, and buffering events [6, 121]. Most studies agree that join time does not drastically affect QoE, as users are more tolerant to initial delays. Therefore, we model YouTube QoE as a function of buffering events and video bitrate.

There is work on mapping individual video QoS metrics to MOS, but there is no model that maps multiple video QoS metrics to MOS. We consider two specialized

---

**Figure 4.6: Validation of YouTube QoE model**

![Figure 4.6: Validation of YouTube QoE model](image)

strong correlation with user opinion, even though it is clearly not the only influence factor. Indeed, we verified that our model under-estimates MOS for pages with content “below the fold”, not visible until you scroll the page.
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Table 4.1: $a_i, b_i, c_i$ parameters for Equation 4.2.4

<table>
<thead>
<tr>
<th>i</th>
<th>$\lambda$</th>
<th>$a_i$</th>
<th>$b_i$</th>
<th>$c_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\lambda &lt; 0.05$</td>
<td>2.97</td>
<td>0.74</td>
<td>2.03</td>
</tr>
<tr>
<td>2</td>
<td>$0.05 &lt; \lambda &lt; 0.10$</td>
<td>3.07</td>
<td>0.96</td>
<td>1.93</td>
</tr>
<tr>
<td>3</td>
<td>$0.10 &lt; \lambda &lt; 0.20$</td>
<td>3.17</td>
<td>1.55</td>
<td>1.83</td>
</tr>
<tr>
<td>4</td>
<td>$0.20 &lt; \lambda &lt; 0.50$</td>
<td>3.21</td>
<td>1.66</td>
<td>1.79</td>
</tr>
<tr>
<td>5</td>
<td>$\lambda &gt; 0.50$</td>
<td>3.24</td>
<td>1.79</td>
<td>1.76</td>
</tr>
</tbody>
</table>

MOS models for YouTube quality: one using buffering events and the other using video bitrate.

**Buffering events.** We use the model proposed by Wamser et. al, which estimates MOS values given the number and duration of buffering events [121], shown in Equation 4.2.4. It considers $n$ as the number of buffering events, $\lambda$ as the ratio between total stalling time and total video elapsed time, and $a_i, b_i, c_i$ parameters according to Table 4.1.

$$f_{ys}(n, i) = a_i \times e^{-b_i \times n} + c_i, \forall i = 1, 2, 3, 4, 5 \quad (4.2.4)$$

**Video bitrate.** Similarly to Zinner et. al [132], we use SSIM to obtain estimated MOS scores to quantify the impact of video resolution. We compare the video at each resolution with the maximum resolution available (1080hd) to obtain video SSIM per resolution. Then, for a given video playback execution, we obtain a weighted average SSIM given by the fraction of time played at each resolution. We estimate MOS using Equation 4.2.2 and normalize it with Equation 4.2.1.

We model YouTube QoE as the minimum MOS between the estimated MOS of the models. By using the minimum MOS, we remain faithful to each model when only one type of impairment is present. We note that both types of impairment happen together in less than 10% of samples in our dataset.

**Model validation.** We validate the proposed model using a small user study on YouTube quality, made by Katsarakis et. al [69], where 16 users rated a total of 128 YouTube video executions under different network impairments. We apply the raw score normalization procedure described on §4.2.2, and compare normalized user scores and estimated DMOS in Figure 4.6. We find a correlation of 0.9268 using our proposed model, in comparison to 0.7272 and 0.8323 when using only video bitrate or buffering events respectively. This result suggests that it is necessary to account for
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This section shows how we predict the effect of Wi-Fi quality on QoE. We formulate the problem of predicting QoE as a regression problem. This way, we can predict the MOS degradation caused by Wi-Fi quality impairments. First, we build a training set where each sample is a vector that contains Wi-Fi metrics we passively collect from the AP labeled with the estimated QoE for each application. Then, we train models to predict the estimated QoE based on Wi-Fi metrics only. Finally, we validate the models with experiments in an uncontrolled environment, where we compare predicted and estimated QoE.

### 4.3.1 Building the training set

During each experiment, we passively measure the Wi-Fi metrics shown in Table 4.2 on the AP. For each application sample, we build a vector where each feature contains Wi-Fi metrics aggregated over an interval $T$ during the application execution, and the estimated QoE using the models in §4.2. We choose $T$ based on the duration of the application execution. For audio and video experiments, we create one feature vector per audio / video sample, with $T = 10s$ since the duration of audio / video samples is $\approx 10s$. For web browsing, we create one feature vector per web page access, using $T = 10s$ since this is the maximum page load time. For YouTube, we create one feature vector per video playback, using $T = 120s$ since we play each video for two minutes. We calculate the features $\text{BUSY}$, $\text{BUSY}_{\text{WiFi}}$, $\text{BUSY}_{\text{nonWiFi}}$, and $\text{AvgTxPHY}$ using simple averages. For FDR, we calculate the fraction of non re-transmitted frames sent and the number of frames sent over the interval $T$. For RSSI, we use the last RSSI.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Period</th>
<th>Feature name</th>
</tr>
</thead>
<tbody>
<tr>
<td>% of time the medium is busy</td>
<td>2 s</td>
<td>BUSY</td>
</tr>
<tr>
<td>% busy due to Wi-Fi traffic</td>
<td>2 s</td>
<td>BUSY_{\text{WiFi}}</td>
</tr>
<tr>
<td>% of busy due to non Wi-Fi traffic</td>
<td>2 s</td>
<td>BUSY_{\text{nonWiFi}}</td>
</tr>
<tr>
<td>PHY rate of last frame sent</td>
<td>1 s</td>
<td>AvgTxPhy</td>
</tr>
<tr>
<td>Frames sent / retransmitted to STA</td>
<td>1 s</td>
<td>FDR</td>
</tr>
<tr>
<td>Received signal strength indicator</td>
<td>1 s</td>
<td>RSSI</td>
</tr>
</tbody>
</table>

both types of video impairments.
value. We use this choice of features to match the aggregation used in the deployment, described in Chapter 5.

4.3.2 Building the predictor

We opt to use support vector regression (SVR), since it produces robust predictive models with low error for a wide range of problems. Since SVR is not scale invariant, we normalize features based on minimum / maximum values from dataset. We evaluate prediction accuracy using root mean squared errors (RMSE), as it is common practice on regression models.

Table 4.3: Frequency of feature in the best predictor with $K$ features, for $K \in [1 - 6]$

<table>
<thead>
<tr>
<th>Feature</th>
<th>Video</th>
<th>Audio</th>
<th>Web</th>
<th>YouTube</th>
</tr>
</thead>
<tbody>
<tr>
<td>AvgTxPhy</td>
<td>6</td>
<td>3</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>FDR</td>
<td>5</td>
<td>6</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>BUSY</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>BUSY_nonWiFi</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>BUSY_WiFi</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>RSSI</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>
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Features’ predictive power. We analyze which features hold more predictive power for each application. For each application, we train one SVR predictor for each possible combination of the six features, and evaluate its accuracy through ten folded cross-validation. Then, we observe how often each feature appears in the best predictor with \( K \) features, \( K \in [1 - 6] \), as shown in Table 4.3. AvgTxPHY is the most important feature on all applications except audio. We believe that’s because audio QoE impairments only happen when not only AvgTxPhy is poor but also FDR. RSSI is the least important feature in the set. We believe this is because AvgTxPhy provides a better link speed estimation than RSSI (in line with findings from Patro et. al [89]). FDR is the most relevant feature for audio and the second most relevant for video and web, but it does not seems as relevant for YouTube. This is because low FDR causes jitter due to frame retransmissions, which may affect QoE of audio and video RTC, as well as web. On the other hand, YouTube should not suffer from these issues, since it can buffer during temporary delays.

Parameter selection. We configure three SVR parameters. SVR uses the \( C \) parameter to penalize misclassified samples and \( \gamma \) parameter to set the range of influence of each support vector in the model. High values of \( C \) and \( \gamma \) are known to over-fit the dataset. The \( \epsilon \) parameter regulates the error margin over which predictions incur into no penalty. We find the best combination of parameter through grid optimization, with tests where \( C \in [1, 1000] \), \( \epsilon \in [0.01, 1] \), and \( \gamma \in [0.1, 100] \) at regular intervals. First, we use RMSE from ten fold cross-validation to track which combination of SVR
parameters works better for each application predictor. We found that $\epsilon = 0.3$ works well for all applications, but several combinations of $\gamma$ and $C$ produce low RMSE values. Since SVR models with high $\gamma$ tend to generate high-variance models, we choose $\gamma = 3$ alongside the $C$ parameter which minimizes RMSE.

**Web page complexity.** For web browsing, we build one predictor per page. This is because the baseline PLT of different web pages vary by more than one order of magnitude (e.g., 0.287s on bing.com, 2.849s on facebook.com). For simplicity, we summarize web QoE results using three different pages that vary significantly in terms of complexity: google.be (web simple), facebook.com (web average), and amazon.fr (web complex).

**Model visualization.** To understand how Wi-Fi metrics influence the decision of predictors, we show the decision curves for SVR models using two features: “Avg.Tx.Phy” and BUSY” on Figure 4.9. The SVR models learn similar boundary conditions. When Wi-Fi conditions are perfect, with BUSY near 0 and “Avg. Tx PHY rate” at maximum, we observe a predicted MOS of 5 on all predictors. Similarly, when either Avg.Tx.Phy is close to 0 or BUSY close to 100%, we observe a predicted MOS of 1.

Figures 4.9b and 4.9c shows the SVR models for video RTC and YouTube QoE. We
observe that both models present reduced QoE when Avg Tx PHY rate below 15 Mbps. This indicates that these applications are sensitive to Wi-Fi bottlenecks. We also see that YouTube is more resilient to Wi-Fi impairments. This is due to adaptive bitrate selection dynamically adjusting video bitrate to match available bandwidth, avoiding buffering events. Figure 4.9a shows the SVR model for predicting audio QoE. Audio impairments only happen when Wi-Fi conditions are extremely poor. For Web QoE, we show decision curves for the SVR predictor considering pages of average complexity (Figure 4.9d). We observe that web QoE is sensitive to both Avg. Tx PHY rate and medium occupancy.

4.3.3 Validation

To validate our predictors, we generate the “Office” dataset in an uncontrolled environment (i.e. our lab in Paris), over four weeks in 2016. We vary the position of STA1 according to Figure 4.8 and automatically execute experiments every 30 minutes, from 7am to 10pm, in order to observe different levels of link speed and interference. Each experiment consists of tests of two applications, web and YouTube or audio/video RTC, and consists of multiple runs as described in §4.1.3. Then, we select 22 experiments where we observe the most diverse set of Wi-Fi parameters. We follow the same procedure as to generate the testbed dataset to obtain QoE estimations.

We evaluate prediction errors on the Wi-Fi testbed dataset through ten-fold cross-validation, using the best parameters found on §4.3.2. For the validation dataset, we learn one predictor using the testbed dataset and apply it on the office dataset. Figure 4.7 shows prediction errors for both Wi-Fi testbed and validation datasets. We observe validation RMSE below 0.94 for all predictors, while testbed RMSE is below 0.78 for all predictors.

4.4 Summary

In this chapter, we study the effects of Wi-Fi quality on QoE of four applications: web browsing, YouTube streaming, and audio / video RTC. We create QoE predictors based on Wi-Fi metrics commonly available in commercial APs. We generate the training set by performing controlled experiments in a Wi-Fi testbed, covering a wide range of Wi-Fi configurations, while monitoring Wi-Fi and application QoS metrics. We review and carefully select QoS / QoE models to obtain MOS estimations and validate each model with a small user study. We implement SVR models to predict QoE from Wi-
Fi metrics and analyze the impact of individual features on the prediction task. We evaluate predictors’ accuracy using cross-validation and find RMSE between 0.643 and 0.777 on the testbed dataset, and RMSE between 0.740 and 0.938 on the validation dataset.
Chapter 5

Characterization of Wi-Fi quality in the wild

This chapter analyzes the effects of Wi-Fi quality on QoE in the wild. We analyze Wi-Fi measurements collected by a Wi-Fi monitoring system developed by Technicolor. First, we overview the system architecture and describe the dataset. Then, we use the models from Chapter 3 and predictors from Chapter 4 to evaluate how this affects Wi-Fi quality in the wild.

5.1 System overview

Figure 5.1 shows the architecture of the Wi-Fi monitoring system developed by Technicolor. The ISP owns the home AP, which includes a module that uploads Wi-Fi metrics including radio and station stats to the Wi-Fi monitoring system. The AP samples connected stations every second, including the Wi-Fi metrics shown in Table 4.2. It does not sample the FDR metric, since the AP does not export it per station. The AP uploads the set of samples to the monitoring server every 30s, including the station identifier, timestamp, Tx/Rx datarates, and station capabilities.

The AP uploads samples for inactive stations even though some Wi-Fi metrics need user traffic. Therefore, the system filters out invalid station samples taken at such periods of inactivity. The system aggregates valid samples over 30s bins per station, storing the aggregated 30s station samples. These station samples are processed to infer characteristics of Wi-Fi quality. They are annotated with post-processing metrics like link capacity, available bandwidth, etc. From here onward, we refer to these aggregated 30s station samples as samples, unless otherwise noted. They are presented
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Figure 5.1: Wi-Fi monitoring system architecture.

in a visualization system, which allows helpdesk operators to detect and diagnose poor Wi-Fi quality.

5.2 Deployment dataset

We collect station samples from 832 APs of customers of a large Asian-Pacific residential ISP, with 6086 stations connected to these APs, during the month of September, 2016. We analyze a total of 9 million station samples.

First, we look at deployment characteristics regarding station usage and technology. Figure 5.2 shows the number of samples per stations and per AP, where one AP sample contains one or more valid station samples. We find stations with very little activity: we have less than 10 samples for 7.8% of stations. This is because some home Wi-Fi appliances seldom transfer data over Wi-Fi networks, such as “smart scales”, and there is not enough traffic to provide valid samples. There are also APs with a small number of samples (2.16% had less than one hour of data), although we rightfully observe significantly more samples per AP than per station.

We investigate how frequently stations are active. Figure 5.3 shows the cumulative fraction of the number of active days per stations / APs. We consider one station active if we observe at least 5 minutes of activity over 24 hours (similarly for the AP). 23.6% of stations have one or less active days, which indicates a device belonging to visitors or sporadically used.

We focus our study on APs and stations which actively use the Wi-Fi network, so we filter stations and APs which are not regularly used. We only consider stations with at least two active days per week (68.44%) and APs with at least five active days
5.3 Wi-Fi quality metrics

In this section, we analyze the distribution of link-layer Wi-Fi quality and network QoS metrics.

Medium occupation. We use the APs’ CCA counters to measure periods where the medium is sensed busy. BUSY is the fraction of time the medium is sensed busy. We

![Figure 5.2: Number of samples per station and per AP.](image)

<table>
<thead>
<tr>
<th>Technology</th>
<th>Before filtering</th>
<th>After filtering</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>stations</td>
<td>samples</td>
</tr>
<tr>
<td>.11n 1x1</td>
<td>3531</td>
<td>3793K</td>
</tr>
<tr>
<td>.11n 2x2</td>
<td>2384</td>
<td>5009K</td>
</tr>
<tr>
<td>.11g</td>
<td>187</td>
<td>197K</td>
</tr>
<tr>
<td>Total</td>
<td>6102</td>
<td>9000K</td>
</tr>
</tbody>
</table>

per week (92.29%). Table 5.1 shows the number of stations observed per technology before and after filtering, as well as the number of samples. Notice that we retain 98.01% of all samples, although we filter 24.58% of stations. Notice that over 46% of .11g stations have less than 2 active days per week, suggesting that stations with legacy technology are not frequently used.
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Figure 5.3: Number of days with collected data per stations / AP

Further distinguish on the cause of the medium occupation. BUSY_{WiFi} is the fraction of time the medium is busy due to decodable Wi-Fi traffic, and BUSY_{nonWiFi} accounts for other reasons (e.g., non decodable Wi-Fi, non WiFi RF devices). For brevity, we refer to these cases as Wi-Fi interference and non-Wi-Fi interference. Figure 5.4 shows the distribution of BUSY, BUSY_{WiFi}, and BUSY_{nonWiFi} in the deployment. We observe that BUSY_{WiFi} > 2% on 99.3% of samples. This is likely due to management traffic from nearby APs such as beacon announcements. The median values for BUSY_{WiFi} and BUSY_{nonWiFi} are similar: 6 and 5%, respectively. The 90th percentile, however, is very different: 15% for BUSY_{WiFi} and 28% for BUSY_{nonWiFi}. This indicates that non-Wi-Fi interference can degrade Wi-Fi quality with greater intensity. Non-Wi-Fi interference is more often the root cause during contention. We find medium occupation above 50% on 7.4% of samples, with only 1% of AP samples with BUSY_{WiFi} ≥ 50% and 4.2% with BUSY_{nonWiFi} ≥ 50%.

Average Tx PHY rate. Stations’ average Tx PHY rate represents the link speed to the AP. A high average Tx PHY rate indicates good signal and channel conditions. The station capabilities dictate the PHY rate values available. Figure 5.5 shows the distribution of average Tx PHY rate for 802.11n 1x1, 802.11n 2x2, and 802.11g technologies. We observe many samples where the average Tx PHY rate is equal to existing PHY rate values. We observe 56%, 44%, and 20% of samples where average Tx PHY rate is maximum for stations with .11n 1x1, .11n 2x2, and .11g
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Figure 5.4: Distribution of medium occupation in the deployment dataset.

Figure 5.5: Distribution of Avg. Tx PHY rate for .11n and .11g stations.

Comparing stations with 802.11n 1x1 and 2x2 technology, we see significantly less samples with maximum PHY rate for .11n 2x2. This is because MIMO requires not only good channel conditions but also spatial diversity to enable communication on two spatial streams. On the other hand, overall speed is much higher for .11n 2x2 stations: 72% of samples have Avg. Tx PHY rate $\geq 65\text{Mbps}$ on .11n 2x2. We observe 11.5% and 7.3% of samples with average PHY rate $\leq 6.5\text{Mbps}$.
for stations with .11n 1x1 and 2x2 technology. 6.5 Mbps is the lowest .11n modulation, but the AP can use legacy .11b rates (1, 2, 5.5 Mbps) to increase reception probability. Most of these samples are for PHY rate = 5.5 Mbps. This is because this AP rarely uses PHY rate < 5.5 Mbps when communicating with .11n stations. We also observed this behavior during controlled experiments in the Wi-Fi testbed.

**Link utilization.** Figure 5.6 shows the stations’ datarate distribution for both TX (station download) and RX (station upload). Overall, we observe that the majority of samples have a small amount of traffic. We observe 51% of download samples with less than 10 Kbps, and 69% with less than 100 Kbps. This is because we collect samples even when the device is unattended and only background processes generate traffic. We observe more download than upload traffic. We find that most samples contain upload datarate below 1 Mbps (99.91%) and download datarate below 10 Mbps (99.72%). This is likely due to rate limits on the access link.

For each sample, we calculate link capacity and available bandwidth using Equation 3.4.2. Then, we divide the download datarate by the available bandwidth to calculate the link utilization. Figure 5.7 shows the link utilization for samples with datarate > 100 Kbps for different station technologies. We observe that .11n stations have lower link utilization, since they have greater link capacity. We find that 2.6%, 2.1%, and 1.7% of samples from .11g, .11n 1x1, stations have link utilization above 70%. In these cases, it is likely that the Wi-Fi link bottlenecks internet access. Assum-
ing a 10 Mbps access link, we estimate that the Wi-Fi link limits available bandwidth
on 12.6%, 22.4%, and 12.9% of .11g, .11n 1x1, and .11n 2x2 stations’ samples.

Figure 5.7: Distribution of link utilization of .11n and .11g stations for samples with
TX datarate > 100 Kbps.

5.4 QoE predictions per application

Figure 5.8: Predicted DMOS frequency in the wild.
Unfortunately, this dataset does not contain FDR. Therefore, we train SVR predictors using Avg. Tx-PHY, WiFi, and nonWiFi, instead. We build predictors with SVR parameters found in §4.3.2 and find RMSE between 0.780 and 0.842. We build predictors for YouTube, web browsing, and audio and video RTC. To account for web page complexity, we build three web predictors: web simple, representing very lightweight pages such as search engines front pages, we use samples of page loads of google.com for building this predictor; complex, representing pages with many objects / images (amazon.fr in our case); and average, representing pages of intermediary complexity (facebook.com).

Figure 5.8 shows the cumulative fraction of predicted DMOS per application in the deployment. We observe that over 66% of samples contain predicted QoE above 4.5 for all applications. This is reassuring as most of the time, Wi-Fi works well for all applications. We observe instances where predicted DMOS < 3.0 on all applications. We predict DMOS below 3.0 for web complex and video RTC on 17.4% and 12.8% of samples, for YouTube and web average on 4.9% and 4.7% of samples, and for audio RTC and web simple on 2.1% and 1.6% of samples.

The difference in frequency between applications is due to the applications sensitivity to Wi-Fi impairments observed in the deployment. All samples with avg. phy rate up to 6.5 Mbps show predicted DMOS below 3.0 for web complex and video RTC, on a total of 9.14% of all deployment samples. On other predictors, this only occurs when we also observe interference.

5.5 QoE across applications

We saw that some applications require better Wi-Fi quality, with a larger fraction of samples where predicted DMOS < 3.0. Now, we would like to investigate how the same Wi-Fi quality affects QoE for different applications. Figure 4.9 hints that there should be similarities among QoE predictors: predicted DMOS is close to 1.0 as medium occupation gets closer to 100% for all applications. We would like to automatically detect the similarities and differences of QoE across applications.

We generate a synthetic set by sweeping all combinations of Wi-Fi parameters, namely: AvgTxPhy, BUSY_{WiFi} and BUSY_{nonWiFi}. We do not generate samples where BUSY_{WiFi} + BUSY_{nonWiFi} > 100. For each Wi-Fi combination, we generate a sample with six features, one for the predicted DMOS for each application. Then, we apply a clustering algorithm to discover clusters of samples. Finally, we analyze the cluster
centroids to manually label each cluster.

We find clusters using the K-means algorithm. Choosing the number of clusters (K) is difficult in this case. We do not expect to find rigid borders between clusters, since the QoE predictors produce continuous values between 1 and 5. Figure 5.9 shows the fraction of explained variance for K values between 2 and 30. This metric should monotonically increase as we increase K. One should choose the number of clusters so that adding another cluster does not significantly improves the model. We see that this metric increases very slowly for K>6. Furthermore, we find clusters with K=6 which we can manually label without much difficulty.

Table 5.2 show cluster centroids for K=6, ordered by the Euclidean norm. We manually analyze each cluster to identify if there is a semantic meaning for each cluster. Cluster C5 has DMOS $\geq 4.3$ across applications, whereas cluster C0 has DMOS $\leq 1.8$ across applications. Fortunately, nearly 83% of deployment samples belong to cluster C5, and only 0.39% to cluster C0. Cluster C4 has DMOS $\geq 3.9$ across applications, although estimated DMOS for web complex $\approx 3.0$. Cluster C3 has estimated DMOS $\leq 3.6$ for all but two applications: audio and web simple. Cluster C2 and C1 has DMOS $\leq 3.0$ on five applications, with the exception in audio for C2 and web simple for C1.

Figures 5.10a and 5.10b shows cluster disposition on Wi-Fi QoS space, considering that only Wi-Fi interference or non Wi-Fi interference generates medium occupancy,
Table 5.2: Cluster centroids in QoE space

<table>
<thead>
<tr>
<th></th>
<th>C0</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>C5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video</td>
<td>1.42</td>
<td>1.42</td>
<td>2.98</td>
<td>3.63</td>
<td>4.55</td>
<td>4.71</td>
</tr>
<tr>
<td>Audio</td>
<td>1.62</td>
<td>2.62</td>
<td>3.61</td>
<td>4.27</td>
<td>4.73</td>
<td>4.83</td>
</tr>
<tr>
<td>YouTube</td>
<td>1.35</td>
<td>1.49</td>
<td>2.51</td>
<td>3.37</td>
<td>4.43</td>
<td>4.87</td>
</tr>
<tr>
<td>Web complex</td>
<td>1.14</td>
<td>1.36</td>
<td>1.55</td>
<td>2.18</td>
<td>2.98</td>
<td>4.29</td>
</tr>
<tr>
<td>Web average</td>
<td>1.19</td>
<td>1.82</td>
<td>1.52</td>
<td>2.74</td>
<td>3.90</td>
<td>4.91</td>
</tr>
<tr>
<td>Web simple</td>
<td>1.74</td>
<td>4.48</td>
<td>2.70</td>
<td>4.30</td>
<td>4.74</td>
<td>4.98</td>
</tr>
<tr>
<td>Freq.</td>
<td>0.39%</td>
<td>0.83%</td>
<td>0.51%</td>
<td>7.21%</td>
<td>8.13%</td>
<td>82.93%</td>
</tr>
</tbody>
</table>

Figure 5.10: Clusters on Wi-Fi QoS space

respectively.

**Poor QoE samples.** The DMOS predictors help us understand if a given Wi-Fi scenario is adequate for executing one application. However, we would like to obtain a predictor that detects if Wi-Fi quality degrades QoE in general. The output of this predictor should simply be if Wi-Fi quality is good or not. We use the clusters to define this predictor. Clusters C3,C2,C1, and C0 contain samples where DMOS < 4.0 on multiple applications. Therefore, we classify samples from clusters C3,C2,C1 and C0 as **poor QoE** samples. We call samples from cluster C4 and C5 as **good QoE** samples. Using this definition, we classify 8.94% of deployment samples as poor QoE samples, and 91.06% as good QoE samples.

Figure 5.11 shows the fraction of poor QoE samples per station. The majority of stations (60%) have less than 5% poor QoE samples, therefore, Wi-Fi is unlikely to impair user experience in those cases. 14% of stations, however, have more than 25%
5.6 Characterization of poor QoE events

We characterize how poor QoE samples occur over time. Figure 5.12 shows the inter-arrival time of samples and of poor QoE samples. In general, samples are not always evenly spaced due to stations’ inactivity. 74% of all samples occur adjacently and 13% of samples have an inter-arrival time above 2 minutes. For poor QoE samples, 52% occur adjacent to another poor QoE sample, while 28% have inter-arrival time above 2 minutes. This indicates that poor QoE samples, in general occur in groups.

Poor QoE event. We define a poor QoE event as a series of poor QoE samples spaced by no more than a time threshold $T$. We use Figure 5.12 to decide the threshold $T$. We choose $T = 2$ minutes since a large fraction of poor-QoE samples have inter-arrival time $\leq 2$ minutes, but this fraction increases slowly for larger inter-arrival times. Notice that some good QoE samples may occur in-between poor QoE samples. Even in these cases, users are likely to experience poor quality during the poor QoE event.

Figure 5.13 shows the duration of poor QoE events, for $T = 2$ minutes. The majority of poor QoE events are short: 78% have duration of two minutes or lower.
There are many possible reasons for short-lived poor QoE events. Mobile stations going in or out of Wi-Fi range are likely to produce short-lived poor QoE events. These can also be due to temporary Wi-Fi impairments, such as those caused by a peak of Wi-Fi interference. We observe a number of long poor QoE events, some stretching over
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several hours. These more persistent Wi-Fi problems can happen when either the station is poorly located or the AP is using a busy Wi-Fi channel.

We categorize poor QoE events into three distinct classes. Short-lived poor QoE events are those with duration below or equal 2 min. We divide other events between consistent and intermittent. Intermittent events have good QoE samples in-between poor QoE samples. If the fraction of poor QoE samples during a poor QoE event is greater or equal to 80%, we call it a consistent poor QoE event, otherwise it is an intermittent poor QoE event.

![Classification of poor QoE samples per group of station.](image)

Figure 5.14: Classification of poor QoE samples per group of station.

Figure 5.14 shows the division between short, intermittent, and consistent poor QoE events. We group stations based on their fractions of poor QoE samples. We observe that stations with a small fraction of poor QoE samples have many short poor QoE events. For stations with fraction of poor QoE samples below 5%, 55% of poor QoE samples belong to short poor QoE events. Short-lived poor QoE events are difficult to detect and diagnose, since it is unclear if the root cause was fixed or temporarily absent. These stations require a long-term monitoring approach to detect and diagnose Wi-Fi problems. We also observe that stations with a larger fraction of poor QoE samples have less intermittent events and more consistent poor QoE events. For stations with fraction of poor QoE samples above 50%, we observe, on average, 68% of poor QoE samples on consistent poor QoE events. While this general rule holds
true for the majority of stations, there are some exceptions. Some stations with a very high fraction of poor QoE samples have nearly all samples on short poor QoE events. We verified these cases and found that this occurs because they generate traffic for very short periods. This prevents us from classifying poor QoE samples into long poor QoE events.

Figure 5.15: Scatter plot of Avg. Tx PHY rate and Busy for consistent and intermittent poor QoE events.

Figure 5.16: Distribution of poor QoE events’ average PHY rate.
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Diagnosis of poor QoE events. Next, we investigate what is the most likely cause for intermittent and consistent poor QoE events. Figure 5.15 shows average PHY rate and BUSY for consistent and intermittent poor QoE events. In general, poor QoE events have either Avg. Tx PHY rate < 15 Mbps or Avg. Busy > 60%. Figure 5.16 shows the distribution of the average PHY rate of consistent and intermittent poor QoE events. We see that 88.5% and 78.3% of consistent and intermittent poor QoE events have Avg. Tx PHY rate < 15 Mbps. We diagnose these events as caused by low Avg. Tx PHY rate. Intermittent poor QoE events have Wi-Fi metrics closer to the decision boundary between clusters C3-C4. We find 7.42% and 25.49% of consistent and intermittent poor QoE samples with avg. Tx PHY rate between 8 and 15 Mbps.

![Figure 5.17: Distribution of poor QoE events’ average BUSY.](image)

Figure 5.17 shows the average medium occupation of consistent and intermittent poor QoE events. We see that both distributions are similar. We observe that 24.8% and 23.6% of consistent and intermittent poor QoE events have BUSY ≥ 60%. We diagnose these events as caused by high medium occupancy. We investigate cases where we find both low Avg. Tx PHY rate and high medium occupation, and found that this occurs on 14.2% and 5.0% of consistent and intermittent poor QoE events. This occurs more often on consistent poor QoE events because both metrics needs to improve to obtain a good QoE sample.

We further investigate the source of medium occupancy for the cases where we don’t detect low Avg. Tx PHY rate. Figure 5.18 shows the distribution of average BUSY_{WIFI}
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Figure 5.18: Distribution of poor QoE events’ average $\text{BUSY}_{\text{WiFi}}$, where Avg. Tx PHY rate $> 15$ Mbps.

for poor QoE events where Avg. Tx PHY rate $> 15$ Mbps. We observe that 62.5% and 33.8% of consistent and intermittent poor QoE events have $\text{BUSY}_{\text{WiFi}} > 50\%$. We diagnose these events as caused by Wi-Fi interference. We also observe that 36.4% and 59.6% of consistent and intermittent poor QoE events have average $\text{BUSY}_{\text{WiFi}} < 20\%$. In these cases, Wi-Fi interference is unlikely the source cause. We verified these cases and found that, in these cases, $\text{BUSY}_{\text{nonWiFi}} > 40\%$. Therefore, we diagnose these events as caused by non Wi-Fi interference.

Table 5.3 summarizes the findings from the previous analysis. The main cause for poor QoE events of both consistent and intermittent poor QoE events is low PHY rate. The majority of poor QoE events have low average PHY rate. For the others, we detect a balance between Wi-Fi and non Wi-Fi interference, with non Wi-Fi interference

<table>
<thead>
<tr>
<th>Diagnosis</th>
<th>Consistent</th>
<th>Intermittent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Avg. Tx PHY rate</td>
<td>88.5%</td>
<td>78.3%</td>
</tr>
<tr>
<td>Wi-Fi interference</td>
<td>7.2%</td>
<td>7.3%</td>
</tr>
<tr>
<td>Non Wi-Fi interference</td>
<td>4.2%</td>
<td>12.9%</td>
</tr>
<tr>
<td>Others</td>
<td>0.1%</td>
<td>1.5%</td>
</tr>
</tbody>
</table>
occurring more frequently on intermittent poor QoE events. A small fraction of poor QoE events presented both Avg. Tx PHY rate > 15 Mbps and BUSY < 60%. We name the root cause simply as *others* and the poor QoE events are caused by a combination of low Avg. Tx PHY rate, Wi-Fi interference and non Wi-Fi interference.

## 5.7 Summary

We apply our predictors on Wi-Fi metrics collected in the wild from 832 APs over a period of 7 days. We first study link-layer Wi-Fi quality and network QoS metrics, and find that medium occupation is above 50% on 7.4% of samples, while Avg. Tx PHY rate is below 6.5Mbps on 11.5% and 7.3% of samples from .11n 1x1 and .11n 2x2 stations. We find that only 31% of download samples have datarate above 100 Kbps, but when they do Wi-Fi link utilization is above 70% on 2.6%, 2.1%, and 1.7% of .11n 2x2, .11n 1x1, and .11g stations samples. In these cases, the Wi-Fi link is likely bottlenecks end-to-end bandwidth. We that Wi-Fi quality is mostly good across applications — in more than 66% of samples Wi-Fi quality does not degrade QoE of any application. We use clustering to aggregate results across applications and find two clusters where Wi-Fi quality does not significantly degrade QoE across applications. We classify samples from the remaining cluster as poor QoE samples. We find 8.94% poor QoE samples in the deployment, with 60% of stations with a fraction of poor QoE samples below 5%. We study poor QoE samples over time to define short, consistent, and intermittent poor QoE events. We find that stations with small fraction of poor QoE samples have more short-lived poor QoE events while stations with higher fraction of poor QoE samples have more consistent poor QoE events. Short-lived poor QoE events are difficult to detect and diagnose, since it is unclear if the root cause was fixed or temporarily absent and require a long-term monitoring approach. We diagnose consistent and intermittent poor QoE events and find that the large majority is caused by low average PHY rate, but consistent poor QoE events more often have both low average PHY rate and high medium occupation. We also find that, when average PHY rate is > 15 Mbps, non Wi-Fi interference is more often the cause for intermittent poor QoE events and Wi-Fi interference is more often the cause for consistent poor QoE events.
Chapter 6

Conclusion and future work

This thesis designs and evaluates techniques to passively monitor Wi-Fi quality on commodity access points and predict when Wi-Fi quality degrades internet application QoE. We make the following contributions.

1. **Design and evaluation of a method for passive Wi-Fi link capacity estimation.**

   We proposed an algorithm to estimate the link capacity based on passive metrics sampled from commodity APs. Our results show that it is possible to estimate the link capacity per PHY rate based on a limited set of parameters related to the particular AP instance. Link capacity is useful both for estimating Wi-Fi link available bandwidth as well as diagnosing Wi-Fi performance impairments. We show two case studies where we use link capacity to detect the presence of frame delivery and medium access problems. This method allows ISPs to continually monitor users’ Wi-Fi link capacity and available bandwidth. The ISP would then be able to quantify how often the Wi-Fi link bottlenecks internet connectivity. Also, the diagnosis approach proposed here can be the first step to guide helpdesk operators when diagnosing users’ Wi-Fi problems.

2. **Design and evaluation of predictors for the effect of Wi-Fi quality on QoE for web browsing, YouTube, audio and video RTC.**

   We studied the effects of Wi-Fi quality on QoE of four applications: web browsing, YouTube streaming, audio and video RTC. One of the main challenges in this research is that we want to cover a wide range of Wi-Fi scenarios while also obtaining the user perception of quality. In this thesis, we present a methodology to build the training set despite this challenge. We use application QoS to QoE
models to obtain MOS estimations and validate each model with a small user study. We show that we can build predictors using support vector regression, and we analyze the impact of individual features on the prediction task. These QoE predictors estimate how Wi-Fi quality affects each application and can be used for real time QoE monitoring. ISPs can manage customers’ QoE by using QoE predictions to decide which home should receive more resources (e.g., helpdesk operators’ attention) to improve overall customer satisfaction.

3. **Design of a method to identify poor QoE events.**

   We leverage the QoE predictors for web, YouTube, and audio and video RTC to identify instances where Wi-Fi metrics indicates that user experience should be poor across applications. This definition is useful in cases where we do not know the user application but we want to know whether Wi-Fi quality can degrade QoE. We study how poor QoE samples occur over time and define short, intermittent, and consistent poor QoE events. We found poor QoE events stretching over many hours. We found that stations differ in the type of poor QoE events they have: stations which rarely show poor QoE samples have more short poor QoE events, while stations with a large fraction of poor QoE samples have more consistent poor QoE events. We also show how we can diagnose poor QoE events using poor QoE events’ Wi-Fi metrics. We can describe stations’ quality by number, duration, and type of poor QoE events. Short-lived poor QoE events typically require a long-term monitoring approach for detection and diagnose, while consistent and intermittent poor QoE events may have different impact on user experience.

4. **Characterization of Wi-Fi quality in the wild.**

   We analyze data from 6086 stations connected to 832 APs of customers of a large Asian-Pacific residential ISP, to characterize Wi-Fi quality in the wild. We found that, more often, stations have low PHY rate than high medium occupation. We also found that non Wi-Fi interference was the main cause for high levels of medium occupation. We estimate that Wi-Fi quality limits access link bandwidth in up to 22% of stations’ samples. The home Wi-Fi link already limits end-to-end internet performance in many scenarios, and this is likely to become more common as faster broadband internet access becomes accessible. We use the QoE predictors to estimate when Wi-Fi quality degrades application QoE. We find that home Wi-Fi quality, in most cases, does not degrade application QoE,
which is reassuring. We find that the majority of stations have a small fraction of poor QoE events. Some stations, however, very frequently show poor QoE events and are clear cases where the ISP could intervene to improve user experience. This characterization should provide insight on the occurrence and characteristics of poor QoE events in the wild.

This thesis is the first to establish relationships between link-layer Wi-Fi metrics from commodity APs and application QoE. Further research is required to improve quality of predictions and to integrate predictors into an online QoE monitoring system.

Explore other features for the prediction task. We create features using simple aggregation techniques (notably, averages) to coincide with the current implementation of the Wi-Fi monitoring system, but other options exist. It would be interesting to study how other aggregation metrics, such as median, percentiles, and standard deviations could improve predictors’ accuracy. Also, future home APs should have processing power to measure per-packet processing metrics. Therefore, it would be interesting to study the accuracy of predictors which use measurements of local and external latency, for example.

Study of other applications. We are interested into studying the effects of Wi-Fi quality on other applications. It would be interesting to quantify the effects of Wi-Fi quality on online gaming, for example. Internet gaming is a popular form of home entertainment where network impairments may highly degrade user experience. This research is challenging: the experimental methodology used here is unlikely to apply as there is no QoS/QoE model that closely resemble user opinion on online gaming.

Integration with Wi-Fi monitoring system. We plan to integrate the QoE predictors and the clustering method into the Wi-Fi monitoring system. Efficiency is a very relevant factor. The Wi-Fi monitoring system currently collects measurements from over 5 thousands APs and over 30 thousands stations, and it is under expansion. We plan to cache QoE predictions using hash tables and use linear interpolations to efficiently approximate SVR predictors. This is to avoid iterating over all support vectors for every QoE prediction.
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Sujet : Prédiction de la QoE de la Wi-Fi domestique avec mesures passives sur les points d’accès de base

Résumé : Une mauvaise qualité Wi-Fi peut perturber l’expérience des utilisateurs domestiques sur Internet, ou la qualité de l’expérience (QoE). Détecter quand le Wi-Fi dégrade la QoE des utilisateurs est précieux pour les fournisseurs d’accès internet (FAI), surtout que les utilisateurs domestiques tiennent souvent pour responsable leur FAI lorsque leur QoE se dégrade. Pourtant, les FAI ont peu de visibilité au sein de la maison pour aider les utilisateurs. Cette thèse conçoit et évalue des techniques de surveillance passive de la qualité Wi-Fi sur les points d’accès de base (APs) et prédit quand la qualité du Wi-Fi dégrade la QoE de l’application Internet. Notre première contribution est la conception et l’évaluation d’une méthode qui estime la capacité de liaison Wi-Fi. Nous étendons les modèles précédents, adaptés aux réseaux 802.11a/b/g, pour travailler sur des réseaux 802.11n en utilisant des mesures passives. Notre deuxième contribution est la conception et l’évaluation des prédicteurs de l’effet de la qualité Wi-Fi sur la QoE de quatre applications populaires: la navigation sur le Web, YouTube, la communication audio et vidéo en temps réel. Notre troisième contribution est la conception d’une méthode pour identifier les événements qui traduisent une mauvaise QoE. Nous utilisons un clustering de K-moyennes pour identifier les cas où les prédicteurs QoE estiment que toutes les applications visées fonctionnent mal. Ensuite, nous classons les événements traduisant une mauvaise QoE comme des événements QoE de courte durée, intermittents et cohérents. Enfin, notre quatrième contribution consiste à appliquer nos prédicteurs aux métriques Wi-Fi collectées sur une semaine de surveillance de 832 points d’accès de clients d’un grand fournisseur d’accès Internet résidentiel. Nos résultats montrent que la QoE est bonne sur la grande majorité des échantillons de ce déploiement, mais nous trouvons encore 9% des échantillons avec une mauvaise QoE. Pire, environ 10% des stations ont plus de 25% d’échantillons dont la QoE est médiocre. Dans certains cas, nous estimons que la qualité Wi-Fi provoque une QoE médiocre pendant de nombreuses heures, bien que dans la plupart des cas les événements traduisant une mauvaise QoE soient courts.

Mots clés : Wi-Fi, Réseau domestique, QoE, surveillance passive
Subject : Predicting Home Wi-Fi QoE from Passive Measurements on Commodity Access Points

Abstract : Poor Wi-Fi quality can disrupt home users' internet experience, or the Quality of Experience (QoE). Detecting when Wi-Fi degrades QoE is valuable for residential Internet Service Providers (ISPs) as home users often hold the ISP responsible whenever QoE degrades. Yet, ISPs have little visibility within the home to assist users. This thesis designs and evaluates techniques to passively monitor Wi-Fi quality on commodity access points (APs) and predict when Wi-Fi quality degrades internet application QoE. Our first contribution is the design and evaluation of a method that estimates Wi-Fi link capacity. We extend previous models, suited for 802.11a/b/g networks, to work on 802.11n networks using passive measurements. Our second contribution is the design and evaluation of predictors of the effect of Wi-Fi quality on QoE of four popular applications: web browsing, YouTube, audio and video real time communication. Our third contribution is the design of a method to identify poor QoE events. We use K-means clustering to identify instances where the QoE predictors estimate that all studied applications perform poorly. Then, we classify poor QoE events as short, intermittent, and consistent poor QoE events. Finally, our fourth contribution is to apply our predictors to Wi-Fi metrics collected over one week from 832 APs of customers of a large residential ISP. Our results show that QoE is good on the vast majority of samples of the deployment, still we find 9% of poor QoE samples. Worse, approximately 10% of stations have more than 25% poor QoE samples. In some cases, we estimate that Wi-Fi quality causes poor QoE for many hours, though in most cases poor QoE events are short.

Keywords : Wi-Fi, home networks, QoE, passive monitoring